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Over the last decades, the emergence of new technologies has inspired a paradigm shift for the fourth industrial revolution. For example,
circular economy, data mining, and artificial intelligence (AI), which are multidisciplinary topics, have recently attracted industrial and
academic interests. Sustainable structural health monitoring (SHM) also concerns the continuous structural assessment of civil, me-
chanical, aerospace, and industrial structures to upgrade conventional SHM systems. A damage detection approach inspired by the
principles of data mining with the adoption of circular-economic thinking is proposed in this study. In addition, vibration characteristics
of a composite bridge deck structure are employed as inputs of Al algorithms. Likewise, an artificial neural network (ANN) integrated with
a genetic algorithm (GA) was also developed for detecting the damage. GA was applied to define the initial weights of the neural network.
To aid the aim, a range of damage scenarios was generated and the achieved outcomes confirm the feasibility of the developed method in
the fault diagnosis procedure. Several data mining techniques were also employed to compare the performance of the developed model. It
is concluded that the ANN integrated with GA presents a relatively fitting capacity in the detection of damage severity.

1. Introduction

Advanced, large, and expensive engineering assets such as
high-rise buildings, long-span bridges, dams, oil platforms,
hydraulic structures, wind turbines, offshore structures,
railways, and ports were designed to last long [1-7].
However, many of them were more than halfway through
their intended service life, and some of them have already
reached the end of it [8]. Countries spend billions each year
on the maintenance of these assets. For instance, according
to ASCE 2021 infrastructure report card [9], there were more
than 617,000 bridges across the United States. Currently,
42% of all bridges are at least 50 years old and 46,154 of the
bridges are considered structurally deficient, meaning they

are in “poor” condition and in need of repair that requires
a $125 billion investment. In another example, road and rail
infrastructures across Europe have been degrading because
of too little maintenance due to the global economic crisis
[10]. Therefore, the monitoring costs associated with the
aging engineering assets have become an ongoing concern.
Emerging technologies need to overcome such bottlenecks
to act more cost-effectively and sustainably in the planning,
control, and management of structures. Structural health
monitoring (SHM) as a powerful tool was utilized to address
the above concerns by changing timetabled maintenance
with as-needed repairs [11].

SHM is the process of applying a damage detection
approach to evaluate the health condition of mechanical,
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civil, and aerospace engineering assets [12]. Damage de-
tection techniques can be considered in two categories due
to their detection abilities which include local-based and
global-based techniques [13]. Conventional approaches, e.g.,
visual inspections, ultrasonic, acoustic emissions, and ra-
diography, are local-based damage detection methods with
various drawbacks. For instance, the aforesaid costly tech-
niques normally necessitate prior knowledge of the damage
location which makes them laborious and inefficient, es-
pecially in big and complicated structures [14, 15]. In
contrast, global-based methods, e.g., vibration-based tech-
niques are based on global structural response and they have
been developed to overcome the aforementioned drawbacks
[16, 17]. From another perspective, emerging computer-
based technologies require to be operated for achieving
SHM data [18]. Hence, mathematical evolutions have
upgraded the SHM schemes. For example, data mining
methods [19, 20], cloud computing [21], and deep learning
[22] have recently been employed in SHM. Al is also one of
the developing scientific strategies in the 2020s [23, 24]. Over
the past decade, ANN has provided broad solutions for
structural system identification problems [25]. Moreover,
according to [26], these days a lot of evolutionary techniques
exist, e.g., GA [27], ant colony optimization [28], grey wolf
optimization [29], particle swarm optimization [30], artifi-
cial immune algorithm [31], artificial bee colony algorithm
[32], and firefly algorithm [33]. Among all metaheuristic
techniques, the GA holds the highest standard aimed at
resolving global optimization problems [34, 35].

The fourth industrial revolution, which is known as
Industry 4.0, IR 4.0, or 4IR, includes various platforms, e.g.,
data mining, A, and circular economy. Data mining has also
several models to run [36-43]. Cross-industry standard
process for data mining (CRISP-DM) is the most widespread
paradigm [44]. This model has a hierarchical and cyclic
process in six stages, i.e., business understanding, data
understanding, data preparation, modeling, evaluation, and
deployment. In the modeling phase of CRISP-DM, three
types of techniques such as statistical, machine learning, and
AT techniques can be used for different applications [45, 46].
Likewise, the circular economy has several frameworks
[47, 48]. According to [49], the most comprehensive circular
economy framework in six stages was proposed by Potting
et al. [50]. Data mining and AT are considered as one of the
main factors for an extensive adoption and enhanced
modification to the circular economy.

Based on the literature review, it is felt to improve the
smartification of global-based structural damage identifi-
cation systems using Industry 4.0 technologies due to the
demanding needs of developing the fault diagnosis of
structures. Therefore, by taking advantage of the described
relationship between circular economy, data mining, and Al,
a generalized fault diagnosis workflow is proposed in this
study. This is also associated with the fact that for the
implementation of computational techniques in SHM,
a systematic procedure along with relevant algorithms is
essential. Consequently, in this article, a brief background of
Industry 4.0, circular economy, and data mining are high-
lighted in Section 2. The architecture of the proposed
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circular model is presented in Section 3. Experimental modal
analysis of a composite bridge deck structure is also detailed
in this section. Here, a range of damage scenarios is in-
troduced to generate the vibration characteristics of single-
type and multiple-type damage cases as the input database
for training the developed ANN integrated with the GA
pattern. In Section 4, finite element modeling of the test
structure is carried out to verify the experimental work. The
outcomes of the introduced hybrid network are also pre-
sented in this section. Then, the performance of the pattern is
compared with predeveloped ANN, support vector machine
(SVM), and classification and regression trees (CART) using
mean absolute error (MAE). Finally, Section 5 highlights the
conclusions.

2. Fourth Industrial Revolution (Industry 4.0)

The term “industry” refers to the creation of products,
services, and facilities within an economy. Our world has
experienced four steps of industrialization. Table 1 presents
the most important contributions of the fourth industrial
revolution, adopted from [51-57]. Circular economy, data
mining, and Al aligned with the fourth industrial revolution
(Industry 4.0) promote smart tasks and diagnostics in re-
search and analytics to industries and organizations in
predictive policing. Data mining and Al platforms are also
considered as one of the main factors for an extensive
adoption and enhanced modification to the circular econ-
omy [58, 59].

The linear economy operates as if there are infinite re-
sources in the world. In the same line, linear thinking as
a traditional value chain has been started after the third
industrial revolution [60]. A linear economy is based on
a “Take, Make, and Dispose” model [61]. In the beginning,
the implementation of this model was successful. However,
it misused the resources in an unsustainable way. For ex-
ample, the United Nations has estimated that by 2030, the
world will need to double the existing resources to become
equal with the rate of global production, consumption, and
population growth [62]. Therefore, to become more sus-
tainable, it is required to move to a circular system that is
based on a closed-loop “Make, Use, and Return” model
[63, 64]. In other words, the idea of a circular economy has
been established from different aspects, i.e., finite resource
stabilization, cost efficiency, pollution reduction, risk
management, adoption of better retrofit practices, sharing
economy, reusability, and recyclability of materials [65].
Therefore, this technology-focused system can be defined as
a condition for sustainability. This is due to the fact that its
concept moves towards the final aim of sustainability
[66, 67].

With the rapid growth of database technology, more data
were collected. Obviously, there is a lot of hidden important
information behind the collected data. In this context, one of
the popular strategies for knowledge discovery is the typical
data processing approach. However, its assumption is dif-
ficult to converge with the actual work [68]. In addition,
whenever there is a huge data collected, further drawbacks
can appear. As a result, conventional strategies, i.e., classical
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TaBLE 1: Industry 4.0 contributions.

(i) Internet of things (IoT)

(ii) Smart factories/smart manufacturing/robotics

(iii) Circular economy/product-lifecycle-management (PLM)
(iv) Data mining/big data analytics/deep learning

(v) Al/machine learning

Key contributions of IR 4.0

(vi) Smart sensors/remote sensing/wireless sensor network/online monitoring
(vii) Cloud computing/cognitive computing/mobile computing

(viii) Cybersecurity/blockchain

(x) Digital twin/smart tasks and diagnostics/smartification

(xi) Virtual reality/augmented reality/building information modeling (BIM)
(xii) Unmanned aerial vehicles (UAVs)/internet of drone/smart cities

(xiii) Smart environment/sustainable development/renewable energy

mathematical techniques perform rather inefficiently.
Therefore, the analysis of information should be performed
at a better level to better make use of the databases [69]. To
overcome the mentioned drawbacks, sophisticated com-
puting tools such as data mining can play a significant role in
the extraction of valuable information from different da-
tabases [70, 71]. Data mining is an emerging procedure that
is used to obtain knowledge from raw data. In fact, it can
handle the qualitative analysis of complex and time-
consuming real-world problems that cannot be solved
with typical statistical techniques [72].

3. Methodology

By taking advantage of the described relationship between
circular economy, data mining, and Al, a generalized fault
diagnosis workflow is proposed in this study, as shown in
Figure 1. This systematic model is based on the combination
of CRISP-DM and circular economy closed-loop concepts
for the health monitoring of engineering assets using inverse
analysis. As can be observed from Figure 1, assessing the
damage level is the initial part of the circular fault diagnosis
model to collect data. The subsequent phase is focusing on
data processing through a number of duties, i.e., data
cleaning, data integration, data construction, and data
transformation. Generally speaking, the data preparation
step is one of the most problematic parts of the procedure. It
is because several problems such as incomplete data, missing
values, out-of-range records, wrong data type, and un-
available details should be solved in this step to construct
a database. Then, the processed data are considered as inputs
for the next step. In the modeling step, applicable algorithms
such as ANN, fuzzy, support vector machine (SVM),
principle component analysis (PCA), GA, ant colony op-
timization (ACO), Bayesian, and particle swarm optimiza-
tion (PSO) can be applied for different purposes, i.e.,
classification, optimization, or perdition. The accomplished
results are utilized for damage assessment of structural el-
ements. Once the models are assessed, the deployment of the
proposed circular model can be performed through the
implementation of strengthening and retrofitting actions to
expand the health state of structures. In this regard, the
reliability of structures can be also estimated through

a number of suggested treatments, e.g., repairing or
upgrading the structural members, major/minor mainte-
nance, or replacement of the damaged components, as in-
dicated in Figure 1.

3.1. Experimental Modal Analysis. Modal parameter esti-
mation relies on methods of excitation as well as the ac-
curacy of data acquisition tools. Mode identification
methods can be divided into operational and experimental
modal analysis. Operational modal analysis regularly refers
to output-only measurements whereas experimental modal
analysis uses input excitation and output response mea-
surements to estimate the modal parameters [73-76]. In this
study, a series of experimental modal analysis of a bridge
deck structure were conducted to generate the data. The
common span length, as well as girder spacing of a common
composite girder bridge, is 25m to 30 m and 3.5m to 4 m,
respectively. A 1:10-scaled form of this girder deck was cast
and tested in the heavy structure laboratory of the De-
partment of Civil Engineering, University of Malaya. The
model consists of three universal steel beams joined to
a concrete slab using shear stud connectors (see Figure 2).
The length of the tested model is 3200 mm including 100 mm
at both support ends. The materials used in this work were
cement, fine aggregates, silica fume, water, and super-
plasticizer. The reinforcement of the concrete slab is wel-
ded wire mesh. Its diameter is 5mm with 100 mm by
100 mm spacing. The concrete cover for the mesh is 30 mm.
According to [77], mechanical connectors (e.g., shear studs)
are needed to succeed the composite action. Therefore, full
composite action between the concrete slab and steel I-
beams is modeled using sixteen shear stud connectors
which are installed on each I-beam. To do so, the nuts are
welded on top of the beam flange. Then, the bolts are firmly
tightened to the nuts. The schematic view, physical prepa-
ration, and experimental setup of the specimen are presented
in Figures 2 and 3.

Figure 4 presents the schematic illustration of the
conducted experimental modal analysis. In the first step, the
composite bridge deck structure was tested in its intact
condition to obtain the vibration features of the model as the
reference or benchmark model. To aid the aim, the specimen
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FIGURE 1: The proposed closed-loop model inspired by circular economy.

was excited using analogue signals of Wilcoxon acceler-
ometers with the sensitivity of 100mV/g through IMV
VE-50 electrodynamic shaker which were amplified by VA-
ST-03 power amplifier. Sixteen accelerometers were
employed in each beam to record the time-domain re-
sponses of the model. OROS analyzer along with its plat-
form, NVGate, recorded the measurements [78]. This signal
analyzer transformed the input analogue signals to digital
format with the sampling rate of 5.12 kS/s and the frequency
bandwidth and resolution of 2500Hz and 0.39Hz, re-
spectively. To do so, NVGate converted the time-domain
data to the frequency domain utilizing fast Fourier trans-
form. In the next step, the academic license of ICATS, which
is the modal analyzer software, was used to extract the
structural dynamic parameters, i.e., the first four flexural
modes from measured modal test data [79].

Several damage cases (i.e., single and multiple) were
induced to the test specimen through notching different
locations in several members by saw cuts as well as a disk
grinder. To aid the aim, twenty-five magnitudes of controlled
damage from 3 mm to 75mm depth with the increment of
3mm and correspondingly the prescribed locations were
generated for each damage case, as shown in Figure 5. The
modal testing was carried out for each case, individually. As
it can be seen from Figures 5(b) and 5(c), the mid-span of

beam 1 was considered as the location of damage for
a single-type damage scenario, though the one-quarter span
of beam 1 and three-quarter span of beam 3 were selected as
damage location for the multiple-type damage scenario. It
should be noted that in this study, different parts of the
undamaged structure were incised to generate the damaged
state. Then, the loss of stiffness was recovered by welding
back the members to create another undamaged state. In this
regard, the process of controlled cutting and welding was
repeated in different damage scenarios. Then, the findings of
the experimental modal analysis were employed in the role
of inputs for the circular data mining-based process.
Vibration characteristics of the first four flexural modes,
ie, F,i=1, 2,3, 4 in healthy and damaged cases for single-
and multiple-type scenarios were obtained, as shown in
Figure 6. The horizontal axis of each figure signifies the
twenty-six damage cases including the intact state in ad-
dition to twenty-five damaged states. The vertical axis of each
figure indicates the natural frequency measurements. As it
can be seen from the figure, in general, the trend of modal
parameters in both scenarios reduced with damage ex-
pansions. However, several damaged states experienced
slight fluctuations in particular modes. For example, the
maximum reductions of natural frequency values were
3.71% in F,-multiple damage state, 3.68% in F;-single
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FIGURE 2: (a) Layout plan and dimensions, (b) construction of the specimen, (c) shear stud connectors, (d) casted model, (e) schematic view,
(f) laboratory test setup, and (g) schematic setup of the specimen.

damage state, and 4.16% in F;-multiple damage state.
Conversely, the minimum reductions of natural frequencies
belonged to mode 4 with 1.17% and 0.95% in single and
multiple damage states, respectively. This is due to the node
points aimed at certain mode shapes (see Figure 7). In

addition, the results indicated that minor fluctuations of the
natural frequencies affected by environmental uncertainties
and noise were detected in some damage states, e.g., 36 mm
damage state in modes 2 and 4 of single- and multiple-
damage scenarios.
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3.2. Artificial Neural Network (ANN) Integrated with Genetic
Algorithm (GA). ANN is one of the greatest powerful Al
algorithms inspired by biological neurons [80]. ANNs are
categorized using their topology. For instance, a neural
network can be feedback or feed-forward. In recent years,
ANNs have been employed for solving civil engineering
problems encountered in different structures from basic
structural members (e.g., truss structures [81], reinforced
concrete beams [82], and steel plates [83]) to complex
systems (e.g., dams [84], buildings [85-87], and bridges
[88, 89]). In spite of this, according to [90, 91], ANNSs are
affected by a lack of reliance on allocating the weights to
networks between layers. As a result, it can increase the error

in the results of the network. In order to prevent such
problems, an optimization-based algorithm can be applied
in the training procedure of the network. GA holds the
highest standard aimed at resolving global optimization
problems [92]. This algorithm can enhance the generaliza-
tion performance of artificial models. In addition, the
technical advantages of GA are high parallelism, initial
values independence, and outstanding robustness in the
calculation of extreme values [93]. Figures 8 and 9 show the
fundamental concepts and structures of ANN and GA,
respectively. Based on the mentioned description, an ANN
integrated with a genetic algorithm (GA) is developed in
this study.
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FIGURE 9: The general structure of ANN and GA. (a) Framework of backpropagation ANN. (b) Framework of GA.

4. Results and Discussion

Finite element modeling of the test structure was carried out
using ABAQUS to verify the laboratory outcomes using
modal frequencies. The element type for the numerical
model of the I-beam was Shell homogeneous S4R, which was
a 4-node doubly curved thin or thick shell, reduced in-
tegration, hourglass control, and finite membrane strains.
The element type for the finite element model of the girder
deck was Solid homogeneous C3D8R, which was an 8-node
linear brick, reduced integration, and hourglass control. The
finite element model of the I-beam and girder deck consisted
of 432 and 7533 nodes and 371 and 4800 elements, re-
spectively. After a variety of trials, the boundary condition of
the model on both sides was considered as simply supported,
pinned-roller with spring elements. For pinned support,
rotations along the X, Y, and Z directions and translation of
the Y-axis were zero. For roller support, rotation along the X
and Y directions and translation of the Y-axis were zero. To
associate the rigidity of the beam and supports, two springs
have been modeled at the locality of the top flange of the I-

beam in the horizontal direction at roller supported side
with a stiffness of 0.08 GN/m and in both supports in the
vertical direction with a stiffness of 0.06 GN/m. For better
understanding, the first four mode shapes in multiple-type
damage scenario with 75 mm damage depth are detailed in
Figure 10.

Figure 11 demonstrates the correlation between the
numerical and experimental works based on finding their
results. In this line, the difference between the numerical and
experimental modal frequencies was around 5% in modes 1
and 2 and 2% in modes 3 and 4. Therefore, the outcomes of
experimental and numerical analysis approved the validity
of the findings.

As mentioned before, the ANN integrated with GA was
trained using the first four experimental natural frequencies
of undamaged and damaged states, i.e., F;, i=1, 2, 3, 4 as
inputs and the acquired damage severities as outputs of the
network. It should be noted that the database was separated
into two partitions, comprising 80% for the training and 20%
for the testing groups. This step was conducted by the
modeling of two feed-forward neural networks for single-
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FI1GURE 10: Numerical modeling of the test structure for 75 mm damage in multiple-type damage scenario. (a). Numerical model, (b) beam 1
(zoom-in), (c) beams 1 and 3, and (d) beam 3 (zoom-in).
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Mean absolute error (MAE)
Model . .
Training Testing

CART 4.706 7.200
SVM 5.056 4.925
Predeveloped ANN 1.355 2.097
ANN-GA 0.070 0.084
ANN-ICA 0.057 0.075

Damage Success (%)
W o U
o o o
— i ——

2345678 91011121314151617181920212223242526

Damage Case

= CART

~—— Average

()

Damage Success (%)

30 I EEEEE N

s AEARARARH I IR ET |

10

oL RN | : o
2 3 4

1 567 8 91011121314151617181920212223242526
Damage Case

s SVM

~—— Average

(b)
Figure 13: Continued.



Advances in Civil Engineering

13

1234567 8 91011121314151617181920212223242526

Damage Case

(0

1234567 8 91011121314151617181920212223242526

Damage Case

(d)

L 0
=~ 80
2 70
g 60
Z 50
© 40
o0 30 .
§ 20 .
=) 10 -
; |
s ANN
~—  Average
100
< 90
S
< g0
% 70
g 60
Z 50
o 40
é" 30
g 20
A 10 4
0
mmmm ANN-GA
= Average
100
e %
~ 80
g 7
g 60
Z 50
» 40
o0 30
g 20
A 10
0

=== ANN-ICA

———  Average

1234567 8 91011121314151617181920212223242526

Damage Case

(e)

FIGURE 13: Accuracy of outputs in (a) CART, (b) SVM, (c) ANN, (d) ANN-GA, and (e) ANN-ICA.

type and multiple-type damage cases. Then, GA has been
applied in the training procedure of the networks in order to
reduce the cost function and improve the weights of the
networks using its setting factors, i.e., population size = 150,
mutation =0.35, crossover=0.5, and maximum gen-
erations = 50. Figures 12(a)-12(d) present the results of the
developed hybrid network for single-type and multiple-type
damage cases in training and testing segments, respectively.
As shown in the figure, the normalized predicted damage
severities were closely fitted to the actual measurements.
However, the capability of individual models was not the
same. For example, in the training segment of the multiple-
type damage state, the calculated outcomes fitted to the
actual recorded data with the matching pattern. In spite of
this, the training segment of the single-type damage state
gave lower fitness between forecasted and real data.

Recently, the performance of artificial intelligence,
machine learning, and statistical algorithms aimed at the
damage detection of the composite bridge deck structure has
been reported through predeveloped ANN [94], support
vector machine (SVM) [95], classification and regression
trees (CART) [96], and hybrid ANN-imperial competitive
algorithm (ICA) [97]. In the current work, a comparison
between the aforesaid algorithms and the proposed model
was made to show the performance of the developed al-
gorithm, as shown in Table 2. Although the most appropriate
robustness was succeeded by hybrid algorithms due to
enhancing the learning procedure of the ANN utilizing
metaheuristic algorithms, after ANN-ICA, the best MAE
rates still belonged to the developed ANN integrated with
GA, which were 0.070 and 0.084 for the training and testing,
respectively. As shown in Table 2, the efficiency of other
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methods, from best to worst succeeded by the predeveloped
ANN, SVM, and CART, respectively. It is mainly attributed
to the fact that the ability and complexity of artificial in-
telligence techniques are beyond the capacity of statistical
methods.

It is also required to investigate the damage success of the
patterns. In this regard, Figure 13 illustrates the accuracy of
all patterns. The detection success percentage is the ratio of
predicted to the actual values. According to the figure, the
average percentage success is 57.95%, 59.29%, 79.58%,
86.44%, and 90.11% for CART, SVM, predeveloped ANN,
ANN-GA, and ANN-ICA, respectively.

5. Conclusions

Conventional approaches in SHM and nondestructive
damage detection methods are common tools for the
damage assessment of civil structures. However, they are
mostly time-consuming, expensive, require damage location
baseline data, and limited in capacity to assess the health
condition of structures, particularly for deep unobservable
damages as well as large and complex structures. However,
they are not beneficial to continuous monitoring, real-time,
and online assessment for solving real-world problems. To
overcome the mentioned drawbacks, advanced vibration-
based techniques using Industry 4.0 technologies can be
developed to upgrade conventional SHM, achieve
sustainable-based SHM, and implement reliable and eco-
nomical SHM systems. Similarly, the concept of circular
economy is a strategy to promote sustainable development.
By taking advantage of the relationship between circular
economy, data mining, and Al, a generalized systematic fault
diagnosis approach has been proposed in this study using
ANN-GA. After model creation, its performance was
evaluated by comparing the MAE of different computing
algorithms, i.e.,, CART, SVM, ANN, and ANN-ICA. The
results confirmed the feasibility of the proposed damage
detection approach for sustainable-based damage detection
of composite bridges aimed at enhancing their smartifica-
tion. The damage identification is not the last phase of the
proposed circular model. After pattern assessment, the
implementation of strengthening and retrofitting plans is
required to ensure the reliability of the structure.
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Atmospheric corrosion, especially in coastal environments, is a major structural problem affecting metallic structures in various
sectors. Structural health monitoring systems based on satellite information can help to ensure the proper behavior of civil
structures and are an interesting alternative for remote locations. The aim of this case study is to relate remote sensing information
to the results of experimental studies for potential structural damage characterization. The ultimate idea is to characterize any
environment without long testing periods or sampling costs. Comparative nondestructive experimental tests involving different
locations, sampling techniques, and study periods are performed. The results obtained are analyzed and compared with me-
teorological satellite data characterization at each site. The experimental test results show sufficient statistical significance
(p<0.05), confirming that the areas potentially most susceptible to corrosion can be identified using information from remote
sensing satellites based on orientation, wind conditions, and wind origin. This can be used to facilitate the remote design and
monitoring of structures more accurately with a stability guarantee.

1. Introduction

Civil structures deteriorate in various ways [1]. The principal
causes of damage, failure, or even collapse of a civil structure
are aging, climate conditions, deterioration of some com-
ponents, deficient designs, and natural disasters [2, 3]. Al-
though some of these issues can cause rapid failure [4],
damage due to corrosion or fatigue tends to occur over
extended periods of time. Nevertheless, these damages can
be prevented if corrective actions are taken timely [5].
Therefore, it is of the utmost importance to monitor civil
structures continuously to assess their structural conditions
and provide early warning against structural damage [6].
Corrosion is one of the major structural defects in
metallic structures [7], particularly in coastal environments
[8]. Moreover, the fact that this problem can occur in any
area [9] complicates its visual assessment, which is already
an expensive, imprecise, and time-consuming task [10].
Traditional approaches for damage diagnosis of civil

structures are mainly based on visual inspection. However,
the size and conditions of the structures make this process
increasingly difficult. Globalization has led to the design and
development of many remote projects, which complicates
routine monitoring and highlights the importance of using
satellite remote sensing data to study environmental
problems on a global scale [11].

Structural health monitoring (SHM) is an important
process for assessing the health and integrity of civil
structures to prevent structural damage [12]. SHM systems
are widely used to achieve adequate performance in civil
structures [13] and proper maintenance management [14].
Progress in technology and sensors has led to the trans-
formation of SHM into a new form of monitoring [4, 15].
SHM systems generally include damage detection, location,
and quantification [16], and damage detection is precisely
the most critical one [1].

SHM is a broad and highly interdisciplinary field of
research  involving  experimental testing,  system
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identification, data acquisition and management, and long-
term measurement of the environmental and specific op-
erational conditions [17, 18]. Numerous damage detection
applications can be found in almost every field.

Owing to recent advances in sensing and data acqui-
sition systems, the use of these techniques in engineering
applications has become an interesting development.
There are multiple examples of different applications, such
as modeling structural resistance and response [19, 20],
studies based on vibration control [1, 12, 21], using ma-
chine learning techniques in SHM [16, 17, 22-24], and new
approaches, such as smartphone-centric multisensory
solutions [4].

All of them are trying to monitor, predict, or prevent
damage from occurring, as early damage detection is an
important concern for the scientific civil community [25].
However, a more efficient approach is to design or redesign
structures based on these potential problems.

Most civil engineering projects involve metallic struc-
tures, generally made of bare or coated steel [26], which
suffer from atmospheric corrosion [27]. Structural degra-
dation in coastal areas is a particularly important problem
because of its significance to society [28]. Approximately
40% of the world’s population lives within 100km of the
coast [29] and it is precisely in these areas where industries
are often located. Many studies have corroborated that the
deposition rate of chloride is a critical factor that affects the
atmospheric corrosion of metals [30] and the influence of
chloride-contaminated environments on durability [31].

Thus, experimentally studying the deposition mecha-
nisms of this atmospheric pollutant and relating the results
to remote satellite data can help to predict and prevent
potential structural damage. Hence, with prior knowledge of
the most susceptible locations, it may not be necessary to
allocate resources to monitor large, complex civil structures
and the problem of SHM monitoring may be limited to
certain areas.

Therefore, the main objective of this study was to pro-
pose a novel method for preliminary analysis of potential
structural damage. The aim of this case study was to relate
remote sensing information to the results of nondestructive
experimental studies for potential structural damage char-
acterization. This approach provides valuable information in
a simple manner. Consequently, it makes it possible to
design and monitor structures remotely and more
accurately.

2. Materials and Methods

An outline of the methodology used in this study is shown in
Figure 1. The first stage consisted of characterizing each site
and studying its meteorological variables (temperature,
relative humidity, wind speed, wind direction, and precip-
itation). Climatic information was obtained from remote-
sensing satellites. This information was downloaded and
processed to create a global database using Web servers. The
next step in structuring and homogenizing the study data
began by identifying and cleaning anomalous values. In
addition, basic statistical analyses (means, deviations,
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maxima, minima, etc.) were performed. To ensure repre-
sentativeness, these variables and their relationships were
analyzed both during the study period and in the previous
year. The possible relationships between the variables were
studied, and the results were represented graphically for
their correct interpretation.

The second stage included experimental studies. Sample
preparation, using one of the three techniques further
explained in Section 3.1, was performed according to what is
indicated in the ISO 9225:2012 standard “Corrosion of
metals and alloys. Corrosivity of atmospheres. Measurement
of environmental parameters affecting the corrosivity of
atmospheres” [32]. The samples were then exposed. Control
samples were added in all cases. Subsequently, once the test
period was completed, the samples were removed, processed
as indicated in the standards, and analyzed by ion chro-
matography (METROHM 883 Basic IC plus).

In the third and last stage, the results of the tests were
analyzed together with the results of the meteorological
characterization of satellite data, which allowed drawing
joint conclusions.

2.1. Sample Preparation. Three techniques were used to
determine the chloride deposition. The ISO 9225:2012
standard sets the procedures for sample preparation using
the wet candle and dry plate methods. As the previous
methods were found to have limitations, it was necessary to
develop a more accurate method to differentiate the impact
of wind and rain, so the third option used in this experi-
mental study was a new method based on the wet candle
method (hereinafter referred to as “Covered candle”).

2.1.1. Dry Plate. This technique is based on exposing a
known area of double-layered gauze protected from rain and
measuring by chemical analysis the amount of captured
chlorides coming from one direction and deposited on the
surface of the gauze. Chloride deposition is expressed in
milligrams per square meter per day [mg-m > day']. Sample
preparation, test duration, management of the final solution,
and calculation of results are defined in Annex E of ISO
9225:2012 [32].

2.1.2. Wet Candle. The technique consists of a wet textile
surface wrapped in the form of a cylinder and a water
reservoir to maintain the wet condition of the gauze. This
method allows the collection of aerosols from all directions.
The amount of chloride deposited is determined by chemical
analysis, and subsequently, the chloride deposition rate
[mg-m~>day '] is calculated.

The sampling devices and solution used and the col-
lection of the samples and the final calculation of the de-
position are described in Annex D of ISO 9225:2012 [32].

2.1.3. Covered Candle. This is an altered version of the wet
candle method, which provides an option for monitoring the
effect of precipitation on the final chloride ion deposition.
The main limitation of the wet candle method is that it does



Advances in Civil Engineering

1 - Remote meteorological characterization

Previous year

Climatological satellite data

Variables:

Temperature
Relative humidity
Wind speed
Wind direction
Precipitation

Analysis of results

Study period

2 - Experimental studies

Sample Preparation
1

Dry plate | Wet candle

| Covered |
candle

|

)
l

— =

Exposure period
[

Sample collection
|

Chemical analysis

Ton chromatography

Analysis of results

3 - Relationship between remote sensing data and experimental results ‘

FIGUure 1: Outline of the common methodology for all tests.

FIGURE 2: Proposed scheme for sample’s collection in the covered candle method.

not allow differentiation between pollutant deposition by
wind and pollutants deposited by rain. Cases where struc-
tures are located protected from wind but perfectly exposed
to rain (e.g., in squares surrounded by skyscrapers) are
suitable for this approach. This method includes a cover of
plastic or similar material to isolate the sample from wind
action (see the scheme in Figure 2).

2.2. Test Description. Three different experimental tests were
conducted throughout the investigation. Each of them

attempts to analyze and clarify a different hypothesis and
study the influence of one or multiple climatic variables on
the final pollutant deposition.

2.2.1. Test I: Influence of Wind Direction and Wind Origin on
Chloride Deposition. Previous chloride deposition models
only consider the distance to the sea, but this generates
errors. The aim of this test was to analyze the influence of the
relative wind position, together with the importance of the
origin of the wind (wind from the sea or from land), in an



FIGURE 3: Location of samples in northern Spain distributed for all
three different tests.

attempt to clarify why there are differences between depo-
sition for the same distance and atmospheric conditions.

Samples in the same location were set in four different
positions: upwind + wind coming and not coming from the
sea, and downwind + wind coming and not coming from the
sea. To achieve the objective described for Test I, tests were
carried out at two successive time intervals. Thus, given the
characteristics of the local wind and the possible positions of
the samples in the four cardinal orientations, it was possible
to obtain the range of events to be studied using the above-
described dry plate technique.

2.2.2. Test II: Influence of Location, Orientation, and At-
mospheric Conditions on Chloride Deposition. The aim of
this test was to analyze the influence of the distance from the
sample to the pollutant emitting source together with some
other atmospheric variables (temperature, precipitation,
wind, and relative humidity) and to consider the relative
position between the structure and prevailing wind direction
at each site.

The aim was to determine which wind speed thresholds
appear in chloride deposition and transportation under such
circumstances. In addition, the role of wind direction with
respect to precipitation was studied. All samples were dis-
tributed at different distances from the sea at the locations
shown in Figure 3, and the dry plate technique was
employed.

2.2.3. Test II: Influence of Precipitations and Wind on
Chloride Deposition. This third test studied the influence of
precipitation on pollutant deposition and the role of pre-
cipitation in the presence and absence of wind.

The results obtained by the two different techniques were
compared: the wet candle technique and its new version.
Thus, one method involved total exposure to atmospheric
variables and the other was isolated from the wind. The
samples were collected at different points in the region. The
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FiGure 4: Distribution of all three tests and their locations over
time.

final sample distributions at different test points are shown
in Figure 3. The experimental sites include one-, two-, or
three-sample techniques.

The time planning for the three tests is presented in
Figure 4. The combinations of the different tests and loca-
tions are indicated by the colors of the bar and outline. It can
be observed how some locations participated in Tests I and
I1, others only in Test II, and the third selection of locations
in Tests II and III, based on climatological conditions and
availability.

Table 1 summarizes the methods, locations, and study
periods for each of the three tests.

2.3. Statistical Analysis. Data obtained from the experi-
mental tests were statistically analyzed using SPSS 22.0
software. Student’s t-test for independent samples was used
to assess whether there were significant statistical differences
between the means at a confidence level of p <0.05.

3. Results and Discussion
3.1. Results of Meteorological Characterization

3.1.1. Precipitations. Figure 5(a) shows the accumulated
precipitation for each location during the study period,
represented by vertical bars. As test I was performed over
two different periods. In Figure 5, location 1 was divided into
laand 1b, referring to these two study periods. At location 1,
hardly any rainfall occurred during the first test interval (1a).
In the second test interval (1b) at the same location, the
rainfall increased considerably. For the rest of the locations,
similar results were observed, with abundant precipitation,
except for one specific location (number 8).

Figure 5(b) presents the distribution of precipitation
data over time. Each line represents the location. Although
the number of lines is large and visualization may be dif-
ficult, it is clearly observed that the weather was rather dry at
the beginning, with a large amount of rainfall at the end for
all sites.
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TaBLE 1: Summary of the different techniques, locations, and study periods involved in the three tests.
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FIGURE 5: (a) Cumulative rainfall during the study periods at each location. (b) Distribution of rainfall by location over time.

3.1.2. Relative Humidity and Temperature. As stated in the
literature, both relative humidity [33, 34] and temperature
[35] may be parameters influencing atmospheric corrosion.
Nevertheless, the average relative humidity during the
sampling period and the average temperature at each lo-
cation did not vary sufficiently during that period to be
considered influential.

3.1.3. Wind Speed. Wind analysis is more complex because,
in addition to wind speed, wind gusts and direction are also
important [36-38]. Some authors agree that the influence of
wind speed becomes clearer above a certain threshold;
however, there is no single reference value [39, 40]. At none
of the locations were very high wind speeds recorded;
however, it is true that the closer to the sea, the higher the
average wind speeds.

However, the maximum wind gusts measured during the
study period showed winds of up to 12 m/s at some points
along the coast. In the central areas and farther away from
the coast, the highest measured speeds did not exceed 6 m/s.

3.1.4. Wind Direction. Finally, in addition to wind speed,
wind direction plays a relevant role. Analyzing the prevailing
winds at a given location can help identify the most dan-
gerous areas [41]. To study the possibility of relating monthly
wind directions to annual wind directions, predominant
wind directions over the study period were compared to
wind directions considering annual data (year 2020). After
analyzing this parameter, the results provided relevant
conclusions from several perspectives (Figure 6). First, when

comparing the prevailing winds of the study period in the
year 2021 (green arrow), it was observed that they remained
perfectly consistent with the prevailing directions obtained
during the same period in the previous year (yellow arrow),
as no yellow arrows could be seen. However, the prevailing
directions for a specific period do not necessarily correspond
with the annual directions (blue arrow).

Another important factor was the sensitivity of the
prevailing wind direction at each point. As stated above and
as many authors agree [39, 40, 42], there are minimum wind
speeds (threshold speeds) for the transport of pollutants over
long distances. Below this threshold, the wind is not suffi-
ciently strong. However, determining this threshold is
complex. For the same study period, considering a certain
minimum wind speed condition, the results of the pre-
dominant wind direction may also change. Prior to these
calculations of the predominant directions, the results are
filtered so that only values greater than a certain threshold
speed (3m/s (red arrow) and 2m/s (orange arrow)) are
considered, and the directions may vary. The values of the
predominant directions could be changed only by varying
the threshold velocity by 1 m/s, which shows the complexity
of this parameter.

3.2. Results of Experimental Studies

3.2.1. Test I. The results of the localized test are presented in
Figure 7. The upper part of the figure shows the chloride
deposition results during the first time interval (left) and the
second time interval (right). Below, the wind rose during
each study period is included. The blue dots represent the



FIGURE 6: Prevailing wind directions at

north-facing samples (facing the sea) and the orange dots
represent the south-facing samples (not facing the sea). In
addition, the triangular shape represents the height of the
samples; where the triangles with the tip upward, the
samples are at the highest altitude.

Analyzing all this together, we observe the first period
with a predominantly north-easterly wind of marine origin.
The windward samples showed higher depositions at both
heights, and the difference from the south-facing samples
was very clear. In contrast, during the second study period,
the prevailing winds were from the SW, and although the
capacity of the wind to transport particles was approximately
the same in both periods (similar wind speeds and fre-
quencies), the final result was not similar. Therefore, the
origin of the wind (marine or nonmarine) was the most
important and relevant difference between the two studies.

Other studies have analyzed the importance of the
orientation of the structure for pollutant deposition [41] but
not whether the wind comes from an emitting source or
from another direction.

Comparing the differences in pollutant deposition be-
tween the north and south faces during the first study period,
a highly significant difference was observed (p < 0.00028). In
contrast, if the same comparison was made during the
second study period, no significant difference (p >0.16) in
the deposition of marine pollutants was observed between
the samples that received more wind but had a nonmarine
origin and those with little exposure to the wind but whose
wind came from the sea.

The clearest differences were observed when compari-
sons were made between the two study periods. In the
samples exposed to the north and, therefore, directly ex-
posed to the sea, there was a large difference (p <4.11 E™*)
between the two periods.

If the wind energies were compared as proposed by
Meira et al. [39] to detect if they were equivalent, it was
observed that the energy of pollutant transport was
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different sampling sites and periods.

practically the same, as the difference was not very signif-
icant (p > 0.1), but the deposition results again showed clear
differences (p < 0.03).

However, this is undoubtedly not the only influential
factor. In the analysis of the precipitation results mentioned
above (Figure 6), during the first study period, the accu-
mulated precipitation was up to four times lower than that in
the second period, where, although it did not rain exces-
sively, it did rain much more than in the previous period.
Thus, the chloride ions were not in the air ready to be
transported but on the surface.

Comparing the results, even if there was a difference in
precipitation between periods, which decreased the pollut-
ant content of the atmosphere [35], there was no difference
in deposition (p < 0.03); therefore, the relationship between
wind orientation and origin was the most relevant factor.

This could confirm two points:

(1) In addition to the importance of the relative position
between the orientation of the prevailing wind and
the structure, the origin of these wind gusts is also
important because if the wind is very strong but does
not come from the sea but from inland, it may bring
tfewer chloride ions.

(ii) The role of the wind cannot be understood as an
isolated variable, and precipitation (periodicity,
quantity, etc.) seems to be important too, not so
much for its action as a transport mechanism but for
its interaction with the environment, cleaning the
structures or reducing the chloride content in the
atmosphere, Wash-out effect [43].

Finally, regarding this first test, when comparing the
results of the deposition differences relative to elevation, as
proposed in [44, 45], we agreed that for this case study, at a
distance of only 4m as in the present situation, no clear
differences (p>0.31) were observed between the two
scenarios.
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3.2.2. Test II. Figure 8 presents a summary of the results from
Test II. The size of the circle indicates the amount of sea salt
deposited. The values obtained as a function of geographical
location were logical. The closer to the coast, the higher the
deposition [44, 46, 47]. In agreement with other studies, the
deposited salt concentration decreased as it moved away from
the ocean [48, 49] when there were no additional sources to

replace these losses. However, there was a southern point that
stood out owing to its value in addition to its remoteness from
the sea. It should be noted that other less influential sources can
generate chloride, e.g., biomass combustion [50], coal burning
[35], or industrial fumes [51].

It would be interesting to analyze these data by con-
sidering the orientation of each sample at each site
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(Figure 9). All 11 locations were identified by both their
color and equal distance to the sea. The results from test I
(location 1) are also included in the graphic to gain a
perspective. Thus, it is clear that the chloride content gen-
erally decreases as the distance increases. However, as each
arrow indicates, there were significant differences between
the orientations.

Relevant results were obtained when the values obtained
during the second test were analyzed. First, it can be ob-
served that chloride depositions are generally lower than
those in test I, even considering the distance, probably
because it was a period of much more rainfall than the
previous one. This is in agreement with what Binyehmed
et al. [35] found after analyzing the results of their exper-
imental studies, which corroborated the increased chloride
deposition rate in dry seasons compared to that in wet
seasons. Besides, it can be observed that results can differ
significantly depending on the orientation and origin of the
wind, as demonstrated in test I. These differences in de-
position became more remarkable with increasing proximity
to the coast. More specifically, all the samples exposed to sea
wind (coming from the north) had higher depositions than
those from the other directions (p <0.01), although these
depositions progressively decreased in all cases as they
moved away from the coast. Certainly, as the distance to the
sea increased, the sensitivity of the orientation decreased.

3.2.3. Test III. The results of the final experiment are pre-
sented in Figure 10. This figure shows the deposition values
versus distance from the shore. Each location is represented
by a color; therefore, samples of the same color were sub-
jected to the same meteorological conditions during the
study period. However, the shape of the figure indicates the
sampling techniques it represents.

The values obtained using the standard wet candle
method were significantly higher than those of the modified
counterpart (p <0.01). These are the same study and me-
teorological conditions, except for the fact that the wet
candle method is exposed to the wind and the covered
candle method is not. Thus, the important role played by this
variable is once again reflected, as stated in [36, 38], among
other reports. It is risky to simplify the relationship between
pollutant deposition and distance to the sea because the
effectiveness of transportation or the existence of alternative
sources may be important, as the results of location 5
demonstrated. The effect of blocking conditions on the final
deposition result was studied in [41, 52, 53] but referred to as
land cover.

The main source of these chloride ions is the ocean [41].
However, the distance to the ocean does not reflect exclu-
sively the efficiency of chloride transport or the rate at which
it falls or precipitates, among other effects; therefore, its
parameterization varies from place to place [54]. Thus, this
alternative technique may be used in cases such as those here
studied, in which precipitation but no wind is present.

Atmospheric corrosion is a complex electrochemical
process that involves many factors and variables [55]. The
degradation suffered by the structures due to the action of
chloride ions is clear [43, 56, 57] and it could be directly
related to the protectiveness of the rust layers [58].

Therefore, to ensure sufficiently safe and useful life con-
ditions, studying climatic variables, such as those proposed
herein, can help identify potential damages [59]. The efficiency
and complexity of airborne transportation are crucial for such
processes [60]. In addition, it may be applicable and relevant to
other important contaminants [61, 62].

4. Conclusions

Atmospheric corrosion in coastal environments has serious
economic and environmental consequences owing to the
degradation of structures, which forces the implementation
of measures that have an impact on solution sustainability.
SHM systems based on satellite information are an inter-
esting alternative for monitoring remote locations. Studying
and analyzing the most vulnerable zones of a structure prior
to applying an SHM method may reduce the monitoring and
modeling time and cost. This investigation focused on
studying the deposition process of chloride contaminants as
the most relevant factor for corrosion in coastal environ-
ments. Traditional approaches estimate chloride content
only after direct measurement or by distance to the sea.
Direct measurement is affected by the limitations of the
current methods, which do not consider the effect of rainfall
and relating it exclusively to distance to the sea involves
serious errors. The results of the performed experimental
tests based on meteorological sensor data, both localized and
distributed, supported these ideas and allowed drawing the
following main conclusions:

(i) The relative position between the orientation of the
structure and the prevailing wind direction is a very
important factor.

(ii) In addition to prevailing winds, it is of the utmost
importance to consider the origin of that wind
because when it comes from nonmarine areas, the
transport and, therefore, the deposition of marine
pollutants will be much lower.

(iii) Neither temperature nor relative humidity shows
sufficiently large variations in the period and place
of study to clarify its role in this phenomenon,
although it is not possible to rule out their
involvement.

(iv) The role of precipitation is also important, not only
because it produces a washing effect and cleans the
surfaces of contaminants, but also because, even
when it does not act directly on the surface, it can
reduce the chloride content in the environment,
thus avoiding its transport and deposition by the
wind. Precipitation periodicity is an important
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variable. However, one of the main limitations
observed during the tests was the difficulty in
forecasting precipitation.

(v) The new covered candle deposition measurement
method can separate the contributions made by the
wind from those made by rain, which allows
modeling the phenomenon in a much deeper way.
Even with the new method, there are many limi-
tations in the use of real data, as it lacks repre-
sentativeness for having been collected over short
periods of time.

(vi) The experimental test results show with sufficient
statistical significance that the areas potentially most
susceptible to corrosion can be identified using
information from remote sensing satellites based on
orientation, wind conditions, and wind origin.

In future research, it is proposed to quantify numerically
the values of wind power or energy for each orientation and
location studied. Thus, it will be possible to obtain the
minimum wind threshold for the case study.

It is necessary to develop models that consider the
orientation, velocity, and percentage distribution of the wind
source to make a deposition model. With all these condi-
tions, a model can be built that provides, without needing
sensors, an accurate estimation of the corrosion at a given
location. This can be used both for the diagnosis of existing
structures and for the optimized design of new structures.
This better prediction will improve the estimation of cor-
rosion of structures exposed to weathering and, eventually,
enable an optimization of structural design from the eco-
nomic and environmental sustainability point of view.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare no conflicts of interest regarding the
publication of this paper.

Acknowledgments

This study was funded by the Regional Ministry of Science
and Innovation and the University of the Principality of
Asturias (grant number AYUD/2021/50953).

References

[1] O. Avci, O. Abdeljaber, S. Kiranyaz, M. Hussein, M. Gabbouj,
and D. J. Inman, “A review of vibration-based damage de-
tection in civil structures: from traditional methods to Ma-
chine Learning and Deep Learning applications,” Mechanical
Systems and Signal Processing, vol. 147, Article ID 107077,
2021.

[2] F.Seguel and V. Meruane, “Damage assessment in a sandwich
panel based on full-field vibration measurements,” Journal of
Sound and Vibration, vol. 417, pp. 1-18, 2018.

Advances in Civil Engineering

[3] “Deep learning and its applications to machine health
monitoring,” Mechanical Systems and Signal Processing,
vol. 115, pp. 213-237, 2019.

[4] E. Ozer and M. Q. Feng, “Structural health monitoring,” in
Start-Up  Creation, F. Pacheco-Torgal, E. Rasmussen,
C.-G. Grangyist, V. Ivanov, A. Kaklauskas, and S. Makonin,
Eds., pp. 345-367, Woodhead Publishing, Second Edition,
2020.

[5] R.-T. Wu and M. R. Jahanshahi, “Data fusion approaches for
structural health monitoring and system identification: past,
present, and future,” Structural Health Monitoring, vol. 19,
no. 2, pp. 552-586, 2020.

[6] M. Mishra, P. B. Lourenco, and G. V. Ramana, “Structural
health monitoring of civil engineering structures by using the
internet of things: a review,” Journal of Building Engineering,
vol. 48, Article ID 103954, 2022.

[7] C. H. Tan, F. R. Mahamd Adikan, Y. G. Shee, and B. K. Yap,
“Nondestructive fiber Bragg grating based sensing system:
early corrosion detection for structural health monitoring,”
Sensors and Actuators A: Physical, vol. 268, pp. 61-67, 2017.

[8] M. Abbas and M. Shafiee, “An overview of maintenance
management strategies for corroded steel structures in ex-
treme marine environments,” Marine Structures, vol. 71,
Article ID 102718, 2020.

[9] M. Wasim and M. B. Djukic, “External corrosion of oil and gas
pipelines: a review of failure mechanisms and predictive
preventions,” Journal of Natural Gas Science and Engineering,
vol. 100, Article ID 104467, 2022.

[10] D. Ziaja and P. Nazarko, “SHM system for anomaly detection
of bolted joints in engineering structures,” Structures, vol. 33,
pp. 3877-3884, 2021.

[11] M. Gong, D. Ruth, M. Claire et al., “Adaptive smoothing to
identify spatial structure in global lake ecological processes
using satellite remote sensing data,” Spat. Stat., Article ID
100615, 2022.

[12] S. Das, P. Saha, and S. K. Patro, “Vibration-based damage
detection techniques used for health monitoring of structures:
areview,” Journal of Civil Structural Health Monitoring, vol. 6,
no. 3, pp. 477-507, 2016.

[13] M. Gordan, S. R. Sabbagh-Yazdi, Z. Ismail et al., “State-of-the-
art review on advancements of data mining in structural
health monitoring,” Measurement, vol. 193, Article ID 110939,
2022.

[14] M. Meribout, S. Mekid, N. Kharoua, and L. Khezzar, “Online
monitoring of structural materials integrity in process in-
dustry for 14.0: a focus on material loss through erosion and
corrosion sensing,” Measurement, vol. 176, Article ID 109110,
2021.

[15] F.J. Pallarés, M. Betti, G. Bartoli, and L. Pallarés, “Structural
health monitoring (SHM) and Nondestructive testing (NDT)
of slender masonry structures: a practical review,” Con-
struction and Building Materials, vol. 297, Article ID 123768,
2021.

[16] M. Hassan Daneshvar and H. Sarmadi, “Unsupervised
learning-based damage assessment of full-scale civil structures
under long-term and short-term monitoring,” Engineering
Structures, vol. 256, Article ID 114059, 2022.

[17] O. Avci, O. Abdeljaber, S. Kiranyaz, M. Hussein, and
D. J. Inman, “Wireless and real-time structural damage de-
tection: a novel decentralized method for wireless sensor
networks,” Journal of Sound and Vibration, vol. 424,
pp. 158-172, 2018.

[18] F. N. Catbas, O. Celik, O. Avci, O. Abdeljaber, M. Gul, and
N. T. Do, “Sensing and monitoring for stadium structures: a



Advances in Civil Engineering

review of recent advances and a forward look,” Front. Built
Environ.vol. 3, 2017.

S. Lee and C. Lee, “Prediction of shear strength of FRP-
reinforced concrete flexural members without stirrups using
artificial neural networks,” Engineering Structures, vol. 61,
pp. 99-112, 2014.

H. Salehi and R. Burgueio, “Emerging artificial intelligence
methods in structural engineering,” Engineering Structures,
vol. 171, pp. 170-189, 2018.

F. Shadan, F. Khoshnoudian, and A. Esfandiari, “A frequency
response-based structural damage identification using model
updating method,” Structural Control and Health Monitoring,
vol. 23, no. 2, pp. 286-302, 2016.

M. H. Daneshvar, A. Gharighoran, S. A. Zareei, and
A. Karamodin, “Early damage detection under massive data
via innovative hybrid methods: application to a large-scale
cable-stayed bridge,” Structure and Infrastructure Engineer-
ing, vol. 17, no. 7, pp. 902-920, 2021.

H. Sarmadi, A. Entezami, B. Saeedi Razavi, and K.-V. Yuen,
“Ensemble learning-based structural health monitoring by
Mahalanobis distance metrics,” Structural Control and Health
Monitoring, vol. 28, no. 2, Article ID €2663, 2021.

A. Entezami, H. Shariatmadar, and S. Mariani, “Early damage
assessment in large-scale structures by innovative statistical
pattern recognition methods based on time series modeling
and novelty detection,” Advances in Engineering Software,
vol. 150, Article ID 102923, 2020.

M. H. Rafiei and H. Adeli, “A novel machine learning-based
algorithm to detect damage in high-rise building structures,”
The Structural Design of Tall and Special Buildings, vol. 26,
no. 18, Article ID e1400, 2017.

L. Yan, Y. Diao, Z. Lang, and K. Gao, “Corrosion rate pre-
diction and influencing factors evaluation of low-alloy steels
in marine atmosphere using machine learning approach,”
Science and Technology of Advanced Materials, vol. 21, no. 1,
pp. 359-370, 2020.

E. Diler, F. Peltier, J. Becker, and D. Thierry, “Real-time
corrosion monitoring of aluminium alloys under chloride-
contaminated atmospheric conditions,” Materials and Cor-
rosion, vol. 72, no. 8, pp. 1377-1387, 2021.

B. Santosh Kumar, S. A. Sannasiraj, and K. Murali, “Effect of
climate change in the deterioration of a berthing structure in a
tropical environment,” J. Inst. Eng. India Ser. A, vol. 102, no. 3,
pp. 697-703, 2021.

N. Brett, “Why we should care about vulnerable coastal
communities,” 2019, https://ani.seafdec.org.ph/handle/20.
500.12174/5473.

W. Choi, D. Lee, and C. B. Bahn, “Quantitative analysis
methods of chloride deposition on silver for atmospheric
corrosion monitoring in South Korea,” Corrosion, vol. 77,
no. 1, pp. 53-61, 2021.

N. Russo, M. Gastaldi, L. Schiavi, A. Strini, R. Zanoni, and
F. Lollini, “78_FEffect of cracks on the service life of RC
structures exposed to chlorides,” Acta Polytech. CTU
Proc.vol. 33, pp. 511-517, 2022.

ISO, “ISO/TC 156 Corrosion of metals and alloys, TSO 9225:2012
Corrosion of metals and alloys — corrosivity of atmospheres
— measurement of environmental parameters affecting corro-
sivity of atmospheres,” 2012, https://www.iso.org/.

P. Haberecht, “Pollution Deposition Rates on Insulator (HV)
Surfaces for Use in Atmospheric Corrosivity Estimation,”
University of Newcastle, Callaghan, Australia, Doctor of
Philosophy, 2008.

11

[34] G. R. Meira, M. C. Andrade, I. J. Padaratz, M. C. Alonso, and
J. C. Borba, “Measurements and modelling of marine salt
transportation and deposition in a tropical region in Brazil,”
Atmospheric Environment, vol. 40, no. 29, pp. 5596-5607,
2006.

[35] F. M. Binyehmed, A. M. Abdullah, R. M. Zawawi,
R. E. Elawad, and K. Youssef, “Deposition Rate of Chloride
DRC as a Corrosive Agent in Several Locations in the Klang
Valley, Malaysia,” Sci.Int.vol. 29, no. 2, 2017.

[36] 1. Diaz, H. Cano, P. Lopesino et al., “Five-year atmospheric
corrosion of Cu, Cr and Ni weathering steels in a wide range
of environments,” Corrosion Science, vol. 141, pp. 146-157,
2018.

[37] A, 'W. Momber, S. Buchbach, P. Plagemann, and
T. Marquardt, “Edge coverage of organic coatings and cor-
rosion protection over edges under simulated ballast water
tank conditions,” Progress in Organic Coatings, vol. 108,
pp. 90-92, 2017.

[38] T. Duan, W. Peng, K. Ding et al., “Long-term field exposure
corrosion behavior investigation of 316L stainless steel in the
deep sea environment,” Ocean Engineering, vol. 189, Article
ID 106405, 2019.

[39] G. R. Meira, W. T. A. Pinto, E. E. P. Lima, and C. Andrade,
“Vertical distribution of marine aerosol salinity in a Brazilian
coastal area - the influence of wind speed and the impact on
chloride accumulation into concrete,” Construction and
Building Materials, vol. 135, pp. 287-296, 2017.

[40] J. Piazzola and S. Despiau, “Contribution of marine aerosols
in the particle size distributions observed in Mediterranean
coastal zone,” Atmospheric Environment, vol. 31, no. 18,
pp. 2991-3009, 1997.

[41] J. Liu, G. Ou, Q. Qiu, F. Xing, K. Tang, and J. Zeng, “At-
mospheric chloride deposition in field concrete at coastal
region,” Construction and Building Materials, vol. 190,
pp. 1015-1022, 2018.

[42] J. C. Guerra, A. Castaneda, F. Corvo, J. J. Howland, and
J. Rodriguez, “Atmospheric corrosion of low carbon steel in a
coastal zone of Ecuador: anomalous behavior of chloride
deposition versus distance from the sea,” Materials and
Corrosion, vol. 70, no. 3, pp. 444-460, 2019.

[43] R. Wattanapornprom and T. Ishida, “Modeling of chloride
penetration into concrete under airborne chloride environ-
mental conditions combined with washout effects,” Journal of
Advanced Concrete Technology, vol. 15, no. 3, pp. 126-142,
2017.

[44] B. Liu, X. Mu, Y. Yang et al, “Effect of tin addition on
corrosion behavior of a low-alloy steel in simulated costal-
industrial atmosphere,” Journal of Materials Science &
Technology, vol. 35, no. 7, pp. 1228-1239, 2019.

[45] G. R. Meira, C. Andrade, I. J. Padaratz, C. Alonso, and
J. C. Borba Jr., “Chloride penetration into concrete structures
in the marine atmosphere zone - relationship between de-
position of chlorides on the wet candle and chlorides accu-
mulated into concrete,” Cement and Concrete Composites,
vol. 29, no. 9, pp. 667-676, 2007.

[46] D. de la Fuente, I. Diaz, J. Simancas, B. Chico, and
M. Morcillo, “Long-term atmospheric corrosion of mild
steel,” Corrosion Science, vol. 53, no. 2, pp. 604-617, 2011.

[47] J. Alcéntara, B. Chico, J. Simancas, I. Diaz, D. de la Fuente, and
M. Morcillo, “An attempt to classify the morphologies pre-
sented by different rust phases formed during the exposure of
carbon steel to marine atmospheres,” Materials Character-
ization, vol. 118, pp. 65-78, 2016.


https://ani.seafdec.org.ph/handle/20.500.12174/5473
https://ani.seafdec.org.ph/handle/20.500.12174/5473
https://www.iso.org/

12

(48]

(49]

(50]

(51]

(52]

(53]

(54]

(55]

(56]

(57]

(58]

(59]

(60]

(61]

(62]

M. E. R. Gustafsson and L. G. Franzén, “Dry deposition and
concentration of marine aerosols in a coastal area, SW
Sweden,” Atmospheric Environment, vol. 30, no. 6,
pp. 977-989, 1996.

P. J. Davies and R. S. Crosbie, “Mapping the spatial distri-
bution of chloride deposition across Australia,” Journal of
Hydrology, vol. 561, pp. 76-88, 2018.

K. A. Pratt, S. M. Murphy, R. Subramanian et al., “Flight-
based chemical characterization of biomass burning aerosols
within two prescribed burn smoke plumes,” Atmospheric
Chemistry and Physics, vol. 11, no. 24, Article ID 12549, 2011.
R. C. Moftet, B. de Foy, L. T. Molina, M. J. Molina, and
K. A. Prather, “Measurement of ambient aerosols in northern
Mexico City by single particle mass spectrometry,” Atmo-
spheric Chemistry and Physics, vol. 8, no. 16, pp. 4499-4516,
2008.

K. Slamova, “Mapping Atmospheric Corrosion in Coastal
Regions: Methods and Results,” Journal of Photonics for
Energy, vol. 2, no. 1, Article ID 022003, 2012.

A. Castafieda, F. Corvo, J. J. Howland, and R. Marrero,
“Penetration of marine aerosol in a tropical coastal city:
Havana,” Atmésfera, vol. 31, no. 1, pp. 87-104, 2018.

H. Guan, A. J. Love, C. T. Simmons, O. Makhnin, and
A. S. Kayaalp, “Factors influencing chloride deposition in a
coastal hilly area and application to chloride deposition
mapping,” Hydrology and Earth System Sciences, vol. 14, no. 5,
pp. 801-813, 2010.

M. Kubzova, V. Krivy, and K. Kreislova, “Influence of chloride
deposition on corrosion products,” Procedia Engineering,
vol. 192, pp. 504-509, 2017.

S. Hu, Z. Wang, Y. Guo, and G. Xiao, “Life-cycle seismic
fragility assessment of existing RC bridges subject to chloride-
induced corrosion in marine environment,” Advances in Civil
Engineering, vol. 2021, Article ID €9640521, 18 pages, 2021.
Y. Gu, A. Yu, and X. Zhang, “Seismic performance of offshore
piers under wave impact and chloride ion corrosion envi-
ronment,” Shock and Vibration, vol. 2021, pp. 1-19, 2021.
H. Chen, H. Cui, Z. He, L. Lu, and Y. Huang, “Influence of
chloride deposition rate on rust layer protectiveness and
corrosion severity of mild steel in tropical coastal atmo-
sphere,” Materials Chemistry and Physics, vol. 259, Article ID
123971, 2021.

M. Ormellese, S. Beretta, T. Bellezze, and F. Bolzoni, “At-
mospheric Corrosion Behavior of Zinc and Zinc Alloys:
Comparison between Natural and Accelerated Exposure,”
2021, https://onepetro.org/NACECORR/proceedings/
CORR21/8-CORR21/D0815029R008/464011.

R. Wattanapornprom, P. Limtong, T. Ishida, P. Pheinsusom,
and W. Pansuk, “Airborne chloride intensity and chloride ion
penetration into mortar specimen in Thailand,” Engineering
Journal, vol. 24, no. 2, pp. 87-100, 2020.

M. H. Nazir, A. Saeed, and Z. Khan, “A comprehensive
predictive corrosion model incorporating varying environ-
mental gas pollutants applied to wider steel applications,”
Materials Chemistry and Physics, vol. 193, pp. 19-34, 2017.
G. Battista, “Analysis of the air pollution sources in the city of
rome (Italy),” Energy Procedia, vol. 126, pp. 392-397, 2017.

Advances in Civil Engineering


https://onepetro.org/NACECORR/proceedings/CORR21/8-CORR21/D081S029R008/464011
https://onepetro.org/NACECORR/proceedings/CORR21/8-CORR21/D081S029R008/464011

Hindawi

Advances in Civil Engineering

Volume 2022, Article ID 5642587, 10 pages
https://doi.org/10.1155/2022/5642587

Research Article

@ Hindawi

Research on the Anti-Leakage System for Reinforced Concrete

Flat Roofs in Cold Areas

Li Lin ®,"* Xin Yuan ®,’ Pengxiao Tang,l Xun Wang,l and Tianli Xu?

College of Architecture Engineering, Harbin University of Science and Technology, Harbin 150080, China
2School of Civil Engineering, Harbin Institute of Technology, Harbin 150090, China

Correspondence should be addressed to Li Lin; linli0119@163.com

Received 17 December 2021; Revised 15 April 2022; Accepted 23 April 2022; Published 6 May 2022

Academic Editor: Meisam Gordan

Copyright © 2022 Li Lin et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

To solve the persistent problem of roof leakage in cold areas, a reinforced concrete flat roof anti-leakage prevention system was
proposed in this study, and the leakage prevention of this roof system in the cold areas was investigated by conducting a scaled-
down model outdoor exposure test. In addition, the weather in the Harbin area during the freeze-thaw cycle season was predicted
by the support vector machine (SVM) model in machine learning, based on which ABAQUS finite element analysis of the roof
system was carried out to reveal the leakage prevention mechanism of the system. The research results show that improving the
roof level temperature during the freeze-thaw cycle can reduce the influence of temperature stresses brought by the freeze-thaw
cycle, slow down the development of cracks inside the roof, reduce the probability of roof leakage, and can provide a new idea for

solving the roof leakage problem in a cold area.

1. Introduction

China is a vast country with a wide distribution of cold
regions, and water seepage in cold roofs has been a persistent
problem [1]. To solve the problem of roof leakage, civil
engineering workers, experts, and scholars have put forward
many constructive ideas and solutions. In addition to
conventional measures such as filling the roof with water-
proofing materials and reconstructing the aging water-
proofing layer, measures such as adding waterproofing
layers to parts prone to leakage and using new materials with
better waterproofing performance and greater durability are
also widely used in roofing construction [2]. In the 1990s,
Wu et al. [3] proposed the structural design of a pull-
avoidance inverted waterproof roof. Bao et al. [4] adopted a
pull-avoidance inverted roof structure and used gas barriers
with a high vapor permeability resistance and thermal
insulation materials with poor water absorption. Xu et al. [5]
introduced new materials and technologies for roof con-
struction in cold areas. Zhou et al. [6] discussed the causes of
roof leakage in cold areas and provided several preventive
measures. Lin and Li [7] put forward the practice of an anti-

leakage drainage system for roofs in cold areas, which ef-
fectively reduced the influence of temperature stress on the
roof system and improved the durability of roofs. Dong [8]
proposed several construction options for separating the
rigid surface layer from the asphalt waterproofing layer. Qu
[9] found that the causes of cracking in the waterproofing
layer can be attributed mainly to the deformation of the
indirect joints in the prefabricated roof panels and the
improper handling of the roof expansion joints. Zhao [10]
proposed the installation of electric heating devices in roof
drainage systems for buildings in cold regions.
Freeze-thaw cycles are one of the main causes of leakage
in concrete roofs in cold areas. It can result in reduced
performance of reinforced concrete, such as concrete
strength decreases internal structural changes and tracking
[L1]. Since 1940, many scholars have studied the mechanism
of freeze-thaw damage to the concrete from multiple angles
and in all directions, conducting a large number of tests and
drawing many valuable conclusions. Shang [12] performed
bidirectional compressive stress tests on plain concrete
specimens after 0, 25, 50, and 75 freeze-thaw cycles. Hasan
[13], Penttala [14], and other scholars such as Sicat [15]
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studied the stress-strain relationship in concrete during
freeze-thaw cycles. The destruction mechanism of concrete
under repeated freeze-thaw cycle was summarized; typical
research could be found in Zhang et al. [16] Tian and Zhang
[17], Chen and Cui [18], and Liang et al. [19].

To sum up, existing research has mainly focused on
adding a waterproofing layer to the parts prone to leakage or
using new materials with better waterproofing properties;
however, this method ignores the impact of freeze-thaw
cycles on the roof leakage in cold regions and can only solve
surface problems, making it difficult to completely eradicate
the leakage phenomenon.

In this study, the anti-leakage system of reinforced
concrete flat roofs in cold areas is proposed, which is dif-
ferent from the traditional leakage prevention structure, and
it can resist the freeze-thaw cycle by raising the roof tem-
perature, improving the durability of concrete, and solving
the problem of roof leakage. In addition to outdoor exposure
tested on the scaled-down model of reinforced concrete roof
leakage prevention system in cold regions, the freeze-thaw
cycle occurrence time and temperature were predicted by
the support vector machine (SVM) [20-22], and ABAQUS
finite element simulations were performed on the roof
system based on the prediction results to study the roof
leakage prevention performance.

2. Design of an Anti-Leakage System for
Reinforced Concrete Flat Roofs

In actual engineering, a roof panel without measures against
freeze-thaw cycles will produce cracks that continue to grow,
causing a large-area leakage. The key to solving the problem
of roof leakage in cold areas is to reduce the stress generated
by the roof panels during the freeze-thaw cycle. Therefore,
this study proposes an anti-leakage system for reinforced
concrete flat roofs constructed in cold areas. The system
comprises three parts: the main body of the roof system, a
heating system, and a drainage system, as shown in Figure 1.

The design idea is to add a heating system to the main
body of the roof system, utilize the heat radiation effect of the
heating system to increase the overall temperature of the roof,
prevent the roof from freezing, reduce the stress generated by
the roof in the freeze-thaw cycle, and establish a drainage
system to facilitate the rapid discharge of the roof snow after
melting; the three parts of the system together can help resist
freeze-thaw cycles. The main body of the roof system com-
prises a load-bearing roof slab, a pre-buried pipeline insu-
lation layer, a slope layer, a leveling layer, a waterproof layer,
and a protective layer, as shown in Figure 2. The main body of
the roof system uses multiple water dividers to make the
longitudinal section of the roof in the shape of a folded plate
while maintaining a drainage slope ranging from 2% to 5%,
and water outlets are evenly arranged between adjacent roof
ridges to facilitate the rapid collection of water on the roof,
thus completing the optimization of the drainage of the roof
panels. The roof heating system comprises a circulating water
supply system, a heating branch pipe pre-buried in the roof, a
water supply main pipe, a water return main pipe, and a water
stop valve. The roof drainage system is arranged horizontally
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FIGURE 1: Overall diagram of the anti-leakage system of reinforced
concrete flat roofs constructed in cold regions.
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FIGURE 2: Schematic of the main roof system.

along the building using suspension pipes parallel to the
ridgeline, and the suspension pipe branches are connected to
the roof drop inlets.

When a freeze-thaw cycle occurs, the heating system is
switched on, so that the thermal medium in the roof
insulation layer carries out thermal radiation to raise the
overall temperature of the roof system. The snow on the roof
is heated and melted, and it flows into the roof dropout to be
discharged through the drainage pipe to reduce the accu-
mulation of water on the roof and prevent roof cracks when
the solid-liquid conversion of water aggravates the roof.
Thus, the problem of roof leakage in cold areas is solved.

3. Outdoor Exposure Test for Reinforced
Concrete Flat Roof Scaled-Down Models

The most direct way to verify the ability of an anti-leakage
system for reinforced concrete flat roofs to resist freeze-thaw
cycles is to place the roof system in a freeze-thaw cycle
environment and observe its insulation capacity and tem-
perature field distribution in a natural low-temperature
environment. By collecting the temperature information of
the roof under the natural environment exposure, the
performance of the roof system to resist freeze-thaw cycles in
the natural environment is analyzed. The test is based on the
provision of the national standard specification “Standard
for testing methods of long-term performance and durability
of ordinary concrete” (GB/T50082-2009) [23], concerning
the slow freezing method test method.

3.1. Test Program. A scaled-down model of the reinforced
concrete flat roof system was made and connected to the
heating system. Four measurement points were arranged at
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different locations on the scaled-down model from the
heating pipes to measure the temperature changes. An
ambient temperature group was added as a control group to
study the influence of the heating system on the overall
temperature of the roof system and to verify the insulation
capacity of the roof system and its resistance to freeze-thaw
cycles. Figure 3 shows the measurement point layout.

The scaled-down model was placed in an outdoor en-
vironment, and the test was started by energizing the CNC
pump and electric heating rod to work the heating system.
The test time was 12 h, and the test data were recorded using
a THTE multiplex PID temperature controller.

3.2. Model Production and Test Preparation. The main ma-
terials used to prepare a scaled-down model of a reinforced
concrete flat roof impermeability system were C30 concrete,
1:8 cement perlite material, 1:2.5 ordinary silicate cement
mortar, 3 mm thick SBS-modified bitumen waterproofing
membrane waterproofing layer, and cast iron pipes with an
internal diameter of 19 mm and an external diameter of
22mm. Among them, the size of the coarse concrete ag-
gregate was in the range of 5-40 mm, and the cement, river
sand, and coarse aggregate required in the preparation
process were collected from Heilongjiang Province. The
mixing water used was tap water.

After completing the material preparation for modeling,
the structural floor slab formwork was first erected to ensure
that  the  structural  floor  slab  size  was
1200 mm x 400 mmx80 mm. After the formwork was fixed,
C30 concrete was poured and vibrated, and water was
poured after 12h for maintenance. After 14 days of main-
tenance, the formwork for the predetermined cast iron pipe
holes was erected on the concrete slab, the cast iron pipe with
an internal diameter of 19 mm and an external diameter of
22 mm was buried in the designed position, and the concrete
was poured again to complete the construction of the
insulation layer. Thereafter, a slope of 3% was laid on the
insulation layer, 1:8 cement perlite material was laid from
both sides of the roof towards the center, the slab was vi-
brated and paved, and the surface was scraped with a
scraping bar and smoothed with a trowel. The slope layer on
the paving material was 1:2.5 ordinary silicate cement
mortar leveling layer, paving after maintenance for seven
days. Finally, a 3mm thick self-adhesive SBS modified bi-
tumen waterproofing roll-roofing membrane was laid, and
and water storage test was carried out on the waterproof
layer 24h after completion of laying, to confirm that there
was no leakage on the roof, and then the protective layer was
poured and maintained; the complete production of rein-
forced concrete flat roof antileakage system scaled-down
model is shown in Figure 4.

Finally, the scaled model was connected to a water tank,
CNC water pump, and water supply pipe; in turn, electric
heating rods were placed in the water tank, Pt100 type RTDs
were glued at the measurement points of the scaled model,
and resistors were connected to the THTE multi-way PID
temperature controller for temperature data recording. This
completed the connection between the scaled model and the

heating system and the arrangement of the data acquisition
device. Figure 5 shows the overall layout of the outdoor
exposure test of the scaled-down model of the reinforced
concrete flat roof leakage prevention system.

3.3. Test Results. At the end of the test, the data recorded by
the temperature controller were exported, and the time-
temperature curve for each measurement point was obtained
by processing the test data, as shown in Figure 6. The overall
temperature increase in the roof system was significant; with
the change in the ambient temperature, the overall tem-
perature at the four measurement points increased to dif-
ferent degrees, but the overall temperature at the four
measurement points of the roof still had a significant dif-
ference. The temperature was highest at measurement point
1, followed by measurement point 4, measurement point 3,
and lastly measurement point 2. The temperature curves at
the four measurement points also had different fluctuations.
The curve for measurement point 1 was the smoothest, and
fluctuations were the lowest; the fluctuations in the curve for
measurement point 2 were the highest, and the fluctuations
in the curves for measurement points 3 and 4 were in be-
tween. Furthermore, the initial temperature at measurement
point 1 was —16°C, slightly above the initial ambient tem-
perature of —18°C, while the other three measurement points
were at the same temperature as the ambient temperature.
The reason for the different temperature variations at each
measurement point is that point 1 was located in the
insulation layer, closest to the heating line. Therefore, it had
a higher initial temperature than the ambient temperature
and the highest overall temperature and was less susceptible
to changes in the ambient temperature, with the lowest
fluctuations in the temperature profile. Point 2 was located at
the corner of the roof, the furthest from the heating line; it
exhibited the lowest overall temperature, was most influ-
enced by the ambient temperature, and had the most
fluctuating curve. Point 3 was located on the ridge and had a
lower overall temperature, but due to the heating lines on
both sides, point 3 was less affected by the ambient tem-
perature than point 2 and had a higher overall temperature
than point 2. Point 4 was not in the insulation layer, but the
distance from the heating pipeline was second only to point
1; therefore, the overall temperature was less than that at
point 1 and higher than those at points 2 and 3.

Under the continuous application of the temperature
field by the heating system, the overall temperature of the
roof system increased more evidently, which effectively
reduced the temperature stress due to the fluctuation of the
roof system in practice and decreased the probability of
leakage of the roof system under the freeze-thaw cycle. This
proves the effectiveness of the proposed leakage prevention
system for reinforced concrete flat roofs in cold areas.

4. Numerical Analysis

The numerical analysis of freeze-thaw cycles of reinforced
concrete flat roof systems in cold regions requires the col-
lection of corresponding weather data, which are entered
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FIGURE 3: Temperature measurement point layout.

FIGURE 4: Scaled-down model of the anti-leakage system for
reinforced concrete flat roofs.

into the numerical analysis model as a temperature
boundary condition; however, the outdoor collection has
disadvantages such as long lead time and instability.
Therefore, based on the weather information of Harbin
during the freeze-thaw cycle-prone seasons of March and
November, this study combines the SVM model of machine
learning [24].

4.1. SVM Algorithm Prediction Model. SVM models have
supervised learning models associated with relevant learning
algorithms and are mainly used to analyze data, identify
patterns, and perform classification and regression analysis
studies. SVM maps the sample space to a high or even
infinite-dimensional feature space through nonlinear
mapping, in which a linear learning machine approach is
applied to solve problems such as the highly nonlinear
classification and regression in the sample space. In the SVM
model, the generalized error is determined by three pa-
rameters, namely the cost parameter (E), the tolerance
parameter (¢), and the kernel parameter (y), and the values
of these three parameters are not unique. Referring to
Cherkassky and Ma [25], the SVM model parameters are

THTE Multiplex PID
temperature

controller

FIGURe 5: Overall layout of an outdoor exposure test.

determined according to equations (1)-(5); Table 1 presents
the model parameters. The correlation coefficient R indicates
the degree of correlation between the estimated and true
values, and the higher the correlation coeflicient R, the better
the correlation.

E=max(|7+3ay|,|7—3oy ) ey

where y and 0, are the mean and standard deviation of the
training data Y values, respectively, expressed as follows:

_1
Y= 2p2’ (2)
p =mi0.3, (3)
In n
£=30\—, (4)
n
8=y - f(x)s (5)
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FIGURE 6: Time-temperature curves of each measurement point in the outdoor exposure test.
TaBLE 1: Parameters of the SVM model.
Object E € y Mean absolute error Mean squared error R
Minimum air temperature 5.4796 0.1499 0.1174 0.5754 0.5133 0.7786
Maximum air temperature 6.7112 0.1378 0.1184 0.4478 0.4208 0.8432

where k is the number of output variables, m is the range of
input values, o is the difference between the true and pre-
dicted values, n is the number of values y, and & is the
standard deviation of the residuals.

Figure 7 shows the predicted maximum and minimum
temperatures for the freeze-thaw cycle season in the Harbin
area, where the serial number represents the weather number
for the freeze-thaw cycle season, and the maximum and
minimum temperatures represent the predicted values for the
maximum and minimum temperatures for the day. The
square set of dots in the graph is the simulated maximum
temperature of the day in Harbin. The magnitude of the value
increases with the serial number and then decreases, and the
rate of increase is small at first, gradually increases with the
serial number, increases rapidly after the serial number
reaches 10, reaching the highest value at serial number 37, and
then gradually decreases. The set of circles in the graph is the
predicted minimum temperature for the day. The trend in the
minimum temperature for the day is similar to that for the
maximum temperature, both increasing and then decreasing.
At the same time, between serial numbers 16-24 and 38-56,
the highest temperature of the day is greater than 0°C, and the
lowest temperature of the day is less than 0°C; therefore, the
time interval in which the freeze-thaw cycling effect should
occur must be between the two intervals of serial numbers
16-24 and 38-56. The temperature data within this time
interval are extracted to obtain the SVM prediction of the
temperature amplitude in which the freeze-thaw cycling effect
may occur, as shown in Figure 8.
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FIGURe 7: SVM predicts the daily maximum and minimum
temperatures.

4.2. Establishment of the Numerical Analysis Model. The fi-
nite element analysis software ABAQUS was used to es-
tablish a numerical analysis model of the flat roof leakage
prevention system for reinforced concrete in cold zones. The
finite element model components include a structural floor
slab, an insulation layer, pre-buried pipelines, and an upper
maintenance structure, assembling each component to form
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FIGURE 8: SVM predicts the temperature amplitude at which
freeze-thaw cycles may occur.

a complete roof body model. Figure 9 shows the analytical
model.

The numerical simulation was divided into two parts: a
heat transfer analysis and static analysis. A given temper-
ature amplitude was inputted into the analysis model for the
heat transfer analysis, and the temperature field obtained
from the heat transfer analysis was then imported into the
experience analysis as a prestress field, resulting in the
temperature stress distribution. The C3D8R and C3D20R
units were used for the heat transfer and static analyses of the
main roof components, respectively. The concrete material
parameters were defined in terms of the density, thermal
conductivity, and specific heat capacity for the heat transfer
analysis and in terms of the modulus of elasticity, coefficient
of linear expansion, and concrete damage for the static
analysis. During the static analysis, only three parameters,
namely the density, thermal conductivity, and specific heat
capacity, were defined for the upper maintenance structure
materials, namely the cement perlite, cement mortar, wa-
terproof membrane, and cast iron, as the stress changes in
the upper envelope had a small impact on the crack de-
velopment condition of the roof body. Tables 2 and 3 present
the model material parameters. In the actual project, the roof
body parts work together. Therefore, the model components
are bound to each other and considered as a whole. A hinge
restraint is applied to the bottom of the roof body to ensure
that the bottom slab of the roof body is not displaced.

4.3. Numerical Analysis in the SVM Prediction. Four test
points were arranged in the model, corresponding to the
outdoor exposure test points of the scaled model, as shown
in Figure 10.

The SVM-predicted temperature amplitude of the pos-
sible freeze-thaw cycles as a boundary condition was
inputted into the model for the heat transfer analysis, and
the temperature change curves at each measurement point
under the SVM-predicted environment were obtained, as
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shown in Figure 11. The temperature at all the measurement
points on the roof under the freeze-thaw cycle first increases
and then decreases, while the temperature change law at
each measurement point is consistent with the temperature
change law at each measurement point in the outdoor ex-
posure test. The overall temperature at measurement point 1
is the highest, and the temperature fluctuation is the
smallest; the overall temperature at measurement point 2 is
the lowest, and the temperature fluctuation is the highest; the
temperature at measurement points 3 and 4 is between those
at measurement points 1 and 2; however, the overall tem-
perature at measurement point 4 is higher than that at the
measurement point 3. In addition, the temperatures at all the
four measurement points were above 0°C by 576 h. Among
these, all the parts of the temperature, including the tem-
perature of the low-temperature zone, which is widely
distributed on the roof, were always above 0°C, except at
measurement point 2, which is at the edge of the roof system,
where the temperature decreased below 0°C. This proves the
insulation capacity of the reinforced concrete flat roof
leakage prevention system in cold regions in a freeze-thaw
cycle environment.

The temperature field obtained from the heat transfer
analysis was introduced into the static analysis step as a
prestress field. Three measurement points were arranged,
and the temperature stress distribution of the roof system
was analyzed to obtain a temperature stress cloud for the
main body of the roof, as shown in Figure 12. There is
significant temperature stress in the main body of the roof
concrete under the effect of freeze-thaw cycles. The defor-
mation of the main body of the roof is influenced by the
hinge restraint at the bottom surface, which is in the shape of
a narrow prism at the bottom and a wide prism at the top,
with a significant stress concentration at the bottom corners,
reaching a maximum of approximately 24.54 MPa. The
temperature stress distribution in the main concrete of the
roof is generally decreasing from bottom to top, and there is
a certain stress concentration in the pre-buried heating
pipes.

The stress variation curves at the three measurement
points of the roof are extracted and shown in Figure 13. After
experiencing sequential temperature stress coupling, the
temperature stresses at measurement points 2 and 3 tend to
fluctuate, with the maximum values reaching 6.53 and
4.85 MPa, respectively. The stress at measurement point 1
tends to rise and then level off, with a small variation and a
maximum value of approximately 0.53 MPa. Due to the large
temperature variations at measurement points 2 and 3,
greater temperature stress is generated in the static analysis
relative to that at measurement point 1, while measurement
point 1 has a smaller temperature variation, and its tem-
perature stress grows more gradually during the freeze-thaw
cycle. After a predicted freeze-thaw cycle, the overall tem-
perature stress on the roof system is low, and the concrete in
the roof system is in the elastic strain phase except for the
hinged position. The reinforced concrete flat roof leakage
prevention system in the cold zone can control the tem-
perature stress at a low level and improve the leakage re-
sistance of the concrete.
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FIGURE 9: Analysis model.

TaBLE 2: Material thermodynamic parameters.

. Thermal Specific heat . 3 Modulus Linear expansion
Material conductivity/(W/(m-K)) capacity/(J/(kg’C)) Density/ (kg/m”) of elasticity/(MPa) coefficient/(m/°C)
C30 concrete 1.74 0.92 2500 30000 8x107°
Cement pearl rock 0.21 1.17 600 — —
Cement mortar 0.93 1.05 1800 — —
Waterproofing roll roofing 0.17 1.47 600 — —

Iron casting 49.9 0.48 7250 — —

TaBLE 3: Concrete plastic damage parameter.
Material Expansion angle Poisson’s ratio Coefficient of viscosity Eccentricity K Seo/fvo
C30 concrete 30 0.2 0.005 0.1 0.667 1.16

(-————I Measurement point 2 |
4——-' Measurement point 3

Measurement point 4

Measurement point 1

FIGURE 10: Layout of temperature measuring points in the numerical model.
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FIGURE 12: Temperature stress cloud.
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5. Conclusions

This study developed an anti-leakage system for reinforced
concrete flat roofs constructed in cold regions and prepared
a scaled-down model for outdoor exposure tests to verify the
resistance of the system to freeze-thaw cycles. A weather
prediction model based on the machine learning SVM al-
gorithm was established, and a numerical analysis model of
the freeze-thaw cycle of a flat roof leakage prevention system
for reinforced concrete in cold zones was built on this basis.
The response of the proposed leakage prevention system
under the effect of the freeze-thaw cycle was numerically
analyzed to reveal the leakage prevention mechanism of the
system. The main results and conclusions are as follows:

(1) The working principle of leakage prevention system
for reinforced concrete flat roofs in cold areas is to
add a heating system to the main roof system, utilize
the heat radiation effect of the heating system to
increase the overall temperature of the roof, prevent
the freezing of rainwater on the roof, and reduce the
stress generated by the freeze-thaw cycle. The
drainage system is also installed to facilitate the rapid
discharge of snow water after melting.

(2) The roof system has good thermal insulation per-
formance after adding the heating system; the
temperature at all locations on the roof increased
under the continuous application of the temperature
field of the heating system, effectively resisting the
freeze-thaw cycle, proving that the system designed
has good resistance to freeze-thaw cycles.

(3) The SVM model predicted that freeze-thaw cycles are
likely to occur on 26 days during the freeze-thaw
cycle-prone season in Harbin, and the maximum
temperature amplitude of the freeze-thaw cycle
during this period is 18°C.

(4) The ABAQUS finite element simulation of the roof
system based on the prediction of the SVM model
found that the roof heating system could effec-
tively reduce the effect of temperature stress
caused by the freeze-thaw cycle, delay the devel-
opment of internal cracks in the roof, and reduce
the occurrence of roof leakage. It verified the
impermeability of the roof system under the effect
of the freeze-thaw cycle.
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With the increase in traffic volume and overweight vehicles, fatigue problems are highlighted. Especially for the orthotropic steel
deck, the premature cracks seriously affect the service performance, operation, and service quality of the bridge. In this paper, the
steel box-girder segment model and deck substructure model considering several typical fatigue cracks were established to reveal
the variation law of fatigue cracks on vibration frequency and deflection under vehicle traveling load. A natural frequency analysis
was performed to evaluate the change in the vibration characteristics due to localized damage, together with a dynamic analysis
that considered a vehicle traveling on the bridge. The results show that the initiation and propagation of several typical cracks have
little influence on the lower modes of the overall structure and great influence on the high-order modes of the substructure. The
dynamic deflection response of the bridge changed under vehicle load as damage progressed. Therefore, it was possible to identify

cracks of the orthotropic steel bridge deck and to provide guidance for fatigue crack detection and repair.

1. Introduction

Orthotropic steel decks (OSDs) have been widely used in
bridges with various structural forms and spans due to
the advantages of lightweight, favorable mechanical
behavior, and convenient construction [1-4], as well as
for deck replacement in existing bridges [5, 6]. However,
the welding defects and residual stress are easily intro-
duced into the manufacture and construction because of
the complex geometric structure forms and structural
discontinuity, which may be quite susceptible to traffic-
induced fatigue damage [7-10]. An increasing number of
investigations indicate that the failures of most steel
bridges are caused by fatigue damage [11, 12]. In ad-
dition, the crack of the Bronx-Whitestone bridge [13]
after 2 years in service and the collapse of the I-35W
bridge over the Mississippi River [14] have aroused at-
tention to the fatigue and fracture of the existing bridge.
The emergence of fatigue cracks seriously affects the
operation and durability and even endangers the safety
of bridges.

The fatigue damage of OSD is still a prominent problem
because the cyclic vehicle load directly acts on the deck,
especially accidental overloaded trucks [15-17]. Another
adverse effect concerning the fatigue behavior of OSD is that
the local stress near the crack caused by residual stress and
live load stress ranges is concentrated to a high level, which is
generally considered to be the main cause of the fatigue and
fracture under cyclic vehicle load [18-20]. The typical fatigue
cracks of OSD generally observed are illustrated in Figure 1
[21-23]: (1) the longitudinal rib-to-diaphragm welded joint
and the cutout of the diaphragm plate; (2) the longitudinal
rib-to-deck welded joint; (3) the longitudinal ribs splice
joint; (4) the deck-to-vertical stiffener welded joint. During
the past decades of engineering practice, many improve-
ments have been achieved, such as structural design and
manufacture, crack monitoring, and maintenance. Obvi-
ously, the fatigue cracks at the deck-to-vertical stiffener
welded joint have been gradually replaced due to the change
of the welded joint. Nevertheless, since the first fatigue crack
of OSD was reported, the fatigue problem has restricted the
development of this type of bridge.
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FIGURE 1: Sketch of typical fatigue cracks of OSD.

Many research studies on fatigue resistance have been
devoted to the typical fatigue crack of OSDs in test and
analysis. From the achieved research, the longitudinal rib-to-
deck welded joint is the most common connection and the
most sensitive position for fatigue in OSDs, due to direct
wheel loading. A considerable amount of research has a
focus on this topic [24-26]. Zhang et al. [27] established a
local finite element model of OSDs to study the stress
distribution of the deck in the longitudinal rib-to-deck
welded joint and estimate the fatigue life using the principle
of linear elastic fracture mechanics. The results indicate that
the high-stress range under the local overloaded wheel is the
main reason for the cracks in the longitudinal rib-to-deck
welded joint. The principle of linear elastic fracture me-
chanics can be used to estimate the residual life of the
longitudinal rib-to-deck welded joint. Kainuma et al. [28, 29]
carried out the fatigue tests and FE analysis to study the
structural response, local stress, and the mechanism of crack
initiation and propagation near the longitudinal rib-to-deck
welded joint. The results show that both the tensile stress and
the stress range have an effect on crack initiation, but tensile
stress is the important factor for crack propagation. In
addition, the root gap shape and the penetration rate have an
impact on fatigue durability. Sim et al. [30] investigated the
effects of weld melt-through and distortion control measures
on the fatigue behavior of the longitudinal rib-to-deck
welded joint through six full-scale OSD fatigue tests. The
results show that the effective precambering was beneficial to
the fatigue resistance of the longitudinal rib-to-deck welded
joint. Most cracks are initiated from the weld toe outside the
rib. In the orthotropic steel deck, the longitudinal rib-to-
diaphragm welded joint is another place prone to fatigue
cracks [31]. The investigations of this weld detail indicated
that the fatigue crack is mainly caused by the local stress at
the weld root or toe generated by in-plane and out-of-plane
bending moments [32]. In addition, the stress gradients were
so notable that it was not feasible to evaluate fatigue re-
sistance for this weld joint using the simple nominal stress
approach. The proposal of notch stress and hot spot stress
effectively solves the problem that it is very difficult to
evaluate the fatigue assessment of the longitudinal rib-to-
diaphragm welded joint [33-37]. The longitudinal rib is the
main stress component of the orthotropic steel deck, which
plays an extremely important role in increasing the stability
and stiffness of the bridge. However, longitudinal rib splice
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joints generally adopt overhead welding with incomplete
penetration and undercut. The crack is most likely to initiate
at the stress concentration point and even propagate to a
larger size [38, 39]. A related study on the fatigue resistance
of the longitudinal rib splice joints indicated that the fatigue
cracks are mainly observed at the transverse weld of lon-
gitudinal rib bottom plate because of incomplete
penetration.

The above research results of typical fatigue cracks with
different details effectively improve the fatigue resistance
and deepen the understanding of the fatigue damage
mechanism of OSD. However, with the increasing traffic
volume and accidental overload, fatigue cracks still seriously
affect the durability of bridges. In order to explore the in-
fluence of several typical fatigue cracks on the mechanical
properties of OSD, the steel box-girder segment model and
deck substructure model are established. And, a natural
frequency analysis was performed to evaluate the change in
the vibration characteristics due to localized damage, to-
gether with a dynamic analysis that considered a vehicle
traveling on the bridge. According to the research results of
this paper, it is possible to predict the location of several
typical fatigue cracks in the orthotropic steel deck and to
provide a reference for crack maintenance.

2. Analysis Method

2.1. Main Analysis Contents. The natural frequency analysis
and dynamic analysis were carried out using the finite
element analysis software [40] Ansysl5.0 with a steel
box-girder segment model and a substructure model. The
following were studied:

(1) Global vibration modes analysis for the steel box-
girder segment model including crack damage at low
frequency

(2) Local vibration modes analysis for the steel sub-
structure model including crack damage at high
frequency

(3) Dynamic analysis considering a vehicle traveling on
the bridge

2.2. Finite Element Model. The steel box-girder model was
based on the in-service cable-stayed bridge including 4 fast
lanes and 2 slow lanes. The cable-stayed bridge has a total
length of 684 m and a main span of 336 m. The steel deck
support is composed of 4 concrete auxiliary piers, 2 concrete
towers 106 m higher than the bridge deck, and 104 cables
with different pretension. Relevant research shows that there
is a high probability of cracks in the red U-rib area. More
than 50% of fatigue cracks were located in the third lane,
which is mainly used for low-speed truck driving, and few
cracks were detected in the first lane [41]. The half cross-
sectional view of the steel box girder of the bridge is shown in
Figure 2. The 24 m segment model has 3 vertical suspenders
on each side with a spacing of 12 m. The steel box girder has a
width of 32.8 m and a depth of 3.2 m. The bridge is designed
with a 16 mm orthotropic deck, 12 mm bottom plate, 8 mm
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FIGURE 2: The half cross-sectional view of the steel box girder.

longitudinal U-ribs at the top, and 6 mm longitudinal U-ribs
at the bottom. The longitudinal U-ribs are 280 mm high and
placed at 600 mm centers. The width of the longitudinal
U-ribs at the top and bottom are 300 and 400 mm, re-
spectively. The orthotropic deck is supported on 10 mm
transverse diaphragms every 3m. In order to avoid stress
concentration, the diaphragm under the longitudinal U-ribs
is designed as an arc-shaped notch, and the details of the
notch are shown in Figure 3.

The steel box-girder segment model and the substructure
model of the orthotropic steel deck were established to
accurately simulate the mechanical properties of a steel
bridge. All plate members of the bridge are simulated by the
4-node shell63 element. The elastic modulus, Poisson ratio,
and density of the selected steel were 206 GPa, 0.3, and
7850 kg/m”, respectively. The contact of the connecting part
of the members is to couple all the degrees of freedom of the
node. Considering the vertical constraint of the suspender
on the steel box girder, the suspender is simulated by the
combinel4 element. This element only considers the vertical
constraints to simulate the tension provided by the cable to
the bridge deck. According to the parameters such as the
area, length, and elastic modulus of the cable, the stiffness
required to simulate the cable by the combinel4 element is
1.089¢7 N/m. The following boundary conditions are applied
to the model: constrain all degrees of freedom of the upper
node of the suspender spring element; constrain the
translation of S in longitudinal and transverse directions and
the translation of N in longitudinal direction. For the
substructure model of OSD, the area with a length of 6 m and
width of 2.1 m (4 U-ribs) in the middle of the third lane span
is selected, because of the highest probability of crack in the
third lane. The segment model and substructure model of
OSD are shown in Figure 4.

2.3. Local Damage Model. The stress due to fatigue of the
orthotropic steel bridge deck is caused by the cyclic vehicle
load directly acting on the deck. The local stress near the
crack caused by residual stress and live load stress ranges is
concentrated to a high level. The damage models of three
typical fatigue cracks of OSD are shown in Figure 5. And,
different damage types are described as follows.
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FiGUre 3: The arc-shaped notch.

The first damage type is a crack at the longitudinal rib-to-
diaphragm welded joint.

The weld joint between longitudinal U-rib and dia-
phragm is one of the most complex geometric details in
OSD. Under the local wheel load, the flexural deformation of
longitudinal U-rib causes repeated out-of-plane deforma-
tion of the diaphragm. With the increase in deformation, the
stress range will increase because of the welded defects and
residual stress. In addition, the fatigue crack may be found
on the rib wall or diaphragm at the longitudinal rib-to-
diaphragm welded joint by the difference of stiffness be-
tween the longitudinal rib and the diaphragm and may
expand along the weld to the deck and diaphragm. This
connection is one of the most weld details prone to fatigue.
In the substructure model, the crack was modeled at the
connection between longitudinal rib and diaphragm:

Case 1: the crack appears at the connection between
longitudinal U-rib 3R and diaphragm 2# and propa-
gates about 200 mm along the weld.

Case 2: one-side weld between longitudinal U-rib and
diaphragm is broken. And, the crack propagates for-
ward and backward for 250 mm along the weld between
the U-rib and the deck.

Case 3: one-side weld between longitudinal U-rib and
diaphragm is broken, and the crack propagates 300 mm
along the weld between the diaphragm and the deck.
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FIGURE 5: Typical crack distribution diagram.

The second damage type is a crack at the longitudinal
rib-to-deck welded joint.

The longitudinal rib-to-deck welded joint is one of the
most serious positions for fatigue in OSDs with direct
local wheel loading. In addition, due to the difference of
stiffness between the longitudinal rib and the deck, the
stress ranges will be concentrated to a high level at the
weld detail, which intensifies the initiation and propa-
gation of fatigue cracks. Unfortunately, this type of fatigue
crack monitoring is very difficult. Cracks can only be
observed when they penetrate the deck and propagate
along the weld, resulting in obvious damage to the bridge
deck pavement. Moreover, the maintenance of fatigue
cracks needs to interrupt the traffic. In the substructure
model, the crack was modeled at the weld of the deck and
the longitudinal U-rib 3R, which is located between the
diaphragms:

Case 1: the crack appears on the weld root or weld toe of
the deck at the longitudinal rib-to-deck welded joint
and propagates about 200 mm along the weld

Case 2: the crack continues to propagate, resulting in a
crack with a length of 850 mm at the deck between the
two diaphragms

Case 3: the crack appears on the weld toe of the lon-
gitudinal rib at the longitudinal rib-to-deck welded
joint and propagates into a crack with a length of
850 mm along the weld between the two diaphragms

The third damage type is a crack at the longitudinal rib
splice joint.

The steel box girder is usually installed by single side
overhead welding on-site. This welding process can only be
carried out from the outside of the rib with incomplete
penetration, resulting in cracks that are easy to initiate on the
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weld root at the bottom of the longitudinal rib welded joint.
Moreover, the welding of the longitudinal ribs splice joint
accounts for about 40% of the total on-site welding of OSD,
indicating that fatigue resistance of this weld has a very
important influence on the safety of the bridge. In order to
reduce the stress of the longitudinal U-rib splice joint, the
splicing position is generally located at 1/4 of the space
between the two diaphragms. Therefore, in the substructure
model, the crack was modeled at 1/4 of the longitudinal
U-rib 3R between the diaphragm:

Case 1: the crack appeared at the bottom of the weld at
1/4 of the longitudinal U-rib, with a length of 124 mm

Case 2: the crack continues to propagate, resulting in
the complete failure of the butt weld of longitudinal
U-rib 3R under the deck

3. Natural Vibration Frequency Analysis

The typical cracks described above were modeled at the
corresponding positions of the orthotropic steel deck. For
the global segment model and deck substructure model, a
comparison of natural vibration frequencies and mode
shapes has been studied with damaged and undamaged
structures.

3.1. Global Vibration of the Steel Box-Girder Segment Model.
Figure 6 shows the first 5 global natural vibration modes of
the steel box-girder segment model with undamaged
structure, and Table 1 describes the effects of different
damage scenarios on global natural vibration frequency.
From the global vibration mode shapes of the steel box-
girder segment model, it can be seen that the first 5 vibration
modes include the vertical translational mode (the first
vibration shape), bending mode (the second, fourth, and
fifth vibration shapes), and torsional mode (the third vi-
bration shape). Due to the different vibration mode shapes,
the influence of different damage types on the natural vi-
bration frequency of the global model is slightly different.
For the first vertical translational mode, the vertical
vibration is only constrained by the vertical suspender. The
vertical vibration is mainly related to the stiffness of the
vertical suspender and the self-weight of the segment model,
which are less affected by the different damages. According
to the calculation results, the first natural frequency of the
global model with damages is only 0.00099% lower than that
of the healthy model. For the third torsional mode, the
torsional vibration at the location of the damages is not
dominant, so the influence of various types of damage on the
torsional vibration frequency also is not obvious. The third
natural frequency of the global model with damages is only
0.00165% lower than that of the complete model. For
bending vibration mode, it can be clearly observed that the
higher the bending vibration mode order, the greater the
influence of damage on natural frequency. However, types
and locations of the crack will affect the natural frequency of
the structure. Since the crack locations are close to the
amplitude of the fourth bending mode, most of the above
damaged models have a greater decrease in amplitude in the

fourth bending frequency than that in the second and fifth
bending mode. Compared with the healthy model, the
bending vibration frequency of the damaged model is re-
duced by 0.00249% (the second vibration mode shape),
0.01430% (the fourth vibration mode shape), and 0.01278%
(the fifth vibration mode shape), respectively.

To summarize the above results for the different damages
of the steel box girder, the cracks propagated on the deck
have little effect on the vibration mode shapes and natural
frequency of the global steel box girder. However, we also
found that for similar types of vibration mode shapes, the
higher the natural vibration frequency, the greater the im-
pact of the damage. Therefore, we can guess whether the
crack propagation will have a great impact on the local
higher vibration mode and natural frequency of the steel box
girder.

3.2. Local Vibration Model of OSD. The substructure model
selected the area shown in Figure 4 for local vibration modes
of OSDs. Modes 1-5 in Figure 7 show the local vibration
modes of OSDs. In order to clearly observe the vibration of
each part in the substructure model with no damage, a
quarter of the grid of the model is treated perspectively. The
higher modes mainly involved the local vibration of the
deck, longitudinal U-rib, diaphragm, and the combined
vibration of components, which should be a focus on the
influence of damage on local modes.

Figure 8 shows local vibration modes with Type 1
damage of OSD. The changes of local natural frequency are
given in Table 2. For this damage type, when the crack is in
the initiation or only confined in the diaphragm (Case 1), the
vibration mode shapes of the substructure with damage or
no damage is consistent and the frequency changes slightly.
The crack may propagate along the deck-longitudinal rib
weld (Case 2) or the deck-diaphragm weld (Case 3), which
will cause modal shapes of the substructure to change; for
example, from Case 2 mode 1 and Case 3 mode 2 in Figure 8,
the vibration mode shapes change obviously due to the
existence of cracks and the frequency decreases greatly
compared with the undamaged structure. In addition, from
Case 3 mode 1 in Figure 8, the diaphragm near the damage
has obvious out-of-plane deformation, which produces a
new vibration mode shape. The reason may be that the
damage weakens the restraint effect of the deck and U-rib on
the diaphragm, which makes the vibration in the quiet area
of the original mode shapes intense.

Figure 9 shows local vibration modes with Type 2
damage of OSD. The changes of local natural frequency are
given in Table 3. For this damage type, the cracks may
initiate at the weld root and rib-side weld toe of the lon-
gitudinal rib-to-deck weld in the span between two dia-
phragms. The above cracks with little propagation (Case 1)
have no obvious impact on the local vibration mode shapes
and natural frequencies. After that, the vibration mode
shapes and natural frequencies will change greatly. For the
crack propagation at the weld root (Case 2), the constrained
boundary condition of the deck forms a free boundary near
the damage, resulting in the amplitude of substructure
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FIGURE 6: Global natural vibration mode shapes.

TaBLE 1: Global natural vibration frequency.

Frequency (Hz)

Global mode Type 1 Type 2 Type 3
Healthy

Case 1 Case 2 Case 3 Case 1 Case 2 Case 3 Case 1 Case 2
Mode 1 2.01996 2.01996 2.01995 2.01996 2.01996 2.01994 2.01996 2.01996 2.01996
Mode 2 5.61723 5.61723 5.61721 5.61723 5.61722 5.61717 5.61722 5.61723 5.61709
Mode 3 9.72333 9.72333 9.72317 9.72328 9.72332 9.72308 9.72333 9.72333 9.72330
Mode 4 10.00013 10.00012 9.99951 9.99998 10.00008 9.99870 10.00012 10.00011 9.99927
Mode 5 14.40052 14.40052 14.40014 14.40049 14.40049 14.39960 14.40052 14.40049 14.39868

F == b

Mode 1:126.2175Hz Mode 2 : 142.82004Hz Mode 3 :148.12576Hz

= F=F

Mode 4 : 159.98489Hz Mode 5:162.14186Hz

FiGURE 7: Local vibration mode shapes.

vibration shapes appearing at the damage, such as Case 2 become a horizontal out-of-plane vibration. It is a new
mode 1 and mode 4 in Figure 9. The crack propagation at the ~ vibration mode shape, which greatly reduces the local
rib-side weld toe (Case 3) weakens the constraint of the deck  natural frequency. It can be found that the crack of this
on the U-rib. The vibration mode shapes of the U-rib = damage type will greatly reduce the stiffness of the deck,
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Case2 mode 1

Case3 mode 1

FIGURE 8: Local vibration mode shapes with Type 1 damage.

TaBLE 2: Frequency of local vibration mode (Type 1 damage).

Case3 mode 2

Frequency (Hz)

Local mode

Heathy Case 1 Error (%) Case 2 Error (%) Case 3 Error (%)
1 126.21751 125.45765 -0.602 118.20422 —6.349 109.56704 -13.192
2 142.82004 142.54165 -0.195 140.18200 —1.847 117.87555 —-17.466
3 148.12576 148.12061 —0.003 148.10308 -0.015 140.18688 -5.360
4 159.98489 158.16308 -1.139 158.07246 -1.195 148.10629 -7.425
5 162.14186 160.91106 —0.759 160.86859 -0.785 158.13833 —2.469

Case2 mode 1

Case2 mode 4 Case3 mode 1 Case3 mode 2
FIGURE 9: Local vibration mode shapes with Type 2 damage.
TaBLE 3: Frequency of local vibration mode (Type 2 damage).
Frequency (Hz)
Local mode
Heathy Case 1 Error (%) Case 2 Error (%) Case 3 Error (%)

1 126.21751 126.20012 -0.014 124.09384 -1.683 94.26651 -25.314
2 142.82004 142.72666 -0.065 141.71643 -0.773 123.3421 -13.638
3 148.12576 148.12542 -0.000 148.11960 —-0.004 141.74663 —4.307
4 159.98489 159.98089 -0.0025 159.07485 —-0.569 148.12468 -7.413
5 162.14186 162.11066 -0.019 161.87736 -0.163 159.93448 -1.361
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Case2 mode 4

FIGURE 10: Local vibration mode shapes with Type 3 damage.

causing great harm to the bridge deck pavement, and even
endanger traffic safety.

Figure 10 shows local vibration modes with Type 3
damage of OSD. The changes of local natural frequency are
given in Table 4. For this damage type, crack initiation and
propagation at the bottom of U-rib (Case 1) have no obvious
impact on the local vibration mode and the frequency is
almost unchanged. Then, the crack will propagate along the
butt weld of the U-rib. The stiffness of longitudinal U-rib
near the damage decreases greatly, resulting in the transfer of
the vertical vibration mode in the middle of the span to the
weld of 1/4 of the U-rib, such as Case 2 mode 1 in Figure 10.
In addition, the existence of cracks weakens the constraints
between U-ribs and also causes the horizontal distortion of
U-ribs. Although this damage mode did not cause new
vibration modes, it greatly weakens the stiffness of the
longitudinal rib and reduces the natural frequency.

To summarize, for the local higher vibration modes of
the substructure model, the initiation of fatigue cracks has
no obvious effect on the vibration mode shapes and the
natural frequencies. With the crack propagation, the local
vibration modes and frequencies of the orthotropic steel
bridge deck change greatly and even new vibration modes
appear. Therefore, if it is possible to identify the local vi-
bration mode of the structure, the fatigue crack type of the
bridge deck can be predicted.

4. Dynamic Response of the Traveling Vehicle

4.1. Traveling Vehicle Load. According to Chinese Code JT]J
021-89 [42], the vehicle traveling load is as shown in Fig-
ure 11. The vehicle was a five-axle vehicle with a total weight
of 550 kN. The spacing and weight distribution of each axle
are shown in Figure 11, respectively. Because the orthotropic
steel deck is very sensitive to local load, the obvious local
effect can be found only when the wheel load is close to the
relevant details [43]. The spacing of the diaphragms (3 m) is
significantly less than the spacing between the front and
middle axles (3.7 m), and the axle weight of the front axle is
small, far less than the middle and rear axles. Therefore, only
the double axles of the rear axle (including two axles, the
spacing is 1.4 m) were selected for vehicle load. Considering
the influence of road roughness and other factors, an impact
coefficient of 15% was added.

The loading procedure simulates the traveling of the
vehicle on the deck. The calculation results of the wheel at
16m in the middle of the bridge deck were selected to
weaken the influence of boundary conditions. The moving

TABLE 4: Frequency of local vibration mode (Type 3 damage).

Frequency (Hz)

Local E B
mode rror rror
Heathy Case 1 (%) Case 2 (%)
1 126.21751 126.07544 -0.113 119.06372 -5.668
2 142.82004 142.70092 -0.083 138.47059 -3.045
3 148.12576 148.12547 —0.000 147.37262 —-0.508
4 159.98489 159.96930 -0.010 148.14346 —7.402
5 162.14186 162.10340 -0.024 160.46715 -1.033
30 120 120 140 140
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FiGgure 11: The vehicle traveling load.

route of the vehicle is shown in Figure 12. The vehicle load
moved along the longitudinal direction of the bridge deck,
with a uniform step of 0.2 m.

4.2. Change of the Dynamic Displacement Response. The
variation of measured displacement is widely used to
evaluate the loss of stiffness caused by damages to the bridge.
Because different damage types have different contributions
to the displacement response, we focused on the displace-
ment of three parts: the welded joint between the longitu-
dinal U-rib and the diaphragm, the midpoint of the
longitudinal rib-to-deck welded joint between two dia-
phragms, and 1/4 of the longitudinal ribs splice joint, as
shown in Figure 13.

Figure 14 shows the displacement with Type 1 damage
change of three observation points under the traveling ve-
hicle load (Z represents the distance between the center of
double axle and the starting point). For Case 1, when the
crack only existed at the connection between the diaphragm
and the U-rib, the displacement of the three observation
points was basically unchanged. However, when the crack
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FiGure 12: Distribution of the local wheel load.

Ficure 13: Location of the observation point.
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FiGURE 14: Displacement of observation point (Type 1 damage). (a) Observation point 1. (b) Observation point 2. (c) Observation point 3.

continued to propagate (such as Case 2 and Case 3), the
displacement increased greatly. The displacement change
recorded in Case 3 at observation point 1 was the largest,
with an increase of 0.398 mm. The reason for this phe-
nomenon may be that the crack of damage Type 1 reduced
the constraint of the diaphragm and U-rib on the deck,
resulting in a significant reduction in the stiffness near
observation point 1. When the local wheel load travels above
the deck, the corresponding displacement will also increase.
Therefore, it is possible to identify crack damage Type 1
according to the displacement change recorded at obser-
vation point 1.

Figure 15 shows the displacement with Type 2 damage
change of three observation points under the traveling ve-
hicle load. For Case 1 and Case 2, with the crack propagation
on the deck-side toe, the displacements of observation point
2 and observation point 3 changed slightly and the

displacement of observation point 1 is basically unchanged.
For Case 3, the crack propagation on the rib-side toe had
obvious changes in the displacement recorded at observation
point 2 with an increase of 0.370 mm. The reason for this
phenomenon was that the crack invalidated the weld at the
longitudinal rib-to-deck and the stiffness decreases greatly
near observation point 2. When the local wheel load traveled
above observation point 2, the displacement increased
sharply. Therefore, it is possible to identify crack damage
Type 2 according to the displacement changes recorded at
observation point 2.

Figure 16 shows the displacement with Type 3 damage
change of three observation points under the traveling ve-
hicle load. For Case 1, the crack at the U-rib butt weld hardly
affected the displacement of the three observation points.
However, once the crack propagated along the butt weld
(Case 2), the displacement will increase greatly. The
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3.

displacement change recorded at observation point 3 was
the largest, with an increase of 0.555 mm. The reason for
this phenomenon was the sudden change of the stiffness
at the weld due to the failure of the U-rib butt weld. When
the center of the double axle just reached the weld failure
position, the displacement increased obviously. There-
fore, it is possible to identify crack damage Type 3
according to the displacement changes recorded at ob-
servation point 3.

5. Conclusion

In order to reveal the variation law of fatigue cracks on
vibration frequency and deflection under vehicle load, global
and local models of orthotropic steel decks with different
types of damages caused by several cracks were established.
The following conclusions could be obtained:

(1) Different damages slightly affect the vibration mode
shapes and natural frequencies of the global steel box

girder. For similar vibration mode shapes, the higher
the frequency, the greater the impact of the damage.

(2) The cracks initiated on the local substructural mode

of OSD have no obvious effect on the vibration mode
shapes and natural frequencies. However, the
damages caused by the propagated cracks will ag-
gravate the vibration of the local model and even
produce new vibration mode shapes.

(3) The different damages have different contributions

to the dynamic displacement response of the bridge
under vehicle load. Damage Type 1 will aggravate the
displacement of the rib-to-diaphragm welded joint.
Damage Types 2 and 3 will aggravate the displace-
ment at the middle and 1/4 of the U-rib, respectively.
Therefore, if the local mode of the orthotropic steel
bridge deck and the displacement of key details
under vehicle load can be obtained, it is possible to
identify the damage type and predict the crack
growth trend. This research can be used to provide
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guiding significance for fatigue crack detection and
maintenance.
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