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Recent advances in pretraining language models have obtained state-of-the-art results in various natural language processing
tasks. However, these huge pretraining language models are difficult to be used in practical applications, such as mobile devices
and embedded devices. Moreover, there is no pretraining language model for the chemical industry. In this work, we propose a
method to pretrain a smaller language representation model of the chemical industry domain. First, a huge number of chemical
industry texts are used as pretraining corpus, and nontraditional knowledge distillation technology is used to build a simplified
model to learn the knowledge in the BERTmodel. By learning the embedded layer, the middle layer, and the prediction layer at
different stages, the simplified model not only learns the probability distribution of the prediction layer but also learns the
embedded layer and the middle layer at the same time, to acquire the learning ability of BERTmodel. Finally, it is applied to the
downstream tasks. Experiments show that, compared with the current BERTmodel distillation method, our method makes full
use of the rich feature knowledge in the middle layer of the teacher model while building a student model based on the BiLSTM
architecture, which effectively solves the problem that the traditional student model based on the transformer architecture is too
large and improves the accuracy of the language model in the chemical domain.

1. Introduction

2epast years have seen several major breakthroughs studies
that are made in pretrained language models (PLMs) (BERT
[1], XLNet [2], RoBERTa [3], SpanBERT [4], and ALBERT
[5]). While the learning ability of the current PLMs has been
improved a lot significantly, they often have hundreds of
millions of parameters, and high computational power
should be required. So, it leads to the current PLMS being
difficult to apply to solve problems in real life. According to
the current research on PLMS, training a large and complex
language model still brings great performance on many
tasks.

2e trend toward bigger models has become inevitable
but caused some social concerns. Among them, the most
typical one is the BERTmodel which caused a sensation in
the whole NLP world at that time. It had 300 million pa-
rameters. 2e BERT base model is trained on 4 cloud TPUs

(16 TPUs in total). BERT large trains on 16 cloud TPUs (64
TPU chips in total). Each pretraining lasts for 4 days. It
follows that the training of the BERT has a high requirement
for calculation force and memory. While these PLMS ap-
plications are used in real-time operations on devices, which
may bring better services, the growing computational and
memory requirements of these models may hamper wide
adoption.

Many researches showed that the domain-specific pre-
training language model can perform better in domain tasks.
A large number of corpus and reasonable model structures
can make the model better improve its learning ability [6].
2e chemical industry belongs to the basic economy of our
country and is one of the pillar industries of our country. At
the same time, the chemical industry plays an important role
in China’s economic growth. On March 11, 2019, the In-
ternational Council of Chemical Associations (ICCA) re-
leased a report on the analysis of the contribution of the
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chemical industry to the global economy. According to the
report, the chemical industry is involved in almost all
production industries, and its contribution to the global
GDP is estimated to be 5.7 trillion US dollars (7% of the
global GDP) through direct, indirect, and induced impacts.
2erefore, it is very important to create a pretraining lan-
guage model in the chemical industry, to solve the text
problems in the chemical industry more efficiently.

To create a language model in the chemical field, we have
to compress the large model and use a large amount of corpus
from the chemical field for training. In the compression, we
choose the technology of knowledge distillation, which is
different from the previous technology of knowledge distil-
lation [7]. It is not only to learn from the probability dis-
tribution of the final output of the teacher model but also to
learn in the embedded layer, the middle layer, and the pre-
diction layer. Based on the framework, we propose a training
method and device of the Chemical Industry Chinese Lan-
guage Model based on knowledge distillation.

2e main contributions of this work are as follows. (1)
Traditional knowledge distillation methods on BERTmodels
often failed to fully learn the representational capabilities of
each layer of the teacher model, or to learn these, student
models based on transformer architecture still needed to be
used, and these student models still had a huge number of
parameters. 2erefore, we proposed a multilayer BiLSTM
architecture for student models to fully learn the repre-
sentational capabilities of the teacher model, which signif-
icantly reduced the number of student model parameters at
the expense of only a small portion of performance com-
pared to the former. (2) Nowadays, the pretraining language
model is more and more huge, which is difficult to apply in
real life. To solve this problem, we have constructed a
lightweight multilayer BiLSTM architecture for student
models to learn the representational capabilities of the
teacher model, and our proposed approach combines a
certain level of performance with the lightweight, which is
more conducive to be applied to real industry-specific tasks.
(3) 2ere are currently no pretrained language models
specifically applied to specific chemical industry domains.
Based on a large chemical industry corpus, we have con-
structed a framework of distillation pretrained language
models specifically for the chemical industry for later ap-
plication to specific tasks in the chemical industry.

2. Related Work

2.1. Pretrained Language Models (PLMs). Recently, in the
field of natural language processing (NLP), the use of lan-
guage model pretraining has been improved in several NLP
tasks and has been widely concerned. 2e previous re-
searches on language models mainly include feature-based
methods and fine-tuning methods [8, 9]. 2e details are
shown in Table 1.

It can be drawn from Table 1 that the feature-based
methods are mainly divided into three types. 2e first type is
the context-independent word representation, mainly in-
cludingword2vec [10], glove [11], and fastText [12].2e second
type is sentence-level representation. For example, continuous

learning for a sentence using Conceptors was proposed by Liu
et al. [13], part-of-speech-based long short-term memory
network for learning sentence representations was proposed by
Zhu et al. [14], and learning sentence representations from
explicit discourse relations was proposed by Nie et al. [15]. 2e
third type is the contextualized word representation; the most
typical one is the ELMO model. 2e main feature of the al-
gorithm is that the representation of each word is a function of
the entire input sentence. 2e specific method is to first train
the Bidirectional LSTM model with the language model as the
target on the large corpus and then use the LSTM to generate
the word representation.

2e fine-tuning method is to pretrain the language
model on a large corpus without monitoring the target and
use the labeled data in the domain to fit the model for
subsequent applications. 2e BERT model is one of the
models that use this method, but at the same time, although
this training paradigm makes the model perform well, the
consequent increase in the number of parameters and the
long training time makes the model difficult to be applied to
real business scenarios. To solve this problem, the article
proposes an effective solution, and this method is also
suitable for the recently proposed XLNET, RoBERTa,
SpanBERT, ALBERT, and other models.

2.2. Knowledge Distillation. To effectively solve the problem
of model oversize, we focus on model compression tech-
nology [16–18], which canmake themodel more concise and
conducive to application in real life.

2e traditional understanding is that training a deep
network requires a large number of connections (weights).
However, the network training will lead to a high degree of
parameter redundancy. 2e pruning of the network [19–21],
reducing the network connections, is a common strategy for
model compression. 2e other direction is weight quanti-
fication. In this case, the connection weights are limited to a
set of discrete values, with fewer bits representing the
weights. However, most of these pruning and quantification
techniques [22, 23] are performed on convolutional net-
works. Only some jobs are designed for specific structural
information (such as deep language models [9, 24–26]).

2e goal of knowledge distillation is to compress a
network with a large number of parameters into a compact
and fast working model. 2is can be achieved by training the
compact model to simulate soft inference to a larger model.
Mirzadeh et al. [27] proposed a framework based on teacher
assistant knowledge distillation. Liu et al. [28] proposed
distilling structured knowledge from large networks to
compact networks. For the BERT model of distillation
compression, Sun et al. [29] first proposed a framework for
distillation of the intermediate layers of the BERT model,
which takes full advantage of the rich information in the
middle hidden layers of the teacher model and encourages
the student model to learn and imitate from the teacher
model through multilayer distillation. Jiao et al. [30] pro-
posed a two-stage BERT knowledge distillation learning
framework that allowed the use of the above distillation in
both pretraining and fine-tuning stages, resulting in richer
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knowledge learning. Xu et al. [31] proposed a model
compression approach that gradually uses small modules to
replacemodules in BERT, in which only a loss function and a
hyperparameter are used to be able to perform model
compression without using transformer specific features for
compression, which is a general practice. Fu et al. [32]
introduced contrastive learning into the construction of
distillation loss functions, and the model performance was
improved. Feng et al. [33] solved the problem of poor
distillation due to lack of data during distillation bymeans of
cross-domain data enhancement. Chen et al. [34] proposed
an extraction-then-distillation strategy that reuses the pa-
rameters of the teacher model. 2is strategy can be used for
student models of any size, making the student model
primed with certain knowledge before the distillation pro-
cess begins, speeding up convergence, and improving task
agnostic distillation efficiency. We studied the problem of
compression of linguistic models on a large scale and
proposed a training method and device of the Chemical
Industry Chinese Language Model based on knowledge
distillation to effectively transfer the knowledge of the
teacher to the model of the student.

3. Method

In this section, we propose a training method and device
of the Chemical Industry Chinese Language Model based
on knowledge distillation. 2e algorithmic procedure
flow chart of the proposed framework is shown in
Figure 1.

2e proposed algorithmic framework consists of a
teacher model, a student model, and, most critically, a loss
function to connect the two models. First, the framework
trained the teacher model, and the raw corpus text was input
to the teacher model for training to obtain the trained
teacher model weights. 2en, the framework started to
perform knowledge distillation by distilling the word em-
bedding layer loss, the intermediate layer loss, and the
prediction layer loss of the teacher model, respectively, so
that the three layers of loss are distilled into the corre-
sponding three-layer BiLSTM model of the student model.
Finally, the knowledge distillation ends, and a student model
that has learned the performance of the teacher model is
obtained. 2e detailed program algorithm is shown in Al-
gorithm 1.

3.1. TeacherModel. In the teacher model BERT, the original
text corpus set T after special processing is first to read and
store in T′after processing by line segmentation.2e specific

storage format is T’� {d0, d1, ..., di, ...}, where di is the i-th
article. di stores the collection of all the sentences from
article i. di � {l0, l1, ..., lj, ...}, where lj is the j-th sentence in di,
and lj � {t0, t1, ..., tk, ...}, where tk is the k-th token in lj. Next,
the order of articles was scrambled, dupe_factor� 10, and
then, a random mask was carried out, and 10∗len (di) bar
samples were generated for each article. While the sampled
sentence length exceeds the set maximum sentence length
Lmax value, the next sentence prediction task in BERT is
deleted from the beginning or at the end of one long sen-
tence at random.

Each token in each sentence in T′ was sent into BERT’s
token Embedding Segment Embeddings and Position Em-
beddings, respectively, and the vector encoding V1, the
sentence encoding V2, and the Position encoding V3 were
obtained, respectively. 2e vector VB is obtained by adding
the output of the same three dimensions.

BERT in 12 layers of the transformer is cut into 6 layers
of the transformer and then will get VB that is input into the
double transformer; BERT and BERT to teacher model
covered the token of the probability distribution of mt and
really covered the token vector said ms loss calculated
according to the following formula, where Lt is the random
mask task loss function, and then, we carry on the gradient
descent optimization model for teachers.

Lt m
s
, m

t
  � −softmax m

t
  · log softmax m

s
( . (1)

3.2. StudentModel. In the multilayer neural network model
of the student model, first, T is the original text corpus set in
the pretreatment of the same as the model of teachers and
embedding operation, but the word vector dimensions are
half the word vector dimension BERTmodel, the text of the
pretreatment and data input to the multilayer neural net-
work model, the model for the length of the three layers of
two-way memory network, in the process of training the
student model, and student model by studying the teacher
model embedded in the layer, hidden layer, and middle
prediction for correction of the model. 2e network
structure of the student model is shown in Figure 2.

In the embedded layer, the specific formula for the loss
calculation of the vector output of the embedded layer of
BERT and the multilayer neural network of the teacher
model and the student model is as follows:

Lemb se, te(  � MSE seWe, te( , (2)

where MSE is the Mean Square Error, and matrix se ∈R l × d′

and te ∈Rl×d embedded, respectively, the student model and

Table 1: 2e description of previous research on language models.

Feature-based methods Fine-tuning methods
Context-independent word
representation Pretraining a language model on a large corpus with an unsupervised objective and then fine-tuning

the model with in-domain labeled dataSentence-level representation
Contextualized word
representation

Scientific Programming 3



Input the original corpus and preprocess the text

The teacher model BERT removed 
the next sentence prediction task and 

reduced the number of layers to 6

Student model 
multi-layer BILSTM

The embedding layer loss, intermediate layer loss, and 
prediction layer loss were calculated separately 

between the two models, allowing the multilayer 
BiLSTM student model to better learn the superior 

performance of the teacher model

Embedded layer loss

Intermediate layer loss

Predicted layer loss

The text dataset was fed as input to the distillation-
trained student model, and the model output was 

obtained as a sequence of word vectors, which were 
fed into the downstream structure that had been 

constructed for the text classification task

Output model prediction results

Figure 1: Framework program algorithm flow chart.

Input: Training data x, the trained teacher model Bert and its corresponding label
#Initialization
Randomly initialize student parameters θ
#Starting model distillation
While not converge do
For batch data set of x

Extracting word embedding layer loss, intermediate layer loss, and prediction layer loss from the teacher model
te, th, tp � Bert(x)

Student models begin to distill to learn teacher model knowledge
Lemb(se, te) � MSE(seWe, te),

Lhid(sh, th) � MSE(shWh, th′ ),

Lpre(sp, tp) � −softmax(tp) · log softmax(sp/Tem),

Ltotal � λeLemb(e, te) + λhidLht + λpreLpre(sp, tp),

Lht � 
h�3
h�1Lhid(sh, t2h−1),

Minimizing loss function Ltotal
Update parameters θ according to gradients

End for
End while

ALGORITHM 1: Continued.
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# Input x into the student model BiLSTM to obtain the output as a sequence of word vectors and feed it into the constructed network
for the downstream text classification task
While not converge do
For batch data set of x

y � Modelclassification(x),

Returns the maximum value in the corresponding dimension, which is the prediction of the classification result
ypred � argmax(y)

End for
End while
Output: prediction results
Remark: θ is hyperparameters, h represents the layer in the student model

ALGORITHM 1: Distillation to train student models and application of trained student models to downstream text classification tasks.

Inputs

LSTM

Embedding layer

Output

Layer2

LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

Layer3

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

Layer1

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

Figure 2: Network structure diagram of the student model.
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the teacher said. L� 128 represents the text length entered by
the model, d� 768 represents the hidden layer size of the
teacher model, and d’� 200 represents the hidden layer size
of the student model. In the invention, they have the same
shape as the hidden state matrix. Matrix We ∈Rd′ × d is a
study of a linear transformation; it will be the student model
said embedded into the same teacher’s model of state space.

In the middle hidden layer, the output of each hidden
layer in the multilayer neural network of the student model
and the output of the hidden layer in the transformer
corresponding to the teacher model BERT are calculated
with MSE mean square error, and the specific formula is
shown as follows.

Lhid sh, th(  � MSE shWh, th′( , (3)

where the matrix sh ∈Rl × d′ and th’ ∈Rl × d, respectively, are
students and teachers’ network output of hidden layers;
matrix Wh ∈Rd′ × d linear transformation is learning; it will
be the student model of hidden state to transform the same
teacher model state space.

In the prediction layer, the probability distribution of the
output of BERT’s softmax layer of the teacher model and the
probability distribution of the output of the softmax layer of
the multilayer neural network of the student network are
calculated as cross-entropy.

Lpre sp, tp  � −softmax tp  · log softmax
sp

Tem
 , (4)

where sp and tp are, respectively, the logits output predicted
by the student model and the teacher model (the input of the
upper layer of softmax). log softmax is a logarithmic
likelihood; Tem� 1 is the temperature value.

By using the above three distillation objectives, the
distillation losses of the corresponding layers of the teacher
model and the student model can be unified.

Ltotal � λeLemb se, te(  + λhidLht + λpreLpre sp, tp ,

Lht � 
h�3

h�1
Lhid sh, t2h−1( ,

(5)

where Lht represents the loss formula of the total middle
hidden layer and sh and t2h−1, respectively, represent the
hidden layer of the h layer of the student model and the
output of the second 2h-1 layer of the corresponding teacher
model. λe � 1, λhid � 4, and λpre � 3, respectively, represent
the importance of different layers. 2e specific algorithm
structure is shown in Figure 3.

4. Experiments

In this section, we evaluated the performance of this model
under the comparison of different experimental models.

2e experimental configuration is an AI server config-
ured with 2× Intel Xeon 6148, 512 g memory, 4× 1.9 t SSD
hard disk, raid card, 2× ten thousand network card, 8× Tesla
V100 card, 2× double port 100Gbps HCA card, 3000W 1+ 1
redundant server power. And the framework selected for the

experiment was Tensorflow1.12.0. 2e data set of the Chi-
nese chemical industry in this experiment is from recruit-
ment information of recruitment websites such as Yingcai,
the original corpus dataset with a data size of 1,976,522.

4.1. Model Setup. Due to limited equipment, we only retain
transformers with 6 layers in the BERT base model, and
according to previous studies, we also abandon the next_-
sentence task to carry out implementation research. 2e
research data shows that the BERTmodel with 6 layers still
has good performance.

We created a multilayer BiLSTM neural network with a
hidden size of 200 as a student model. For the BERTmodel
after deletion as a teacher model, with the number of layers
being 6, the size of hidden layers is 768 and the head number
is 12.2e layer mapping function between the teacher model
and the student model is f(h)� 2h-1. 2e student model
learns at every two layers in the teacher model.

4.2. Teacher Model. Here, we take the BERT model as our
teacher model and do not make any settings on the teacher
model. Any large pretraining model based on a transformer
can be plugged into this framework.

BERT’s model architecture is a multilayer bidirectional
transformer encoder. BERT base consists of 6 layers, 12 self-
attention heads, and 768-dimensional hidden state
representation.

Similarly, for the comparison model settings, we
changed the layers of the student model accordingly based
on the 6-layer teacher model for fairness.

4.3. Student Model. We compare the following models.

4.3.1. Student Model without Distillation. We consider
BiLSTM encoders with word embeddings. 2e last hidden
state of BiLSTM is fed into softmax for classification, and the
network parameters are trained by optimizing cross-entropy
loss over labeled data. We use a basic tokenizer with this
model that lowercases all words and splits by whitespace.

4.3.2. Student Model with Distillation. In this, we distill the
aforementioned student with (soft/hard) targets and rep-
resentations from the teacher. First, we fine-tune the teacher
on labeled data and use it to generate the logits and hidden
state representations for unlabeled instances. We train the
student model end-to-end using cross-entropy loss on la-
beled instances as well as logit loss and representation loss on
the unlabeled data. We test three different learning strategies
based on a joint optimization scheme as well as two
stagewise ones with gradual unfreezing of the intermediate
layers.

To verify the validity of themodel proposed in this paper,
the improved pretraining model is applied to the text
classification task. It is noteworthy that we do not compare
this model with the recent MobileBERT [35], since the
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MobileBERT model employs the transformer block with
different architectures.

We created a multilayer BiLSTM neural network with a
hidden size of 200 as a student model. For the BERTmodel
after deletion as a teacher model, with the number of layers
being 6, the size of hidden layers is 768 and the head number
is 12.2e layer mapping function between the teacher model
and the student model is f (h)� 2h-1. 2e student model
learns at every two layers in the teacher model. 2e learning
weight of each layer is set to λe � 1, λhid � 4, and λpre � 3,
respectively, which performs well for the learning of the
student model.

From Table 2, We can find that, compared with the latest
method, although our method did not reach the best in the
two indicators of accuracy and F1 value, it also achieved the
third score, which was not a big difference from the latest
method, and our proposed method student model was using
the BiLSTM architecture with a smaller number of pa-
rameters, which made the training speed of the model much
faster at the expense of only a small part of the performance.
To a certain extent, this also shows that the multilayer
BiLSTM architecture can learn the performance of the
transformer architecture model very well.

We investigate the effects of distillation objectives on our
model learning. Several baselines are proposed including our
model learning without the hidden layer distillation (no
hidden layer), embedding layer distillation (no embedding
layer), and prediction layer distillation (no prediction layer),
respectively. 2e findings are shown in Table 3, which
showed that the student model performance could be ef-
fectively improved when introducing three layers of loss into

the distillation framework, with the model decreasing more
significantly when the middle layer of distillation was re-
moved in the ablation experiment, followed by the pre-
diction layer and word embedding layer. To make the
student model fully learn the performance of the teacher
model, for the intermediate layer which contained the
richest knowledge, this method selected a strategy of
extracting the intermediate layers of the teacher model at
intervals and distilled them to the student model, so that the
student model can better characterize the learning teacher

Table 2: Distillation performance with BERT base.

Model Layers Hidden Acc (%) F1 (%)
BERT (teacher) 6 768 94.13 92.52
DistillBILSTM 3 300 91.45 90.21
BERT PKD 3 768 92.87 90.66
DistillBERT [36] 3 768 91.77 89.63
BERT-of-2eseus 3 768 93.43 91.14
BERT-EMD [37] 3 768 93.77 91.34
BiLSTM-KD 3 200 93.13 91.07

Chinese Chemical
industry data

The deleted BERT

Teacher Model

Transformer

Transformer

Transformer

Transformer

Transformer

Transformer

Output

Embedding layer

BILSTM Encoding layer 1

Embedding layer

BILSTM Encoding layer 2

BILSTM Encoding layer 3

Output

Chinese Chemical
industry data

Student Model

Lhid

Lhid

Lhid

Lpre

Lemb

Figure 3: 2e specific algorithm structure.

Table 3: 2e experimental situation of the model in the absence of
different layers.

Distillation details Layer Acc (%) F1 (%)

BiLSTM-KD

All layer 93.13 91.07
No embedding layer 87.44 85.69
No hidden layer 74.97 71.57

No prediction layer 84.22 81.26
BiLSTM — 72.39 70.06
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model performance as a whole. It was also tried to extract
only the feature information from the shallow and deeper
layers of the teacher model, but the coarse-grained features
provided by a single shallow layer or the fine-grained fea-
tures extracted from the deeper layers could not fully
characterize the superior performance of the teacher model,
thus resulting in no obvious improvement in the perfor-
mance of the student model after distillation.

5. Conclusion and Future Work

We proposed a method and device for training Chinese
models in the chemical industry based on knowledge dis-
tillation. Compared with the traditional distillation model
which uses student models based on transformer architec-
ture, this paper constructs a multilayer BiLSTM architecture
for student models, so that the superior performance of
teacher models can be fully learned using the multilayer
structure while further reducing the number of student
model participants. Experiments on the text classification
task show that the method performed at a somewhat ac-
ceptable reduction in performance compared to the baseline
model while the number of parameters was significantly
reduced, which has important implications for the realistic
application of the model to the chemical industry. In future
work, we can further consider how to balance the rela-
tionship between the number of student model parameters
and learning ability, so as to allow the model to be better
applied in the industry.
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Aspect-level sentiment analysis identifies the sentiment polarity of aspect terms in complex sentences, which is useful in a wide
range of applications. It is a highly challenging task and attracts the attention of many researchers in the natural language
processing field. In order to obtain a better aspect representation, a wide range of existing methods design complex attention
mechanisms to establish the connection between entity words and their context. With the limited size of data collections in aspect-
level sentiment analysis, mainly because of the high annotation workload, the risk of overfitting is greatly increased. In this paper,
we propose a Shared Multitask Learning Network (SMLN), which jointly trains auxiliary tasks that are highly related to aspect-
level sentiment analysis. Specifically, we use opinion term extraction due to its high correlation with the main task. -rough a
custom-designed Cross Interaction Unit (CIU), effective information of the opinion term extraction task is passed to the main
task, with performance improvement in both directions. Experimental results on SemEval-2014 and SemEval-2015 datasets
demonstrate the competitive performance of SMLN in comparison to baseline methods.

1. Introduction

Sentiment analysis is one of the fundamental tasks in natural
language processing and has received an increasing level of
attention in recent years. Aspect-level sentiment classifica-
tion focuses on fine-grained sentiment analysis and is widely
applied to automatic processing tasks for online review text.
-e purpose of this task is to determine the emotional
polarity of entities in each aspect of a review piece [1–4], with
each entity consisting of one or multiple words. -e number
of aspect terms in a sentence is arbitrary [5–9], and each
aspect may carry a different sentiment polarity. Within the
sentence “I love this program, it is superior to windows
movie maker” in Figure 1, “program” and “windows movie
maker” are two separate aspect terms, but they carry positive
and negative emotions, respectively. In the example above,
“love” and “superior” are defined as opinion terms. It can be
observed that the emotional polarity of aspect words comes
from their corresponding opinion words.

Existing algorithms for aspect-level sentiment analysis
are mainly divided into feature engineering methods and
deep learning models. For the methods based on feature

engineering, the main idea is to design a series of handcraft
features, and a traditional classifier is trained to achieve high
emotion classification accuracy [5, 10, 11]. -is class of
methods consumes a lot of manpower, and the vocabulary
dependency on individual scenarios makes it difficult to
generalize.

Models based on deep neural networks have better
potential in solving these issues. -rough multilayer neural
networks, low-dimensional vectors representing term se-
mantics can be effectively trained without complex feature
engineering process. -ese embedding representations be-
come the input of downstream neural networks, in order to
identify the emotional polarity of target words. Satisfactory
results have been achieved through various target-depen-
dent sentiment mechanisms [5–9]. -ese Long Short-Term
Memory (LSTM)-based methods take static word vectors
such as Word2Vec and GloVe as input and use the feature
representation of entity words for sentiment classification.
-ey simply fuse contextual information into the repre-
sentation of the target word, without considering their se-
mantic correlation. Recent research efforts apply the
attention mechanism to consider interaction between the
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aspect words and their context. A variety of complex
structures were designed to calculate attention weights be-
tween aspect words and their context [12–15]. As most
aspect-level datasets do not come in large scale, the risk of
overfitting greatly increases with the model size and com-
plexity. As a result, methods based on the attention
mechanism tend to make more mistakes when mining
deeper features.

In recent years, multitask learning (MTL) becomes an
active research area inmachine learning, which improves the
generalization performance of a task by jointly training other
related tasks [16]. Due to the success of MTL [17], there are
several NLPmodels based on neural networks that adopt this
mechanism [18–20]. By using shared representations to
learn semantically related tasks in parallel, MTL captures the
correlation between tasks, improving the generalization
ability of the model under certain circumstances. -e
multitasking architecture of these models contains shared
lower layers to train their common features, and the
remaining layers are customized to handle different tasks.
For aspect-level sentiment classification, [21, 22] have made
some attempts in MTL, and their study shows that joint
training with document-level sentiment classification can
significantly improve performance at the aspect level. Yu and
Jiang [23] design an auxiliary task that is highly relevant to
sentiment analysis, which predicts whether the input sen-
tence contains positive or negative words.

In this study, we propose a Shared Multitask Learning
Network (SMLN), which employs opinion word extraction
as an auxiliary task and trains it together with aspect-level
sentiment analysis.-is task is an upstream step that extracts
key opinion terms, and its performance also affects the
accuracy of the main task. -e pretrained BERT model is
used as the underlying structure shared by the two tasks.
SMLN introduces a new feature sharing mechanism, Cross
Interaction Unit (CIU), to facilitate the information ex-
change between the main task and the auxiliary task. Spe-
cifically, CIU consists of multiple groups of attention
mechanisms, integrating the information of the two tasks
from different viewing angles. With extensive experiments
on the SemEval-2014 and SemEval-2015 datasets, the results
indicate that our SMLN model outperforms other baseline
methods in terms of classification accuracy. For a fair
comparison, some of the baseline methods are built on the
same BERT-based representation, so the performance boost
is originated from the multitask setting and information
sharing mechanism.

Main contributions of the work include the following: (1)
a multitask learning method customized for fine-grained
sentiment analysis, which utilizes additional opinion word
information to improve the learning performance of the
current task and reduce the risk of overfitting; (2) a multitask

sharing mechanism to accomplish multiview information
transfer between tasks.

2. Related Work

In this section, relevant research on aspect-level sentiment
analysis and multitask learning is reviewed, covering both
traditional neural networks and more recent BERT-based
model.

2.1. Conventional Neural Network. In aspect-level sentiment
analysis, it has been agreed among researchers that context
words have different influence on the sentiment polarity of
multiple targets in the opinion sentence. When a learning
system is built for sentiment classification, the most im-
portant task is to integrate the relationship between each
target and its context. Vo and Zhang [7] divide the original
sentence into the target words, the left context, and the right
context and use different networks to extract their features.
Tang et al. [8] propose a target-dependent LSTM model. In
order to represent the characteristics of the aspect word
more accurately, they use two LSTMs to encode the previous
context and the next context including the target itself.

Previous studies try to establish the connection between
the target words and their context, but the interaction in-
formation is hard to capture with canonical methods. Wang
et al. [12] propose an LSTM network based on the attention
mechanism, which is used for aspect-level sentiment clas-
sification. When different aspects are involved, this model
automatically directs its attention to different parts of the
sentence. Li et al. [13] design an end-to-end structure,
constantly focusing on an aspect term and its context. Ma
et al. [14] believe that entities and corresponding contexts
can be reasonable, and calculate attention weights for target
and context, respectively. Fan et al. [15] propose a multi-
grained attention network. In addition to the attention
calculation of the aspect words and the overall context, they
also introduce fine-grained attention. -e purpose is to
describe the influence of an aspect on its context, or context
on aspect words in the reverse direction. Tang et al. [24],
Chen et al. [25], and Zhu and Qian [26] propose a readable
and writable external memory module, which shows the
contribution of each word to the final sentiment
classification.

2.2.MultitaskLearning. All methods mentioned above focus
on a single task and obtain acceptable performance in as-
pect-level sentiment analysis. If related tasks are built on the
same text representation and language modeling, it is
possible to further improve the learning performance of the
main task. In recent years, studies have adopted multitask
learning methods to handle fine-grained sentiment analysis.
Yu and Jiang [23] design an auxiliary task to determine if an
input sentence contains positive or negative sentiment
words. -is auxiliary task is closely related to the main task
of sentiment analysis. -ey propose to train the sentiment
analysis task and the hidden feature representation task
together, and the auxiliary task helps in generating more

“I love this program, it is superior to windows movie maker
Aspect Term

Opinion Term

Figure 1: An example of consumer review that contains aspect and
opinion terms.
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representative embedding for sentiment analysis sentences.
He et al. [21] propose a multitask learning method that
jointly trained the document-level and aspect-level senti-
ment classification tasks. Leveraging the information at the
document level, current aspect model’s limitation is alle-
viated with the introduction of the larger datasets. He et al.
[22] employ an information delivery mechanism so that
identical implicit expressions can be shared among multiple
tasks in an iterative manner.-is multitask model can utilize
more global knowledge to improve the accuracy of senti-
ment analysis.

2.3. BERT-Based Networks. Traditional neural networks
include structures like LSTM or multilayer CNN as encoders
and use word vectors generated by Word2Vec or GloVe.
However, the performance of these models is limited by the
static nature of word vectors, and the downstream networks
cannot break the performance bottleneck imposed by the
text representation. In order to solve this problem, recent
research has focused on large-scale pretrained attention
models like ELMo, GPT, and BERT, and gains have been
observed in many text applications with the richer repre-
sentation. Sun et al. [27] propose four methods of con-
structing auxiliary sentences with the aspect term, feeding
auxiliary sentences together with the original sentence as the
input to the BERT model. -is method transforms aspect-
level sentiment analysis into a sentence pair classification
task. Xu et al. [28] learn domain knowledge based on large-
scale pretraining with BERT in the same domain as the
original dataset. Gao et al. [29] design an intuitive method to
use the feature expression of the target word on aspect-level
sentiment classification, with slight modification of the
BERT model. Zhou et al. [30] use the graph convolutional
network (SK-GCN) model of grammar and knowledge to
enhance the representation of sentences for given aspects.
Song et al. [31] propose a semantics perception and re-
finement network (SPRN) for sentiment analysis based on
aspects. Local semantic features are extracted by multi-
channel convolution operation. -ey use gated networks to
enhance aspect and context connections while filtering
noise.

3. The Approach

-e SMLN architecture is shown in Figure 2. In this section,
we will elaborate on the details of the SMLN structure for
aspect-level sentiment classification. It starts with the defi-
nition of the main task and auxiliary tasks, together with the
necessary notations.-en, the BERT-based representation is
included as a shared layer. CIU, which is the unit that es-
tablishes interaction between the main and auxiliary tasks, is
introduced after that.

3.1. Problem Definition and Notations. si denotes a sentence
from the training dataset, which consists of a sequence of
tokens:

si � w1, w2, . . . , wi, . . . , wn . (1)

Sentence si includes target words t that need to be an-
notated with their polarity of sentiment, and opinion words
o that carry the corresponding emotion information. A
target

t � wi, wi+1, . . . , wi+m−1 , (2)

contains m words; the opinion terms

o � wj, wj+1, . . . , wj+k−1 , (3)

include k words; and t and o are both subsequences of s. For
the main task, aspect-level sentiment classification (ASC), its
goal is to determine the emotional polarity of the target word
t in the sentence si. Available tags include “positive,”
“negative,” and “neutral.” For the auxiliary task, opinion
terms extraction (OTE), its aim is to extract all the opinion
terms appearing in a sentence. For simplicity, we treat OTE
as a sequence tagging problem, with the BIO tagging scheme.
Specifically, we use three categories of tags: YOTE � B, I, O{ }

indicating the beginning and interior of the opinion term,
and other words, respectively. For example, for the sentence
“e screen is large and crystal clear with amazing colors”, its
opinion extract label is shown in Table 1.

3.2. Shared Layer. -e input embedding layer maps the
original text representation into a high-dimensional vector
space. -e pretrained BERT model is employed to obtain
embedding representation of each word with fine-tuning
capability in the original Transformer network. BERT [32] is
one of the leading language representation models, which
uses a bidirectional Transformer [33] network to pretrain a
language model on a large text corpus, and the pretrained
representation can be fine-tuned on other tasks. -e task-
specific BERT design is able to represent either a single
sentence or a pair of sentences as a consecutive array of
tokens. For a given token, its input representation is con-
structed by adding up its corresponding token, segment, and
position embeddings. For a typical classification task, the
first word of the sequence is identified with a unique token
[CLS], and a fully connected layer is attached at the [CLS]
position of the last encoder layer. -e last layer is usually
softmax which completes the classification task.

BERT has two parameter intensive settings:

BERTbase: -e number of Transformer blocks is 12, the
hidden layer size is 768, the number of self-attention
heads is 12, and the total number of parameters for the
pretrained model is 110M.
BERTlarge: -e number of Transformer blocks is 24, the
hidden layer size is 1024, the number of self-attention
heads is 16, and the total number of parameters for the
pretrained model is 340M.

-e BERTlarge model requires considerably more memory
than BERTbase. As a result, themaximal batch size for BERTlarge
is so small on a single GPUwith limitedmemory that it actually
hurts the model accuracy, regardless of the learning rate [32].
-erefore, we use BERTbase as our baseline model, with
modifications that do not significantly increase the model size.
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Following annotations in the previous section, a sen-
tence with size n contains a target/aspect that is composed of
m terms. BERT uses WordPiece [34] as its tokenizer. After
the multilayer bidirectional Transformer network, the word
vector matrix Sr of the sentence S is represented by the
hidden status of the last layer.

Sr � x0, x1, x2, . . . , xi, . . . , xn, xn+1 , (4)

Sr ∈ R(n+2)×d, where d is the dimension of hidden state. x0 is
the vector of the sentence classification mark [CLS], and
x(n+1) is the word vector of the sentence separator [SEP].
-en, we use two Bi-LSTM networks to decompose Sr. -e
outputs of the two networks are denoted as Sp and So, which
focus on ASC and OTE, respectively.

3.3. Cross Interaction Unit. When generating the repre-
sentation with two independent Bi-LSTMs, the information
of ASC and that of OTE, as two individual tasks, are sep-
arated from each other. However, the reality is that the two
parts are closely related. For example, when ‘love’ appears
around an aspect term, its polarity is likely to be positive.-e
Cross Interaction Unit (CIU) is designed to exchange in-
formation between these tasks, mining opinion terms and
identifying aspect sentiment polarity in a cooptimization
manner. -e CIU architecture is shown in Figure 3.

A basic CIU is composed of a pair of attention modules:
polarity attention and opinion attention. We define the output
Sp � p0, p1, . . . , pn, pn+1  and So � o0, o1, . . . , on, on+1  of
two Bi-LSTM networks to represent the distribution of sen-
timent feature and opinion feature, respectively, where
pi ∈ R2d and oi ∈ R2d are representations of the i-th token wi.
P andO are input to the emotional attention module, in which

we first calculate the composition vector αp

ij ∈ RK between P
and O through a tensor operation:

αp

ij � fp pi, oj  � tanh pi( 
⊤

Gpoj , (5)

where Gp ∈ RK×2d×2d is a 3-dimensional tensor. A tensor
operator can be viewed as multiple bilinear terms that are
capable of modeling more complicated compositions be-
tween two vectors [35]. K is a hyperparameter representing
the number of Gp channels. Each channel of Gp is a bilinear
term that can extract specific information. A larger number
of K represents the complicated intrinsic correlation be-
tween sentiment classification features and opinion word
extraction features. As the value of K increases, more in-
formation is extracted together with higher complexity.

After obtaining the composition vectors, the attention
score e

p
i for token wi is calculated as

e
p
ij � v

p⊤αp
ij. (6)

Here, vp ∈ RK can be seen as a weight vector to measure
each value of the composition vector. ep

ij is a scalar value that
composes a matrix Ep. A higher score for e

p
ij indicates that

the current sentiment feature of the i-th word captures more
information from the opinion expression of the j-th word.
Finally, we fuse the sentiment feature P and opinion feature
O generated by the original Bi-LSTM as follows:

Sp
′ � Sp + softmaxr Ep So,

Sp
′ � p0′, p1′, . . . , pn

′, pn+1′ ,
(7)

where softmaxr is a row-based softmax function. Sp
′ rep-

resents the final sentiment expression of the sentence.
Similarly, we can get the final expression of the opinion

Joint learning

Interaction

Sentiment Classification

Cross Interaction Unit

Opinion term extraction

Bi–LSTM

Share layer

y0
ny0

1 y0
2 y0

3

Figure 2: Framework of the proposed SMLN.

Table 1: An auxiliary task training instance with gold opinion extract labels.

Input -e Screen Is Large And Crystal Clear With Amazing Colors
Label O O O B O B I O B O
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feature S0′. With the crossover operations in CIU, the ac-
curacy of sentiment classification and opinion extraction can
be improved simultaneously.

-e vector of the target word obtained from Sp
′ is

Tr � pi
′, pi+1′ , . . . , pi+m−1′ , (8)

where Tr ∈ Rm×2d and m represents the length of the target
word. A max-pooling operation is performed on the target
word vector, and the most important features at each po-
sition are selected from different words.

V � max Tr, dim � 0{ }, V ∈ R
1×d

. (9)

Finally, V is fed into a fully connected layer for classi-
fication. For the opinion extraction task, we use a dense layer
plus a softmax operation to generate the final opinion tags.

3.4. Joint Learning. Output from the previous step contains
representation of the original text for two purposes: one is
polarity labeling, and the other is opinion term labeling.
-ese tasks require different forms of output, so it is nec-
essary to apply gradient descent training that better fit their
respective application.

For the sentiment classification branch, V represents the
polarity characteristics of the target word. It passes through
the fully connected softmax layer to obtain probability values
representing emotion polarities.

p(a) � softmax WpVa + bp . (10)

After that, we use the standard cross-entropy loss as the
cost function:

lossp � − 
a∈D



C

c�1
P

g
c (a) · log Pc(a)( , (11)

where a represents an aspect term appearing in training data
D. C represents the number of categories of sentiment
classification. Pc(a) is the probability of predicting s as class
c from the softmax layer, and P

g
c (a) indicates whether class c

is the correct sentiment category, with value 1 or 0.
For the opinion term extraction branch, all possible

outputs of the tag sequence are defined as array Y.Yreal is the
true label sequence. From the SMLN, the feature value of

each location is converted into a probability value through
softmax, and the formula is as follows:

p Yreal|X(  �
e

S X,Yreal( )

y∈Ye
S(X,y)

. (12)

-e goal of model optimization is to increase the
probability of the appearance of the true label and ultimately
reduce the value of the loss function. -e objective loss
function of the opinion word recognitionmodel is defined as
follows:

losso � −log p yreal|X( (  � −S X, yreal(  + log 
y∈Y

e
S(X,y)⎛⎝ ⎞⎠.

(13)

Losses of the main sentiment classification task and the
auxiliary opinion word extraction task are aggregated to
form the total loss J(θ) of the framework.

J(θ) � Lossp + Losso. (14)

4. Experiments

4.1. Datasets. Our framework is evaluated on three
benchmark datasets from SemEval-2014 [4] and SemEval-
2015 [36]. Statistics of the datasets are shown in Table 2. For
simplicity, we use 14Lap, 14Res, and 15Res to denote
SemEval-2014 Laptops, SemEval-2014 Restaurants, and
SemEval-2015 Restaurants, respectively. -ere are four
emotional labels in the entities in datasets, which are
“positive,” “negative,” “natural,” and “conflict.” “Conflict”
means that there are more than two emotions in the same
entity. Labels on opinion terms are provided by Wang et al.
[35, 37].

4.2. Experiment Settings. -e pretrained uncased BERT-base
model is used for fine-tuning. -e number of Bi-LSTM
hidden units is set to 300, and the output dimension of Bi-
LSTM is 600. -e hyperparameter K is set to 5. In the fine-
tuning process, the same parameter settings as the BERT
model are kept to ensure comparable results to other
baseline models. To avoid overfitting, the dropout

Gp

Sp
i

So
j

E oE p

K

Tensor
operation

S′p S′o

Sp So

Figure 3: -e Cross Interaction Unit.
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probability value is set as 0.5 for the opinion extract. -e
model is implemented with the PyTorch library and runs on
a single Nvidia 2080 Ti GPU. Other hyperparameters are
shown in Table 3.

5. Results

5.1. Baseline Approaches. Following the convention of re-
lated work, the average accuracy metric is used to measure
the overall performance of sentiment classification models.
To show the effectiveness of our model, several mainstream
models for aspect-based sentiment analysis are used for
comparison, including the following:

TD-LSTM [8] uses two LSTM networks to model the
correlation between the target word and its context, and
it concatenates the last hidden state of the two parts to
predict the sentiment polarity of the target.
ATAE-LSTM [12] applies a typical attention-based
LSTM structure to capture the key part of the sentence
in response to a given aspect.
MemNet [24] is a deep memory network that applies
multiple attention layers to capture the importance of
each context word and predicts sentiments based on the
sentence representation at the top level.
RAM [25] has a multilayer architecture where each
layer consists of an attention-based aggregation of word
features and a GRU cell to strengthen the expressive
power of MemNet.
IAN [14] contains two LSTMs to encode target words
and context information independently and completes
the interaction of the two parts of information through
the attention mechanism.
TNET [38] proposes a transformation unit for target
representation, so that word coding can fully capture
the key information of the target. In addition, the
authors use a context feature preservation mechanism
to better obtain useful information from the context.
TG-SAN [39] includes two core units. One is Struc-
tured Context extraction Unit (SCU), which under-
takes the task of encoding semantic groups and extracts
context fragments related to objects. -e second is
Context Fusion Unit (CFU), with the purpose of

learning the contribution of the extracted context to the
object.
IMN [22] designs an end-to-end interactive multitask
learning network for a variety of fine-grained sentiment
analyses. General word vectors and domain-specific
word vectors from [40] are concatenated as input. In
the model, a special information transfer mechanism is
implemented to help the model transfer information
between the token level and the document level.
PRET+MULT [21] uses document-level knowledge to
improve the performance of aspect-level sentiment
analysis. PRETrepresents the use of documents to train
the weight of LSTM, and MULT implies the use of
multitask learning methods to complete document-
level and aspect-level sentiment analysis tasks.
BERT-FC is the vanilla model built on BERT. -e base
BERT model is fine-tuned on the target task, and in-
formation is extracted at the placeholder [CLS] token
for sentiment analysis.
TD-BERT [29] is also based on the BERT fine-tuning
model. Instead of the BERT default token [CLS], the
vector corresponding to the position of the target term
is fed into downstream pipeline. -e output is also
processed by softmax to get the final emotion category.
AEN-BERT [9] proposes an Attentional Encoder
Network (AEN) which does not use the traditional
recurrent structure. It employs attention-based en-
coders for the modeling between a target and its
context. -ey raise the label unreliability issue and
introduce label smoothing regularization.
BERT-PT [28] explores a posttraining method on the
BERTmodel with related datasets, with an expectation
that the introduction of additional data will improve
fine-tuning performance of BERT for sentiment
classification.
BERT-pair-QA-M [27] constructs an auxiliary question
from the target and uses it together with the original
sentence as input. It converts the sentiment classifi-
cation task into a special QA problem. Since the
original paper is applied to task 2 of SemEval-2014,
which is not the same as ours, reproduced performance
data from [29] is taken as the result.
SK-GCN-BERT [30] proposes a new syntax- and
knowledge-based graph convolutional network (SK-
GCN) model which leverages the syntactic dependency
tree and commonsense knowledge via GCN. In par-
ticular, to enhance the representation of the sentence

Table 3: Hyperparameters used in the experiment.

Parameter Value
Dropout rate 0.5
Batch size 32
Learning rate 2e−5
Max epoch 20
Max sequence length 128
Optimizer Adam

Table 2: Statistics of the experiment datasets.

Dataset Positive Negative Neutral Conflict Total Opinion
14Lap-
Train 987 866 460 45 2358 2504

14Lap-
Test 341 128 169 16 654 674

14Res-
Train 2164 805 633 91 3693 3484

14Res-
Test 728 196 196 14 1134 1008

15Res-
Train 902 252 34 — 1315 1210

15Res-
Test 319 319 27 — 685 510
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towards the given aspect, it develops SK-GCN to
combine the syntactic dependency tree and com-
monsense knowledge graph.
SPRN-BERT [31] proposes a semantics perception and
refinement network (SPRN) for sentiment analysis with
aspects. Local semantic features and global context
information are extracted by multichannel convolution
and SA, respectively. -en, gated network (DRG) is
used to enhance the connection between aspect and
context while filtering noise.

5.2. Results and Analysis. Table 4 shows the performance of
our model together with previous methods described above.
Models in the first part of the table use traditional neural
network methods. -ese methods rely on well-designed
attention and LSTM to process static word embeddings.
-ese pretrained word embeddings are generated on large-
scale generic corpus or domain-related datasets [40] through
the Word2Vec [41] or GloVe [42] method. -e second part
includes previous multitask learning methods on aspect-
level sentiment analysis. -e third part shows other models
based on the BERT representation. For better performance,
they also include customized revisions for the fine-grained
sentiment analysis task. Compared with the methods above,
our SMLN model shows clear performance improvement
over the baseline methods on three datasets from SemEval-
2014 and SemEval-2015. -is result benefits from the
multitask learning setting as well as the information ex-
change mechanism in CIU.

For the ABSA task, BERT-based models have achieved
significant accuracy improvement in comparison to the
original static word embeddings. -e multilayer Trans-
former stack structure of BERT has the clear advantage of
representing the intrinsic semantics of terms in the context.
BERT is a better choice as the shared representation layer in
the model, in comparison to static embeddings which lack
flexibility in word semantics. When compared to other
BERT-based methods, our model still shows significant
improvements, about 5% over the baseline BERT-FC
model. Our analysis shows that the improvement is mainly
from the multitask learning framework. In this work, we
introduce opinion terms extraction (OTE) as an auxiliary
task. OTE and ABSA tasks are closely related, but there are
also clear differences between them. Complementary in-
formation from similar but different applications can be
used as regularization items between tasks. It effectively
improves the generalization performance of the model. In
order to further improve the transmission of comple-
mentary information between different tasks, we design the
CIU module based on an improved self-attention
mechanism.

5.3. Ablation Study. In order to study the effects of different
components, we gradually add auxiliary tasks and CIU
modules starting from the vanilla model. Vanilla model
represents the combination of TD-BERT and LSTM net-
work. -e experimental results are shown in Table 5, in

which each variant adds a newmodule based on the previous
model. With only the auxiliary task to form a multitask
framework, the model achieves a small but noticeable im-
provement for both the 14Lap and 14Res dataset. It can be
considered as the generalization performance improvement
brought by the multitask method. At this time, the model
cannot benefit from the emotional information provided by
the auxiliary task. When the CIU module is added, the
additional improvement is about twice that of the previous
step. With the CIU, the emotional knowledge has been
successfully transferred to the ABSA task.

6. Discussion

For the aspect-based sentiment classification task, we design
an SMLN based on multitask learning and attention
mechanism. -is network can better utilize the rich emo-
tional information in the context and related information
among similar tasks at the same time. It tries to solve the
problems of sentiment classification and opinion word
extraction in an end-to-end manner. In this model, text
information is first converted into a vector representation by
the BERT preprocessing model. -is representation is a
common feature in the shared layer that applies to all
downstream tasks, and output of the shared layer enters two

Table 4: Performance comparison with previous models, with
average accuracy as the evaluation metric; the best result for each
dataset is boldfaced.

Method 14Lap 14Res 15Res

Conventional
network

TD-LSTM (2016) 68.13 75.63 76.39
ATAE-LSTM (2016) 68.70 77.20 78.48
MemNet (2016) 70.33 78.16 77.31
TNET (2016) 74.65 80.05 78.47
IAN (2017) 72.10 78.60 78.58
RAM (2017) 74.49 80.23 79.98

TG-SAN (2020) 75.27 81.66 —

Multitask learning PRET+MULT
(2018) 71.15 79.11 81.30

BERT

IMN (2019) 75.36 83.89 85.64
BERT-FC (2018) 76.54 81.28 81.52
BERT-pair-QA-M

(2019) 77.93 85.12 81.89

AEN-BERT (2019) 78.35 81.46 —
BERT-PT (2019) 78.07 84.95 —
TD-BERT (2019) 78.87 85.10 —
SK-GCN-BERT

(2020) 79.00 83.48 83.20

SPRN-BERT (2021) 79.31 85.03 85.30
Our model SMLN 80.09 85.67 86.31

Table 5: Performance of BERTmodel with different components,
with average accuracy reported over 5 runs.

Model variants 14Lap 14Res
Vanilla model 78.92 85.15
+auxiliary task 79.31 85.33
+CIU 80.09 85.67
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independent Bi-LSTM networks to learn the unique fea-
tures of each task. In particular, this article designs an
information interaction unit between two independent
representations. -is module accomplishes the function of
information transfer between the two parts based on the
attention mechanism. On publicly available sentiment
analysis datasets, its performance is compared to many
existing ABSA methods, including some recent work that
claims to be state-of-the-art. One all three datasets, the
SMLN model achieves competitive results in aspect-based
sentiment classification. Its classification accuracy reaches
80.09%, 85.67%, and 86.31% on the 14Lap, 14Res, and
15Res datasets, respectively. To verify the value of its two
main components, auxiliary tasks and CIU module, an
ablation test is carried out; it shows the step-by-step
performance improvement when each individual compo-
nent is added. -e results demonstrate the effectiveness of
the SMLN, together with detailed analysis for each
component.

In the NLP literature, attention mechanism has been
widely used because it can better learn long-range se-
quence knowledge. However, the latest research shows
that the pure self-attention network (SAN) without skip
connection and multilayer perceptron (MLP) loses certain
expression ability. -e loss of feature extraction ability is
related to the network depth in double exponential order.
Specifically, the researchers prove that the network output
converges to a rank-1 matrix at the rate of cubic con-
vergence [43]. -us, we are currently focusing on the
following extensions to the proposed method. First of all,
we try to design multilayer attention units in CIU module
to obtain stronger feature fusion ability, which is helpful
to understand and infer the implied semantics in sen-
tences. Further research aims to explore the changes of
internal attention matrix in the process of model reverse
updating. Second, we plan to introduce more subtasks
into our multitask learning framework, such as entity
extraction. -e addition of related tasks helps to improve
the generalization performance of each task. Finally, we
are exploring the effectiveness of our method for other
NLP tasks, such as relationship extraction. Overfitting is a
common issue for NLP tasks, especially when the model
complexity exceeds data size. Multitask learning is an
effectively way to improve the generalization ability of a
complex model, but understanding the internal correla-
tion between these tasks is more important than blindly
stacking more tasks.

Abbreviations

SMLN: Shared Multitask Learning Network
CIU: Cross Interaction Unit
LSTM: Long Short-Term Memory
MTL: Multitask learning
NLP: Natural language processing
ASC: Aspect-level sentiment classification
OTE: Opinion terms extraction
BERT: Bidirectional encoder representations from

transformers.

Data Availability

Restrictions apply to the availability of these data. -e
datasets SemEval-2014 and SemEval-2015 were taken from
http://alt.qcri.org/semeval2014/task4 and https://alt.qcri.
org/semeval2015, respectively.

Conflicts of Interest

-e authors declare no conflicts of interest.

Acknowledgments

-e authors would like to thank Chengdu University of
Information Technology for providing the GPU computing
power. -is research was funded by National Key Research
and Development Program of China under grant no.
2017YFC0820700 and Key R&D Projects in Sichuan Prov-
ince under grant no. 2020YFG0168.

References

[1] M. Hu and B. Liu, “Mining and summarizing customer re-
views,” in Proceedings of the Tenth ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining,
pp. 168–177, ACM, Seattle, Washington D. C., USA, August
2004.

[2] B. Pang and L. Lee, “Opinion mining and sentiment analysis,”
Foundations and Trends in Information Retrieval, vol. 2,
no. 1–2, pp. 1–135, 2008.

[3] B. Liu, “Sentiment analysis and opinion mining,” Synthesis
Lectures on Human Language Technologies, vol. 5, no. 1,
pp. 1–167, 2012.

[4] M. Pontiki, D. Galanis, J. Pavlopoulos, H. Papageorgiou,
I. Androutsopoulos, and S. Manandhar, “Semeval-2014 task 4:
aspect based sentiment analysis,” in Proceedings of the 8th
International Workshop on Semantic Evaluation (SemEval
2014), pp. 27–35, Dublin, Ireland, August 2014.

[5] L. Jiang, M. Yu, M. Zhou, X. Liu, and T. Zhao, “Target-de-
pendent twitter sentiment classification,” in Proceedings of the
49th Annual Meeting of the Association for Computational
Linguistics: Human Language Technologies, pp. 151–160,
Portland, Oregon, USA, June 2011.

[6] L. Dong, F. Wei, C. Tan, D. Tang, M. Zhou, and K. Xu,
“Adaptive recursive neural network for target-dependent
twitter sentiment classification,” in Proceedings of the 52nd
Annual Meeting of the Association for Computational Lin-
guistics, vol. 2, pp. 49–54, Baltimore, Maryland, June 2014.

[7] D.-T. Vo and Y. Zhang, “Target-dependent twitter sentiment
classification with rich automatic features,” in Proceedings of
the Twenty-Fourth International Joint Conference on Artificial
Intelligence, Buenos Aires, Argentina, June 2015.

[8] D. Tang, B. Qin, X. Feng, and T. Liu, “Effective lstms for
target-dependent sentiment classification,” 2015, https://
arxiv.org/abs/1512.01100.

[9] Y. Song, J. Wang, T. Jiang, Z. Liu, and Y. Rao, “Attentional
encoder network for targeted sentiment classification,” 2019,
https://arxiv.org/abs/1902.09314.

[10] J. Wagner, P. Arora, S. Cortes et al., “Dcu: aspect-based
polarity classification for semeval task 4,” in Proceedings of the
8th International Workshop on Semantic Evaluation (SemEval
2014), pp. 223–229, Dublin, Ireland, August 2014.

8 Scientific Programming

http://alt.qcri.org/semeval2014/task4
https://alt.qcri.org/semeval2015
https://alt.qcri.org/semeval2015
https://arxiv.org/abs/1512.01100
https://arxiv.org/abs/1512.01100
https://arxiv.org/abs/1902.09314


[11] S. Kiritchenko, X. Zhu, C. Cherry, and S. Mohammad, “Nrc-
Canada-2014: detecting aspects and sentiment in customer
reviews,” in Proceedings of the 8th International Workshop on
Semantic Evaluation (SemEval 2014), pp. 437–442, Dublin,
Ireland, August 2014.

[12] Y. Wang, M. Huang, and L. Zhao, “Attention-based lstm for
aspect-level sentiment classification,” in Proceedings of the
2016 Conference on Empirical Methods in Natural Language
Processing, pp. 606–615https://aclanthology.org/people/x/
xiaoyan-zhu/, Austin, TX, USA, November 2016.

[13] C. Li, X. Guo, and Q. Mei, “Deep memory networks for at-
titude identification,” in Proceedings of the Tenth ACM In-
ternational Conference on Web Search and Data Mining,
pp. 671–680, Cambridge, UK, February 2017.

[14] D. Ma, S. Li, X. Zhang, and H. Wang, “Interactive attention
networks for aspect-level sentiment classification,” 2017,
https://arxiv.org/abs/1709.00893.

[15] F. Fan, Y. Feng, and D. Zhao, “Multi-grained attention
network for aspect-level sentiment classification,” in Pro-
ceedings of the 2018 Conference on Empirical Methods in
Natural Language Processing, pp. 3433–3442, Brussels, Bel-
gium, October-November 2018.

[16] S. Ruder, “An overview of multi-task learning in deep neural
networks,” 2017, https://arxiv.org/abs/1706.05098.

[17] R. Caruana, “Multitask learning,” Machine Learning, vol. 28,
no. 1, pp. 41–75, 1997.

[18] R. Collobert and J. Weston, “A unified architecture for natural
language processing: deep neural networks with multitask
learning,” in Proceedings of the 25th International Conference
on Machine Learning, pp. 160–167, Helsinki, Finland, July
2008.

[19] X. Liu, J. Gao, X. He, L. Deng, K. Duh, and Y.-Y. Wang,
“Representation learning using multi-task deep neural net-
works for semantic classification and information retrieval,”
in Proceedings of the 2015 Conference of the North American
Chapter of the Association for Computational Linguistics:
Human Language Technologies, Denver, Colorado, May 2015.

[20] P. Liu, X. Qiu, and X. Huang, “Recurrent neural network for
text classification with multi-task learning,” 2016, https://
arxiv.org/abs/1605.05101.

[21] R. He, W. S. Lee, H. T. Ng, and D. Dahlmeier, “Exploiting
document knowledge for aspect-level sentiment classifica-
tion,” 2018, https://arxiv.org/abs/1806.04346.

[22] R. He, W. S. Lee, H. T. Ng, and D. Dahlmeier, “An interactive
multi-task learning network for end-to-end aspect-based
sentiment analysis,” 2019, https://arxiv.org/abs/1906.06906.

[23] J. Yu and J. Jiang, “Learning sentence embeddings with
auxiliary tasks for cross-domain sentiment classification,” in
Proceedings of the 2016 Conference on Empirical Methods in
Natural Language Processing, Austin, TX, USA, November
2016.

[24] D. Tang, B. Qin, and T. Liu, “Aspect level sentiment classi-
fication with deep memory network,” 2016, https://arxiv.org/
abs/1605.08900.

[25] P. Chen, Z. Sun, L. Bing, and W. Yang, “Recurrent attention
network on memory for aspect sentiment analysis,” in Pro-
ceedings of the 2017 Conference on Empirical Methods in
Natural Language Processing, pp. 452–461, Copenhagen,
Denmark, September 2017.

[26] P. Zhu and T. Qian, “Enhanced aspect level sentiment clas-
sification with auxiliary memory,” in Proceedings of the 27th
International Conference on Computational Linguistics,
pp. 1077–1087, Santa Fe, New Mexico, USA, August 2018.

[27] C. Sun, L. Huang, and X. Qiu, “Utilizing bert for aspect-based
sentiment analysis via constructing auxiliary sentence,” 2019,
https://arxiv.org/abs/1904.02232.

[28] H. Xu, B. Liu, L. Shu, and P. S. Yu, “Bert post-training for
review reading comprehension and aspect-based sentiment
analysis,” 2019, https://arxiv.org/abs/1904.02232.

[29] Z. Gao, A. Feng, X. Song, and X. Wu, “Target-dependent
sentiment classification with bert,” IEEE Access, vol. 7, Article
ID 154299, 2019.

[30] J. Zhou, J. X. Huang, Q. V. Hu, and L. He, “Sk-gcn: modeling
syntax and knowledge via graph convolutional network for
aspect-level sentiment classification,” Knowledge-Based Sys-
tems, vol. 205, Article ID 106292, 2020.

[31] W. Song, Z. Wen, Z. Xiao, and S. C. Park, “Semantics perception
and refinement network for aspect-based sentiment analysis,”
Knowledge-Based Systems, vol. 214, Article ID 106755, 2021.

[32] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “Bert: pre-
training of deep bidirectional transformers for language
understanding,” 2018, https://arxiv.org/abs/1810.04805.

[33] A. Vaswani, N. Shazeer, N. Parmar et al., “Attention is all you
need,” pp. 5998–6008, 2017, https://arxiv.org/abs/1706.03762.

[34] Y. Wu, M. Schuster, Z. Chen et al., “Google’s neural machine
translation system: bridging the gap between human and
machine translation,” 2016, https://arxiv.org/abs/1609.08144.

[35] W.Wang, S. J. Pan, D. Dahlmeier, andX. Xiao, “Coupledmulti-
layer attentions for co-extraction of aspect and opinion terms,”
in Proceedings of the irty-First AAAI Conference on Artificial
Intelligence, Hilton San Francisco, CA, USA, February 2017.

[36] M. Pontiki, D. Galanis, H. Papageorgiou, S. Manandhar, and
I. Androutsopoulos, “Semeval-2015 task 12: aspect based
sentiment analysis,” in Proceedings of the 9th International
Workshop on Semantic Evaluation (SemEval 2015), pp. 486–
495, Denver, Colorado, June 2015.

[37] W. Wang, S. J. Pan, D. Dahlmeier, and X. Xiao, “Recursive
neural conditional random fields for aspect-based sentiment
analysis,” 2016, https://arxiv.org/abs/1603.06679.

[38] X. Li, L. Bing, W. Lam, and B. Shi, “Transformation networks
for target-oriented sentiment classification,” 2018, https://
arxiv.org/abs/1805.01086.

[39] J. Zhang, C. Chen, P. Liu, C. He, and C. W.-K. Leung, “Target-
guided structured attention network for target-dependent
sentiment analysis,” Transactions of the Association for
Computational Linguistics, vol. 8, pp. 172–182, 2020, https://
aclanthology.org/2020.tacl-1.12.

[40] H. Xu, B. Liu, L. Shu, and P. S. Yu, “Double embeddings and
cnn-based sequence labeling for aspect extraction,” 2018,
https://arxiv.org/abs/1805.04601.

[41] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient
estimation of word representations in vector space,” 2013,
https://arxiv.org/abs/1301.3781.

[42] J. Pennington, R. Socher, and C. Manning, “Glove: global
vectors for word representation,” in Proceedings of the 2014
conference on empirical methods in natural language pro-
cessing (EMNLP), pp. 1532–1543, Doha, Qatar, October 2014.

[43] Y. Dong, J. B. Cordonnier, and A. Loukas, “Attention is not all
you need: pure attention loses rank doubly exponentially with
depth,” 2021, https://arxiv.org/abs/2103.03404.

Scientific Programming 9

https://aclanthology.org/people/x/xiaoyan-zhu/
https://aclanthology.org/people/x/xiaoyan-zhu/
https://arxiv.org/abs/1709.00893
https://arxiv.org/abs/1706.05098
https://arxiv.org/abs/1605.05101
https://arxiv.org/abs/1605.05101
https://arxiv.org/abs/1806.04346
https://arxiv.org/abs/1906.06906
https://arxiv.org/abs/1605.08900
https://arxiv.org/abs/1605.08900
https://arxiv.org/abs/1904.02232
https://arxiv.org/abs/1904.02232
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1706.03762
https://arxiv.org/abs/1609.08144
https://arxiv.org/abs/1603.06679
https://arxiv.org/abs/1805.01086
https://arxiv.org/abs/1805.01086
https://aclanthology.org/2020.tacl-1.12
https://aclanthology.org/2020.tacl-1.12
https://arxiv.org/abs/1805.04601
https://arxiv.org/abs/1301.3781
https://arxiv.org/abs/2103.03404


Research Article
Sentence Classification Using N-Grams in Urdu Language Text

Malik Daler Ali Awan ,1 Sikandar Ali ,2 Ali Samad ,1 Nadeem Iqbal ,3

Malik Muhammad Saad Missen ,1 and Niamat Ullah 4

1Department of Information Technology, Faculty of Computing, �e Islamia University of Bahawalpur,
63100 Bahawalpur, Pakistan
2Department of Information Technology, �e University of Haripur, 22621 Haripur, Khyber Pakhtunkhwa, Pakistan
3Muhammad Nawaz Shareef University of Agriculture, Multan 61000, Pakistan
4Department of Computer Science, University of Buner, 19290 Sawarai Buner, Khyber Pakhtunkhwa, Pakistan

Correspondence should be addressed to Sikandar Ali; sikandar@cup.edu.cn

Received 17 April 2021; Revised 27 May 2021; Accepted 7 November 2021; Published 22 November 2021

Academic Editor: Wei-Chuen Yau

Copyright © 2021 Malik Daler Ali Awan et al. *is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

*e usage of local languages is being common in social media and news channels. *e people share the worthy insights about
various topics related to their lives in different languages. A bulk of text in various local languages exists on the Internet that
contains invaluable information. *e analysis of such type of stuff (local language’s text) will certainly help improve a number of
Natural Language Processing (NLP) tasks. *e information extracted from local languages can be used to develop various
applications to add new milestone in the field of NLP. In this paper, we presented an applied research task, “multiclass sentence
classification for Urdu language text at sentence level existing on the social networks, i.e., Twitter, Facebook, and news channels by
using N-grams features.” Our dataset consists of more than 1,00000 instances of twelve (12) different types of topics. A famous
machine learning classifier Random Forest is used to classify the sentences. It showed 80.15%, 76.88%, and 64.41% accuracy for
unigram, bigram, and trigram features, respectively.

1. Introduction

*e text is still dominant and prominent way of commu-
nication instead of only pictures, emoji, sounds, and ani-
mations. *e innovative environment of communication,
the real-time availability of the Internet, and the unrestricted
communicationmode of social networks attracted billions of
people around the world. People share insights about various
topics, opinions, views, ideas, and events happening around
them on social networks in different languages. Social media
and news channels: such communication platforms created
space for local languages to share information. Google input
tool (https://www.google.com/inputtools/) provides the
language transliteration support to 88 different languages.
*e development of many local languages supporting tools is
another factor that boosted the usage of local languages on
social media and news channels. Obviously, people prefer to
communicate in local languages instead of global languages

because of easiness in conveying messages. It is also causing
to generate heterogeneous data on Internet.

Sifting worthy insights from an immense amount of
heterogeneous text of multiple local languages existing on
social media is one of the interesting and challenging tasks of
Natural Language Processing (NLP). Local language pro-
cessing certainly provides the invaluable insights to develop
NLP applications. *ese applications can respond in
emergencies, outbreaks, and natural disasters, i.e., rain,
flood, and earthquake [1]. *e interesting feature like real-
time interaction of social media has facilitated millions of
people to share their intent, appreciation, or criticism [2],
i.e., enjoying discount offer by selling brands or criticizing
the quality of the product. Extracting and classifying such
information are valuable to improve the quality of the
product. *e implementation of smart cities possesses a lot
of challenges, such as decision making, event management,
communication, and information retrieval. Extracting useful

Hindawi
Scientific Programming
Volume 2021, Article ID 1296076, 11 pages
https://doi.org/10.1155/2021/1296076

mailto:sikandar@cup.edu.cn
https://www.google.com/inputtools/
https://orcid.org/0000-0003-1211-8797
https://orcid.org/0000-0002-2753-8615
https://orcid.org/0000-0001-9284-358X
https://orcid.org/0000-0001-8722-7790
https://orcid.org/0000-0001-9903-0274
https://orcid.org/0000-0002-7033-1804
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/1296076


insights from an immense amount of text dramatically
enhances the worth and quality of smart cities [3]. Similarly,
the classified information can be used to predict the effects of
the event on the community and take security and rescue
measures. Sentence classification information can be used to
collect relevant information about the specific topic, top-
trends, stories, text summarization, and question and an-
swering system [4, 5]. Such information can be also used to
predict upcoming events, situations, and happening. For
example, sudden occurrence of earthquake can cause cau-
salities, but classifying such news surely helps us response
quickly and save the lives in disasters.

*ere are many local languages that are being used for
communication, i.e., Arabic, Hindi, Persian, Turkish, Urdu,
etc. on social media, i.e., Twitter and Facebook. In [6], more
than 300 million Urdu language users were reported all
around the world. In Pakistan and India, more than 65
million people can speak, understand, and write the Urdu
language [7, 8]. *e Urdu language is also a national
language for different sates in India. It is the national
language [9] of Pakistan, which is the 6th populous country
in the world (https://www.worldometers.info/world-
population/population-by-country/). Urdu is widely
adopted as a second language all over Pakistan [9, 10]. In
other South-Asian countries [11], i.e., Bangladesh, Iran,
and Afghanistan also have a considerable number of Urdu
language users.

Sentence classification in Urdu language text is a very
interesting and challenging task. *e lack of resources to
classify sentences into different categories is the major
challenge. *e prominent characteristics of the Urdu lan-
guage that made the event classification tasks complex and
challenging are listed here:

(i) Cursive language
(ii) Morphologically rich
(iii) Different grammatical structure
(iv) Right to the left scriptwriting style
(v) No capitalization
(vi) Lack of resources

*e lack of resources, i.e., part of speech tagger (PoS),
words stemmer, datasets, and the word annotators are other
factors that made Urdu text processing very complex. A
considerable amount of Urdu text exists on social networks
[12]. *ere exist only a few referential works on Urdu text.
*e factors, i.e., huge amount of data, resource poor, and
very short referential work, motivated us to explore the Urdu
language text. In this research article, we decided to classify
sentences into different categories. *e purpose of research
work is to design a system to extract useful information from
Urdu language text and develop various NLP applications.

1.1. Our Contribution

(i) In this research article, we tried to classify Urdu
language text at sentence level in 12 different
categories

(ii) N-grams features, i.e., unigram, bigram, and tri-
gram, are selected to classify sentences

(iii) We developed multiclass annotated/labeled dataset
(iv) A dataset larger than others in size (instances) as

reported in a state-of-the-art is used to classify
sentences

1.2. Our Limitation

(i) *e work is domain-specific (only for Urdu lan-
guage), but other resource poor languages can be
explored in the future

(ii) It can only classify reported types of events at sen-
tence level

2. Challenges in Sentence Classification for
Urdu Language Text

*e resource poor languages possess a lot of challenges in the
context of resource lacking, i.e., part of speech tagger, an-
notated datasets, sentence parsers, stemmer, and lexicons.
*e information extraction related to different events,
business, and disasters varies from domain to domain. In the
literature, for example, the event was defined in various
aspects, such as a verb-, adjective-, and noun-based envi-
ronmental situation [13, 14]. Extraction and classification of
such information require grammatical-, semantic-, and
contextual-based information. *ere are a number of tools
for English-like languages that support tackling such chal-
lenging task, but the Urdu language is lacking such
resources.

Multiclass classification is a type of classification that is
the task of automatically assigning the most relevant one
class from the givenmultiple classes (see Figure 1). It also has
some serious challenges like detection of sentences that are
overlapping in multiple classes [15, 16].

2.1. Limitation of Existing Text Processing Tools for Urdu
Language Text. Google language translator (https://
translate.google.com/?hl�en) supports more than 100 lan-
guages. *e Urdu language comprises unique structure,
complex writing script, and rich morphological features that
isolate it from other languages. Urdu is a cursive language
written in right to left order and considered as one of the
resource-poor languages [8]. It is a mix-composition of
different other languages, i.e., Arabic, Persian, Turkish, and
Hindi [10]. In contrast to cursive languages, there exists
some noteworthy work of information extraction and
classification for, i.e., English, French, German, and many
other noncursive languages [9, 11].

In the past, researchers were impassive in cursive lan-
guages because of poor resources. *erefore, a very low
amount of research work exists in cursive language, i.e.,
Arabic, Persian Hindi, and Urdu [17]. Lack of resources in
cursive language was the main barrier to make the research
unexcited and vapid [8]. But now, the last few decades’
cursive languages have attracted researchers. *e main
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reason behind the attraction is that a large amount of cursive
language data is being generated rapidly on regular basis.
Now, some processing tools also have been developed, i.e.,
part of speech tagger, word stemmer, and annotator that play
an important role by making research handier. But these
tools are still limited, commercial, and close domain (http://
www.cle.org.pk/).

Due to the reasons for poor resources, to achieve our
goal, we decided to translate Urdu language text into English
language text by using Google translator. *e output of
Google translator is given in Table 1 which depicted that
translation is confined to literal translation. It completely
misinterpreted the contextual and semantic insights. In
example 1, the word ( ہلباقماکےٹناک - kaantay ka
muqabla, contest) is translated as (quota), which gives the
meaning of (share, ہصح ), while the correct word is “con-
test.” All the bold and italicized words from examples 1 to 6
showed the wrong translation and the limited capability of
Google translator. Although, in the past decade, a number of
researchers used the strategy of language translation using
Google language translation tools and translated the re-
source poor languages to English language to cope with
resources lacking problems, the case of Urdu language is
different from other languages. It can be observed in Table 1
that Urdu language cannot be processed by the existing
tools.

*ere is a need to explore and develop resources for the
Urdu language to improve the NLP. Table 1 shows that all
problems in the Urdu language cannot be resolved by En-
glish language processing tools.

2.2. Lack of Recourse. Natural language processing is tightly
coupled with resources, i.e., processing resources, datasets,
and semantic, syntactical, and contextual information.
Textual features; i.e., Part of Speech (PoS) and semantics are
important for text processing. Central Language of Engi-
neering (CLE) provides limited access to PoS tagger because
of the close domain and paid that diverged the researcher to
explore Urdu text.

Contextual features, i.e., grammatical insight (tense) and
sequence of words, play important role in text processing.
Because of the morphological richness nature of Urdu, a
word can be used for a different purpose and convey dif-
ferent meanings depending on the context of contents.

Unfortunately, the Urdu language is still lacking such tools
that are openly available for research. Other processing
resources, i.e., stemmer, lemmatize, and annotators, are also
close domain. Dataset is the core element of research. *ere
is no specific dataset for multiclass sentence classification for
Urdu language text. Some datasets for the Urdu language
generally exist for name entity extraction with a small
number of instances, which are given in Table 2 below.

3. Literature Review

Classification of events from the textual dataset is a very
challenging and interesting task of Natural Language Pro-
cessing (NLP). Textual contents on social media are explored
in different ways to extract event information. Generally, the
event has been defined as a verb, noun, and adjective [14]. A
survey that discussed the various tasks and techniques re-
lated to the Urdu language text is available for the re-
searchers as a benchmark text [27]. *e event detection is a
generic term that is further divided into event extraction and
event classification. *e lack of resources made research
impassive in past to explore the cursive languages like Hindi,
Arabic, Persian, and Urdu [28]. A system is designed [29] for
Arabic text classification using multiple reduct algorithm.
*e proposed system showed 94% and 86% accuracies for
K-NN and J48 classifiers.

Urdu textual contents explored [30] for classification
using the majority voting algorithm. *ey categorized Urdu
text into seven classes, i.e., Health, Business, Entertainment,
Science, Culture, Sports, and Wired. *ey used 21769 news
documents for classification and reported 94% precision and
recall. *e dataset was evaluated using these algorithms,
Linear SGD, Bernoulli Näıve Bayes, Linear SVM, Naı̈ve
Bayes, random forest classifier, and Multinomial Naı̈ve
Bayes. *ey did not report the overall accuracy of the system
for multiple classes. *e information about feature selection
is also omitted by the researchers, but comparatively, we
disclosed the feature selection, engineering, and accuracy of
classifiers for multiclasses. Our dataset consists of 102960
instances of sentences and twelve (12) classes that are
comparatively very greater.

A framework [31] proposed a tweet classification system
to rescue people looking for help in a disaster like a flood.
*e developed system was based on the Markov Model
achieving 81% and 87% accuracy for classification and lo-
cation detection, respectively. *e features used in their
system are as follows:

(i) Number of words in a tweet (w)
(ii) Verb in a tweet by (verb)
(iii) Number of verbs in a tweet by (v)
(iv) Position of the query by (Pos)
(v) Word before query word (before)
(vi) Word after query word (after)

A neural network-based system that is a combination of
conventional neural network and recurrent neural network
was designed to extract events from English, Tamil, and

Figure 1: Multiple category classification
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Hindi languages. It showed f-score 39.91%, 37.42%, and
39.71% [32].

To classify Urdu news headlines [23] by using maximum
indexes of vectors, the stemmed and nonstemmed textual
data was used for experiments. *e system was specifically
designed for text classification instead of sentence classifi-
cation. *eir proposed system achieved 78.0% for com-
petitors and 86.6% accuracy for the proposed methodology.
In comparison, we used sentences of Urdu language for
classification and explored the textual features of sentences.
A multiclass event classification task [18] was performed for
Urdu language text that evaluated the performance of dif-
ferent classifiers. On the contrary, we evaluated the per-
formance of Random Forest classifiers for different level of
n-gram features.

Twitter [19] was used to detect natural disasters, i.e., bush
fires, earthquakes, and cyclones, as well as humanitarian
crises. To be aware of emergencies situation in natural di-
sasters a framework work designed based on SVM andNäıve
Bayes classifiers using word unigram, bigram, length,
number of #Hash tag, and reply.*ese features were selected
on sentence bases. SVM and Nave Bayes showed 87.5% and
86.2% accuracy, respectively, for tweet classification, i.e.,
seeking help, offering for help, and none. An intent mining
system was developed [2] to facilitate citizens and cooper-
ative authorities using a bag of the token model. *e re-
searchers exploited the hybrid feature representation for
binary classification andmultilabel classification. It showed a
6% to 7% improvement in the top-down feature set pro-
cessing approach. Intelligence information retrieval plays a
vital role in the management of smart cities [33]. *is

information helps enhance security and emergency man-
agement capabilities in smart cities. A very popular social
website’s twitter textual data used [20] to extract and classify
events for the Arabic language. Implementation and testing
of Support Vector Machine (SVM) and Polynomial Network
(PN) algorithms showed promising results for tweet clas-
sification 89.2% and 92.7%. Stemmer with PN and SVM
magnified the classification by 93.9% and 91.7%, respec-
tively. Social events [30] were extracted assuming that, for
prediction, either parties or one of them is aware of the
event. *e research aimed to find the relation between re-
lated events. Support Vector Machine (SVM) with kernel
method was used on adopted annotated data of Automated
Content Extraction (ACE). Structural information derived
from the dependency tree and parsing tree is utilized to
derive new structures that played important role in event
identification and classification. In [24], Urdu text classifi-
cation deep learning models evaluated using existing
benchmark datasets [25]. *e classification is performed for
small, medium, and large size of preexisting dataset for
product analysis [24]. A benchmark for the Urdu text
classification [26] presented the comparison of machine
learning classifiers using n-gram features on two closed
source benchmark datasets CLE Urdu Digest 1000k, and
CLE Urdu Digest 1Million and publicly available dataset.

A research study [34] was conducted to evaluate the
students teaching environment using deep learning classifier
RNN. *e dataset consists of 15 4000 instructor reviews.
Deep learning and conventional machine learning classifiers
are evaluated on the dataset. Deep learning classifiers using
word embedding ensemble with attention mechanism and

Table 1: Wrong translation example of Google Translator.

Sr.
No. Urdu English

1 ےہیراجہلباقماکےٹناکنایمردےکڈنیلگنارواتراھب *e quota is going on between England and India.
2 یئگنھٹںیمنشیزوپارواتموکحےکےلوکلبٹجب Government and opposition were tied to take the budget bill.
3 ںیہےترکینابرقیکںوروناجناملسمرپیحضالادیع Muslims sacrifice sacrifices on the occasion.

4 ا ناریایھبےنتراھبدعبےکںویدنباپیکیرمارپناری
یدرکدنبدمآردیکلیتےس

After Iran’s sanctions on Iran, India also stopped importing oil
from Iran.

5 ہزانجزامنیکگیبمیرکدشارلنرکٹننیٹفیلدیہش
یئگیدرکاداںیمتگلگ

*e funeral prayers of martyr Lieutenants Colonel Rashid
Karim Bag were released in Gilgit.

6 ںیہوریہےکموقزابناجےلاوےنرکنابرقناجرپںامیترھد On the forehead mother is the hero of the people who sacrificed
life.

Table 2: Urdu language dataset.

Sr. No. Dataset
1 Enabling Minority Language Engineering (EMILLE) (only 200000 tokens) [18]
2 Becker-Riaz corpus (only 50000 tokens) [19]
3 Computing Research Laboratory (CRL) annotated corpus (only 55,000 tokens are publicly available data corpora) [20]
4 International Joint Conference on Natural Language Processing (IJCNLP) workshop corpus (only 58252 tokens)
5 Urdu Named Entity Recognition (UNER) [4]
6 Corpus of 705 sentences [21]
7 Corpus of BBC Urdu, Daily Jang [22]
8 corpus of 19.3 million words [23]
9 COUNTER, Naı̈ve, NPUU [24, 25]
10 DSL Urdu news [26]

4 Scientific Programming



the system showed 98.29% accuracy. In the research article
[21], linguistic and psychological features sets are used to
analyze the sentiment on twitter. Five linguistic categories
and their ensembles were used as input and four supervised
classifiers evaluated. *e analysis showed that ensemble
models are better in performance than conventional clas-
sifiers [21]. *e authors reported [34] that software products
and organization performance were analyzed using k-mean
and parallel k-mean clustering to improve the educational
environment. *e evaluation experiment was performed on
10,000 to 5,000 numerical instances. *e results analysis
showed that parallel clustering improved the time elapsed. A
sentiment analysis performed to analyze the usage of
product. *e reviews given on product were used for sen-
timent classification. *e weighted word embedding and
deep neural networks are used in combination. *e com-
bined architecture of TF-IDF and CNN-LSTM showed
better results as compared to conventional deep learning
models [40]. *e AdaBoost and Näıve Bayes showed the
highest accuracy 88.1% with combination of consistency
features. To classify unstructured data, hybrid supervised
clustering based on ensemble scheme is used to compare the
conventional and ensemble classifiers [34]. A feature se-
lection model was introduced to classify text that is based on
generic ranking aggregation [34].

4. Sentence Classification Methodology

Textual data classification possesses a lot of challenges, i.e.,
word similarity, poor grammatical structure, miss-use of
terms, and multilingual words. We decided to adopt a su-
pervised classification approach to classify Urdu sentences
into different categories.

Sentence classification for Urdu Language text is per-
formed by supervised machine learning approach. A com-
plete overview of the multiclass sentence classification
methodology is given here in Figure 2. *e proposed
framework is depicted in Figure 3.

4.1. Data Collection. Urdu textual data is collected from
popular social networks, i.e., twitter, famous news channel’s
blogs, i.e., Geo News, Urdu Point, and BBC Urdu. Data
collection consists of a title, body, published date, location,
and URL. In the phase of data collection, a PHP-based web
scraper is used to crawl data from the above-cited social
websites. A complete post is retrieved from the websites and
stored in MariaDB (database). As we have described earlier,
our task is to classify events at sentence level instead of whole
document classification. Our dataset consists of more than
one million (102, 960) label sentences of different types of
events. All the different types of events used in our research
work and their maximum number of instances are shown in
Figure 4.

*ere are twelve different types of events that we try to
classify in our research work. *ese events are a factual
representation of the state of the people. In Figure 2, the
imbalances number of instances of each event is given. It can
be visualized that politics, sports, and fraud and corruption

have a higher number of instances, while inflation, sexual
assault, and terrorist attack have a lower number of in-
stances. *ese imbalances number of instances made our
classification more interesting and challenging.

In case of multiclass sentence classification, the corpus
comprises many classes. *ere are different types of events
used in our research work, i.e., sports, Inflation, Murder &
Death, Terrorist Attack, Politics, Law and Order, Earth-
quake, Showbiz, Fraud and Corruption, Weather, Sexual
Assault, and Business. All the sentences of the dataset are
labeled by the above mentioned twelve (12) different types of
events. Finally, a numeric (integer) value is assigned to each
type of event label (see Table 3 for more details on the label
and its relevant numeric value).

4.2. Preprocessing. *e initial steps are performed on the
corpus to prepare machine learning algorithms, because
textual data cannot be directly processed by machine
learning classifiers. It also contains many irrelevant words.
So, we must apply some preprocessing steps; stemming is a
powerful technique in preprocessing to find the root words
and reduce the feature space. But, in our case, the nature of
dataset is entirely different, because our dataset is a mix-up
of novel/rare event and common events. Furthermore,
generally, each type of event has varying vocabulary of text.
*erefore, we assumed/considered that stemming would not
affect the performance; that is why there is no need to use
stemmer. *e details of all the preprocessing steps followed
in our research problem to prepare the dataset are given in
Figure 5.

4.2.1. Post Splitting. *e PHP crawler extracted the body of
the post. It comprises many sentences as a paragraph. In the
Urdu language script, sentences end with a sign called “-”
Hyphen (Khatma- ہمت ). It is a standard punctuation mark
in the Urdu language to represent the end of the sentence. As
mentioned earlier, we are performing event classification at
the sentence level. So, we split paragraphs of every post into
sentences. Every line in the paragraphs ending at Hyphen is
split as a single line.

4.2.2. Stop Words Elimination. Generally, those words that
occur frequently in text corpus are considered as stop words.
*ese words merely affect the performance of the classifier.

Text Pre-processing

Feature Engineering

Feature
Selection 

Machine Learning
Classifier

Training

Testing

Result

Figure 2: Generic abstract diagram of proposed system.
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Figure 3: Flow diagram of proposed methodology for sentence classification from Urdu language text.

Table 3: Sentence with annotated label.

Sentence Label
Sports 1
Inflation 2
Murder and Death 3
Terrorist Attack 4
Politics 5
Law and Order 6
Earthquake 7
Showbiz 8
Fraud and Corruption 9
Rain/Weather 10
Sexual Assault 11
Business 12

6 Scientific Programming



*e punctuation marks (“!”, “@”,” #”, etc.) and frequent
words of the Urdu languages ( ہریغویک,ےک,اک , etc.) are
the common examples of stop words. All the stop words [33]
that do not play an influential role in event classification for
the Urdu language text are eliminated from the corpus. Stop
words elimination reduces the memory and processing
utilization and makes the processing efficient.

4.2.3. Noise Removal. Our data is collected by different
sources (see Section 4.1). It contains a lot of noisy elements,
i.e., multilanguage words, links, mathematical characters,
special symbols, etc. In collected corpus, we found many
multilingual sentences in the post. To make our corpus clean
and ready for further processing, we removed those sen-
tences, irrelevant links, and special characters from the
corpus.

4.2.4. Filtering Sentences. *e nature of our problem con-
fined us to define the limit of words per sentence. Because of
the multiple types of events, it is probably hard to find the
sentence of the same length. We decided to keep the
maximum number of sentences in our corpus. All those
sentences, which are very short and very long, are removed
from our corpus. We observed that a lot of sentences vary in
length from 5 words to 250 words. We decided to use
sentences that consist of 5 words to 150 words to lemmatize
our research problem and consumption of processing
resources.

4.2.5. Sentence Labeling. In supervised learning, providing
output (Label) details in the corpus is a core element.
Sentence labeling is an exhausting task that requires deep
knowledge and an expert’s skill of language. All the

sentences were manually labeled by observing the title of the
post and body of sentences by Urdu language experts (see
Table 2). *ree Urdu language experts were engaged in the
task of sentence labeling. One of them is Ph.D. (Scholar),
while the other two areM.Phil. To the best of our knowledge,
it is the first largest labeled dataset for the multiclass event in
the Urdu language. It consists of more than 1,00,000 label
instances.

4.3. Feature Selection. *e performance of prediction or
classification models is cohesively related to the appropriate
feature selection. Features selection in machine learning is
very important to develop accurate models. Features are
fundamental parameters that are given as input to learning
classifiers in the phase of model development. *e trained
model further can be tested to classify, predict, or assign
labels to new instances. A sentence contains very limited
information that is insufficient to differentiate among
multiple sentences. Classification of text at sentence level
requires the contextual information. To capture the con-
textual information of sentences, we decided to use unigram,
bigram, and trigram features for text classification at sen-
tence level. *e examples of the proposed features are given
in Table 4. For example, the sentence “*e brutal attack of
Covid-19 killed billion of people” can be converted to n-
gram features after preprocessing, as shown below:

4.3.1. Feature Engineering. Feature engineering is a way of
generating specific features from a given set of features and
converting selected features to machine-understandable
format.

Our dataset that is text-based consists of more than
1,00,000 labeled instances, i.e., sports, inflation, death, ter-
rorist attack, sexual assault, etc. For the 12 classes, we
generated three features, i.e., unigram, bigram, and trigram.
All the textual features are converted to numeric format
using (Term Frequency_ Inverse Document Frequency)
TF_IDF. *e scikit-learn package is used to transform text
data into numerical value [17].

4.3.2. Term Frequency Inverse Document Frequency. It is a
statistical measure of word w to understand the importance
of that word for specific document d in the corpus. *e
importance of w is proportionally related to frequency; i.e.,
the higher the frequency, the more important. *e mathe-
matical formulas of the TF_IDF are given below:

Term Frequency (TF) counts the number of terms how
often it appears in the document. *e formula of term
frequency is given as follows:

TF �
Number of time term t appears in a document

Total number of term t in the document
. (1)

*e inverse document frequency is used to identify that a
term is rare or common in the corpus. *e formula is given
here:

Post Splitting 

Stop Words Elimination 

Noise Removing 

Filtering Sentence 

Sentence Annotation 

Text Document

Dataset

Figure 5: Dataset preprocessing steps.
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IDFt � Loge

Total number of the documents
Total number of the documents term t appears

.

(2)

*e TF-IDF consists of the product of two components,
i.e., term frequency and inverse document frequency.

TF_IDF � TF∗ IDF. (3)

4.4. Training Dataset. To develop a generic model for event
classification, we divided our dataset into three subsets, i.e.,
training dataset, testing, and validation dataset.

Random distribution of data is performed by using
python library scikit. We distributed a 70% dataset randomly
for training purposes. *ere are 72072 labeled instances for
different types of events in our training dataset. Amulticlass-
instances-based training dataset is used for training deep
learning models to develop a generic model.

4.5. Testing Dataset. To evaluate the performance of our
proposed framework, we used a 30% dataset for testing/
validations purposes. It consists of 30888 unknown instances
that are never seen by trained models.

5. Machine Learning Classifier

Classifiers are the algorithms used to classify data instances. In
machine learning for textual data, many classifiers exist, but, in
our research work, we decided to use the Random Forest for
classification, because it consists of multiple decision trees that
are based on rules. Furthermore, it has never been used for text
classification at the sentence level for the Urdu language text.

5.1. Random Forest. A multiclass classifier that is based on a
large amount of imbalance dataset. It is a meta learner
having multiple trees that form the forest.

Overall classification in random forest is determined by
the vote of random trees. Vote of tress is used to assign the
specific class to the input (see Figure 6). It follows a boot-
strapping-like technique in the training phase. One-third of
instances are preserved in out-of-bag. Features are chosen
randomly for each tree. Finally, out-of-bag instances are
used to test the model. Average misclassification of overall
trees is known as estimated errors that can be used to
measure the performance of classifier [6].

5.2. PerformanceMeasuring Parameters. *e most common
performance measuring [29] parameters, i.e., precision,
recall, and f1_measure, are used to evaluate the proposed
framework.

5.2.1. Precision. Precision: it is the measurement of the
exactness of the classifier. *e precision calculating formula
is given as follows:

Precision �
TP

TP + FP
. (4)

5.2.2. Recall. Recall: it measures the completeness of the
classifier results. It is calculated by the following equation:

Precision �
TP

TP + FN
. (5)

5.2.3. F1_Measure. F1_Measure is the harmonic mean of
precision and recall and can be calculated as

F1 � 2∗
Precision∗Recall
Precision + Recall

. (6)

5.2.4. Accuracy. Accuracy: it is the most common measure
for classifier performance and can be calculated as follows:

Accuracy �
(TP + TN)

(TP + TN + FP + FN)
. (7)

6. Experimental Results

To evaluate our dataset, the Python package scikit-learn is
used to perform text classification at the sentence level.
Comparison of the results obtained by using the proposed
n-grams features is given below.

Table 4: Selected features.

Sr. No. Feature_Name Example
1 Unigram “Brutal,” “attack”, “Covid-19,” “killed,” “billion,” “people”
2 Bigram “Brutal attack,” “attack Covid-19,” “Covid-19 killed,” “killed billion,” “billion people”
3 Trigram “Brutal attack Covid-19, “attack Covid-19 killed,” “Covid-19 killed billion,” “killed billion people”

Input

Vote++

ML1 ML2 MLn

Figure 6: Random forest
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In Table 5, we present the performance measuring pa-
rameters of different types of sentences. *e Random Forest
(RF) classifier showed 80.15% accuracy using unigram feature.

We also evaluated the performance of Random Forest
classifier for bigram features to enhance the accuracy of the
system. But bigram showed lower results as compared to
unigram. *e overall accuracy using bigram is 76.88%
presented in Table 6.

We further explored the trigram features, but the ac-
curacy of classifiers was decreasing. *e trigrams features
showed very low results as compared to unigram and
bigram features (see Table 7 for more details). *e machine
learning classifier Random Forest showed 64.41% overall
accuracy.

*e comparison of accuracy of all features, i.e., unigram,
bigram, and trigram, is given in Figure 7.

Table 5: Unigram

Label Event Precision Recall F1_Measure
1 Sports 0.94 0.93 0.93
2 Inflation 0.93 0.97 0.95
3 Murder and Death 0.71 0.62 0.67
4 Terrorist Attack 0.78 0.55 0.65
5 Politics 0.71 0.90 0.79
6 law and order 0.66 0.40 0.50
7 Earthquake 1.00 1.00 1.00
8 Showbiz 0.93 0.81 0.86
9 Fraud and corruption 0.75 0.58 0.65
10 Rain/weather 0.94 0.98 0.96
11 Sexual Assault/Intercourse 0.96 0.98 0.97
12 Business 0.84 0.63 0.72
Overall accuracy (%) 80.15

Table 6: Bigram.

Label Event Precision Recall F1_Measure
1 Sports 0.92 0.89 0.91
2 Inflation 0.92 0.96 0.94
3 Murder and Death 0.70 0.55 0.62
4 Terrorist Attack 0.51 0.54 0.52
5 Politics 0.70 0.86 0.77
6 law and order 0.58 0.39 0.47
7 Earthquake 0.99 1.00 1.00
8 Showbiz 0.88 0.72 0.79
9 Fraud and corruption 0.69 0.55 0.61
10 Rain/weather 0.93 0.97 0.95
11 Sexual Assault/Intercourse 0.93 0.98 0.96
12 Business 0.78 0.64 0.71
Overall accuracy (%) 76.88

Table 7: Trigram.

Label Event Precision Recall F1_Measure
1 Sports 0.44 0.96 0.60
2 Inflation 0.92 0.96 0.94
3 Murder and Death 0.68 0.39 0.49
4 Terrorist Attack 0.67 0.38 0.49
5 Politics 0.76 0.61 0.68
6 law and order 0.56 0.30 0.39
7 Earthquake 1.00 1.00 1.00
8 Showbiz 0.91 0.45 0.60
9 Fraud and corruption 0.70 0.46 0.56
10 Rain/weather 0.94 0.96 0.95
11 Sexual Assault/Intercourse 0.95 0.98 0.96
12 Business 076 0.47 0.58
Overall accuracy (%) 64.41
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7. Conclusion and Future Work

In a comprehensive review of Urdu literature, we found a
few numbers of referential works related to Urdu text
processing. *e main hurdle in Urdu exploration is the
unavailability of the processing resources i.e., eventual
dataset, close-domain Part of speech tagger, lexicons, and
other supporting tools.

A massive amount of Urdu textual data exists on social
networks and news websites. Multiclass classification for the
Urdu language text at the sentence level is performed by
selecting appropriate features. N-grams are the key features
to achieve our expected results, because they can retain the
sequence and contextual information of sentence. Count_
Vectorizer and TF-IDF feature generating methods are used
to convert text into numeric real value for machine learning
models. We did not use the word2vec model because of
lacking pretrained models. Furthermore, customized pre-
trained models that are prepared using the corpus in hand
are very inefficient in context of accuracy. *e reason is that
the amount of data is insufficient to build such model
(Custom Word2Vec model).

Urdu event dataset was used to evaluate Random Forest
using unigram, bigram, and trigram features. In our pro-
posed framework, Random Forest showedUnigram, bigram,
and trigram accuracy of 80.15% 76.88%, and 64.41%,
respectively.

(i) Many open-source tools, i.e., PoS tagger, annotation
tools, event datasets, and lexicons, can be created to
extend the research areas in the Urdu language.

(ii) In the future, many other types of events of other
domains like the medical event, social, local, and
religious events can be classified using an advanced
form of machine learning, i.e., deep learning.

(iii) In the future, grammatical, contextual, and lexical
information can be used to categorize events. Tem-
poral information related to sentence can be further
utilized to classify it as real and retrospective.

(iv) Classification of Urdu language text can be per-
formed at the document level and phrase level.

(v) Deep learning classifiers can be used for a many
other types of sentences.
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Makerspace is an innovation and entrepreneurship service platform. Its ultimate goal is to realize value cocreation among
multiple subjects. ,e development of Makerspace and the realization of value are closely related to the Makerspace De-
velopment Policy. With the help of NVivo/ software, we analyzed 17 Makerspace Development Policies. ,rough the selection
of samples, statistical analysis of word frequency, and coding analysis, the 7 core elements of entrepreneurial incentives, fee
reductions and exemptions, employment support, entrepreneurial environment, talent support, financial support, and service
optimization are summarized to form an empirical research survey of the development policy elements of the makerspace
project. ,e author uses the game evolution method to analyze the mechanism of the internal relationship of innovation
factors, builds a model of the development factors of the makerspace, selects 52 makerspace companies to conduct a
questionnaire survey, using the model to conduct empirical research on the performance of existing policies, and finally
proposes a model for makerspace development.

1. Introduction

Policy is the basic tool for governing the country, and public
policy is the main means for the state and the government to
realize their functions [1]. To comply with the new trend of
mass innovation and entrepreneurship and further give play
to its supporting role in the country’s economic develop-
ment, the State Council issued the Guiding Opinions on
Developing Makerspace and Promoting Mass Innovation and
Entrepreneurship in March 2015, which officially kicked off
the prelude to the construction of makerspace. To further
improve the service level of makerspace and promote the
development of the new normal of China’s economy, the
State Council issued the Opinions of the State Council on
Promoting High-Quality Development of Innovation and
Entrepreneurship for an Upgrade Version in September 2018,
which officially marked the start of a stage of high-quality
construction of makerspace. Driven by China’s innovation-
driven development strategy decision-making, provincial

governments have issued a series of policies to accelerate the
development of makerspace and improve the quality of
innovation and entrepreneurship services.

In recent years, the research of makerspace policy has
gradually become a hot topic of government decision-
making departments and academia. Scholars interpret and
analyze the policy of makerspace from different perspectives.
Poter from the perspective of industrial clusters combined
with diamond theory carried out a simple analysis of the
feasibility of the government to achieve agglomeration of
elements. ,e main ways of action are as follows: (1) ,e
government can influence the diamond system through
subsidies, education, and financial market policies. ,e way
in which the factors of production in the market then affect
market demand affects the concentration of factors. (2) ,e
government can affect the structural strategy of the enter-
prise and the form of competitors by affecting the industrial
development environment. (3) ,e industrial form, external
market conditions, and production factors in turn also
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affects policies [2]. Jacobs analyzed government behavior in
industrial agglomeration under urban diversification and
believed that the government can play a role through the
allocation of capital and urban planning [3, 4]. Baldwin and
Fenge believed that government policy can affect industrial
agglomeration through price index, but agglomeration does
not depend entirely on price index but on government policy
[5, 6]. Lyons conducted an empirical analysis on the pref-
erential policies implemented by the US state governments
to promote industrial agglomeration and found that pref-
erential policies represented by tax incentives and govern-
ment subsidies have a positive impact on promoting regional
enterprise clusters [7]. Cui built a policy analysis framework
for makerspace from a three-dimensional perspective of
policy tools, value attributes, and life cycle and pointed out
that the policy system should pay more attention to the
coordination and moderation of policies and suggestions to
stimulate market vitality [8]. Xu analyzed 159 makerspace
policy documents according to the research ideas of policy
type-policy time-regional city by the quantitative research
method from the perspective of policy tools [9]. Lei con-
ducted a quantitative analysis on the policies for supporting
the development of makerspace introduced by Shanghai by
the content analysis method [10]. Wang studied the local
policies of Shanghai makerspace from the perspective of
dependent multilayer network, formed a supply framework
of makerspace, and put forward the policy suggestions on
the development of Shanghai makerspace [11]. In recent
years, the international academia has recognized that the
agglomeration of innovation elements within a certain
spatial scope will produce agglomeration externalities and
scale effects will promote innovation. More and more
scholars at home and abroad have begun to pay attention to
the agglomeration of innovative elements, the motivation of
the agglomeration of innovative elements, and the rela-
tionship between policy guidance and the agglomeration of
innovative elements. However, based on the existing liter-
ature, while the previous research provides rich experience
and reference for this research, there are still certain
shortcomings, mainly: the theory of agglomeration of in-
novative elements is based on the theory of industrial ag-
glomeration, innovation network theory, growth pole
theory, and production system. Based on theories and other
theoretical foundations, the research on the agglomeration
mechanism of innovative elements based on these theories
usually ignores the role of government actions in guiding the
agglomeration of innovative elements. Although some
scholars have pointed out that the role of government in-
tervention in the agglomeration economy has always been a
weak link in the current theoretical research on factor ag-
glomeration, few scholars have conducted in-depth research
on it. In this paper, an analysis of 17 makerspace devel-
opment policies of Zhejiang was conducted by NVivo, a
qualitative analysis software. By continuously summarizing,
7 core concepts were finally summarized. ,rough the game
evolution method to analyze the mechanism of the internal
relationship of innovation factors and build a model of the
development factors of the crowd-creation space and
through the empirical research on policy performance, it is

found that the balanced distribution of policy attention is
not enough, and the government’s support for talent policy
and service effectiveness is weak.

2. Selection and Statistical Analysis of the
Policy Texts

,e selected makerspace development policy texts of Zhe-
jiang were all derived from public data from the official
websites of Zhejiang Provincial People’s Government, vip.
chinalawinfo.com, collection, release, and interpretation
platform for mass innovation and entrepreneurship policy
and other departments. To ensure that the policy sample
selection was representative, comprehensive, and accurate,
we determined the sample selection principles: first, the
relevant policies are searched with “makerspace” and “in-
novation and entrepreneurship” as the key words; second,
the time is selected from March 2015 when the Guiding
Opinions of the General Office of the State Council on De-
veloping Makerspace and Promoting Mass Innovation and
Entrepreneurship was released to December 2019 when the
makerspace policy was issued by Zhejiang; third, the policy
by Zhejiang Provincial Government and various functional
departments is formulated; and fourth, laws and regulations,
planning, programs, opinions, methods, notices, an-
nouncements, and so on were selected as the policy docu-
ments, excluding informal decision-making documents such
as approvals, leaders’ speeches, and work reports. According
to the above principles, 17 makerspace development policies
of Zhejiang were finally selected, and the policy documents
are shown in Table 1.

3. Construction and Analysis of theMakerspace
Development Element Model

3.1. Statistical Analysis of the Policy Texts byWord Frequency.
First, the statistical analysis of policy documents was con-
ducted using the “word frequency” function of Nvivo11
(see Figure 1). ,e overview of makerspace development
policies can be intuitively displayed through the word
cloud map. Among them, “enterprise,” “development,”
“innovation,” “construction,” “service,” “industry,”
“technology,” “entrepreneurship,” and other keywords
were in large font size; that is, they were high-frequency
words, which showed that innovation and entrepreneurship,
enterprise development, science and technology innovation,
makerspace construction, service innovation were the key
contents of the government in formulating the development
policy of makerspace, and they embodied the main contents
of makerspace development and involved different stages of
innovation and entrepreneurship and related elements. ,e
“enterprise” included small and microenterprises, high-tech
enterprises, e-commerce enterprises, and other types of en-
terprise as well as all aspects of financial support for enter-
prises, so it was a high-frequency word in the policy text. ,e
“development” was a high-frequency word in the policy text,
indicating that the makerspace policy focused on promoting
the development of enterprises, industrial development,
talent development, and so on. ,e “innovation,” including
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innovation and entrepreneurship, scientific and techno-
logical innovation, and service innovation, was the essence
of makerspace development, so it was a high-frequency word

in the policy text. ,e “service” appeared 1,124 times in the
policy text, indicating that Zhejiang pays attention to in-
novation and entrepreneurship services. ,e “science and

Table 1: ,e makerspace development policy documents of Zhejiang.

No. Title Issuing no.

1 Reply of the General Office of Zhejiang Provincial People’s Government on the Pilot Plan of Science and
Technology System Reform of Hangzhou High-Tech Industrial Development Zone (Binjiang) ZZBH[2015] No. 81

2 Notice of Zhejiang Provincial People’s Government on Printing and Issuing the “Internet +” Action Plan of
Zhejiang Province ZZF[2016] No. 2

3 Notice of Zhejiang Provincial People’s Government on Printing and Issuing the “Made in China 2025”
Action Outline of Zhejiang Province ZZF[2015] No. 51

4 Notice of the General Office of Zhejiang Provincial People’s Government on Printing and Issuing the “13th
Five-Year Plan” for Talent Development in Zhejiang Province ZZBF[2016] No. 110

5 Notice of the General Office of Zhejiang Provincial People’s Government on Printing and Issuing the
Action Plan for Accelerating the Development of NewMaterial Industry in Zhejiang Province (2019–2022) ZZBF[2019] No. 22

6 Implementation Opinions of the General Office of Zhejiang Provincial People’s Government on
Developing the “Young Eagle Action” and Cultivating Hidden Champion Enterprises ZZBF[2019] No. 28

7 Implementation Opinions of Zhejiang Provincial People’s Government on Vigorously Developing
E-commerce and Accelerating the Cultivation of New Economic Power ZZF[2015] No. 49

8 Notice of Zhejiang Provincial People’s Government on Printing and Issuing the Outline of the 13th
Five-Year Plan for the National Economic and Social Development of Zhejiang Province ZZF[2016] No. 8

9 Opinions of the General Office of Zhejiang Provincial People’s Government on Promoting the
Construction of Science and Technology Innovation Corridor of West Hangzhou ZZBF[2016] No. 81

10 Notice of the General Office of Zhejiang Provincial People’s Government on Printing and Issuing the “13th
Five-Year Plan” for Major Construction Projects in Zhejiang Province ZZBF[2016] No. 88

11 Opinions of Zhejiang Provincial Department of Culture on Accelerating the Cultural Construction of
Characteristic Towns ZWF[2016] No. 7

12 Notice of the General Office of Zhejiang Provincial People’s Government on Printing and Issuing the “13th
Five-Year Plan” for Service Industry Development of Zhejiang Province ZZBF[2016] No. 102

13 Notice of the General Office of Zhejiang Provincial People’s Government on Printing and Issuing the Policy
of Burden Alleviation and Cost Reduction for Enterprises in Zhejiang Province (the First Batch in 2019) ZZBF[2019] No. 25

14 Notice of Zhejiang Provincial People’s Government on Printing and Issuing the Implementation Plan for
Promoting the Development of Big Data in Zhejiang Province ZZF[2016] No. 6

15 Notice of the General Office of Zhejiang Provincial People’s Government on Printing and Issuing the “13th
Five-Year Plan” for Development Plan of Advertising Industry in Zhejiang Province ZGSG[2016] No. 6

16 Opinions of the General Office of Zhejiang Provincial People’s Government on Promoting the Innovative
Development of Small and Microenterprises ZZBF[2018] No. 59

17 Opinions of Zhejiang Provincial People’s Government on Comprehensively Accelerating Scientific and
Technological Innovation and Promoting High-Quality Development ZZBF[2018] No. 43

Figure 1: Word cloud map.
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technology” appeared 957 times in the policy text, indicating
that scientific and technological innovation and high-tech
talents play an important role in the development of
makerspace, and the services of competent departments at
all levels in scientific and technological innovation, talent
training, and talent introduction are extremely important.
,e cultivation of innovation and entrepreneurial talents
and the development of makerspace have always been the
focus of economically developed cities, and strengthening
service construction is an important way to improve the
service quality of makerspace.

Although the word frequency statistic has an intuitive
effect, it can only roughly reflect the policy trend. To accurately
judge the policy trend, we need to use the “node” function to
conduct an in-depth coding analysis of the policy text.

3.2. Data Encoding Analysis and Model Construction

3.2.1. Open Encoding: Acquisition of the Direct Element of
Makerspace Development Policy. To better analyze the
policy texts, this paper open-encoded the policy documents
according to the “localized” [12] principle of Grounded
,eory. 30 makerspace development policy texts were im-
ported into Nvivo11 for analysis and coding sentence by
sentence. First, the policy documents were encoded into 686
free nodes, which were located at the bottom of the affiliation
and were direct elements affecting the makerspace.

3.2.2. Axial Encoding: Construction of the Makerspace De-
velopment Element Model. ,en, through in-depth analysis
according to the relationship between the principal and the
subordinate, the 686 free nodes were summarized and
formed into 34 second-level nodes. All the contents of the
policy texts were encoded as much as possible. ,e 34
second-level nodes were further summarized and formed 7
first-level nodes: “entrepreneurial incentive,” “fee reduc-
tion,” “employment support,” “entrepreneurial environ-
ment,” “talent support,” “financial support,” and “service
optimization” (see Table 2). So far, after the analysis and
node encoding of the 30 collected policy documents, the
nodes at all levels of the makerspace development policies of
Zhejiang were obtained. Based on the theory of innovation
elements [13], the model of makerspace development ele-
ment was constructed (Figure 2).

3.2.3. Analysis of the Basic Elements of Makerspace Devel-
opment Policy. ,e basic idea of evolutionary game is that in
a game group, the two parties of the game continue to engage
in repeated game activities. Evolutionary game theory is a
dynamic game process.,e equilibrium point of both parties
is experience. When the game process tends to be stable, t
will be more realistic in describing the evolution of the
decisions of the two parties in the game and the evolution of
the system.,e basic concept of evolutionary game theory is
evolutionary stability strategy, which provides the possibility
for evolutionary game theory to study the game process of
game groups from the perspective of bounded rationality.

,e evolutionary stability strategy reflects the relatively
stable situation formed in the dynamic game process. ,e
specific process is to first select some individuals to par-
ticipate in the game by random selection under a large
population. ,e game strategies of these selected individ-
uals have been specified in advance. After completion, the
strategy of some individuals in the group participating in
the game has changed; that is, another strategy set be-
forehand is selected. If the strategy chosen by these indi-
viduals does not cause the original strategy of the rest of the
individuals to change, then the original strategy has pro-
duced a relatively different strategy. With high payouts,
individuals who choose mutation strategies will either
choose the original strategy to adapt to survival under
external pressure or be excluded by the group. Evolutionary
game strategy is a stable state in which a population resists
the invasion of mutation strategy. Under the incentive of
the government’s guiding strategy, the main body of in-
novation factors chooses whether to enter the crowd-
creation space to participate in innovation activities. ,is
can be regarded as a dynamic game process. It has become
the optimal strategy for most of the subjects of innovation.
At this time, the government’s guiding strategy will play a
role in guiding the concentration of innovation. Evolu-
tionary game theory and copying dynamic equations can
vividly describe the frequency and frequency of a certain
strategy used in a group. ,is provides theoretical and
methodological enlightenment for us to study whether
government strategies can be adopted by most innovative
elements. It provides a theoretical basis for our under-
standing of the driving mechanism of the government to
guide the agglomeration of innovative elements.

,e node value of parent node element of makerspace
development policy was 277 (see Table 2). From the reference
number of the second-level nodes of policy support, we can see
that the financial support had the most nodes, 90, which
showed that there were many government support methods.
,e most important method was financial support, which can
support industries and departments, such as financial invest-
ment and financial subsidies. ,e second is employment
support. By introducing employment security measures and
special subsidies for temporary employment, we can reduce the
burden on entrepreneurs. ,e third was entrepreneurial in-
centive including various policies established by the govern-
ment such as innovation incubation funds, entrepreneurial
incentive mechanism, and risk compensation, which can im-
prove the operation, management ability, and incubation
ability of makerspace. ,e last was talent support, which was
mentioned by only 10 policy documents.

4. Analysis of the Internal Mechanism of
Elements for the Government to Guide the
Entrepreneurs into the Makerspace

,rough the solution to the evolutionary stability strategy
[14, 15] between the government and the entrepreneurs, the
internal mechanism of elements for the government to guide
the entrepreneurs into the makerspace was analyzed.
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4.1. Establishment of the Payoff Matrix between the
Government and the Entrepreneurs

4.1.1. Basic Assumptions and Parameters of the Game

Assumption 1. Without considering the impact of other
external environments, the participants of the game system
are composed of two subjects: the government and the
maker, and each subject is a bounded rational “economic
man.” Make mistakes and choose to adjust your strategy
until you make the best decision.

Assumption 2 (opportunity cost of revenue (B) (that is, the
basic salary of the current position) [16] and expected en-
trepreneurial revenue (EX1)). One of the important reasons
[17] why individuals give up their current work to start a
business is that they can earn higher revenue than their basic
wage (B). Suppose the total revenue realized after the success of
the business was I and the tax rate was α, but the premise of the
implementation of I was the entrepreneurial success. Suppose
the probability (C) of entrepreneurial success was a function of
the richness and quality of services provided by the makerspace
for the entrepreneurs, i.e., C � Df(R, U). D was the policy
effect, which was a function of government subsidies, i.e.,
D � D0h(Fz), h(Fz)> 0. D0 was the initial status value. ,us,
C � D0h(Fz), f(R, U). To sum up,EX1 � aPI � aID0h(Fz).

Assumption 3 (entrepreneurial investment (S)). Starting a
business requires not only energy but also a large amount
of basic funds (such as office space costs, industrial and
commercial administrative expenses, water-electricity-

Internet charges, and infrastructure purchase fees), as
well as part of the entrepreneurial service charges that
entrepreneurs enjoy in the makerspace. Here, we
regarded all the entrepreneurial investment in the early
stage of the business as the entrepreneurial investment
(S).

Assumption 4 (entrepreneurial policy incentives (Fc) and
opportunityc cost of capital (Sj1)). Entrepreneurs invest the
funds (S) obtained through various channels into the startup
while abandoning the possible revenue from these funds
invested in other areas. Suppose the basic return rate in the
capital market was θ and the capital gains tax was η. If these
funds were invested into the capital market, the revenue was
as follows: Sj1 � (1 + θ)(1 − η)S.

Assumption 5 (Tax (T)). Entrepreneurial success will bring
tax (T) to the government [18]. T included the tax paid by
the startup (T1 � ϕaCI) and the tax paid by the makerspace
(T2 � φbCI). To sum up, T � (ϕa + φb)CI.

Assumption 6 (entrepreneurial effect (Z), incentive derivative
cost (Sy), time value (H), entrepreneurial policy incentives
(F � Fc + Fz)). It included the entrepreneurial policy in-
centives for the entrepreneurs and the entrepreneurial policy
incentives for the makerspace [19].

4.1.2. Construction of Evolutionary Game Revenue Payment
Matrix. Suppose the probability that a maker enters the
makerspace to participate in innovation and

Table 2: Reference points of the elements of makerspace development policy of Zhejiang.

Policy Element classification Material source Reference point

∗Makerspace development policy of Zhejiang (267)

Entrepreneurial incentive 16 40
Fee reduction 13 20

Employment support 15 64
Entrepreneurial environment 16 26

Talent support 10 11
Financial support 14 90

Service optimization 11 16
∗ means the makerspace development policies of Zhejiang came from 17 makerspace development policy documents issued by Zhejiang from 2015 to 2020.

Talent support

Employment
support

Fee waiver

Entrepreneurship
incentive

Entrepreneurial
environment

Policy Support

Maker space

Service
optimization

direct
support

carrier

Indirect
support

guide drive

Figure 2: ,e model of makerspace development element.
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entrepreneurship is C1, the probability that a maker does
not enter the makerspace is 1 − C1, the probability that
the government chooses to support it is C2, and
the probability that it does not support is 1 − C2. Based on
the above model assumptions and parameter settings,
the payment matrix of the evolutionary game model
between the government and entrepreneurs is shown in
Table 3.

4.2.AeConstructionandAnalysis of theExpectationFunction
of Both Sides of the Game between Government and
Entrepreneurs

4.2.1. Building of the Revenue Expectation Function.
According to the above analysis, the return expectation
function of the entrepreneurs and the government was
constructed. Among them,

(1) ,e return expectation function of the entrepreneurs
was as follows:

QEnter � C2 (1 − ϕ)aCI + Fc  + 1 − C2( (1 − ϕ)aCI � C2Fc +(1 − ϕ)aCI,

QN− Enter � C2[B +(1 + θ)(1 − η)S] + 1 − C2( [B +(1 + θ)(1 − η)S] � B +(1 + θ)(1 − η)S,

QE � C1QEnter + 1 − C1( QN− Enter.

(1)

(2) ,e return expectation function of the government
was as follows:

QINSPIRE � C1 T + Z − F − Sy + H  + 1 − C1(  ϕB + η(1 + θ)S − Sy ,

QN− INSPIRE � C1(T + Z − H) + 1 − C1( [ϕB + η(1 + θ)S],

QG � C2QINSPIRE + 1 − C2( QN− INSPIRE.

(2)

4.3. Solution to the Evolutionary Stability Strategy Based on
Replication Dynamic Equation

(1) ,e replicated dynamic equation of the entrepre-
neurs was as follows:

M C1(  �
dC1

d
� C1 QENTER − QE(  � C1 1 − C1(  C2Fc +(1 − ϕ)aCI  − [B +(1 + θ)(1 − η)S] ,

M′ C1(  � 1 − 2C1(  C2Fc +(1 − ϕ)aCI  − [B +(1 + η)(1 − θ)S] .

(3)

Making M′(C1) � (dC1/d) � 0, we obtained C∗1 �

0, C∗1 � 1, andC∗2 � ((B + (1 + θ)(1 − η)S − (1 − ϕ)

aCI)/(Fc)).
Judging from the stability theorem of the replicated
dynamic differential equation and the evolutionary
stability strategy, when M(C1) � 0, M′(C1)< 0, P∗

was the evolutionary stability strategy.
Discussion. If C2 � ((B + (1 + θ)(1 − η)S − (1 − ϕ)

aCI)/(Fc)), then M(C1) � 0, M′(C1) � 0; that is, all
y-axis levels were stationary; when the government
incentives reached C2 � ((B + (1 + θ)(1 − η)S −

(1 − ϕ)aCI)/(Fc)), the possibility of entrepreneurs
staying in the makerspace was all stable.
If C2 > ((B + (1 + θ)(1 − η)S − (1 − ϕ)aCI)/(Fc)),
for C∗1 � 0 andC∗1 � 1, M′(0)> 0 andM′(1)< 0.
Now, P∗1 � 1 was the unique evolutionary stability
strategy; when the government incentives reached to

a certain extent and continued to increase, it was the
best choice for entrepreneurs to move in the
makerspace.
If C2 < ((B + (1 + θ)(1 − η)S − (1 − ϕ)aCI)/(Fc)),
for C∗1 � 0 andC∗1 � 1, M′(0)< 0 andM′(1)> 0.
Now, P∗1 � 0 was the unique evolutionary stability
strategy; when the government incentives were weak
enough and continued to weaken, the possibility of
entrepreneurs staying in the makerspace would
gradually reduce. At this time, it was the best choice
for entrepreneurs not to start a business. ,e rela-
tionship between the intensity of government in-
centives and the possibility of capital flowing into the
crowd-creation space to participate in innovation
and entrepreneurship is shown in Figure 3.

(2) ,e replicated dynamic equation of the government
was as follows:
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M C2(  �
dC2

d
� C2 QINSPIRE − QG(  � C2 1 − C2(  C1(2T − F) − Sy ,

M′ C2(  � 1 − 2C2(  C1(2T − F) − Sy .

(4)

Making M(C2) � (dC2/d) � 0, we obtained
C∗2 � 0, C∗2 � 1, andC∗1 � ((Sy)/(2T − F)).

Judging from the stability theorem of the replicated
dynamic differential equation and the evolutionary
stability strategy, when M(C2)�0 and M′(C2)< 0, C∗

was the evolutionary stability strategy.
Discussion. When C1 � (Sy/(2T − F)), then
M(C2) � 0 andM′(C2) � 0; that is, all y-axis levels
were stationary; when the government incentives
reached C1 � (Sy/(2T − F)), the government in-
centives were all stable.
If C1 > (Sy/(2T − F)), for C∗2 � 0 andC∗2 � 1,
M(0)> 0 andM′(1)< 0. Now, C∗2 � 0 was the
unique evolutionary stability strategy; when the
possibility of entrepreneurs staying in the maker-
space was strong enough and continued to increase,
the government incentives would increase. At this
time, it was the best choice for the government to
increase incentives.
If C1 � (Sy/(2T − F)), for C∗2 � 0 andC∗2 � 1,
M(0)> 0 andM′(1)< 0. Now, C∗2 � 0 was the
unique evolutionary stability strategy; when the
possibility of entrepreneurs staying in the maker-
space was weak enough and continued to decrease,
the government incentives would decrease. At this
time, it was the best choice for the government to
decrease incentives.

,e dynamic trend and stability of the government
incentives are shown in Figure 4.

4.4. Analysis of the Equilibrium Solution of Game. Based on
the above analysis, the replicated dynamic relationship
between the government and the entrepreneurs was con-
structed, which was represented by a two-dimensional plane
coordinate, as shown in Figure 5.

In Figure 5, O(0, 0) and B(1, 1) were evolutionary
stability strategies. O(0, 0) meant that entrepreneurs did not
move in the makerspace, and the government did not take
financial support measures. B(1, 1) meant that entrepre-
neurs actively moved in the makerspace to start businesses,
and the government took vigorous financial support mea-
sures. In the upper right area of Figure 5, the actions of the
both sides converged to B(1, 1), where both sides achieved a
Pareto equilibrium [20]. In other words, there was no better
point (except B(1, 1)) in the above plane area which can
make at least one side become better without making the
existing situation worse.

In the lower left area of Figure 5, the actions of the both
sides converged to O(0, 0), where the both sides achieved a
Pareto equilibrium. In other words, there was no worse point
(except O(0, 0)) in the above plane area which can make at
least one side become worse without making the existing
situation better. In other areas of Figure 5, the convergence
direction of the actions of the both sides would be uncertain.

Table 3: ,e payoff function matrix of the entrepreneurs and the government under different strategies.

Government policy
Entrepreneur

EntryC1 No entry 1 − C1

C2
KE � (1 − ϕ)aCI + Fc KE � B + (1 + θ)(1 − η)S

KG � T + Z − F − Sy + H KG � ϕB + η(1 + θ)S − Sy

1 − C2
KE � (1 − ϕ)aCI KE � B + (1 + θ)(1 − η)S

KG � T + Z − H KG � ϕB + η(1 + θ)S

Y

X

Y

X

C2 >
B + (1 + θ) (1 – η)S – (1 – ϕ)aCI

Fc
C2 <

B + (1 + θ) (1 – η)S – (1 – ϕ)aCI
Fc

Figure 3: ,e replicated dynamic equation phase diagram for the possibility of entrepreneurs staying in the makerspace.
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,rough further analysis, if the system was made to
converge to the optimal Pareto equilibrium point B(1, 1)

with high probability, the equilibrium point of the both sides
should appear in the upper right area of Figure 5. Now, the
following conditions should be met: C1 > (Sy/(2T − F)) and
C2 > ((B + (1 + θ)(1 − η)S − (1 − ϕ)aCI)/(Fc)). Based on
this, we obtained the following.

In C2 � ((B + (1 + θ)(1 − η)S − (1 − ϕ)aCI)/(Fc)),
there was a positive relationship between the basic wage (B),
capital market value (r), entrepreneurial investment (S),
individual income tax rate (ϕ), and C∗2 ; there was a reverse
relationship between the capital gains tax (η), the proportion
of income distribution of innovation achievements (a), the
success rate of entrepreneurship (C), the total income of
innovation achievements (I), and C∗2 . ,rough the above
analysis, we got C � Df(R, U) � D0g(Fz)f(R, U). ,ere-
fore, it was further concluded that there was also a reverse
relationship between the quantity R and quality U of the
entrepreneurial service types provided by the makerspace,
the financial subsidies provided by the government to the
makerspace, and C∗2 .

In C∗1 � (Sy/(2T − F)), there was a positive relationship
between the government incentives F � Fc + Fz (Fc means
government incentives for the entrepreneurs and Fz means
government incentives for the makerspace), incentive

derivative cost (Sy), and C∗1 ; there was a reverse relationship
between the time value (M) and C∗1 .

5. Empirical Analysis

5.1. Data Acquisition and Validity Analysis

(1) Data Acquisition. Same as the data acquired in the
index system, the data on the implementation of
policy tools also came from 52 makerspaces of
Zhejiang, but they were acquired through the sat-
isfaction survey of the policies formulated. ,e
policies were tested by Liken five-level scale [21],
with the policies not enjoyed by the makerspace
being 0 point. ,e policies enjoyed by the maker-
space were measured by satisfaction, which was
divided into five dimensions: very satisfied, satisfied,
general, unsatisfied, and very unsatisfied, with the
scores of 5–1 point, respectively. Although 52
makerspaces were surveyed, 38 questionnaires were
recovered, including 7 invalid questionnaires and 31
valid questionnaires.

(2) Reliability and Validity Test. ,e reliability of the
support policy scale was analyzed using SPSS, a
statistical analysis software, to test its internal con-
sistency, namely, to measure whether each policy
reflected the effect that the policy should be
expressed.

Reliability index, also known as reliability coefficient, is a
quantitative method to test reliability with Cronbach’s ϕ.
Cronbach’s α of the policy scale was 0.865, indicating that
the internal reliability of the policy scale was good.

Validity is to measure whether the comprehensive
evaluation system can accurately reflect the evaluation
purpose and requirements and refers to the correctness of
the characteristics measured by measuring tools. ,e
higher the validity, the higher the correctness of the
characteristics measured by measuring tools. ,e author
classifies the policies according to the dimensions of
employment support policies, entrepreneurship incentive
policies, talent support policies, and financial support
policies and designs the items of the scale according to the
policies, as shown in Table 4. By deleting and modifying
some items of the scale, we get the optimized efficiency
scale, as shown in Table 5.

Y

X

Y

X

C1 <
Sy

2T – F C1 >
Sy

2T – F

Figure 4: ,e replicated dynamic phase diagram of the government incentives.

O (0, 0)

P1
⁎

P2
⁎

(0, 1) (1, 1)

(1, 0)

Figure 5: ,e schematic diagram of the replicated dynamics and
stability of the both sides.
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5.2. Construction of the Policy Effect Measurement Model.
In this study, the general multiple regression analysis
model was constructed based on the statistical analysis of
data through survey questionnaires. ,e policy category
was n; y1, y2, y3, and y4 were the explanatory variables,
which represented employment support policies, entre-
preneurial incentive policies, talent support policies, and
financial support policies, respectively; h was the intercept
item, which was a constant; t was the number of statistical
dimensions of the model data; ZK0 was the innovation
support ability of makerspace; ZK1 was the maker attrac-
tion ability of makerspace; ZK2 was the entrepreneurial
resource guidance ability of makerspace; and ZK3 was the
entrepreneurial output ability of makerspace; the model
was as follows:

ZKt � aiyi + · · · + anyn + h. (11)

5.3. Empirical Results. ,e SPSS was used to bring the
processed raw data into the model for regression, as shown
in Table 6.

,e regression results of ZK0 showed that employment
support policies, entrepreneurial incentive policies, and fi-
nancial support policies had a positive effect on the ZK0,
while talent support policies had a negative effect on ZK0.
,e regression results of ZK1 showed that employment
support policies, entrepreneurial incentive policies, and fi-
nancial support policies had a positive effect on ZK1, while
talent support policies had a negative effect on ZK1. ,e
effect of policy on ZK1 was consistent with that on ZK0. ,e
difference was that talent support policies had an insignif-
icant negative effect on ZK1 and entrepreneurial incentive
policies had the strongest positive effect on ZK1, followed by
financial support policies. ,e regression results of ZK2
showed that only financial support policies had a positive
effect on ZK2. ,e regression results of ZK3 showed that
employment support policies and entrepreneurial incentive
policies had a positive effect on ZK3, while talent support
policies and financial support policies had a negative effect
on ZK3.

6. Problem Analysis and Policy
Improvement Suggestions

6.1. Insufficient Balanced Distribution of Policy Attention and
Weak Government Support for Talent Support Policies and
Service Support Effectiveness. Judging from the material
source and reference point of the parent node of Zhejiang,
there was a large gap between the times of nodes mentioned
in the policy documents, and the government focused on
financial support, entrepreneurial environment, entrepre-
neurial incentives, and employment support. As for the
agglomeration ability of entrepreneurs, the influence coef-
ficient of employment support policies, entrepreneurial
incentive policies, and financial support policies was posi-
tive, which suggested that the three types of policies broke
through the policy trigger point (equilibrium point) in the
process of implementation and realized the agglomeration of
entrepreneurs in themakerspace.,e influence coefficient of

Table 4: Government policy elements scale of makerspace.

Variable dimensions Measurement questions

Employment support policies
(Aa1) Introduce employment protection measures
(Aa2) Temporary special subsidy for employment
(Aa3) Provide employment guidance services

Entrepreneurial incentive
policies

(Ab1) Award based on the crowd-creation space recognized by the city, province, country, and other
different levels

(Ab2) Establish various venture capital funds
(Ab3) Support researchers from universities, scientific research institutes, and corporate executives to

retain their jobs and start their own businesses

Talent support policies

(Ac1) Establish entrepreneurship college, innovation and entrepreneurship resource construction, and
entrepreneurship practice teaching

(Ac2) Provide support policies for the entry and exit of talents, housing, settlement, children’s enrollment,
and employment of family members

(Ac3) Expand the scale of talent introduction

Financial support policies

(Ad1) Reward based on the number of incubating companies, the number of successfully incubated
companies, and the projects introduced

(Ad2) Subsidies for rent, broadband fees, water and electricity, purchase of facilities, and so on
(Ad3) Provide loan interest discounts and guarantee fee subsidies for startups in the space

Table 5: Cronbach’s alpha of innovation elements in each
dimension.

Dimension Item CITC Cronbach

Employment support policies
Aa1

0.536
0.865

Aa2 0.850
Aa3 0.864

Entrepreneurial incentive policies
Ab1

0.665
0.875

Ab2 0.864
Ab3 0.855

Talent support policies
Ac1

0.428
0.862

Ac2 0.870
Ac3 0.845

Financial support policies
Ad1

0.502
0.844

Ad2 0.865
Ad3 0.865
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the three types of policies in order from large to small was
financial support policies> entrepreneurial incentive poli-
cies> employment support policies. It can be seen that in the
process of entrepreneurs to decide whether to enter the
makerspace, the financial support policies were their first
consideration, followed by the entrepreneurial incentive
policies. Although the employment support policies broke
through the policy trigger point (equilibrium point), the
effect was not significant. ,e talent support policies were
the opportunity element of the development of makerspace
and the core element of innovation. ,e effect of talent
service was the motivation goal of the development of
makerspace, and the powerful talent policy was an important
force to promote the development of makerspace. However,
at present, Zhejiang does not pay enough attention to the
makerspace policies in talent and ignores the support for
opportunities and motivation goals when formulating pol-
icies.,erefore, the formulation of makerspace development
policies must strengthen the emphasis on talent support
policies and service results.

6.2. Policy Improvement Suggestions. ,e report to the 19th
National Congress of the Communist Party of China calls for
implementing a more active, more developed, and more
effective talent policy to gather talents from all over the
world and accelerate the building of a talent power. Zhejiang
Provincial Talent Work Conference put forward to highlight
the “best and brightest talents” guidance and to build the
best province of talent ecology. ,erefore, the imple-
mentation of accurate introduction of talents is imperative.
,e accurate introduction of talents is to introduce andmanage
talents to meet the needs of makerspace industry and ensure
that everyone can become talented and everyone can show
their talents.,e state and local governments have also issued a
series of policy documents on talent introduction and man-
agement, such as “,ousand Talents Program,” “Hundred
Talents Program,” and “151 Talents.” However, studies have
shown that the local talent introduction policies have a high
homogenization and the lack of differentiation, leading to the
single talent introduction channel and the homogenization of
talent [22]. Innovation drives development, and talent leads
innovation. To gain influence for makerspace in the compe-
tition, the key is to accelerate the agglomeration of makerspace
innovative talents. ,erefore, we should pay attention to talent
planning and make Zhejiang become the place of talent ag-
glomeration by means of the talent introduction model and
talent flow guarantee mechanism. First, the talent introduction
model is innovated, and equal emphasis on talent introduction

and talent cultivation is advocated. ,e traditional “govern-
ment-led” and “capitalized” talent introduction model is re-
formed [23], and the talent introduction model of “combining
government support and market mechanism” is established. In
other words, the government plays a guiding and promoting
role in the macroaspects such as the reward policy and
guarantee policy of talent introduction. And the employers
implement other microaspects such as talent introduction
way, talent types, standards, treatment, scientific research,
and entrepreneurial working environment in accordance
with the market mechanism. According to the needs of
industrial development, the employers should do a good
job in top-level design and overall planning, clear the goal
of talent introduction, attract talents as needed, and focus
on the cultivation of makerspace talents. According to the
needs of local economic development, the employers
should formulate the talent cultivation mechanism and
strengthen the follow-up cultivation of local talents and
introduced talents so that the introduced talents can drive
local talents, and they learn from each other, creating an
environment for harmonious development.

In addition, attention is paid to both the introduction of
talents at home and abroad and the guarantee mechanism of
talent loss. By 2050, the total number of international im-
migrants will reach 405 million, with about 70% of skilled
immigrants [24, 25]. Attracting and retaining these talents
are the source of impetus for the future development of
makerspace. ,erefore, talents are introduced according to
the regional makerspace development practice and the talent
policies are dynamically adjusted for different development
stages of makerspace, to ensure the organic integration of
talent development with makerspace and social and eco-
nomic development as well as the precise docking of talent
introduction with makerspace industry demand and to
reduce the waste of resources and talent loss caused by
blind introduction. Besides, pay close attention to the
innovation and entrepreneurship work after the intro-
duction of talents to make them adapt to the innovation
and entrepreneurship atmosphere of makerspace as soon
as possible, track, analyze, evaluate and feedback the
innovation and entrepreneurial behavior and achieve-
ments so as to timely improve the talent management
mechanism, adjust the talent strategy, and ensure the
stable development of the talent team.

Data Availability

,e data used to support the findings of this study are in-
cluded within the article.

Table 6: Empirical results.

Policy performance
Innovation support ability Attraction ability Resource guidance ability Output ability

Employment support policies 0.0578 − 0.504∗∗ 0.171∗ 0.148∗
Entrepreneurial incentive policies − 0.239∗ − 0.139∗ 0.067 0.128∗
Talent support policies − 0.277∗ 0.279∗ − 0.401∗ − 0.427∗∗∗
Financial support policies 0.278∗ − 0.145∗ − 0.022 0.08∗

Note. ,e figure in brackets is t; ∗, ∗∗, and ∗∗∗ indicate significance at the significance level of 10%, 5%, and 1%, respectively.
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Data augmentation is a commonly used technique in data science for improving the robustness and performance of machine
learning models.*e purpose of the paper is to study the feasibility of generating synthetic data points of temporal nature towards
this end. A general approach named DAuGAN (Data Augmentation using Generative Adversarial Networks) is presented for
identifying poorly represented sections of a time series, studying the synthesis and integration of new data points, and per-
formance improvement on a benchmark machine learning model. *e problem is studied and applied in the domain of al-
gorithmic trading, whose constraints are presented and taken into consideration. *e experimental results highlight an
improvement in performance on a benchmark reinforcement learning agent trained on a dataset enhanced with DAuGAN to
trade a financial instrument.

1. Introduction

Data augmentation is a vast and often used method for
enhancing the amount of data available for training a ma-
chine learning (ML) model. It is well known that the amount
and quality of data available are closely bounded to the
success of any ML project, independent of the application
domain. *ere are multiple data augmentation procedures,
which are often specific to the application domain and the
specific dataset that is used.

For example, image-based machine learning tasks often
employ operations of contrast adjustment, flipping, trans-
lation, cropping, rotation, color space manipulation, etc.
*ese present new contexts to the model, helping it to better
generalize and to avoid overfitting [1]. Another example of
data augmentation is the SMOTE, or the Synthetic Minority
Oversampling Technique, whose purpose is to alter the
dataset presented to the algorithm by presenting minority-
class data points to the classifier more often than they
naturally occur (oversampling), while minimising the rate at
which the majority class appears (undersampling). *is
increases the sensibility of the model for the subrepresented

data class and has applications such as identifying fraud
credit card transactions [2].

A more recent augmentation method involves using a
generative adversarial neural network (GAN) architecture,
whose ability to reproduce a statistical distribution is
repurposed for creating new, convincing examples of a
poorly represented class, or generally any point of the dataset
[3]. GANs are an important machine learning paradigm.
Two neural networks engage in a zero-sum game where the
generator network attempts to generate new samples, while
the discriminator discerns between real samples and gen-
erated samples. *e end goal is to train the generator into
reproducing the initial train distribution as close as possible.
GANs have been used to great effect, with examples such as
reproducing the effects of dark matter on astronomical
observations [4], generating photorealistic human faces [5],
or applying style transfer operations in the audiodomain [6].

Identifying imbalanced classes and enhancing their
presence in the time series would not be devoid of practical
applications. One such example is securities trading. Secu-
rities are defined as any financial instrument that can be
bought or sold via an accredited intermediary, creating a
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supply and demand market. An example is the stock market,
which allows buying and selling “shares”: discreet units of
ownership in a company. While the price of any share has a
correlation with the business performance, there is research
that indicates the market’s sentiment and domain-specific
factors such as national interest rate create a cyclical effect on
the price evolution [7, 8].

*e current paper is based on work originating from two
research questions:

(1) RQ1. Is it possible to improve the performance of
reinforcement learning- (RL-) based trading algo-
rithms through augmenting training data using
adversarial techniques?

(2) RQ2. What is the performance gain of the RL agent
trained on the enhanced data over a baseline RL
agent trained on the initial data, without
augmentation?

To this end, a general approach named Data Augmen-
tation using GANs is proposed for identifying poorly repre-
sented sections of security-related time series. Leveraging that
autoencoder neural network architectures can encode and
decode complex temporal dependencies to and from a latent
space, the proposal reduces the problem of identifying poorly
represented time series periods into a clustering problem [9]
and synthesises new examples of the minority class using a
GAN architecture. A method of integrating synthesised data
points into the original time series, respecting the original
constraints of the data, is presented, and experiments are
carried out for measuring the performance improvement on
benchmark reinforcement learning algorithms.

Parallels between the proposed method and the Time-
GAN method proposed by Yoon et al. for generating ar-
bitrary time-series [10] are acknowledged. *e proposed
method improves by particularising the problem to the
constraints of security-related time series on one hand and
the problem of data series minority data augmentation on
the other one.

Section 2 introduces fundamental concepts used by the
approach, along with a literature review on time series
generation. DAuGAN is introduced in Section 3 along with
proposed methodology, whilst experimental results and
their analysis are presented in Section 4. *e conclusions of
the paper and directions to further improve and extend
DAuGAN are outlined in Section 5.

2. Background

*is section presents a literature overview of the technical
notions used in this paper. *e importance and evolution of
generative adversarial and autoencoder networks are pre-
sented, together with a brief review on reinforcement
learning. Historical approaches related to data augmentation
and data synthesis on time series are also presented.

2.1. Generative Adversarial Networks. GANs is a deep
learning architecture that have been first introduced by Ian
Goodfellow et al. [11], which has been heavily used in image-

based tasks, from synthesising new images [12] to repro-
ducing the content of one image in the style of another.

At a very high level, the generative adversarial network
technique pits two deep neural networks against each other
in a zero-sum game. One of the networks, the generator,
acts as a map from a latent space towards a desired dis-
tribution, sampling noise from the latent space that is
synthesised as closely as possible to a point in the distri-
bution. Its counterpart, the critic, is fed samples from both
the real distribution and from the generator, with the goal
of deciding whether the sample is “real” or “fake.” Over
time, the two networks improve at their goal, resulting in
not only better fakes from the generator but also a better
ability to discern the fakes from the critic. Ideally, the
system converges towards equilibrium where the critic can
no longer separate between the two classes; i.e., it assign
equal probability for any sample to be either one of the
classes.

Formally, the generator attempts to minimise the value
of the following loss function, while the discriminator at-
tempts to maximise it: Ex[log(D(x))] + Ez[log(1 − D
(G(z)))]], where x is a random variable corresponding to
the real distribution, z is a random variable assigned to the
generated distribution, G(x) is the generator’s output, D(x)

is the discriminator’s output, and Ev denotes the expected
value over all instances v.

*e expected value is used to indicate that the loss is the
average over all samples of the batch at a given training step.
*e critic assigns values from 0 to 1, estimating the prob-
ability that a sample is real. Letting x denote the real dis-
tribution and z denote the synthesised distribution, the critic
attempts to maximise this loss, the upper bound being
obtained when all labels are properly assigned, while the
generator attempts to minimise it by controlling the second
term, i.e., generating more convincing examples, signified by
the G(z) term.*e log operations are derived from the cross
entropy between the real and fake distributions.

Notorious problems affecting GANs are mode collapse
and vanishing gradients. Vanishing gradients is a general
issue in machine learning, where gradients prove insufficient
for the machine learning model to update meaningfully,
while this issue has classically occurred in neural models
with high depth [13] or recurrent networks such as long-
short term memory architecture [14]. However, the issue
manifests particularly in the case of generative adversarial
networks: the unadjusted loss formulation presented above
will result in a critic that converges faster than the generator.
*us, the critic cannot offer constructive feedback for the
generator to improve on, since it perfectly discerns between
real and fake.

A connected issue with vanishing gradients that is faced
by generative adversarial networks is mode collapse. *e
problem manifests on the generator’s side by mapping all
latent points to the same synthesised sample. From the
perspective of game theory, both mode collapse and van-
ishing gradients issues are caused by the two players, the
critic and the generator, converging to a local, undesired
optimum of the game that does not offer enough incentives
for any of the networks to update their weights [15].
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Several improvements on the domain transfer sub-
problem have been addressing the mode collapse issue.
CycleGAN [16] introduces the following adjustments: in-
stead of sampling from a latent random space, the generator
samples from the input space of the input domain, with
output in the target domain. *e critic is fed both generated
images and those belonging to the target domain, thus
encouraging the generator to learn a better mapping be-
tween input and target. *us, the improvement resides in
translating the task into an unsupervised task, as the gen-
erator is ideally able to map any image from the first domain
to an image in the target domain. A limitation of the
CycleGAN paper is the domains being required to be ho-
mogeneous [17]. An improvement over the CycleGAN is
represented by TraVeLGAN [18], which adds to the classical
two network architectures formed of a generator and critic, a
third, siamese network, and eliminates the domain homo-
geneity constraint [19].

*e Wasserstein variation of the generative adversarial
network architecture (WGAN), authored by Arjovsky et al.
[20] offers a robust method to train GAN architectures. *e
WGAN improves the stability of learning, eliminates
problems such as mode collapse, and provides meaningful
learning curves useful for hyperparameter searches.

2.2.Autoencoders. *e autoencoder (AE) architecture uses a
two-part neural network to transform the input in a com-
pressed and meaningful representation using the encoder
part, recreating the input using the decoder part [21]. *e
technique proves to be immensely flexible and is of interest
to the purpose of this thesis since former research proved
that autoencoders are able to encode and decode complex
temporal features into the latent space [9]. Furthermore,
there are no special theoretical aspects to be considered over
a general-purpose deep learning architecture. *e autoen-
coder is presented as two symmetrical parts, with a small,
latent representation in the middle, usually trained to
minimise the mean squared error between the distribution
and itself.

AEs can be interpreted as an improvement over the sta-
tistical technique of principal component analysis. Principal
component analysis with p dimensions identifies an ortho-
normal base of p vectors that best identify the variance of the
input distribution [22]. *is technique is limited to linear
representations, unlike the manifold organized by the
autoencoder. *us, the AE is able to construct higher fidelity
correlations between the original and latent spaces, preserving
relationships. Furthermore, there are multiple accounts in the
literature in using the latent representation over the initial
dataset with great effect for increased classification perfor-
mance, better interpretability of the obtained clusters, or better
ability to generalize over the latent representation [23–25].

Salakhutidnov and Hinton restrict the latent represen-
tation to a binary code which is interpreted as the output of a
black-box hash function modelled by the encoder. *e
hashing is applied in the field of document retrieval, where
the hashing of the query is used to retrieve the directly
associated documents plus documents from neighbouring

hashes. *e task has also been approached from a generative
approach by Hansen et al. in Unsupervised Neural Gener-
ative Semantic Hashing [26].

2.3. Reinforcement Learning. Reinforcement learning (RL) is
a paradigm of the machine learning field where problems are
modelled around two fundamental notions: agents and
environments. Agents are able to interact with the envi-
ronment via a defined set of “actions” which change the
environment’s “state.” Defining the problem’s solution as a
desirable environment state, the agent is conditioned via
“rewards” and “punishments” to reach this favourable state.
RL purpose is to teach an agent the optimal policy of acting
inside an environment.*e environment can at any moment
be in a certain state that can be changed by the agent’s
actions. *e agent receives feedback from the environment
in the form of a reward. Using a tradeoff between reward and
value (future reward received by the agent by taking a certain
action in a particular state), the agent learns a policy that
decides the best course of action for a given state.

*is flexible framework has allowed to model complex
real-world situations: scheduling drug administration to
patients with chronic conditions in order to minimise risk of
negative interactions [27, 28], minimising energy costs as-
sociated with cooling of data centers [29], or outmatching
human players in games such as Go [30].

RL is facing a growing interest in the discipline of al-
gorithmic trading [31, 32]. *e interest can be explained by
the ease with which the problem can be modelled: given the
price fluctuation of a certain instrument, an agent’s purpose
is to maximise the overall profit. Current frontier in rein-
forcement learning focuses on improved training perfor-
mance, particularly incentivising the agent to explore
multiple action courses and breaking the state causality effect
on training by sampling and replaying random past states
[33]. Intuitively, these improvements focus on offering the
agent the ability to retrospect and decide on past better
courses of action.

2.4. Time Series Generation. GAN-based methods or gen-
erative adversarial network models have emerged as a
popular technique for generating or augmenting datasets,
especially with images and videos. However, GANs give
poor fidelity in networking data, which has both complex
temporal correlations and mixed discrete-continuous data
types. Although GAN-based time series generation exist-
s—for instance for medical time series—such techniques fail
on more complex data exhibiting poor autocorrelation
scores on long sequences while prone to mode collapse.

TimeGAN architecture introduced by Yoon et al. [10] is
of strong interest for the proposed method, as it reinforces
the idea that latent spaces can be used to better understand
the original time series distribution of the data. Specifically,
the paper proposes using two latent spaces, HS and HX,
where S represents the mathematical space of static features
of the time series, e.g., gender, while X represents the space
of temporal dependencies of the time series, e.g., the cho-
lesterol level as the person ages. *e paper asserts that
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instead of using only a generator-discriminator system for
creating new samples, introducing supervised learning to the
unsupervised generation will increase the fidelity of gen-
erated data. *e supervised loss comes from two encoder-
decoder pairs (h: S⟼HS, e: HS⟼S) and (hX: X⟼HX,

eX: HX⟼X) between the initial space and latent space,
with the GAN networks learning to directly replicate the
latent vectors: (g: ZS⟼HS, d: HS⟼IR) and (gX:

ZS⟼HS, d: HS⟼IR), where ZS and ZX are the space the
random noise is sampled from. Of particular interest is the
use of recurrent neural networks throughout the architec-
ture. Notably, gX features the use of a 2-step autoregression
dependency for creating the temporal latent vector. Re-
current neural networks are also used for encoding and
decoding between X and HX.

DoppelGANger architecture introduced by Lin et al. [34]
represents a current benchmark in time series generation. It
tackles a similar problem with TimeGAN as both separate
the generation of static attributes from the time series
measurements, although focusing on privacy over accurate
reproduction of the target distribution time series. Specifi-
cally, the generation procedure for the time series implies a
conditional process akin to prior work with Conditional
Generative Adversarial Nets [35].

*e network further improves by providing a normal-
ization approach that avoids mode collapse on long time
series: instead of normalizing the entire data set at once,
using the global minimum and maximum, the algorithm
normalizes using the per-sample minimum and maximum.
Furthermore, the minimum and maximum are attached as
static metadata describing the associated time series. *us,
the generator is responsible for creating the static features
and is also in charge of creating the features that normalize
the time series.

*e final DoppelGANger architecture uses three net-
works for generating data: a generator network used for
generating static attributes and a generator network used for
generating the minimum and maximum of each time series,
as described above. *e data generated by the two networks
is fed into the third, a recurrent neural network which le-
verages the provided information plus its internal state to
generate measurements. A stacked discriminator critiques
the generator’s work: one model focuses on the generated
static features (also called metadata), while the other is a
recurrent neural network critiquing the generated
measurements.

3. Methodology

*is section presents the steps undertaken in obtaining the
augmented dataset. *e dataset is discussed, along with the
data preprocessing operations carried out. Afterwards, the
LSTM-based autoencoder architecture employed for trans-
lating between the initial and the latent space is detailed upon.
*e latent space obtained is explored, and underrepresented
sequences are identified using an OPTICS clustering algo-
rithm. Moving on, the adversarial network (WGAN) used to
sample new examples is presented, and the process of inte-
grating the new samples into the initial dataset is discussed.

A high-level overview of the DAuGAN approach is
depicted in Figure 1. *e code, models, and dataset used are
publicly available in [36].

3.1. Dataset. For the purpose of the paper, a dataset de-
scribing the evolution of the price for Apple’s company
stock, denoted by the AAPL ticker on New York stock
exchange, has been chosen.

*e dataset presents samples at every 15 minutes, cov-
ering the company’s price evolution starting from 1st of
January 1998 until 3r d of December 2021, totalling 289487
time steps. *e dataset features 7 initial columns: date, time,
open, high, low, close, and volume. *ese features are often
used in the domain of algorithmic trading and offer indi-
cators on the price’s evolution per time step. *e open
feature describes the price at the start of the time step, and
high and low describe the maximum and minimum reached
throughout the time-step, while the close price describes the
price at interval’s end. *e volume feature represents the
number of trades executed in the given period.

Table 1 presents a sample fragment from the beginning
of the time series.

Since the time steps are continuous, there are constraints
that apply for any time step t.

∀t≥ 1: closet−1 � opent, (1)

xt ≤ hight,∀t,∀x ∈ low, close, open , (2)

xt ≥ closet,∀t,∀x ∈ low, high, open . (3)

However, real world imposes exceptions to these con-
straints. First, the data used come only from the trading
hours action, starting from 09 : 30 until 16 : 00, Monday to
Friday, when all traders can take part in the market.
However, the NYSE, and in general, the exchanges located in
the United States, also present a “before-market” and “after-
market” period, limited to institutional investors such as
pension funds, hedge funds, or banks. Furthermore, shares
can be traded between any two interested parties, without
the exchange as an intermediary.

It is beyond the scope of the paper to identify and
enumerate all possible sources of discontinuity that could
violate Equation (1). *e simplifying assumption that the
condition holds for any two consecutive steps is made.

Basic statistics for the numerical features of the dataset
are calculated. *e analysis from Table 2 reveals that volume
features a very wide, [102, 107], domain.

Columns open and volume are plotted, observing that
columns high, low, and close will trend in correlation and
close to open column, leading to Figure 2. Figure 2(a)
presents the histogram of volume column in the initial
dataset, while Figure 2(b) depicts the open column evolution
in time.

*e keen observer will be very interested in the two
sudden drops in price illustrated in open column evolution
illustrated in Figure 2(b). *ey represent a domain-specific
event called share splitting. In a X: 1 share split, the price of
one share is divided by X while each share presplit is
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replaced with X times more. *is preserves the value of the
investment while lowering the financial bar for buying one
share, attracting interest and activity from smaller investors
with the better price per action.

3.1.1. Data Preprocessing. Date and time features are dis-
carded, since the augmented dataset obtained at the end of the
procedure contains a larger number of samples and the two
features must be mocked. For training open, high, low, close,
and volume columns are used. Considering the exponential
distribution of the volume highlighted in Figure 2, with values

in the domain of [102, 107], a logarithm transformation is
applied column-wise, followed two independent statistical
normalization operations: one for the [open,high, low, close]
columns and one for volume. Applying normalization on all
columns would violate the constraint of Equation (1), as the
features follow different distributions. Training on non-
logarithmized leads to an autoencoder collapse, with most
values outputted be decoder for volume being zero.

Figure 3 illustrates the dataset after normalization. One
observes that the transformation of volume feature
(Figure 3(a)) is notable, compared to the initial data
(Figure 2(a)).

LSTM based
autoencoder

OPTICS
clustering
algorithm

WGAN
architecture

Figure 1: DAuGAN approach.

Table 1: An excerpt from the beginning of the time series.

Date Time Open High Low Close Volume
1998/02/01 09:30 13.6250 13.7500 13.5000 13.6875 20270
1998/02/01 09:45 13.6875 13.7500 13.5000 13.6250 334000
1998/02/01 10:00 13.6250 13.7500 13.5625 13.7500 299900
1998/02/01 10:15 13.7500 14.0000 13.6250 14.0000 430201
1998/02/01 10:30 13.9375 14.8125 13.7500 14.6250 944200
1998/02/01 10:45 14.6250 14.7500 14.3750 14.4375 218103

Table 2: Count, mean, standard deviation, and minimum values for the entire dataset plus upper bounds for each quarter of the dataset in
sorted order.

Open High Low Close Volume
Count 2.894870e+ 05 2.894870e+ 05 2.894870e+ 05 2.894870e+ 05 2.894870e+ 05
Mean 187.757776 188.038462 187.466230 187.758491 4.580510e+ 05
Std 160.514466 160.689723 160.326415 160.513598 9.206810e+ 05
Min 12.550000 12.950000 11.312500 12.850000 1.000000e+ 02
25% 78.750000 78.920000 78.500000 78.750000 5.900000e+ 03
50% 131.040000 131.330000 130.790000 131.040000 1.033630e+ 05
75% 248.160000 248.605000 247.625000 248.150000 5.635505e+ 05
Max 704.800000 705.070000 704.530000 704.800000 7.514145e+ 07
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In preparation for the training of the models, time series
are split into chunks of twenty time steps and an overlap of
eight time steps between two chunks formed of the forty
consecutive time steps.

3.2. Autoencoder. It is difficult to identify outliers in the
original, time series problem space.*e issue is resolved via an
autoencoder architecture that translates the time series
samples into a latent, Euclidean space, where clustering can be
applied in order to identify outliers.*e autoencoder is tasked
with translating between the two spaces. *e dimensions of
the latent space are not significant in themselves, and the
cardinality has been chosen in order to minimise Pearson
correlation, reducing autoencoder training time.

*e architecture of the proposed autoencoder is illus-
trated in Table 3 (the architecture for the encoder) and Table 4
(the architecture for the decoder). *e encoder and decoder
parts of the architecture mirror each other. When repro-
ducing the experiments, one should expect training and
validation losses in the domain of 10− 4 after 1000 epochs of
training. Besides the valloss metric, Person correlation between
dimensions of latent space is employed in order to determine
the minimum number of nonredundant dimensions.

In the encoder, one-dimensional convolutions use same
padding mode, increasing the number of dimensions fed into
the LSTM layers. It has been observed that the expansion in
dimensionality aids the convergence of LSTM layers. *ree
stacked LSTM layers are used to capture temporal depen-
dencies and encode them in the condensed latent form. *e
decoder operates in the same manner, with stacked LSTM
layers expanding the temporal correlations encoded in latent
and reverse convolutions condensing dimensions back to the
original form. Following best practices from the literature,
dropout layers with a rate β � 0.3 are intertwined for regu-
larization purposes [37], and PReLu function is employed as
activation between all layers [38]. *e optimization algorithm
involved in training is Stochastic Gradient Descent with a
learning rate of α � 0.0001 that uses Nesterov momentum
[39]. *e choice of the optimizer is motivated by the fact that
Adam is not guaranteed to converge [40].

3.2.1. Analysing the Latent Space. *e Pearson correlation
heat map between the features is illustrated in Figure 4. *e
latent features have weak correlation, indicating an optimum
number of features. AnOPTICS algorithm [41] is applied for
identifying minority clusters, sampling the epsilon
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Figure 2: (a) Histogram of volume feature in the initial dataset; (b) open feature evolution in time.
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Figure 3: (a) Histogram of volume feature in the normalized dataset; (b) open feature evolution in time in the dataset after normalization.
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Table 3: Encoder architecture.

Layer (type) Output shape Param #
input_1 (InputLayer) [(None; 20; 5)] 0
conv1d (Conv1D) (None; 20; 256) 5376
p_re_lu (PReLU) (None; 20; 256) 5120
dropout (Dropout) (None; 20; 256) 0
conv1d_1 (Conv1D) (None; 20; 256) 262400
p_re_lu_1 (PReLU) (None; 20; 256) 5120
dropout_1 (Dropout) (None; 20; 256) 0
conv1d_2 (Conv1D) (None; 20; 256) 262400
p_re_lu_2 (PReLU) (None; 20; 256) 5120
dropout_2 (Dropout) (None; 20; 256) 0
lstm (LSTM) (None; 20; 256) 525312
p_re_lu_3 (PReLU) (None; 20; 256) 5120
dropout_3 (Dropout) (None; 20; 256) 0
lstm_1 (LSTM) (None; 20; 256) 525312
p_re_lu_4 (PReLU) (None; 20; 256) 5120
dropout_4 (Dropout) (None; 20; 256) 0
lstm_2 (LSTM) (None; 12) 12912

Table 4: Decoder architecture.

Layer (type) Output shape Param #
input_2 (InputLayer) [(None; 12)] 0
repeat_vector (RepeatVector) (None; 20; 12) 0
lstm_3 (LSTM) (None; 20; 256) 275456
p_re_lu_5 (PReLU) (None; 20; 256) 5120
dropout_5 (Dropout) (None; 20; 256) 0
lstm_4 (LSTM) (None; 20; 256) 525312
p_re_lu_6 (PReLU) (None; 20; 256) 5120
dropout_6 (Dropout) (None; 20; 256) 0
conv1d_3 (Conv1D) (None; 20; 256) 262400
p_re_lu_7 (PReLU) (None; 20; 256) 5120
dropout_7 (Dropout) (None; 20; 256) 0
conv1d_4 (Conv1D) (None; 20; 256) 262400
p_re_lu_8 (PReLU) (None; 20; 256) 5120
dropout_8 (Dropout) (None; 20; 256) 0
conv1d_5 (Conv1D) (None; 20; 256) 262400
p_re_lu_9 (PReLU) (None; 20; 256) 5120
dropout_9 (Dropout) (None; 20; 256) 0
time_distributed (TimeDistributed) (None; 20; 5) 1285
time_distributed_1 (TimeDistributed) (None; 20; 5) 0
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Figure 4: Pearson correlation between features.
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hyperparameter linearly from the [0.05, 0.5] range. *e
Elbow method [42] is applied on total variance in order to
choose an optimum number of clusters. Analysis yields a
majority cluster of ≈ 20000 points, with the rest being
classified as outliers or noise. Principal component analysis
[43] is employed for reducing dimensionality to three axes,
thus allowing visualization.

3.3. Synthesising New Samples. *e generative architecture
presented in Tables 5 and 6 is able to synthesise credible
examples that resemble the minority class. For statistical
confirmation, a multivariate Wilcoxon test between the real
minority points and the generated points is used [44, 45]. A
p-value of 0.7275 is obtained at a significance level α � 0.05,
unable to refute the null hypothesis, proving there is no
significant difference between the real and the generated
points. *e resemblance between distributions can be ob-
served in Figure 5.

Figure 6 depicts the correlation heat map for the syn-
thesised examples.

It is worth noting that the feature correlation for syn-
thesised latent vectors slightly differs from the minority
features’ correlation, as shown in Figure 7.

3.3.1. Smoothing the Synthesised Examples. Despite statis-
tical resemblance of the generated samples, the WGAN is
unable to model the constraints from formulae (1), (2), and
(3).

*e issue is approached as an optimization problem: the
closest point to the initially synthesised data point is found
that satisfies all constraints simultaneously. Bayesian search
[46] in tandem with a greedy algorithm is employed. *e
time steps corresponding to the latent point are iteratively

“smoothed.” If the time step’s values do not respect the
imposed constraints, the latent point will be assigned a
negative value and a new neighbouring latent point will be
verified. Should the time step be found adequate, it is
assigned the inverse of the distance between the original
location of the sampled synthetic point and the current
location of the data point, and this metric is maximised. It
should be noted that the original data point is kept as
reference throughout all explorations.

Formally, let d � ‖clv − olv‖2 (clv denotes the current
latent vector, and olv represents the original latent vector);
Bayesian search must optimize the black-box function c for
each time step, minimising the distance d at the overall data
point level. After fixing a time step, the open price of the next
time step is set to be equal to the close price of the current
one in order to preserve continuity.

c(open, high, low, close) �

−1, if (time step passes),

1
d

, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

*e search space of the Bayesian process over c is
constrained to X ±

��
X

√
, where X is the value for any of the

features. *e point with the maximum score after a set
number of steps is selected and integrated in the time series.
For time steps with index t≥ 1, the search is carried out only
for high, low, close , since open price has been set at the first
step.

In order to integrate a smoothed chunk ζ into the
original time series, a tuple of consecutive chunks, defined by
index t< len(time series) − 1, is identified such that the
objective is minimised:

closet, opent+1, c volumet: volumet+1( ( − openζ , closeζ , c volumeζ 
�����

�����
2
. (5)

Minimising the objective is equivalent to minimising the
distance between (closet, openζ) and (closeζ , opent+1), pre-
serving the overall smoothness of the time series. Table 7
presents a chunk fragment obtained in the generation
process.

4. Results and Discussion

With the goal of answering research question RQ2, Section
4.1 presents the benchmark used to assess the effectiveness of
the augmentation introduced in Section 3 in improving the
performance of trading algorithms. *e obtained results are
then presented in Section 4.2.

4.1. BenchmarkMethodology andData Preparation. In order
to assess the impact of augmentation, independent rein-
forcement learning trading algorithms and domain-specific
data preparation procedures are provided by the open-
source FinRL library [47].

For the benchmark, 80% of the original time series is
kept for training the trading strategies, while employing the
rest of 20% for blind validation. For fair comparison, the
augmentation procedure is employed only on the training
portion, and the impact is measured on the validation pe-
riod. *e algorithms are trained on two distinct datasets, the
augmented training dataset and original training dataset,
until convergence, and score on validation is measured.

FinRL preprocessing is applied on both datasets. *e
procedure adds technical indicators, whose purpose is to
highlight trends in a security’s price evolution, such as
relative volatility, magnitude of price shifts, or trends in
price shift. *e indicators added by FinRL are 12-MACD,
Bollinger Bands, 30-RelativeStrengthIndex, 30-Commodi-
tyChannelIndex, 30-AverageDirectionalIndex, 30-Close-
SimpleMovingAverage, and 60-CloseSimpleMovAvg.

*e FinRL library requires the presence of two extra
columns in order to calculate the technical indicators: the tic
column which represents the security’s descriptor (FinRL is
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able to trade multiple securities at once, hence the re-
quirement for this column) and the date column which
represents the date and time of the column. With the
simplifying assumption that the security has been traded
continuously in intervals of 15 minutes starting from an
arbitrary date, the two columns are added.

*e trading agent’s state is described by the tuple (shares,
capital), where shares describes the number of owned shares,
while capital describes the amount of monetary units

available for buying shares. *e state of the agent is com-
pleted by the time series, as seen until moment t of time.*e
initial state (shares0, capital0) � (0, 200000). *e value of a
portfolio value with shares is defined as capitalt + 0,ropent.

At any time step, the agent’s action space spans the
integers [−min(k, sharest), k]. k is a positive integer
hyperparameter set in the environment. Negative integers
indicate selling that amount of shares, receiving an amount
of capital equal to the opening price for each sold share.

Table 5: WGAN generator architecture.

Layer (type) Output shape Param #
input_4 (InputLayer) [(None; 15; 1)] 0
dense_3 (Dense) (None; 15; 20) 40
conv1d_9 (Conv1D) (None; 8; 16) 1296
leaky_re_lu_3 (LeakyReLU) (None; 8; 16) 0
conv1d_10 (Conv1D) (None; 4; 16) 1040
leaky_re_lu_4 (LeakyReLU) (None; 4; 16) 0
flatten_1 (Flatten) (None; 64) 0
dense_4 (Dense) (None; 100) 6500
dense_5 (Dense) (None; 100) 10100
dense_6 (ense) (None; 12) 1212

Table 6: WGAN critic architecture.

Layer (type) Output shape Param #
input_3 (InputLayer) [(None; 12; 1)] 0
conv1d_6 (Conv1D) (None; 6; 16) 80
leaky_re_lu (LeakyReLU) (None; 6; 16) 0
conv1d_7 (Conv1D) (None; 3; 16) 1040
leaky_re_lu_1 (LeakyReLU) (None; 3; 16) 0
conv1d_8 (Conv1D) (None; 2; 16) 1040
leaky_re_lu_2 (LeakyReLU) (None; 2; 16) 0
flatten (Flatten) (None; 32) 0
dense_1 (Dense) (None; 100) 3300
dense_2 (Dense) (None; 1) 101
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Figure 5: Distribution of latent points before and after synthesising new examples.

Scientific Programming 9



1.00

0.75

0.50

0.25

0.00

–0.25

–0.50

–0.75

–1.00
0 1 2 3 4 5 6 7 8 9 10 11

0
1
2
3
4
5
6
7
8
9

10
11

Figure 6: Correlation heat map for generated examples.
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Table 7: Generated chunk fragment.

Open High Low Close Volume
0 326.366272 341.629822 314.827942 330.429718 517.638489
1 330.429718 336.826141 310.153687 325.654053 899.540161
2 325.654053 338.448029 311.383545 327.100647 2897.673340
3 327.100647 351.454468 313.967712 351.090942 3598.678955
4 351.090942 340.434845 313.185944 329.017059 4032.858887
5 329.017059 340.508057 313.215607 329.068115 5119.424316
6 329.068115 335.061981 308.940491 324.127441 153.940964
7 324.127441 331.650665 305.705658 320.777008 144.449570
8 320.777008 335.563629 308.537842 324.214722 4437.651367
9 324.214722 340.812073 313.569183 329.397736 3368.686523
10 329.397736 340.041931 312.984558 328.713165 2112.148193
11 328.713165 344.093750 312.746857 319.489136 575.971191
12 319.489136 339.126801 312.318512 327.886292 1199.597290
13 327.886292 344.057251 316.442230 332.473938 9648.517578
14 332.473938 346.419373 318.820251 334.856781 5601.142578
15 334.856781 345.538300 318.073364 334.029663 4347.550781

10 Scientific Programming



Positive amounts indicate buying stock units and have the
reverse effect on capital. *e special case k � 0, denoting the
agent’s choice to hold its current position, should be noted.

4.2. Results. A positive correlation between the amount of
samples introduced in the original time series, and the
performance improvement of the algorithm is identified.
*e improvement is defined as the difference in portfolio
value between training on the original time series and
augmented series.

Table 8 summarizes the performance improvement of
DAuGANa. Permutations of introduced samples and
benchmark algorithm used: Deep Deterministic Policy
Gradient (DDPG), Proximal Policy Optimization (PPO),
and Advantage Actor Critic (A2C). Regarding the hyper-
parameter setting, the algorithms were trained using the
values depicted in Table 9.

5. Conclusions and Future Work

*e paper has introduced a novel augmentation method for
identifying poorly represented sections of a time series,
studied the synthesis of new data points and their integration
into the time series, and assessed the performance im-
provement on a benchmark machine learning model.

Data synthetisation is a valid training augmentation in
the area of algorithmic trading, which has the potential to be

extended to other domains involving time series, due to the
generality of the latent space approach. Of interest for the
future are mission-critical tasks such as detecting rare
medical conditions or weather now-casting, where perfor-
mance improvement is vital.

As possible improvements, the authors hypothesise that
the use of recurrent neural networks at the generation step
[10], combined with the autonormalization trick using
DoppelGANger discussed in [34], can result in longer
synthesised time series, eliminating the need for interleaving
generated samples back into the original time series. Instead,
numerous independent “training episodes,” several chunks
in length, could be fed to the reinforcement learning agent, a
method known to improve training performance [48].
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Algorithm
# of introduced samples

2000 4000 6000
DDPG +2.71% +3.44% +4.25%
PPO +3.12% +3.47% +3.82%
A2C +1.89% +2.31% +2.42%

Table 9: Hyperparameters for DDPG, PPO, and A2C algorithms.

Algorithm Hyperparameter Value
DDPG critic_learning_rate 1e− 3

actor_learning_rate 1e− 3
l2_weight_regularization 1e− 6

gradient_clipping None
train_batch_size 256

episodes_before_learn_start 1500
PPO sgd_lr 5e− 5

epochs_per_train_batch 30
ppo_parameter_clipping 0.3
kl_divergence_target 0.01

value_function_clip_parameter 10
entropy_coeff 0.0

A2C Adam_learning_rate 1e− 4
Adam_minibatch_size 32

batch_size 12500
gradient_steps 3000
tau_mov_avg 0.01

l2_weight_regularization 1e− 6
critic_learning_rate 1e− 4
actor_learning_rate 1e− 4
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Excessive or insufficient business hall resources may result in unreasonable resource allocation, adversely affecting the value of an
entity business hall. .erefore, proper characteristic parameters are the key factors for analyzing the business hall, which strongly
affect the final analysis results. In this study, a characteristic analysis method for the economic operation of a business hall is
developed and the feature engineering is established. Because of its simplicity and versatility, the k-means algorithm has been
widely used since it was first proposed around 50 years ago. However, the classical k-means algorithm has poor stability and
accuracy. In particular, it is difficult to achieve a suitable balance between of the centroid initialization and the clustering number
k. We propose a new initialization (LSH-k-means) algorithm for k-means clustering. .is algorithms is mainly based on locality-
sensitive hashing (LSH) as an index for computing the initial cluster centroids, and it reduces the range of the clustering number.
Furthermore, an empirical study is conducted. According to the load intensity and time change of the business hall, an index
system reflecting the optimization analysis of the business hall is established, and the LSH-k-means algorithm is used to analyze
the economic operation of the business hall. .e results of the empirical study show that the LSH-k-means that the clustering
method outperforms the direct prediction method, provides expected analysis results as well as decision optimization rec-
ommendations for the business hall, and serves as a basis for the optimal layout of the business hall.

1. Introduction

An entity business hall is where a company directly conducts
specific business activities, such as commodity trade, busi-
ness handling, and service. However, owing to rapid ur-
banization and economic development, unreasonable
resource allocation is becoming increasingly prevalent. For
example, the number of entity business halls is excessive in
some places and insufficient in others. Hence, the deploy-
ment of new commercial outlets (halls) or resource allo-
cation optimization for existing retail outlets often needs to
be performed manually. .erefore, how to evaluate the
efficiency of business halls has emerged as a major concern
for many enterprises.

To this end, many researchers have attempted to over-
come the disadvantages of human judgment, which is highly
subjective. Brandeau and Chiu [1] considered the trans-
portation cost and the distance between the warehouse and
the customer and used a gradient-like algorithm to study the

location issue. Wang et al. [2] used nearest-neighbor clus-
tering and the function of Ripley [3] to analyze the layout of
commercial outlets and suggested that business type, land
price, and traffic accessibility are the critical factors. Gerard
[4] analyzed the service needs and waiting demand of
customers for bank halls and attempted to shorten the
perceived waiting time of customers on the basis of the
customers’ business types. .us, customer satisfaction was
improved. Anderson et al. [5] used the queuing model to
optimize the queuing service system of banks. .ey deter-
mined the optimal number of service windows by acquiring
and presenting a large amount of data. Lin et al. [6] studied
the relationship between retail stores and street centrality
and pointed out that besides the transport network, which
has a strong impact on the retailer’s location, the street
centrality influences the type of retail store. Kang [7] ana-
lyzed the changes in warehouses from central urban areas to
the urban periphery over time and studied the main factors
affecting the warehouse location. Hui [8] used data mining
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to establish the channel analysis model for an electricity
business hall and optimized the resource allocation. Based
on the statistics of customer queuing time, business pro-
cessing time, customer satisfaction, and so on, Yan et al. [9]
established an intelligent access platform for the business
data and improved the service efficiency. However, there is
no unified standard for the business hall index system.

Clustering is a key technique in data mining, and its
applications include pattern recognition [10, 11], image
processing [12], and recommendation [13]. Clustering aims
to partition data into different categories based on a measure
of similarity. .e k-means algorithm is widely used owing to
its simplicity and effectiveness. However, the different set-
tings of the parameters and random selection of the initial
clustering centers make the classical k-means algorithm
unstable.

.e classical clustering algorithm involves two problems:
the first problem is to classify a given dataset on the basis of
the prespecified cluster number k; hence, the problem of
determining the “correct cluster number” has attracted
considerable interest. Although several methods have been
developed for estimating the number of data clusters
[14–17], it is difficult to use them in practical applications.
.erefore, determining the correct number of clusters has
long been an important research topic in cluster analysis.
.e second problem is to determine the initial clustering
center, which has a significant impact on the clustering
effect. Studies conducted thus far have explored several
initialization methods for the thek-means algorithm. For
example, the k-means++ algorithm [18] has been proposed
to avoid this issue. .is algorithm randomly selects the first
centroid, and the other centroids are selected as far away as
possible from the first centroid. However, random selection
is still widely used in practice [19]. Erisoglu et al. [20]
proposed an incremental approach for computing the initial
clustering centers. In this approach, the reduced dataset is
partitioned until the number of clusters equals the pre-
defined number of clusters. However, the number of clusters
must be known in advance. .e compressed k-means
(CKM) algorithm [21] is initialized by locality-sensitive
hashing (LSH) [22], and the distance is calculated using the
Hamming distance between binary codes. .e LSH link [23]
can rapidly find a nearby cluster to be connected through the
LSH algorithm. David et al. [24] proposed a new LSH
scheme adapted to the x2 distance for approximate nearest
neighbors (ANN) search in high-dimensional spaces.

In summary, there is no unified standard for the index
system of business halls at present..erefore, we establish an
index system for analyzing the efficiency of a business hall.
To address the problem of k-means initialization sensitivity
as well as the difficulty in determining the number of
clusters, we initialize the k-means centroid on the basis of
LSH. Accordingly, we implement the relevant algorithms
and present the optimal allocation scheme for the business
hall.

.e main contributions of this study are as follows:

(1) According to the average waiting time, ticketing
time, and business type of a business hall, we analyze

the average load rate of the business hall and use the
relevant characteristic variables to describe the load
of the business hall. Finally, we propose a general
business hall index system.

(2) By combining the characteristics of k-means and
LSH, We propose a new initialization (LSH-
k-means) algorithm for k-means clustering. .e
model can get the load classification of each business
hall by inputting the relevant index variables for the
optimization of business hall distribution.

(3) .e results of our empirical analysis verify the val-
idity of the proposed LSH-k-means approach. .us,
LSH-k-means can be efficiently used for the oper-
ational analysis of a business hall.

.e remainder of this paper is organized as follows:
Section 2 introduces the required preliminaries, definitions,
and models. Section 3 describes the proposed initialization
methodology. Section 4 presents, compares, and discusses
the experimental results. Finally, Section 5 concludes the
paper.

2. Preliminaries

2.1. k-meansAlgorithm. .e notations used in this paper are
defined in Table 1. .e k-means [25] method is the most
well-known clustering method because of its simplicity. It
has been identified as one of the top 10 algorithms in data
mining [26]. Given a dataset D � x1, x2, . . . , xn , k-means
aims to partition it into k different clusters
C � C1, C2, . . . , Ck , where k≤ n is a predefined number.
.e objective of the k-means clustering algorithm is to
minimize the sum of squared errors (SSE) [27] over all k

clusters. .e SSE is defined as follows:

SSE � 
j


x∈Cj

x −Ωj

�����

�����
2

2
, (1)

where Ωj denotes the j-th cluster centroid, which is com-
puted as the mean of points in Cj, and x ∈ Cj is the data
object in the j-th cluster.

Ωj �
1

Cj






xi∈Cj

xi, (2)

where |Cj| denotes the number of data points in the j-th
cluster.

To solve equation (1), an expectation–maximization
(EM)-like optimization method is adopted by updating I(x)

orΩ and simultaneously fixing the other [28]. In general, the
clustering procedure involves three steps: (1) initialize k

cluster centroids; (2) assign each sample to its closest cen-
troid; and (3) recompute the cluster centroids with the
assignments produced in Step 2 and go back to Step 2 until
convergence. .is is known as the Lloyd iteration procedure
[29]. Such an iterative optimization approach has several
drawbacks. First, it is sensitive to the initialization, which
may lead to an inferior result for a given poorly initializedΩ.
Many methods have been proposed to obtain a stable so-
lution, including the k-means++ algorithm [18]. Second,
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finding the optimal solution to k-means is an NP-hard
problem. Some variants of k-means have been proposed,
such as various parametric k-means, including fuzzy
c-means [30, 31]. .ird, k-means cannot handle new data,
which requires the entire dataset to be observed. .e

complexity is O(t · k · n · d) , where t, n, k, and d denote the
number of iterations, size of the dataset, number of clusters,
and dimensionality, respectively. .is complexity is con-
siderably higher than that of other well-known clustering
algorithms such as DBSCAN [32] and mean shift [33].

Table 1: .e notations used throughout this paper.

Notation Representation
D .e training set with N points and d dimensions
xi .e data point
Cj .e j-th clusters
SSE .e sum of squared errors
Ωj Denotes the j-th cluster centroid
|Cj| .e number of data points in the j-th cluster
O(tkn d) Denotes the complexity of k-means
H A family of hash functions
Pr .e probability
sim(x, y) .e similarity between x and y

M .e maximum load of business hall
pi .e proportion of a specific business
wi .e average time to process the business
n .e number of business types
K .e ratio of actual daily load to maximum load
Sw .e working time
S .e number of staffs in the business hall
Ai Represents the actual load during peak period of the business hall
MS .e ratio of average load to the maximum load
W .e number of working days
AT .e actual load trend
f(l) Denotes the actual load curve fitting function
b0 A constant
b1 .e regression coefficient
BH .e proportion of high-value business
HBVi .e high-value business volume
TBVi .e total business volume
FH .e high-frequency load
h .e high threshold
l .e low threshold
Tnow Represent the current time
Tlatest Represent the latest time
FL .e low-frequency load
RH .e latest high-load interval
RL .e latest low-load interval
U .e copy training set
N .e size of training dataset
T .e minimum number data point in one cluster
L .e maximum distance in one cluster
Bn A two-dimensional array
Q .e nearest neighbor data
query(xi) Calculate the similarity or distance between xi

k .e number of clusters
d(xi, xj) Distance between xi and xj

KM Conduct k-means algorithm
di .e i-th dataset
R+ Represents the sum of rank, which better than the other
R− Opposite to R+

S(U, k) .e tight and separative indicator
XB .e XB index
Objmin Objective function
F .e quantitative value of factors
hi .e weight
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2.2. LSH. LSH is a well-known solution for the approximate
nearest neighbor problem in high-dimensional spaces. LSH
was first introduced for the Hamming metric by Indyk and
Motwani [34]. Data points are assigned to individual hash
buckets in each hash function. .e idea of LSH is that closer
data points are mapped to the same hash bucket with high
probability. LSH has been shown to be effective even for
high-dimensional data, both theoretically and experimen-
tally [35]. H are a family of hash functions. Each hash
function H must satisfy the LSH property:
Pr[H(x) � H(y)] � sim(x, y), where sim(x, y) is the
similarity between x and y. .ese hash functions must meet
the following two conditions:

(1) If d(x, y)≤ r, then Pr[H(x) � H(y)]≥p1

(2) If d(x, y)≥ cr, then Pr[H(x) � H(y)]≤p2

where d(x, y) represents the distance measure between
x and y, r> 1, and c< 1. .e definition implies that x and y

are hashed into the same bucket in the projection with a very
high probability ≥p1. Regardless of whether they are close to
each other, they will be hashed into the same bucket ≤p2
with a low probability. A (r, cr, p1, p2)-sensitive family of
hash functions is useful when the collision probabilities p1,
p1 satisfy p1 >p2. Figure 1 shows an example of hashing key
space.

3. Proposed LSH-Based
Initialization Algorithm

.e proposed framework involves three steps: (1) an index
system for the efficiency analysis of a business hall is
established in Section 3.1. (2) To overcome the problems of
poor stability and low accuracy of the classical algorithm, a
boost k-means algorithm based on LSH initialization is
proposed in Section 3.2. (3) .e k-means algorithm is
implemented to obtain the clustering results. .e details of
these three steps are illustrated in Figure 2.

3.1. Establishment of the Index System. .rough the load
analysis of the business hall, we can determine the high and
low loads and optimize the business hall. .e average uti-
lization rate of each business hall is analyzed according to
multiple indicators (including average waiting time, tick-
eting time for business, and business type). .us, we can use
the relevant characteristic variables to describe the load of
the business hall. By applying the clustering algorithms, we
can obtain the load categories of different business halls,
which provides a basis for planning the locations of the
business halls. First, the following two essential features are
extracted: the maximum load of the business hall (M) and
the ratio of the actual daily load to the maximum load (K).

(1) .e maximum load of the business hall (M) is given
by

M �
S × Sw


n
i�1 piwi

, (3)

where pi is the proportion of a specific business, wi is
the average time for the clerk to handle the business,
n is the number of business types, Sw is the working
time of the clerk, and S is the number of clerks in the
business hall. .e variables are taken from the peak
period. .is value represents the maximum business
volume that a business hall can withstand during the
peak period. .e peak period can be obtained by
measuring the historical data of each business hall.

(2) .e ratio of the actual daily load to the maximum
load (K) is given by

K �
A

M
, (4)

where A represents the actual daily load of the
business hall and M is the maximum load in one day.

By combining the essential characteristics of the business
hall and based on the analysis of historical data, we can
obtain the calculation indicators of the business hall to
prepare for the subsequent model input. .erefore, the
feature engineering for the business hall efficiency analysis is
established, and the critical indexes extracted are as follows:

(1) .e ratio of the average load to the maximum load
(MS) is given by

MS �


W
i�1 Ai

(W × M)
, (5)

where W is the number of days, and A and M are the
same as above. .is index denotes the ratio of the
average actual load to the maximum load over some
time.

(2) .e actual load trend (AT) is given by

f(l) � b0 + b1t,

AT � b1 +
 f(l) × t − n × f(l) × t

 t
2
i − n × t

2 ,
(6)

Bucket 1

Bucket 2

Bucket 3

Bucket 4

Bucket 5

Bucket 6

Hashing Key Space

Figure 1: Illustration of hashing key space.
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wheref(l) denotes the actual load curve fitting, b0 is a
constant, b1 is the regression coefficient, t is a time-
independent variable, and n is the number of statis-
tical data. .is index indicates whether the load trend
of the business hall will be rising, flat, or declining for
some time. A fitting curve f(l) can be used to
characterize the load trend of the business hall over
some time, and the slope b1 represents the trend state.
Our method includes a commercial center, residential
center, new urban area, and other factors.

(3) .e proportion of high-value business (BH) is given
by

BH �


W
i�1 HBVi


W
i�1 TBVi

, (7)

where HBVi is the high-value business volume and
TBVi is the total business volume. .us, this index
denotes the proportion of high-value business to
total business in the peak period.

(4) .e high-frequency load (FH) is given by

FH �
count Ki > h( 

W
, i � 1, 2, . . . , W, (8)

where h is a high threshold and FH represents the
load of K exceeding h within a period. Furthermore,
h can be obtained by statistical analysis of the his-
torical data of the business hall.

(5) .e low-frequency load (FL) is given by

FL �
count Ki < l( 

W
, i � 1, 2, . . . , W, (9)

where l is a low threshold and FL denotes the fre-
quency that K is less than l for some time. Fur-
thermore, l can be obtained by statistical analysis the
of historical data of the business hall.

(6) .e latest high-load interval (RH) is given by

RH � Tnow − Tlatest Ki>h( ), i � 1, 2, . . . , W, (10)

where Tnow represents the current time, h denotes a
high threshold, and Tlatest(Ki>h) refers to the time

when the latest K is greater than h. Furthermore, RH

denotes the interval from Tnow to Tlatest(Ki>h).
(7) .e latest low-load interval (RL) is given by

RL � Tnow − Tlatest Ki< l( ), i � 1, 2, . . . , W, (11)

where Tnow represents the current time, l denotes a
low threshold, andTlatest(Ki>h) refers to the time when
the latest K is greater than h. Furthermore, RL de-
notes the interval from Tlatest to Tlatest(Ki>h).

3.2. LSH-k-Means. .e main purpose of clustering is to
divide data into clusters in which objects in the same cluster
are close to one another, whereas objects in different clusters
are far from one another. Two factors affect the quality of
k-means clustering. Before applying the algorithm, we need
to specify the number of clusters k and select the initial
cluster centroid. Selecting an appropriate initial cluster
centroid can improve the quality of clustering. To this end, a
critical study was conducted by Vassilvitskii et al. [18, 36]. If
the initial cluster centroid is selected carefully, the k-means
algorithm converges to a better local optimal solution.
Furthermore, careful selection of the initial cluster centroid
makes the k-means iteration converge faster [18]. However,
to make the initial centroid adapt to the data distribution, it
is necessary to scan k rounds. .erefore, although the
number of scanning wheels in [36] has been reduced to a
small value, the additional computing cost is still inevitable.
Our algorithm exploits LSH. .e algorithm minimizes the
path by adding the nearest neighbor, and LSH can effectively
search for the nearest group features in the path..e average
time complexity of the hash-based search is O(1). LSH scans
the data records and finds the nearest points; the average
values are computed after the nearest points are classified as
a category. Algorithm 1 describes the process of obtaining
the initialization centroids in our proposed LSH-k-means
scheme. .e main steps are as follows:

(1) Suppose that we have a set of points D ∈ Rd via the
index system in Section 3.1. We use LSH to index the
feature vectors extracted from the dataset D to re-
duce the search time for the nearest neighbor of each
query. .is is based on the hash mapping function,
hash functions, and hash table L [37]. Constructing

Maximum
Load (M)

Actual daily
load rate (K)

Establishment of Index System LSH process K-means process Final result

training set D

centroids
k value

MS AT

BHFH

FLRH

RL…

1, LSH initialization

2, LSH query (xi)

3.1, k value
3.2, centroids set

Cluster 1

Cluster 2

Cluster K

center center

center…,…

…

Figure 2: Architecture of the proposed LSH k-means model.
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an effective LSH index structure for approximate
nearest neighbor search depends on the number of
hash tables L and the number of bits V of the hash
codes.

(2) To facilitate the statistics of nonclustered data points,
in Algorithm 1, we copy a dataset U from D. Ran-
domly select one data point xi from U as the cen-
troid..en, xi is merged into the set An and removed
from the dataset U, where n is the n-th cluster. After
obtaining xi points, query the corresponding bucket
number according to the hash table L in Step 1 and
take out the data in bucket number V. Calculate the
similarity or distance between xi and the data points
xi in the bucket and return the nearest neighbor data
Q � query(xi).

(3) Take data point xj from Q, whose distance to xi does
not exceed L. Put xj merged into Bn, that is,
Bn � Bn ∪xj, and remove it from the dataset U.

(4) Repeat Step 3 until the other data point xj in Q

reaches a certain threshold; the threshold can be
computed as follows:

L≥ d xi, xj  (12)

(5) Repeat Steps 2-3 until the length of the U dataset is
less than the threshold L. As shown in Algorithm 1,
count(U)≤T.

(6) .e arithmetic mean values for the final k sets of
samples are computed; then, we can obtain the
clustering centers for all the categories in this way:

Cn �
Sum Bn( 

Bn




, n � 1, 2, . . . , k. (13)

.erefore, based on the aforementioned steps, we
will have two algorithms to choose from: “best”
movement and “fast” movement [38]. For the “best”
movement, we can use equation (13) and the k value
in Algorithm 1 as the initial clustering center of the
classical k-means input KM(k, ci), and run the al-
gorithm; the result is the final result. For “fast”
movement, the divided categories can be regarded as
approximate clustering results and directly used as
the classification results. Because the initial clus-
tering center is determined and the initial category is
obtained, the result of the algorithm is more stable
and accurate, and it requires a relatively short
running time.

4. Experimental Results

First, we use the UCI https://archive-beta.ics.uci.edu/ml/
datasets datasets [39] to verify the performance of the
proposed algorithm, and we state the verification criteria.

In addition, we use the Mall-Customers dataset https://
www.kaggle.com/shwetabh123/mall-customers for the
value range of the number of clusters k of the proposed
LSH-k-means model. Our experimental results demon-
strate the effectiveness and superiority of the proposed
LSH-k-means..en, we compare it with the actual business
hall dataset and present an example to optimize the
business hall operation.

4.1. Experimental Design. To verify the aforementioned
points and evaluate the effectiveness of the proposed LSH-
k-means model, numerous experiments were conducted on
the UCI datasets, which consist of Balance, Wine, Breast,
Diabet, Iris, Hayes-roth, Tic-tac-toe, and Bupa. We followed
the experiments conducted in a previous study [40]. We
briefly review the existing baselines as follows:

(1) k-means [25] is derived from the classical k-means.
(2) Enhanced k-means [38] enhances the classical

k-means algorithm. .e initial cluster centers are
determined in advance instead of random selection.

(3) .e AC algorithm [41] for clustering can assume
each sample as a pattern; by computing the similarity
between patterns, the more similar patterns are
grouped into one class, and the less similar patterns
are classified into different classes. .e difference
between two patterns in AC clustering is usually
measured by the distance function, including the
Euclidean distance or Hamming distance. In the
experiment, the AC algorithm is implemented by the
KnowledgeMiner Software [41].

.ere are 200 samples in the Mall-Customers dataset. It
includes gender, customer ID, age, annual income, and
expenditure scores. In addition, it collects insights from the
data and groups them according to their behaviors. .e
elbow method [42] is a well-known method for determining
the optimal value of k. As shown in Figure 3(a), the optimum
number of clusters of the Mall-Customers dataset is 5.
According to Algorithm 1, we set the minimum number T �

20 and the maximum distance L � 50.0. Owing to the small
amount of data, we set the number of buckets to 1. After 10
LSH-based initializations, we get the value of k between
[4 − 6]. Figure 3(b) shows the results of LSH k-means
clustering. .e black dots represent the centroids.

.ere are 525 samples in the Balance dataset. For the
classical k-means algorithm, the number of clustering cat-
egories that match the real categories is 271, and the
matching rate is 51.62%. .e corresponding values of the
LSH k-means algorithm are 288 and 54.87%, respectively.
Similarly, the results of the other UCI datasets are listed in
Table 2. To determine whether there are significant differ-
ences between algorithms, we use the Wilcoxon signed-rank
test [43]. It is a nonparametric statistical test. .e Wilcoxon
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Required: Training dataset D ∈ Rd; the size of dataset N; the minimum number T of data points in one cluster; the maximum distance
in one cluster L; the closest set Bn, where n ∈ 1, 2, . . . , k{ } and A is a two-dimensional array; k is the number of clusters.

Output: .e final clustering result.
(1) Initialize LSH.
(2) Index dataset D via LSH.
(3) Let 0←k.
(4) Let U � D.//copy D

(5) while count(U)≤T do
(6) k←k + 1.
(7) Randomly select one point xi from dataset U.
(8) Bn � Bn ∪xi.
(9) xi is removed from U.
(10) Q � query (xi).
(11) Let 0←q

(12) for q≤ count(Q) do
(13) q←q + 1.
(14) if L≥d(Qq) then
(15) break;
(16) end if
(17) if Qq ∈ U then
(18) Qq removed from U.
(19) Bk � Bk ∪Qq.
(20) end if
(21) end for
(22) end while
(23) Compute the centeroids ci via Bn.
(24) Function KM(k, ci)

(25) .e final clustering result. C � C1, C2, . . . , Ck .

ALGORITHM 1: LSH-based k-means.
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Figure 3: Results on the Mall-Customers dataset. (a) Elbow point graph, (b) Results of LSH k-means clustering.
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test has been widely used in many fields, especially in al-
gorithm comparison and analysis [40]. It is expressed as
follows:

R
+

� 
dj>0

rank dj  +
1
2


dj�0

rank dj ,

R
−

� 
dj<0

rank dj  +
1
2


dj�0

rank dj ,

(14)

where dj is the difference in clustering performance between
the two algorithms on the j-th dataset, and the absolute
values of their difference are arranged in the ascending
order. If the rank is the same, we take the average value. R+

implies that the sum of ranks for the algorithm is better than
the other, and R− implies the opposite.

.e calculations for the eight aforementioned datasets
are presented below.

R
+

� 7 + 8 + 2 + 5 + 6 � 28,

R
−

� 4 + 1 + 3 � 8.
(15)

Let T � min(R+, R− ) � 8; we get T � 8. According to the
critical value table of theWilcoxon test, we can judge that the
difference between algorithms is significant under the
condition a � 0.05. Furthermore, as shown in Table 2, there
are five datasets for the LSH-based k-means, which is hence
better than the enhanced k-means; thus, in terms of quantity,
the LSH-based k-means algorithm outperforms the en-
hanced k-means algorithm. .erefore, we can judge that the
efficiency of LSH-based k-means is significant.

In addition to comparison with actual categories, we
further distinguish the clustering effects of k-means clus-
tering and the AC algorithm. A tight and separative indi-
cator is used to evaluate the clustering results [44], which is
defined as follows:

S(U, k) �
1/n 

n
i�1 

k
j�1 uij  xi − cj




2

min
p,q�1,2,...,k

cp − cq




, (16)

where cp, cq, and cj denote the cluster centers, xi is any
sample in the dataset, k is the number of clusters, and U is
the sample set. .e Xie–Beni (XB) index [45, 46] is based on
intracluster and intercluster distances; it is formulated in
terms of the cluster compactness and separation between the
clusters. We use the XB index for the evaluation of the
cluster effects, and it is defined as follows:

XB � max S(U, k){ }, k � 2, 3, . . . , n − 1, (17)

where S(U, k) is the ratio of the average distance between
data objects and their corresponding clustering centers to
the minimum distance of the cluster centers. .e smaller the
value of S(U, k), the higher is the clustering quality. .e
results are summarized in Table 3.

From the XB value calculated in Table 3, we can conclude
that the difference between the algorithms is significant. .e
XB value of the AC algorithm is the largest, while that of the
LSH-based k-means algorithm is the smallest, which implies

that the LSH k-means algorithm outperforms the other
algorithms in the experiment. .us, the experimental results
verify the effectiveness and superiority of the proposed
method. .erefore, it can finally be applied to the empirical
analysis. In the next section, we describe the application of
LSH k-means to business hall analysis.

4.2. Business Hall Analysis. In reality, business hall resource
allocation may be unreasonable. For example, some business
halls may be busy, while others may be idle. .is may be
caused by overlapping user coverage in different business
halls, unreasonable location of the business halls, and a large
proportion of low-value businesses. In this section, we ex-
perimentally verify the effectiveness of our index system and
analyze the results of the proposed LSH-k-means model.

4.2.1. Business Hall Clustering. When the index system is
established as described in Section 3.1, we get the charac-
teristic information of the business hall. After data pre-
processing, the number of clusters is determined
subjectively. Consider the load intensity and time change
information for the business hall. .e load intensity can be
categorized into High, Medium, and Low, and the load trend
can be categorized into No change, Slow grouth, Fast grouth.
.us, a nine-square grid (Figure 4(b)) map can be obtained.
At the same time, by referring to the knowledge of field
experts, the number of clusters can be defined as 9 for the
subjective clustering methods. After the clusters are deter-
mined, the extracted feature indicators can be taken as the
input, and the clustering model is implemented. For the LSH
k-means algorithm, the distance parameter was selected as
the Euclidean distance, the maximum number of iterations
was set to 500, the number of seeds was set to 10, and the
number of the clusters was set to 9. .en, the outcomes were
obtained, as shown in Table 4 and Figure 4(a).

Meanwhile, in the case of different predetermined cluster
numbers for the subjective clustering methods, the AC al-
gorithm determined the clustering number automatically,
which was computed on the basis of the similarity between
the samples. Here, the similarity was set at 95%, and the
algorithm was implemented at the same time. .us, the
result was exactly consistent with that of the LSH k-means
algorithm. .e details are presented in Table 5. For example,
the first and sixth samples, the second sample, and the third
sample were clustered into the same category.

.e final classification results obtained from the model
can provide the load grades and decision-making suggestions,
which can serve as a basis for site planning optimization of the
business halls. In addition, the results of the two algorithms
were consistent, which indicate that the LSH k-means al-
gorithm is effective and a stable result was obtained. Ac-
cordingly, further optimization action can be implemented.

4.2.2. Optimization Analysis. As shown in Figure 5(a), the
16th and 17th business halls are both in Class I. .is category
indicates that the current load is Low, and the load trend
remains unchanged, implying that the business hall
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resources are redundant in this area. .e business halls in
this class are idle, and the site may be unreasonable. In
addition, the merger of business halls, relocation, and re-
duction of resource input in this area should be considered.

By contrast, for Class A (the red part of Figure 5(b)), it
can be seen that the current load and load trend are both
High, which implies that the business volumes of the

business halls are large, and the load trend change is still on
the rise. Currently, the first and sixth business halls belong to
this category. .e future trend is still likely to be growing,
and the business volumes will keep increasing. .erefore,
this area is where more business hall resources need to be
input, and the optimal site planning of business halls should
be considered accordingly. We can define the objective

Table 2: Experimental results on UCI datasets.

Datasets k-means [25] (%) Enhanced k-means [38] (%) LSH k-means (this work) (%) Difference (%) Rank
Balance 51.62 53.16 54.87 1.71 7
Wine 57.30 65.18 70.22 5.04 8
Breast 93.85 93.99 94.43 0.44 2
Diabet 66.28 67.76 66.72 −1.04 4
Iris 89.33 90.67 89.77 −0.90 3
Hayes-roth 34.09 35.19 35.19 0.00 1
Tic-tac-toe 54.02 56.01 57.17 1.16 5
Bupa 44.64 44.93 46.43 1.50 6
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Figure 4: Results of LSH k-means clustering on business hall dataset. (a) Diagram of clustering results, (b) Nine-square grid map.

Table 4: Clustering result of LSH-k-means.

No. Full data 1 2 3 4 5 6 7 8 9
Attributes Cluster centroids

S 0.55 0.25 0.60 0.20 0.10 0.96 0.50 0.95 0.50 0.90
Q 0.00 0.51 −0.51 0.01 −0.50 0.50 0.53 −0.53 0.01 0.01
V 0.62 0.75 0.50 0.45 0.40 0.80 0.60 0.80 0.65 0.70
FH 0.32 0.05 0.08 0.03 0.01 0.95 0.25 0.60 0.08 0.09
FL 0.35 0.85 0.10 0.80 0.95 0.02 0.25 0.10 0.06 0.02
RH 0.37 0.10 0.70 0.80 0.01 0.02 0.50 0.60 0.65 0.03
RL. 0.51 0.30 0.10 0.04 0.98 0.90 0.50 0.08 0.80 0.90

Table 3: XB evaluation value.

Algorithms Iterations similarity
Category

XB
C1 C2 C2

k-means [25] 8 27 102 49 0.7067
Enhanced k-means [38] 4 47 69 62 0.7045
AC algorithm [41] 95% 27 126 25 2.1694
LSH k-means (this work) 3 48 68 62 0.7033
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function of the optimal site for the input business hall re-
sources as follows:

Objmin �


n
k�1 Fk

n
+ 

i�l

hid vi, x( , (18)

where Fk is the quantitative value of factors that affect the
rationality of business hall location, n is the number of
factors, d(vi, x) is the distance function, hi is the weight, and
x is the target point to be solved. .us, according to the
objective function and relevant coordinate information of
key units in the area, we can compute the optimal planning
location of the business hall using the optimization algo-
rithm. Here, the optimal location of the business hall was
computed as [100.0644, 128.8199], and the optimal solution
was 527.0368. .e details are shown in Figure 5.

.e 9th and 12th business halls belong to the Class E,
which shows that the current load and load trends are both
normal, and the status is stable. .erefore, the business halls
in this class are not the current focus of optimization. In
addition, the other classes are similar to this category, which
is also not the current focus..emain objects are Class I and
Class A, that is, excessive or insufficient business hall re-
sources are mainly concentrated in these two classes, which
are the focus of our optimization analysis.

5. Conclusion

Excessive or insufficient business hall resources may result in
unreasonable resource allocation, which adversely affects the
value of an entity business hall. .erefore, proper charac-
teristic parameters are the key factors for analyzing the
business hall, which strongly affect the final analysis results.
According to the time change and load trend, multiple
variables such as average load rate, actual load trend, and
high-frequency load are extracted as the characteristic in-
dexes of the business hall. In this study, a characteristic
analysis method for the economic operation of a business
hall was developed, and the specific calculation process was
presented; accordingly, the feature engineering was estab-
lished. Moreover, based on the load intensity and time
change information of business halls, we built an index
system and performed further optimization analysis..e key
characteristic indicators extracted were the average waiting
time, ticket handling time, and business type, and a model
for evaluating business hall efficiency was established. .e
model obtained the load grading of each business hall by the
relevant variable input, which provided a basis for optimal
site planning of the business halls.

An empirical study showed that the LSH-k-means
clustering method outperforms the direct prediction
method, provides expected analysis results and decision
optimization suggestions for business halls, and serves as a
basis for the optimal layout of business halls. In addition, by
considering the load intensity and time change information,
the cluster number was determined according to the
characteristic analysis results, with a certain theoretical and
practical significance. In the future, we will explore and
develop a general method to automatically determine the
parameters and use it in practical applications.

Data Availability

.e data used to support the findings of this study are in-
cluded within the article.

(a) (b)

Figure 5: Illustration of business hall location optimization. (a) Location of business halls in class A; (b) Suggested location for sup-
plementary business hall.

Table 5: Clustering result of the AC algorithm.

Result S Q V FH FL RH RL
C1{ } 0.95 0.5 0.8 0.95 0.01 0.02 0.9
C2{ } 0.89 0.01 0.69 0.89 0.02 0.02 0.89
C2{ } 0.9 0 0.7 0.9 0.01 0.03 0.9
C3{ } 0.94 −0.56 0.79 0.59 0.09 0.59 0.9
C4{ } 0.5 0.5 0.6 0.25 0.25 0.5 0.5
C1{ } 0.96 0.49 0.79 0.94 0.02 0.01 0.89

. . . . . . . . . . . . . . . . . . . . . . . .

C9{ } 0.09 −0.49 0.39 0.01 0.94 0.01 0.97
C9{ } 0.1 −0.5 0.4 0 0.95 0 0.98
C8{ } 0.59 −0.51 0.49 0.07 0.09 0.69 0.09
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Terrorist attacks pose a great threat to global security, and their analysis and prediction are imperative. Considering the high
frequency of terrorist attacks and the inherent difficulty in finding related terrorist organizations, we propose a classification
framework based on ensemble learning for classifying and predicting terrorist organizations. )e framework includes data
preprocessing, data splitting, five classifier prediction models, and model evaluation. Based on a quantitative statistical analysis of
terrorist organization activities in GTD from 1970 to 2017 and feature selection using the SelectKBest method in scikit learn, we
constructed five classification and prediction models of terrorist organizations, namely, decision tree, bagging, random forest,
extra tree, and XGBoost, and utilized a 10-fold cross-validation method to verify the performance and stability of the proposed
model. Experimental results showed that the five models achieved excellent performance.)e XGBoost and random forest models
achieved the best accuracies (97.16% and 96.82%, respectively) of predicting 32 terrorist organizations with the highest attack
frequencies. )e proposed classifier framework is useful for the accurate and efficient prediction of terrorist organizations
responsible for attacks and can be extended to predict all terrorist organizations.

1. Introduction

Terrorism is a complex political and social phenomenon.
Terrorist attacks have a significant threat to the safety and
security of the international community and have become
one of the greatest obstacles to the sustainable development
of global social security. Antiterrorism is an important part
of global security governance, which is a sustainability issue
that guarantees global security development. At present,
terrorist attacks occur frequently, which leads to significant
threats and poses a challenge to global social security
governance [1]. According to statistics from the Global
Terrorism Database (GTD) [2], more than 200,000 terrorist
attacks have been recorded from 1970 to the present day.
Terrorist attacks typically involve high lethality and de-
structive power and directly cause massive casualties and
property losses. In addition, they bring tremendous psy-
chological pressure on people. In summary, terrorist attacks
result in social unrest to a certain extent, obstructing the

regular order of work and life and thus greatly hindering
economic development.

)e analysis and prediction of terrorist attacks support
targeted attacks on terrorist groups and provide valuable
information for antiterrorism and terrorism prevention
operations, enabling authorities to find new or hidden
terrorists as soon as possible to reduce human and property
losses, prevent problems and improve the security and
stability of social life. )e patterns of attacks planned and
carried out by terrorists may seem random on the surface,
but in fact, they are typically organized and premeditated
actions chosen carefully and deliberately. Moreover, attacks
by the same organizations and individuals tend to be sub-
stantially related in terms of certain distinguishable char-
acteristics. )erefore, there must be some patterns or
informal rules guiding the activities of terrorist organiza-
tions. After analyzing these characteristic patterns of activity
by terrorist organizations, authorities can make more de-
tailed predictions and analyses of terrorist organizations to
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attack them more accurately and increase the time available
for the prevention and prediction of terrorist attacks. )e
GTD provides researchers with comprehensive, reliable, and
open-source data, in which there are many potential cor-
relations and patterns to be found. Mining and identifying
these patterns using digitally driven methods has become a
research topic in the field of informatics.

During the past decades, scholars have established
valuable models and algorithms for early warning and
prediction of terrorist attacks. Ding et al. [3] demonstrated a
novel method using relatively popular and robust machine
learning methods to simulate the risk of terrorist attacks at a
global scale based on multiple resources, long time series,
and globally distributed datasets. )e model performed
relatively well in predicting the places where terror events
might occur in 2015. Chuang et al. [4] studied the spatio-
temporal patterns of terrorist attacks by Al Qaeda (AQ), the
Islamic State of Iraq and Syria (ISIS), and various local
militias or insurgents by applying data-driven, unsupervised
k-means clustering to the GTD. Petroff et al. [5] proposed a
hidden Markov model to generate early warnings of specific
terrorist attacks. Gohar et al. [6] proposed a new collection
framework for classifying and predicting terrorist organi-
zations. )e framework consists of four basic classifiers,
including naive Bayes (NB), k-nearest neighbor (KNN),
Iterative Dichotomiser 3 (ID3), and a decision stump (DS).
Tolan et al. [7] employed classification techniques to
compare five basic classifiers, including naive Bayes, NB,
KNN, and support vector machine (SVM), and utilized the
GTD to study terrorism and terrorist reactions. Meng et al.
[8] proposed an optimized hybrid classifier including data
collection, preprocessing, hybrid classification, mining, and
classifier testing as a framework for terrorist attack pre-
diction. Bu et al. [9] combined an SVM with an intelligent
tuned harmony search (ITHS) algorithm to build an ITHS-
SVMmodel for terrorist attack classification, which provides
learning and curve-fitting functions while optimizing SVM
parameters. Li et al. [10] proposed a comprehensive
framework that combined social network analysis, wavelet
transform, and pattern recognition approaches to investigate
the dynamics and eventually predict the attack behavior of
terrorist groups. Hu et al. [11] developed a risk assessment
system for terrorist attacks through a quantitative analysis of
the GTD and clustered and ranked terrorist attacks
according to the results of terrorist attack rating models.
Campedelli et al. [12] proposed the use of temporal meta-
graphs and deep learning to forecast future terrorist targets
using real data of attacks in Afghanistan and Iraq from 2001
to 2018. )e experimental results showed that bidirectional
LSTM networks achieve superior forecasting performance
compared to other algorithms. Although these existing
models and algorithms can be used to classify and predict
terrorist activities, their accuracy remains less than ideal, and
the coverage of the number of terrorist organizations is
insufficiently comprehensive, with some covering only a few
years or a few regions of a country.

In addition, methods designed to perform analysis and
prediction of terrorist attacks have been gradually developed
from the perspective of network science. Campedelli [13]

proposed a new methodological framework integrating
network science, mathematical modeling, and deep learning
to compare and analyze the world’s most active jihadist
terrorist organizations (i.e., the Islamic State, the Taliban,
AQ, Boko Haram, and Al-Shabaab), investigate their be-
havioral patterns, and forecast their future actions. Cam-
pedelli et al. [14] first built a multiparty network including
information about terrorist organizations and tactics,
weapons, targets, and active areas by using GTD data from
1997 to 2016. )en, a new clustering algorithm was pro-
posed, which used von Neumann entropy for modal
weighting. Compared with the other two clustering
methods, the experimental results showed that the entropy-
based method tended to reliably reflect the data structure
naturally generated by the baseline Gower method. Des-
marais and Cranmer [15] constructed a network of trans-
national terrorist attacks in which the source (sender) and
target (receiver) countries share a directed edge. A deter-
ministic, similarity-based link prediction framework was
integrated into a probabilistic modeling approach to develop
an edge-forecasting method. Experiments showed that
probabilistic link prediction could not only accurately
predict terrorist actions but showed promise to predict the
onset of terrorist hostilities between a source and a target.

In recent years, artificial intelligence has rapidly emerged
and gradually matured, empowering scientific and tech-
nological products, and promoting its development in hu-
man society. Artificial intelligence (machine learning)
focuses on data training and fitting. With the support of a
large amount of raw data, models can achieve a high pre-
diction accuracy. Specific patterns may be noted in the
organization, planning, and development of terrorist attacks,
and the accumulated terrorist attacks over the years provide
a large amount of characteristic data. )erefore, artificial
intelligence is expected to become an excellent tool for
analyzing and predicting the rules of terrorist attacks. Guo
et al. [16] summarized three ways to improve conflict
forecasting and called on the UN to invest in data-driven
predictive methods for promoting peace. )ree new
methods were developed, including new machine learning
techniques, more information on the wider causes of con-
flicts and their resolution, and theoretical models that better
reflect the complexity of social interactions and human
decision-making.

However, well-known machine learning problems, such
as data imbalance, the curse of dimensionality, and false
correlation, may cause machine learning algorithms to be
inaccurate. When using datasets with a sufficient number of
labeled cases, machine learning can help police departments
detect local crimes and predict when and where crimes will
occur. However, when predicting the identity of offenders or
criminals, especially in terrorist attacks, the number of false
positives and false negatives can be relatively high when
implementing these algorithms because the feature attri-
butes are numerous and redundant.

)e present work is focused on the application of ma-
chine learning to study the characteristics of terrorist attacks,
quantitative analysis, and prediction. )ere are many types
of artificial intelligence models and methods, and the
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ensemble learning method in machine learning has higher
accuracy and better generalization ability. In this study, we
perform a quantitative analysis of the activities of terrorist
organizations in GTD from 1970 to 2017 and propose a
classification framework based on ensemble learning to
accurately classify and predict terrorist organizations. First,
we perform a quantitative analysis of global terrorist attacks
and study the varying attributes and characteristics of dif-
ferent times, places, and terrorist organizations in the GTD.
Second, we perform essential data preprocessing, including
data cleaning (such as missing value processing and data
conversion), feature selection, and data splitting. )ird, we
construct a classification framework based on ensemble
learning for classifying and predicting terrorist organiza-
tions. )e framework incorporates five current mainstream
models: decision tree, bagging, random forest, extra tree, and
XGBoost. Finally, we conduct comprehensive experiments
to evaluate the performance of these algorithms through a
set of metrics and provide a visual exploratory discussion.
Experimental results show that the XGBoost and the random
forest models were the most effective and achieved the
highest accuracy.

2. Analysis of GTD Dataset

2.1. Quantitative Analysis of GTD Dataset. )e dataset was
derived from data on terrorist attacks from 1970 to 2017
from the GTD [2] (https://www.start.umd.edu/gtd/), which
is managed by the National Consortium for the Study of
Terrorism and Responses to Terrorism (START). )e GTD
dataset is considered to be the most comprehensive database
for recording global terrorist activity. )e information of
terrorist organizations in GTD is represented by the
“gname,” “gname2,” and “gname3” attribute fields, which,
respectively, represent up to three organizations partici-
pating in an event. Most events have only a gname field
value, and some events may only be represented by an
unknown. )erefore, this article is focused on analyzing and
predicting the “gname” attribute field (that is, the major
organization). For a very small number of events with more
than one terrorist organization, we focus on the major
terrorist organization. According to the analysis of the
dataset, there were 3,537 nonrepeated statistics on the at-
tribute fields of the terrorist organizations recorded. Except
for the records of unknown terrorist groups as “gna-
me�Unknown,” there were 3,536 terrorist groups in the
dataset.

Our preliminary analysis shows that there were 181,691
identified terrorist incidents in the GTD dataset from 1970
to 2017, excluding incidents with unknown terrorist orga-
nizations. Among the cases where terrorist groups have been
identified, some terrorist organizations were very active and
launched numerous attacks; 19 large terrorist organizations
that launched more than 1,000 terrorist attacks, 32 terrorist
organizations exceeded 500, and 122 terrorist organizations
exceeded 100. )ese 122 terrorist organizations launched
78,107 terrorist attacks, accounting for more than 79% of all
known terrorist group incidents. )e number of terrorist
attacks, the corresponding number of terrorist

organizations, and the sum of terrorist attacks by these
terrorist organizations are listed in Table 1.

)e detailed statistics of terrorist attacks and the cor-
responding number of terrorist organizations are shown in
Figure 1. Among them, the areas within the rectangles of
each specified range were mutually exclusive.

2.2. Visual Analysis of Terrorist Organizations. )e activities
of the 3,536 terrorist organizations were further analyzed. To
facilitate visual observation, we conducted a detailed analysis
of 32 terrorist organizations that carried out more than 500
terrorist attacks from 1970 to 2017. )e names, number of
attacks, and ranking of these 32 terrorist organizations are
shown in Figure 2. )e organization with the maximum
number of terrorist attacks was the Taliban, which con-
ducted a total of 7,478 terrorist attacks, followed by the
Islamic State of Iraq and the Levant (ISIL) and Shining Path
(SL) with 5,613 and 4,555 terrorist attacks, respectively. In
addition, the number of terrorist attacks slowly decreased
from around 3,000 (FMLN) to around 500 (Fulani
extremists).

)e annual activity distribution of the top 10 terrorist
organizations was calculated, as shown in Figure 3. Notably,
the overall number of terrorist attacks has shown a signif-
icant upward trend in recent years. In particular, the three
terrorist organizations ISIL (purple line), Taliban (light blue
line), and Al-Shabaab (blue line) planned and carried out
terrorist attacks extremely frequently. It is worth noting that
ISIL emerged only in 2012 and has since launchedmore than
1,000 terrorist attacks every year. )e intrinsic reason is
worthy of in-depth analysis by researchers.

3. Research Methods

In this paper, we propose a classification framework based
on ensemble learning to classify and predict terrorist or-
ganizations. )e framework involved four steps, including
data preprocessing, data splitting, construction and training
of several ensemble learning classifier models, and classifier
model testing, as shown in Figure 4.

3.1. Machine Learning Prediction Model. Machine learning
methods are usually divided into supervised and unsuper-
vised approaches. Within the former category, many ap-
plications aim at predicting a target variable. )e specific
method involves establishing a corresponding relationship
between the attribute variables and the target variables in the
sample dataset, and this mapping relationship is formed by
constructing a model from the training dataset. )e pre-
diction and evaluation are performed on the testing dataset,
and the value of the predicted target variables is then
compared with the value of real target variables to derive the
prediction accuracy.

For a given terrorist attack, the classification models
identify terrorist organizations or individuals in a terrorist
attack based on known attribute fields. In the process of
supervised machine learning, the existing terrorist event
feature data are sent to the classification algorithmmodel for
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training and learning. )en, the trained model is used to
classify the test or new data to predict candidate terrorist
organizations or individuals. )erefore, the prediction of
terrorist organizations is a multiclassification problem. )e
primary purpose of this research is to construct classification
models for multiclassification tasks. In this study, we used
five supervised machine learning classifiers [17] to predict
terrorist organizations responsible for various attacks, in-
cluding decision tree, bootstrap aggregating, random forest,
extra trees, and super gradient boost.

Decision tree (DT) algorithms [18, 19] can be used as a
supervised learning method. By creating a tree model to
learn simple decision rules from data features to predict the
value of a target variable, the DTmodel begins the decision
from the root node, and the leaf nodes represent a successful
guess or correct prediction.)ere are three major algorithms
for creating DTs: ID3, C4.5, and Classification and Re-
gression Tree (CART). ID3 starts from the root node of the
tree and uses information gain to select features to build
child nodes. C4.5 uses the information gain ratio to select
features, which is regarded as an improvement of ID3.
However, these two algorithms cause the problem of
overfitting, which requires pruning. )e pruning of the DT

removes unnecessary classification features by optimizing
the loss function and reducing the overall complexity of the
model. CART [20, 21] adopts the Gini index minimization
principle to create a tree. It cuts out some subtrees from the
bottom of a fully grown DT, making the model simpler. We
used CART to create decision trees in this study.

)e following four models are considered ensemble
learning [22], which is a branch of machine learning. )e
basic unit of these four models is a decision tree.

Bootstrap aggregating (Bagging) [23, 24] is a classifi-
cation algorithm that uses a combination strategy. It first
obtains m sample sets by extracting the original dataset m
times with replacement and then uses each sample set to
train m base classifiers separately. Finally, an integrated
classifier was constructed by applying a combination
strategy to the base classifiers.

Random forest (RF) [25] is an algorithm that integrates
multiple DTs through ensemble learning. RF usually uses the
mean or mode of the prediction results of each DT in the
decision tree set as the final prediction value. )e RF in the
scikit-learn Python package uses the mean as a predictor.
Compared with a single DT, RF is less likely to be affected by
overfitting because each DTof the random forest cannot see

Table 1: Statistics on the number of terrorist attacks and terrorist organizations.

Number of terrorist attacks Number of terrorist attack organizations Sum of terrorist attacks
≥1000 19 50200
≥500 32 58520
≥100 122 78107
≥50 210 84339
≥5 936 94871
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Figure 1: )e statistics on the number of terrorist organizations by the number of attacks.
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the full view of the training set. Each DTonly trained a part
of the attribute data and did not remember all the noise of
the training set.

Extra trees (ET) [26, 27] are also composed of many DTs,
such as RF. )ese decision trees use random features and
random thresholds for the node division. ET provides ad-
ditional randomness, which suppresses overfitting but also
increases the bias to some extent. )e difference between ET
and RF is that RF uses bagging for random sampling,
whereas ET uses all samples. RF finds the optimal attributes
based on information entropy and the Gini index in a
random subset, while ET finds an eigenvalue entirely at
random to divide.

)e super gradient boost (XGBoost) [28, 29] is also a
classification algorithm that integrates multiple decision
trees. It pays more attention to the samples that were learned
incorrectly in the previous round during training and makes
some improvements on Gradient Boosting by introducing
second-order derivatives and approximating the loss func-
tion with first- and second-order derivatives so that there is
more information in the optimization process. In addition,
XGBoost adds a regular term to the loss function to weigh
the complexity of the model, making it simpler and pre-
venting overfitting. Compared with the RF, there is no

dependency relationship between the decision trees in the
RF, and they can be parallel. However, XGBoost trees are
dependent andmust be serialized.)is model maximizes the
integration speed and efficiency of trees and is a very ef-
fective integration algorithm.

3.2. Evaluation Metrics. After the machine learning classi-
fication model for this problem was designed and con-
structed, it was necessary to evaluate the performance of a
classifier to determine the accuracy of a classifier in pre-
dicting the class labels of terrorist organizations.

In machine learning, a multiclass classification
problem can usually be converted into multiple binary
classification problems. Each binary classification prob-
lem classifies a group of target objects into one class (i.e.,
category) and the remaining target objects into another
class. )e confusion matrix is an analysis table that
summarizes the prediction results and the real results in
binary classification and multiclass classification [30], as
shown in Table 2.

Based on confusion matrices, four commonly used metrics
are generally applied to evaluate the performance of machine
learning, including accuracy, precision, recall, and F1 score.
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Figure 2: Rankings of terrorist organizations with more than 500 terrorist attacks.
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Among them, accuracy can intuitively reflect the prediction
result. Precision and recall are good complementary indicators
when accuracy is not sufficient to reflect the detail of the as-
sessment results. )e F1 score is the harmonic mean value of
the precision and recall. According to Table 2, the four metrics
are defined as follows:

Accuracy �
TP + TN

TP + TN + FP + FN
,

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

F1 �
2∗Precision∗Recall
Precision + Recall

.

(1)

Accuracy is defined as the ratio of correctly predicted
samples to the total number of samples. It is the percentage of
terrorist organizations correctly classified in an attack. Preci-
sion is the ratio of true positive samples among all samples
predicted as positive samples. Recall is the ratio of the number
of positive samples predicted to the total number of all positive
samples. For specific terrorist organization i, precision

(abbreviated as P) refers to the ratio of the number of samples
correctly predicted to be terrorist organization i to the number
of all samples predicted to be terrorist organization i. Recall (R)
refers to the ratio of the number of samples correctly predicted
to be terrorist organization i to the number of true samples of a
terrorist organization i.

P and R indicators are important to provide an alter-
native perspective on the false positive rate versus the false
negative rate of that terrorist organization. A false negative
means that the organization launched an attack that was not
correctly identified and instead confused with another
terrorist organization. A false positive means that an attack
that the group did not initiate was incorrectly identified as its
act. Comparing the importance of false positives and false
negatives for a terrorist organization is different for different
terrorist organizations. Because of the impact this can have
on the subsequent handling strategy of a terrorist attack
situation, for larger terrorist organizations with more ag-
gressive activities and more severe tactics, false negatives are
more important and have more serious consequences, as
they may result in negligence and trivialization of the
handling strategy. For less aggressive, relatively civilized
terrorist organizations, false positives are more important
and may likewise result in negligent and dismissive treat-
ment strategies.
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Figure 3: )e annual activity distribution of the top 10 terrorist organizations.
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In the evaluation of multiclass classification, P, R, and F1
scores were used to evaluate each category. )e overall
evaluation of all multiple categories is usually performed
using accuracy and macroaverage. Macroaverage first cal-
culates the statistical indicators precision, recall, and F1 for
each category separately and then calculates the arithmetic
average for all categories.

4. ExperimentMethodology andResultAnalysis

Quantitative analysis and modeling prediction of global
terrorist attacks were performed in Python 3.6, running on a
platform with an Intel Core i7 processor and 24.00GB DDR
RAM. We utilized the Python libraries pandas-0.25.2,
numpy-1.17.2, xgboost-1.0.0, and scikit-learn-0.21.3 [31].

GTD datasetData preprocessing

Data splitting Preprocessed
data

Training set

Training set

Decision
tree

Random
Forest

XGBoost

Testing set

Bagging

Machine learning models

ExtraTrees

Decision
tree

Random
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Comparsion of evaluation
metrics

Bagging

Final
prediction

Trained models

ExtraTrees

Testing set

Model training

Predicting and evaluating

data source

Raw data

Feature
selection

Missing
value

Data
conversion �reshold

Preprocessed
data

Figure 4: )e framework for classifying and predicting terrorist organizations.

Table 2: Confusion matrix.

Actual category
Predicted category

True False
True True positive False negative
False False positive True negative
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For visualization of the analysis results, we used seaborn-
0.9.0 and matplotlib- 3.1.1 in Python.

4.1. Data Structure Analysis. )e data primarily contained
the following attributes of information: GTD serial number,
date, event description information, time, location, attack
description information, weapon information, target in-
formation, victim information, casualty information, and
action results. )ere were many fields under each type of
information to enrich the data. Each terrorist attack was
stored as a record (i.e., a row) of 137 attributes such as
country, year, number of deaths and injuries, and use of
weapons. Among them, there were 46 attributes with a
completeness of more than 70%.

4.2. Data Preprocessing. In the dataset, the average number
of attacks by all terrorist organizations was 28. However,
3,430 terrorist organizations (91% of all terrorist organi-
zations) launched fewer than 28 terrorist attacks, and 2,600
terrorist organizations (73% of all organizations) launched
fewer than five terrorist attacks. )ese 2,600 terrorist or-
ganizations launched 4,038 terrorist attacks, which
accounted for only 4% of the identified terrorist attacks (i.e.,
attacks by identified terrorist organizations). If all terrorist
organizations were predicted, too many categories and low-
sample categories may cause unfavorable training interfer-
ence noise. )erefore, to make the experiment closer to
reality and the trained model more effective, samples with
fewer than five terrorist attacks were removed in this study.

Some attributes are unrelated to the prediction of ter-
rorist organizations. Training on these attributes would not
only increase the required training time but also render the
training results unreasonable or impractical; therefore, data
preprocessing operations are essential. At this stage, the
GTD dataset was processed through data cleaning, feature
engineering, and data normalization.

4.2.1. Data Cleaning. Data cleaning aims to reduce the
dimensions of the GTD dataset by detecting and deleting
irrelevant or redundant attributes and case records.

First, attribute fields that contained descriptive text or
too many missing values (the missing threshold was set to
30%) were removed. Second, missing values in specific at-
tribute fields were filled with the numerical value corre-
sponding to “unknown” according to the data description
rules provided by the GTD.)ird, some attribute fields were
converted into numerical values to facilitate later processing.
For example, the “related” attribute field provides the
“eventid” of other terrorist attacks’ related to this terrorist
attack in text format, and we convert it to the count of related
terrorist attacks. )e number of event records after these
three steps was reduced to 98,909. Fourth, after deleting the
records of terrorist attacks with fewer than five terrorist
attacks, we filtered the remaining records of terrorist attacks
according to five conditions (i.e., ≥5 times, ≥50 times, ≥100
times, ≥500 times, ≥1000 times). Eventually, the number of

records in the experimental dataset was reduced to 94871
after the data cleaning process.

4.2.2. Feature Engineering. We tended to retain the objective
attributes of the terrorist attacks in the GTD and ignored
some subjective judgment criteria and some text columns for
interpretation and apparently irrelevant attributes, such as
crit1-3, country_txt, region_txt, and eventID. )erefore, 45
possible related attributes were left for analysis. Further
selections were then made. First, 34 numerical data (int,
float) were selected without special processing. )en, the
target/victim nationality (natlty1-3) was transformed into
int numerical type and was selected. In this way, 37 can-
didate feature attributes were filtered out. For these 37
properties, it is difficult to determine the feature attributes
that should be retained or removed because the remaining
feature attributes after data cleaning are correlated in some
way. After considering some solution strategies, we used the
feature selection function (i.e., SelectKBest) in sklearn to
make the selection, and very few adjustments were made.

Based on the above strategies, to simplify the model and
improve the prediction accuracy, we selected 36 features for
the experiment, including iyear, imonth, iday, extended,
country, region, successful attack, suicide attack, attack
type1-3, target type1-3, target subtype1-3, target nationality
(natlty1-3), weapon type1-4, weapon subtype1-4, property,
ishostkid, ransom, related, INT_IDEO, INT_LOG,
INT_MISC, and INT_ANY. We used the ExtraTrees clas-
sifier to build a forest to rank the importance of the 36
feature attributes, as shown in Figure 5. It may be observed
that the three attributes, namely, the country and region
where the terrorist attack occurred and the target nationality
were the most critical attributes for predicting terrorist
organizations.

)us, the GTDwas transformed into a new dataset with a
scale of 94871∗ 37 after data preprocessing. Among them,
“gname” is the target attribute for prediction, and the
remaining 36 attributes are the explanatory features for
prediction.

4.3. Data Splitting. In machine learning, the sample dataset
is usually partitioned into a testing set and a training set in
proportion. Because the classification of the target feature
attributes in the dataset is usually unevenly distributed, the
training and testing sets are divided according to the pro-
portion of the target features in the sample dataset, such that
the proportion of the data in each category of the training set
and the testing set is consistent with the proportion of the
sample dataset, thereby reducing the misleading predictions
of the trained models. )e following two methods are
generally used in data splitting.

4.3.1. Hold Out. Directly partition the data (Data) into two
mutually exclusive sets, one of which is used as the training
set (Training) and the other as the testing set (Testing),
Data � Training∪Test, Training∩Testing � ∅. When di-
viding the data into a training set and a testing set, the data

8 Scientific Programming



consistency must be maintained as much as possible to avoid
affecting the final result from deviations in the data division
process.

4.3.2. K-Fold Cross Validation. Divide the data into k
mutually exclusive subsets of similar size, namely,
Data � D1 ∪D2 ∪ · · · ∪Dk, Di ∩Dj � ∅(i≠ j). Each time,
the union of k− 1 subsets was used as the training set, and
the remaining subset was used as the testing set. )us, k
combinations of the testing and training sets were obtained.
)e k-fold cross-validation method is a common method
used to alleviate the problem of data imbalance.

In this study, the hold-out method was used to split the
sample dataset into 90% and 10% portions as the training
and testing sets, respectively. )e training set was used to
build the model, and the testing set was used to test and
evaluate the effectiveness of the model. In addition, we used
the 10-fold cross-validation method to evaluate the models
further and compared the results with those of the hold-out
method to verify the stability of the model.

4.4. Model Construction and Evaluation Analysis

4.4.1. Classifier Modeling. In this study, five mainstream
classifiers, including DT, Bagging, RF, ET, and XGBoost,
were used to classify and predict terrorist attack organiza-
tions that perpetrated specific attacks. We first optimized

these models and then evaluated and compared the per-
formances of these models.

Hyperparameters [32] in the machine learning models
can be manually set and continuously optimized by trial-
and-error minimization. Table 3 briefly introduces the major
parameters used in the ensemble learning models.

We optimized these hyperparameters by performing
grid searches or random searches for manual tuning of the
model and then comparing the accuracy and selecting the
optimal parameter value for model performance. After
tuning, we obtained the optimal parameters of these five
models as follows: )e DT uses the CART algorithm by
default, and the parameter random_state is 42. Bagging uses
the KNN classifier as the base classifier, and the ran-
dom_state, max_features, and max_samples are 30, 0.5, and
0.5, respectively. )e RF parameters n_estimators, max_-
features, and random_state are 500, “sqrt,” and 42, re-
spectively. )e ET parameters n_estimators,
min_samples_split, and random_state are 10, 2, and 12,
respectively. )e XGBoost parameter n_estimators is 300.
All other parameters of the above models were set to default
values.

We performed the following two experiments using the
hold-out method and the 10-fold cross-validation method
and compared the results to verify the performance and
stability of the models.

(1) Hold-out method: the new data obtained after data
preprocessing is split into a training set containing
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90% data and a testing set containing 10% data using
the “hold-out” method, and the above five classifi-
cation models are trained and tested, respectively, to
obtain the corresponding accuracy, precision, recall
and F1.

(2) 10-fold cross-validation method: owing to the im-
balance of terrorist organization type data, the 10-
fold cross-validationmethod is a commonmethod to
alleviate the problem of data imbalance. For instance,
some terrorist organizations performed a large
number of terrorist attacks, while other terrorist
organizations performed a small number of attacks.
)erefore, the five algorithms were trained ten times
through the 10-fold cross-validation method, the
output of each training result was retained, and the
average value of the ten output results was calculated
to obtain the cross-validation accuracy.

4.4.2. Result Evaluation and Analysis. To comprehensively
reflect the global prediction performance, we performed
predictions in each of the five ranges of terror attack fre-
quency, and the experimental results of the model perfor-
mance experiment in terms of accuracy, precision, recall,
and F1 indicators are shown in Table 4 and Figure 6.

It may be clearly seen from Figure 6 that the 19 terrorist
organizations with the highest terror attack frequency
(≥1000) had the highest prediction accuracy for all algo-
rithms, and the prediction accuracy of terrorist organiza-
tions decreased as the frequency of terror attacks decreased.
For 936 terrorist organizations with more than five terrorist
attacks, the prediction accuracy was reduced to approxi-
mately 0.85. )is indicates that as the number of predicted
target classes for the multiclassification problem increased
substantially, the algorithm’s ability to discriminate some
features decreased, and it tended to confuse the target classes
with high similarity. From the comparison of the five al-
gorithms, it may be seen that the XGBoost model performs
best in the case of the number of terrorist attacks (≥1000,
≥500), and the RF model performs best in the case of the
number of terrorist attacks (≥100, ≥50, ≥5).

To explore the analysis results visually, we focused on
terrorist organizations with frequent attacks. Here, we an-
alyze in detail the experimental results of 32 terrorist or-
ganizations with no less than 500 terrorist attacks frequency.
)e experimental results showed that the prediction accu-
racy of the XGBoost model reached 97.1634%, with a pre-
cision of 95.7246%, and the comprehensive evaluation index
F1 was 95.0011%. Random Forests was closely followed, with
an accuracy of 96.8216%. We observed that the three models

achieved the highest accuracy among all five models, that is,
XGBoost, Random Forests, and ExtraTrees. )ese models
are all ensemble learning algorithms based on the tree
model; therefore, it is concluded that the tree model’s en-
semble learning classifier was optimal for this research.

To compare the performance of the models before and
after alleviating the imbalance of the types of terrorist or-
ganization data, the five models were trained and tested
using the hold-out method (without alleviating data im-
balance) and the 10-fold cross-validation method (with
alleviating data imbalance), respectively. )e accuracies of
the 32 terrorist organizations are shown in Table 5 and
Figure 7.

Although the precision of the 10-fold cross-validation
method was slightly lower, the accuracy, recall, and F1 were
almost the same. )e 10-fold cross-validation method can
alleviate data imbalance and avoid misleading models; thus,
the models reflect more realistic and effective results. )e
model metric difference between the two methods is very
small, which also shows that the constructed prediction
models are relatively stable and accurate.

5. Visual Exploration and Discussion

To observe the effect of the models visually, we used the
confusion matrix of 32 terrorist organizations to show the
prediction results. In confusion matrices, we can observe the
number of correct and incorrect predictions and the results
of incorrect predictions (e.g., terrorist organization A is
predicted to be terrorist organization B).

Because the XGBoost model outperforms all other
models (as shown in Table 5), it is meaningful to explore and
analyze the effect of the XGBoost model. )e visualization of
the confusion matrix for the prediction results of the
XGBoost model is shown in Figure 8. Other models can also
be visually analyzed in the same manner.

)ere are 5,852 records (i.e., terrorist attacks) in the test
data after data splitting.We draw the confusionmatrix of the
XGBoost model for 32 terrorist organizations with more
than 500 terrorist attacks, as shown in Figure 8. )e rows of
the confusion matrix represent the actual terrorist organi-
zations in the test data, and the columns of the confusion
matrix represent the predicted terrorist organizations in the
test data. )erefore, the diagonal values in the confusion
matrix represent the number of terrorist attacks in which the
corresponding terrorist organization was predicted cor-
rectly, while the values outside the diagonal represent the
number of corresponding terrorist organizations that were
incorrectly predicted as being responsible for attacks. For a
model that achieves 100% accurate prediction, the confusion

Table 3: Description of parameters in ensemble learning models.

Parameter Description
n_estimators Number of base classifiers
random_state Number of seeds of random number generator
max_features Maximum number of features involved in judgment when splitting nodes
max_samples Maximum number of samples
min_samples_split Minimum number of samples required for splitting
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matrix is a diagonal matrix. Otherwise, nonzero numbers in
the off-diagonal positions of the confusion matrix represent
the number and result in incorrect predictions. For instance,
the value 1 in row 2, column 9 indicates that a terrorist attack
by the African National Congress (South Africa) was

incorrectly predicted as the Corsican National Liberation
Front (FLNC).

From Figure 8, it can be observed that the confusion
matrix was almost diagonally symmetric. )e terrorist or-
ganizations with the most predicted errors were the National

Table 4: Comparison of 5 algorithms for predicting terrorist groups with different attack frequencies.

Summary of data records
Number of terrorist attacks (range) ≥1000 ≥500 ≥100 ≥50 ≥5
Number of terrorist organizations 19 32 122 210 936
Total number of terrorist attacks 50200 58520 78107 84339 94871

Accuracy

Decision trees 0.982669 0.958647 0.878377 0.854636 0.796164
Bagging 0.960757 0.931989 0.833312 0.799858 0.740620

Random forests 0.983068 0.968216 0.904494 0.881195 0.835687
ExtraTrees 0.979283 0.959501 0.886698 0.860327 0.803225
XGBoost 0.983466 0.971634 0.853924 0.791439 0.698567

Precision

Decision trees 0.976950 0.928242 0.787521 0.745648 0.478754
Bagging 0.945956 0.932152 0.771253 0.685609 0.347113

Random forests 0.979232 0.957727 0.847559 0.817384 0.520747
ExtraTrees 0.973327 0.942159 0.811242 0.761273 0.476816
XGBoost 0.978406 0.957246 0.752235 0.523490 0.126893

Recall

Decision trees 0.976073 0.929554 0.786034 0.737920 0.512161
Bagging 0.940090 0.858106 0.605144 0.523339 0.304769

Random forests 0.974743 0.934140 0.785265 0.739619 0.511993
ExtraTrees 0.970025 0.926234 0.761510 0.708550 0.469377
XGBoost 0.976059 0.944904 0.746525 0.537858 0.138689

F1 score

Decision trees 0.976497 0.928603 0.784185 0.736470 0.481310
Bagging 0.941057 0.875151 0.633059 0.551191 0.305712

Random forests 0.976587 0.942883 0.805488 0.754597 0.502975
ExtraTrees 0.971609 0.932798 0.779096 0.723834 0.459432
XGBoost 0.977118 0.950011 0.745925 0.523800 0.130349
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Figure 6: Overall evaluation and comparison of 5 models.
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Liberation Army of Colombia (ELN) in line 11 from the
bottom and the Revolutionary Armed Forces of Colombia
(FARC) in line 7 from the bottom. 27 attacks by the ELN
were erroneously predicted as FARC, and 25 attacks of
FARC were erroneously predicted as ELNs. )ese values are

close to diagonally symmetric. )e reason is that these two
terrorist organizations have similar features, so the pre-
diction model can easily be confused with them. Similarly,
the organizations FARC and M-19 (Movement of April 19)
were also similar, with 9 and 14 prediction errors,

Table 5: Comparison of 10-fold cross-validation and hold-out methods (terror attack frequency≥ 500).

Metrics
Data split verification method

Hold-out method
10-fold cross-validation method

Mean Max Min

Accuracy

Decision trees 0.958647 0.956026 0.964387 0.949943
Bagging 0.931989 0.933528 0.936764 0.927569

Random forests 0.968216 0.965974 0.968744 0.962647
ExtraTrees 0.959501 0.959406 0.962400 0.956011
XGBoost 0.971634 0.967778 0.970828 0.963216

Precision

Decision trees 0.928242 0.929096 0.943624 0.918073
Bagging 0.932152 0.927242 0.938100 0.911614

Random forests 0.957727 0.955594 0.963753 0.947774
ExtraTrees 0.942159 0.941508 0.945737 0.935197
XGBoost 0.957246 0.952817 0.956800 0.943972

Recall

Decision trees 0.929554 0.931822 0.944081 0.923149
Bagging 0.858106 0.862504 0.871233 0.854989

Random forests 0.934140 0.934952 0.941422 0.929029
ExtraTrees 0.926234 0.928944 0.934792 0.923533
XGBoost 0.944904 0.942287 0.950476 0.933696

F1 score

Decision trees 0.928603 0.930063 0.943702 0.920590
Bagging 0.875151 0.875903 0.886239 0.866793

Random forests 0.942883 0.942658 0.949366 0.935658
ExtraTrees 0.932798 0.933608 0.937390 0.927087
XGBoost 0.950011 0.946542 0.953123 0.937474
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respectively. )erefore, it may be observed that FARC was
more easily incorrectly predicted than other organizations,
and its prediction precision and recall were correspondingly
lower.

6. Conclusion

In this study, through a quantitative analysis of the data in
the GTD, ensemble machine learning has been used to
construct five multiclass classification models for the pre-
diction of terrorist organizations that perpetrated terrorist
attacks.

First, according to the frequency of terrorist organization
attacks, the terrorist organizations were analyzed, and the
characteristics and trends of 32 terrorist organizations with
more than 500 terrorist attacks were described in detail.
)en, for the prediction of terrorist organizations in terrorist
attacks, 36 feature attributes were selected based on the
feature selection strategy, and five classifiers, including
decision tree, bagging, random forest, extra tree, and
XGBoost, were constructed to predict terrorist organiza-
tions. )e performance and stability of the five models were
evaluated using hold-out and 10-fold cross-validation

methods, respectively. Our models predicted 32 terrorist
organizations for high-frequency activities in terrorist at-
tacks. Finally, the experimental results showed that the five
models achieved good performance and stability. XGBoost
and the random forest classifier achieved the best prediction
accuracies of 97.15% and 97.03%, respectively. We further
visualized and analyzed the prediction results of the
XGBoost model using the confusion matrix. Moreover, the
method can be extended to the prediction of a broader range
of terrorist organizations. Considering the number of ter-
rorist organization classifications based on the frequency of
attacks, the classification prediction accuracy of the random
forest algorithms was consistently excellent. When the
number of terrorist organizations was small (e.g., dozens),
XGBoost exhibited the best prediction accuracy, and the
performance of random forest was close to that of XGBoost.

)e prediction model presented herein can macro-
scopically predict the terrorist organizations of global ter-
rorist attacks, excavate the relevant factors of terrorist
attacks, and provide decision support for the prevention and
control of antiterrorism organizations and related countries.
With further improvement in the performance and accuracy
of machine learning algorithms, we believe that these
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Figure 8: Confusion matrix of 32 terrorist organization prediction of the XGBoost model.
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technologies can help security departments find better al-
gorithmic models and appropriate datasets to improve the
accuracy of predictions related to terrorist attacks. However,
considering the local sparsity of terrorist attacks and their
versatility in planning and execution, even with the con-
tinuous progress of machine learning, research on large-
scale monitoring and prediction algorithms is nonetheless
expected to be challenging.
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Today, blended learning is widely carried out in many colleges. Different online learning platforms have accumulated a large
number of fine granularity records of students’ learning behavior, which provides us with an excellent opportunity to analyze
students’ learning behavior. In this paper, based on the behavior log data in four consecutive years of blended learning in a
college’s programming course, we propose a novel multiclassification frame to predict students’ learning outcomes. First, the data
obtained from diverse platforms, i.e., MOOC, Cnblogs, Programming Teaching Assistant (PTA) system, and Rain Classroom, are
integrated and preprocessed. Second, a novel error-correcting output codes (ECOC) multiclassification framework, based on
genetic algorithm (GA) and ternary bitwise calculator, is designed to effectively predict the grade levels of students by optimizing
the code-matrix, feature subset, and binary classifiers of ECOC. Experimental results show that the proposed algorithm in this
paper significantly outperforms other alternatives in predicting students’ grades. In addition, the performance of the algorithm
can be further improved by adding the grades of prerequisite courses.

1. Introduction

In recent years, online education platforms have increased
with the rapid development of Internet technology; and the
mixed teaching mode combining offline face-to-face
teaching and online learning has also emerged. Mixed
teaching, aided with computers, mobile phones, and other
electronic equipment, guides students to carry out per-
sonalized and adaptive learning according to teachers’ preset
learning goals and driving tasks. Under the mixed teaching
mode, students self-regulate the learning process, and
teachers supervise students’ learning progress as well as
efficiency in real time. Integrating online evaluation with
offline evaluation, the students’ learning autonomy increases
while learning efficiency is guaranteed. At the same time,
combining with the analysis of students’ online learning
behavior trajectory and offline classroom performance, we
can infer the students’ phased learning situation to adjust the
teaching pace in time and further improve the teaching
quality. +erefore, it is worth studying how to transform
students’ learning data such as their online learning behavior

track and offline classroom performance into their phased
learning situation and take corresponding measures to
adjust and guide their personalized learning to achieve better
teaching effect.

+e structure of this paper is organized as follows.
Section 2 reviews related literature. Section 3 describes the
setting of the curriculum and data from the platforms.
Section 4 provides a brief introduction to error-correcting
output codes (ECOC) and genetic algorithms (GA) and then
further illustrates the design and implementation of the
TBCGA-ECOC (Ternary Bitwise Calculator based GA for
ECOC) algorithm. Section 5 describes the experimental
parameters and analyzes the experimental results of various
algorithms. Section 6 summarizes the work.

2. Literature Review

Under the upsurge of mixed teaching, many scholars have
conducted researches on related fields. Yousef and Sumner
conducted detailed analysis and discussion on more than
200 articles on MOOC. +ey proposed possible future
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research directions according to the main achievements and
MOOC research direction in recent years [1]. For emerging
ways of education big data, Ang et al. introduced and dis-
cussed six aspects including overview and classification of
education big data, different data analysis methods, social
challenges and technical challenges, technical problems,
systematic data sources, data mining, and database [2]. To
explore the underlying mechanisms behind the features, Xie
conducted a survival analysis of the viewing duration of
large-scale open online courses, in which two stochastic
differential equations were used to describe the growth of
two classes. +e research helps in understanding the role of
memory in the complexity of learning behavior [3]. Based on
SPOC and flipped classes, Xu et al. also launched research on
online platforms.+ey created experiments on the computer
network mixed classes, stating that students’ online behavior
data can be used to predict their results and the results are
more stable and reliable as classes advance [4]. Guided by
Moore’s trading distance, Hew et al. defined MOOC success
as student satisfaction with the course [5]. +ey proposed a
unique methodology framework (supervised machine
learning and sentiment analysis) to examine user review
generated datasets and identify specific learners level and
course level factors. It can predict MOOC learners’ satis-
faction and estimate their relative impact. +e research
extended the theoretical understanding of the factors af-
fecting learner MOOC satisfaction and presented specific
opinions for the design of MOOC. To adjust the video
curriculum and arrangement of MOOC better, Hu et al. put
forward the analysis method of students’ video viewing
behavior based on the Spark platform and verified it with the
data of the cauX platform. +e experimental results show
that the method can analyze the characteristics of the
viewing behavior quickly and accurately [6]. Yu et al. have
noted that SPL-based methods can be used to establish a
practical MOOC learning analysis framework, which in-
creased the complexity and reusability of learning analysis
[7]. Zhang et al. constructed a SPOC-based flipped class-
room teaching model based on the OBE concept and verified
its effectiveness [8]. In order to build a better MOOC
teaching platform and provide theoretical guidance and
policy advice for college managers,Wang et al. combined the
technology acceptance model (TAM) and plan behavior
theory (TPB) to construct a theoretical model to analyze the
mechanism behind MOOC learning performance [9]. It
forms a scientific basis for the MOOC teaching setting and
provides theoretical guidance and policy advice for college
managers. Meanwhile Gardner and Brooks classifiedMOOC
studies by predictors, predictions, and underlying theoret-
ical models [10].+en they critically investigated the work of
each category and provided data on raw data sources, feature
engineering, statistical models, evaluation methods, pre-
diction architectures, and other aspects of these experiments,
revealing several critical approach gaps and exploring dif-
ferent features and modeling technology spaces. +e results
make valuable contributions to construct accuracy, opera-
bility, and student success models for theoretical con-
struction. A document clustering model based on weighted
word embeddings was developed by Onan and Toçoğlu to

identify the post problem on MOOC forums [11]. Addi-
tionally, Toçoğlu and Onan designed a long short-term
memory network (LSTM) which can classify around 70,000
MOOC reviews more accurately [12]. +ey also investigated
the sentiment analysis of Twitter data and student evaluation
data [13–15].

In addition to the research on MOOC data and teaching
mode, many scholars focused on students’ behavior models,
researched student performance prediction, and explored
factors affecting student study. Xu et al. developed a two-
layer structure model consisting of multiple underlying
predictors and cascading integrated predictors [16]. +ey
also proposed a data-driven approach based on latent factor
models and probability matrix decomposition to discover
the curriculum relevance to construct more efficient un-
derlying predictors. It is demonstrated that the proposed
method performs the benchmark method. In addition,
Ulloa-Cazarez et al. proposed genetic planning (GP) algo-
rithm to predict whether students can pass the final exam for
early warning of their learning status [17]. Xu and Yang
designed classification algorithms based on support vector
machine (SVM) to summarize students’ learning motivation
through theirMOOC activity log to predict whether they can
obtain a certificate [18]. Similar work was being done by
Meier et al. [19]. +ey predicted possible student perfor-
mance in subsequent learning through historical teaching
data from the course and took instructional intervention
when necessary. Qiu et al. proposed the latent dynamic
factor graph (LadFG) to predict student homework com-
pletion and whether students can get a certificate success-
fully [20]. Based on the MOOC data established by Peking
University on Coursera, Zhang et al. for the first time
classified and analyzed student behavior characteristics in
Chinese MOOC and predicted learning results with three
classification models: linear discriminant analysis (LDA),
logical regression (LR), and linear nuclear support vector
machine (l-SVM) [21]. Yu et al. identified seven cognitive
participation models based on students’ video clickstream
logs. Also, they designed classification algorithms based on
K-nearest neighbors (KNN), SVM, and artificial neural
networks (ANN) to predict whether students can pass the
course exam [22]. Mubarak et al. employed a dual analysis
method combining visual and predictive analysis to visualize
the data and model the behavior with an RNN-LSTMmodel,
which improved the prediction accuracy of learning per-
formance [23]. In addition, Wen et al. proposed a new
simple feature matrix to maintain local correlation infor-
mation with learning behavior and a novel Convolutional
Neural Network (CNN) model to improve the completion
rate of MOOC [24]. Hussain et al. analyzed data recorded in
digital electronic Education and Design Suite (Contract)
using five machine learning algorithms: artificial neural
network (ANN), support vector machine (SVM),
logical regression, naive Bayesian classifier, and decision tree
[25]. ViSeq, an interactive visual analysis system available to
visualize the learning order of different groups of learners
proposed by Chen et al., helped users explore the
learning sequence of MOOC from multiple granularity
levels [26]. It includes four-link maps: projection views of
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learner-identifying groups, pattern views showing the
overall sequence patterns within the selected group, se-
quence views describing transformations between ongoing
events, and individual views with an extended sequence
chain. Cobo and Ruiz-Garcia presented the edX-LIS
Learning Intervention System, which provides intervention
strategies to improve learning performance, positively af-
fecting learning motivation, persistence, and participation
[27]. Garćıa-Molina et al. presented an automatic scoring
algorithm based on the data dimension and correlation of
learners’ contributions [28]. It provides teachers with visual
and digital representation for each learner, offering opinions
for adjusting the expected behavior in the MOOC forum. In
response to the rapid change in knowledge in the ITdomain,
Chen et al. proposed a framework for in-based expression
through decision tree expression to evaluate the relationship
between the curriculum and employment [29]. +ey
designed the algorithm recommended by the course group
based on the decision to provide the basis for adjusting the
course configuration. +e results indicate that the designed
algorithms and recommended curriculum groups have a
significant role in promoting student employment.

In essence, these studies are the integration of multiple
classification problems. +ey analyzed the collected data
(behavioral trajectory data) with different models or algo-
rithm frameworks and finally offered predicting outcomes.
Many studies have also proved the feasibility and effec-
tiveness of relevant algorithms and models in result pre-
diction, which provided a solid theoretical basis for the
application and improvement of algorithms. +is paper
mainly collects students’ learning behavior track data and
divides their grades into excellent, qualified, and unqualified
grades. We add feature selection based on GA and based
classifier selection to the ECOC algorithm. We also optimize
the ECOC coding matrix, feature subset, and choice of
binary classifiers, taking accuracy as the evaluation index. By
screening the learning behavior characteristics of raw data in
the data preprocessing stage, the multiclassified accuracy can
be improved. Next, we get the learning behavior features that
influenced student performance to analyze through the fine-
grained results of feature selection and correlation analysis.
Finally, according to the character selection and correlation
analysis of fine-grained results, the teaching methods can be
improved and the teaching rhythm can be adjusted, which
will be helpful in guiding the students’ personalized learning
and improve their learning performance.

3. Data Description

3.1. Course Settings. +e datasets for this analysis were
collected from a blended course of Java Language Pro-
gramming in a college for four consecutive years. To make
students understand the basic knowledge of Java and master
the Java programming technology, this course integrates the
characteristics of Java and introduces the programming
foundation, object-oriented programming, GUI program-
ming, and so forth; and it is scheduled for 68 class hours.
Unlike traditional classes, it adopts the current popular
online learning platforms such as rain classroom and

MOOC for auxiliary teaching. In addition to participating in
conventional offline classes, students also need to use online
platforms to preview, review, and complete tests or do some
other online learning activities and take the final exam
offline in the end.

3.2. DataDescription. +e course data are the learning track
and data records collected from a blended course of Java
Language Programming in a college for four consecutive
years (the four different grades are represented by grade-1,
grade-2, grade-3, and grade-4). +e data source consists of
four popular online education platforms: MOOC Platform,
Rain Classroom, Programming Teaching Assistant (PTA),
and Cnblogs.

Four grades (grade-1, grade-2, grade-3, and grade-4)
have 94, 127, 130, and 122 people participating in the
courses, respectively. Auxiliary teaching platforms for each
grade are depicted in Figure 1.

3.2.1. Data of MOOC. +e MOOC Platform data mainly
includes the viewing of 102 teaching videos, the scores of 6
mutual-evaluation homework and 8 chapter tests, the cu-
mulative number of discussions in the current semester, the
learning times of each chapter, and the online test results as
well as submission time. +e data field is summarized in
Table 1.

3.2.2. Data of Rain Classroom. Rain Classroom is an in-
telligent online teaching platform covering a variety of
preclass-classroom-after-class teaching scenes. +e collected
data mainly include preclass preview situations and class-
room performance. Tables 2 and 3, respectively, list the data
composition and field description.

3.2.3. Data of Cnblogs. Cnblogs is a knowledge-sharing
community for developers where students can consolidate
knowledge and regularly make a summary by writing blogs.
At the same time, teachers and teaching assistants can review
students’ blogs to understand their phased learning results
and current situations. +e main components of the scores
include chapter knowledge summary, PTA exercise score
situation, PTA exercise algorithm analysis, code reading,
and learning feelings. Figure 2 portrays the composition of
the Cnblogs’ score.

3.2.4. Data Integration. In addition to the three categories of
data sources, PTA online tests were added to integrating
data. When processing the data, we need to align the data
from different sources with the student ID as the standard
and then combine the data to get four complete datasets. At
the same time, the student’s grades are divided into three
grades, excellent, qualified, and unqualified, for the subse-
quent grades and grade prediction.

After integration, the pretreatment of the data (filtering,
feature conversion) was conducted to obtain the final
datasets. Table 4 lists the four datasets.
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4. The ECOC Framework Based on GA and TBC

+e multiple classification problem in the field of machine
learning is often divided into multiple double classification
problems. Finally, the multiple classifications are ac-
complished by integrating all the results. +is paper fo-
cuses on ECOC classification-based algorithm by splitting
multiple classification problems and combining multiple
two classifiers.

4.1. Introduction to ECOC. ECOC algorithm, originated in
the field of digital communication, is an ensemble learning
method framework for multiclass classification. However, it
is widely used in face recognition, traffic signal recognition,
microarray data analysis, and other fields nowadays. In the
multiclassification problem, by designing proper coding for
each category, the ECOC ensemble system can achieve the
error correction function by using the classifier to classify the
samples into the correct category [30].

Table 1: +e data of MOOC.

Feature types Number Data description Examples
Teaching video viewing
situation 102 +e completion of watching each teaching video is presented in percentage 100%, 55%

Student information 7 School number, name, and other identifying information

Discussion 4 +e number of postdiscussions and reply discussions are presented by the
number of replies 0, 5

Job scores 6 Job score, a total score of 5 0, 4.5, 5
Job completion status 6 Complete or not Yes/no
Job mutual-evaluation status 6 Rate each other or not Yes/no
Scores on tests 8 Online test scores, out of 100 0, 90.0, 100

Test completion time 8 Test completion time in YYYY-MM-DD, hh:mm:ss 2019-12-28, 00:24:
09

Watching time duration 1 Student cumulative time for the video, in minutes 721minutes
Accumulated learning times 1 Number of times students open a learning platform to learn 324
Progress of task point
completion 4 Progress of video viewing and completion of the test, in scores 120/120, 1/8

Certificate issuance 1 +e MOOC Platform can apply for certification after completing the
specified indicators Yes/no

+e score of online platforms 2 Regular results and total results on the teaching platform, out of 100 90, 100
Five levels 1 Convert scores to grade system A, B, C, D, E

Table 2: Data composition of the Rain Classroom.

Semester/grade Preclass preview Classroom performance
Fall semester 2017-2018 (grade-1) 25 9
Fall semester 2018-2019 (grade-2) 27 16
Fall semester 2019-2020 (grade-3) 26 15
Fall semester 2020-2021 (grade-4) 26 11

Fall semester 2017-2018 (grade-1)
Fall semester 2018-2019 (grade-2)
Fall semester 2019-2020 (grade-3)
Fall semester 2020-2021 (grade-4)

Rain Classroom
PTA

Rain Classroom
Cnblogs

Rain Classroom
PTA

MOOC
Rain Classroom

PTA

Figure 1: +e source and composition of the data.
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+e ECOC algorithm mainly includes three basic steps
[31]: encoding, training, and decoding. +e process of con-
structing a coding matrix is called coding. +e coding method
is roughly divided into two categories: data-dependent and
data-independent. +e former refers to the model or distri-
bution of the datasets during the coding process, typically
including ECOC-ONE, DECOC (Discriminant ECOOC), and
Data-Driven ECOC. +e data-independent coding process
only considers the number of categories. It does not analyze the
model and distribution of the data, typically including OVO
(One Versus One) [32], OVR (One Versus Rest), OVA (One
Versus All), DR (Dense Random) [33], SR (Sparse Random)
[34], and other coding methods [35]. +e coding matrix
consists of “+1,” “−1,” or “0.” Each coding matrix represents a
category, and each column represents a binary classifier. Two
classifiers train only the non-0 encoding corresponding cate-
gory data and take “+1,” encoding corresponding category

training data as positive classes and “−1” corresponding cat-
egory data as negative classes. Figure 3 portrays a classical one-
to-many encoding (One vs All, OVA) for the encoding matrix.
+e ECOC algorithm is essentially an integration framework
that improves model performance by integrating different
classifiers and achieves classifier complementarity [36, 37].

+e process opposite to coding is called decoding. +e key
to decoding is to determine the final category of the unknown
sample based on the decision results of each base classifier.
Decoding mainly consists of three types: decoding strategies
based on output coding and target coding distance such as
Hamming distance decoding, probability-based decoding such
as Bayesian criterion, andmode space-based decoding strategy.

4.2. Feature SelectionMethod. Feature selection is a primary
data processing method in machine learning [38, 39]. It
improves the accuracy of prediction models and constructs

20%

10%

40%

30%

summary of Knowledge
the Score of PTA
the Analysis of PTA Exercise
Code Reading

Figure 2: Composition of the Cnblogs’ score.

Table 3: Description of the rain classroom data.

Type Field Data description Example

Essential
information

Name Student information San Zhang
Student ID Student information 20XX21123XXX
Total points Total results in rain classroom (full marks are different) 100
Sign-in times Total number of classroom check-ins 11
Access rate Class check-in rate (percentage) 100%

Preview before
class

Number of
announcements read Number of readings of published announcements 15

Total number of pages
viewed Number of viewing pages of the pushed courseware 10

Total viewing time length Watching time of the pushed courseware XX h, XX m, XX
s 00 h, 00 m, 00 s

Finish time Time to complete the courseware preview YYYY:MM:DD
HH:MM:SS or completion status

Time/no preview/not
completely finish

Answer score +e score of the pushed courseware exercises 10

Classroom
performance

Sign-in mode +e score of the pushed courseware exercises Not signed in/scan the code
to sign in

Barrage releases Number of barrage releases 0
Accumulated score Integration of classroom performance scores 10

Scientific Programming 5



faster and less consuming prediction models and gives the
model for better understanding and interpretation by
selecting some features from all features for training models,
enhancing the generalization ability of the model, high-
lighting the essence of problems, and simplifying the
mathematical model.

+e origins of GA date back to the early 1960s. GA
searches for the optimal solution by simulating a natural
evolutionary process. +e problem-solving process is con-
verted to the crossover and variation of chromosome genes
in biological evolution through computer simulation op-
eration. +e algorithm has three basic operators: selection,
crossover, and variation. Compared with traditional algo-
rithms, GA is based on biological evolution with good
convergence, less computational time, and high robustness
in computational accuracy requirements. Meanwhile, the
algorithm has scalability and is easy to combine with other
algorithms [40].

4.3. /e ECOC Framework Based on GA and TBC. +e
classical ECOC algorithm takes all the features as the input
variables and uses a collection of base classifiers to train and
predict the model. In this paper, based on ECOC and GA for
performance grade prediction, we design a multi-
classification algorithm framework. +e algorithm performs

the optimization process to exchange their information by
the vector operator computing code words between a pair of
encoded columns; and it employs a collection of hetero-
geneous classifiers via GA for better solutions.

4.3.1. Gene. Gene is a feature in the solution of the problem.
In this paper, a gene can guide encoding columns to
computation to generate a new encoding column. +e gene
design mainly includes the index of the two selected matrix
columns, the feature selection sequence, and two columns
for calculation. Gene structure is illustrated in Figure 4.

4.3.2. Individual. An individual is consisted of a series of
genes. It is a unit that needs to evolve or a solution to the
original problem. In this algorithm, a new ECOC coding
matrix can finally be generated through an individual by
integrating new generated coding columns of genes; and the
number of two classifiers determines the number of genes in
the individual. +e design of the individual is shown in
Figure 5.

4.3.3. Operator. +e algorithm has five types of operators. It
is mainly used to operate the selected characteristic matrix
column according to the chosen operator and generate a new
characteristic matrix.

4.3.4. Legality Check. +e ECOC encoding matrix has its
unique legitimacy constraints. Illegal cases mainly include
duplicate rows, reverse columns, and rows with only 0
symbols. For column levels, it means that the column contains
only 0 or contains only +1 or −1 or that +1 or −1 is missing.

It is necessary to conduct legality testing before per-
forming the evaluation operation, correct illegal operations,
and discard some illegal columns.

4.3.5. Crossover. Crossover and mutation are the basic steps
in genetic algorithms. +e primary purpose of variation is to
increase the diversity of the population, thus avoiding local
optimality due to gene monopoly after superior individuals.
+e algorithm requires the exchange of genes or parts be-
tween individuals with a certain crossover probability. +e
process of gene crossing is shown in Figures 6 and 7: select
parent individuals to cross first and then exchange the same
type of bits in two selected gene individuals.

4.3.6. Mutation. Mutations are used to maintain and in-
troduce diversity in genetic groups; and the mutation
probability determines the number of genes in the

Table 4: Description of integration data summary.

Semester/grade Data dimensions Number of pieces of data
Fall semester 2017-2018 (grade 1) 119 82
Fall semester 2018-2019 (grade 2) 130 117
Fall semester 2019-2020 (grade 3) 130 115
Fall semester 2020-2021 (grade 4) 131 119
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individuals selected for the mutation. Each gene has a low
mutant mutation probability. For the chosen gene, each of
them will change randomly with a mutation probability.

If the matrix index is selected to change, the original
number will be changed within all the indexes of the
encoding matrix pool. If the column index in the selection
matrix is changed, do so within the number of columns. If
the feature selection sequence is selected, some of the bits are
selected in the digital sequence formutation representing the
feature selection index mutation of the classification model.
If the operator is selected, change it in the five operator index
ranges.

Figure 8 describes the example of mutation.

4.3.7. Elite Retention. +e algorithm adopts an elite reten-
tion strategy to ensure that the classification effect rises
during the iteration process and to avoid the optimal in-
dividual being destroyed by crossover and mutation. Sup-
pose that the individuals with the worst adaptability in the
new generation population are worse than the optimal in-
dividuals in the previous generation population. In that case,
the worst individuals in the new generation will be replaced
with the optimal individuals of the last generation to ensure
the upward trend of evolution. In the evolution of genetic
algorithms, the optimal individuals appearing to date are not
lost or destroyed by the selection, crossover, and variation
operations. Elite retention strategies play a significant role in
improving the global convergence capabilities of standard
genetic algorithms.

4.3.8. Optimization Method of the Binary Classifiers. +e
algorithm uses a hybrid classifier that places multiple
classifiers into the chromosome and jointly iterates with the
population to select the optimal base classifier corre-
sponding to each column of each matrix. Each column is
trained with the most optimum base classifier and combines
the corresponding matrix column into a new matrix to
obtain an optimal matrix.

4.3.9. Flowchart of the Proposed Algorithm

(1) Relevant parameter setting: initialize all kinds of
parameters, such as population iteration number,

crossover probability, mutation probability, the
number of individuals in each generation of pop-
ulation, and the number of the initial coding ma-
trices in the pool of coding matrix.

(2) Population: A population is a collection of several
individuals. It is the unit of iteration in the algorithm;
and the evolution of the final result is conducted in
population units.

(3) Population initialization: +e population contains
several ECOC encoding matrix individuals. When
generating a primary population, generate illegiti-
mate ECOC coding matrices as primary individuals
according to the constraint law of the ECOC matrix
randomly.

(4) Assess the new individual: +e model takes accuracy
as the index to calculate the classification effect of the
model and performs the “survival of the fittest”
operation.

(5) Termination condition: Terminate the algorithm
when the number of iterations reaches the preset
value. +e solution is now the optimal solution.

+e algorithm is verified by the 5-fold cross and based on
ECOC for model training and prediction. +e average ac-
curacy is used as the fitness function to measure the per-
formance improvement of the multiclassification problem.
In the iterative process of the algorithm, we select the more
adaptable feature matrix and base classifier sequence for
subsequent iterations. +e final individual is the optimal
individual. +e algorithm’s flowchart is shown in Figure 9.

5. Experimental Results and Analysis

5.1. Experimental Settings. Parameter settings of ECOC al-
gorithm are as follows: OVO, DECOC as encoding method,
LR (logistic regression), SVM (support vector machine),
Bayes as base classifier, and soft decoding as decoding
method. +e remaining parts adopt the default parameter
settings.

Parameter settings of the GA are as follows: +e number
of individuals in the population is 80. +e crossover
probability is 0.8. +e mutation probability is 0.1; and the
maximum number of iterations is 50 generations. Parameter
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settings for both Random Forest and XGBoost use the
default parameters in the scikit-learn library.

All the experiments employ the 5-fold crossover vali-
dation method. +e average accuracy value is used as the
evaluation index of the classification performance and the
fitness in the GA.

5.2. Experimental Results

5.2.1. Comparison with the Classical Ensemble Learning
Algorithms. TBCGA-ECOC proposed in this paper is

compared with Random Forest and XGBoost, two classical
ensemble learning algorithms in machine learning. As
shown in Figure 10, the TBCGA-ECOC significantly im-
proves the accuracy of predicting students’ performance
compared with the two classic algorithms. +erefore, we
conclude that the TBCGA-ECOC offers better performance
compared to the traditional ensemble learning algorithms.

5.2.2. Comparison with the ECOC Algorithms. On the basis
of the ECOC algorithm, the TBCGA-ECOC algorithm
utilizes the GA-based feature selection method and base
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classifier selection to improve the prediction performance of
the algorithm further. +e comparative experimental results
of the two classes of algorithms will be offered.

Table 5 reports the experimental results on different
datasets when the OVO coding method is employed. As
for grade-1 dataset: the accuracy of the TBCGA-ECOC
algorithm increases about 3.53% and 3.58% over the re-
sults of the ECOC (LR) and ECOC (Bayes) algorithms,
respectively; and it is pretty close to that obtained from the
ECOC (SVM) algorithm. For the other three datasets, the
TBCGA-ECOC algorithm results are better than those of
ECOC (SVM), ECOC (LR), and ECOC (Bayes) algo-
rithms. Among them, the algorithm results of the grade-2
dataset have increased by about 2.01%, 1.43%, and 7.11%
based on the three algorithm results of ECOC (SVM),
ECOC (LR), and ECOC (Bayes). +e grade-3 dataset’s
accuracy is enhanced by 0.29%, 3.82%, and 13.15%. As for
the grade-4 dataset, it also has an improvement of 1.42%,
2.53%, and 9.85%, respectively. +e above results dem-
onstrate that the proposed algorithm outperforms clas-
sical ECOC algorithms on all four datasets and shows
significant improvement.

Similar results are also observed in experiments by using
the DECOC encoding method. As shown in Table 6, the
experimental results on different datasets are as follows.

Compared with the three algorithm results of ECOC
(SVM), ECOC (LR), and ECOC (Bayes), the overall result of
the TBCGA-ECOC algorithm has been improved. For ex-
ample, the results of the grade-1 dataset are optimized by
1.97%, 4.42%, and 1.23%; and the grade-2 dataset’s results
are improved by about 3.17%, 3.17%, and 7.66%, respec-
tively, based on other algorithms. For the two datasets,
grade-3 and grade-4, the algorithm’s results slightly rise on
the basis of ECOC (SVM) and ECOC (LR) by 0.29% and
2.64% as well as 0.84% and 2.56%, respectively. Meanwhile,
comparing the ECOC (Bayes) algorithm results, there is a
significant enhancement, with an increase of 11.97% and
10.43%, respectively.

Furthermore, it is observed that the accuracy of the
algorithm on the grade-1 dataset is slightly low.+e possible
reasons are that the characteristic dimensions of the grade-1
dataset are fewer than those of the other three datasets, and
the data have fewer dimensions. So the evolution is excessive
under the same algorithm and parameters, and the over-
fitting phenomenon appears.+us the accuracy is reduced to
some extent. But, overall, TBCGA-ECOC improves to
various degrees over ECOC accuracy on all four datasets.

+ese results conclude that the accuracy obtained from
TBCGA-ECOC using different datasets or codingmethods is
higher than that from ECOC algorithms. +us, the TBCGA
algorithm based on GA feature selection and classifier
traverse has excellent performance.

5.2.3. Comparison of Different Methods considering Prereq-
uisite Courses. We tried to add the results of the prerequisite
course to the dataset as a new feature; and, after data
alignment, which can be achieved by eliminating the data
missing features of prerequisite courses, we generated three
new datasets with prerequisite courses and three without
prerequisite courses corresponding to levels grade-2, grade-
3, and grade-4.

To begin with, we utilize Random Forest and XGBoost,
two traditional ensemble algorithms, to analyze and predict
the six datasets with and without prerequisite courses.
Figure 11 plots the prediction results.

+ere are six cases in total, and the prediction methods
with prerequisite courses can obtain better results than those
without prerequisite courses in 5 cases of 6 cases.

+e two algorithms correspond to three grades, with six
examples in total. In the five samples, the predicted results of
the dataset with prerequisite courses were higher than or
equal to those without prerequisite courses.
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Figure 10: Comparison among TBCGA-ECOC and classic en-
semble learning algorithms.

Table 5: Comparison of TBCGA-ECOC and ECOC (OVO)

SVM Logi Bayes TBCGA-
ECOC

Grade
1 0.662 ± 0.330 0.622± 0.049 0.622± 0.053 0.657± 0.035

Grade
2 0.701± 0.022 0.707± 0.032 0.650± 0.071 0.721 ± 0.034

Grade
3 0.667± 0.022 0.631± 0.061 0.538± 0.032 0.667 ± 0.014

Grade
4 0.683± 0.032 0.672± 0.036 0.599± 0.033 0.697 ± 0.022

Table 6: Comparison of TBCGA-ECOC and ECOC (DECOC).

SVM Logi Bayes TBCGA-
ECOC

Grade
1 0.638± 0.017 0.613± 0.031 0.645± 0.061 0.657 ± 0.035

Grade
2 0.690± 0.011 0.690± 0.028 0.645± 0.079 0.721 ± 0.034

Grade
3 0.667± 0.013 0.643± 0.034 0.550± 0.040 0.670 ± 0.014

Grade
4 0.689± 0.029 0.672± 0.050 0.593± 0.040 0.697 ± 0.022
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In addition, the classical ECOC algorithm and TBCGA-
ECOC algorithm are tested in the two kinds of datasets, and
the results are listed in Figures 12–14.

When adopting the ECOC algorithm with the OVO
coding method, three classifiers (SVM, Logi, and Bayes)
correspond to three different datasets, for 9 cases in total.
+e results of the dataset incorporating the characteristics of
prerequisite courses win or flat in 8 samples, as shown in
Figure 12. A similar phenomenon is found when using the
ECOC algorithm with the DECOC encoding method, with 8
of the 9 samples winning, as shown in Figure 13. Fur-
thermore, when using the TBCGA-ECOC algorithm, the

dataset with prerequisite courses can get better results in all
the cases, shown in Figure 14.

In general, the algorithm that adds the prerequisite
courses as a new feature cannot consistently achieve better
results compared to the original algorithm. Still, the
performance is usually better than the average perfor-
mance of the original algorithm, and it has good ro-
bustness. +erefore, it can be seen that the characteristics
of the prerequisite course are helpful to the prediction of
grades and have a better classification effect. Moreover, as
shown in Figure 15, the prediction accuracy of the
TBCGA-ECOC algorithm with the features of prerequisite
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Figure 11: Feature contribution analysis on prerequisite courses for Random Forest and XGBoost.
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courses added is also superior to those of the other al-
gorithms on the whole.

5.2.4. Time Complexity. +e running times of TBCGA-
ECOC for grade-1, grade-2, grade-3, and grade-4 levels
are 1826 s, 2122 s, 2025 s, and 2778 s, respectively. Based
on the population iteration with high algorithm com-
plexity, the GA algorithm consumes much time, while
Random Forest and XGBoost, the classical ensemble
learning algorithm models, are relatively simple and can
complete training within 5 s. Although ECOC employs

different base classifiers and different coding methods,
its algorithm’s complexity is also low.

+e numbers of samples and features in the four datasets
are different, so the computation times the algorithms need
are different. +e higher the feature dimension, the greater
the solution space available for search. +e grade-4 dataset
with the highest dimension of features (131) and biggest
number of samples (119) needs the longest running time,
while the grade-1 dataset with the lowest dimension of
features (110) and the smallest number of sample (82) needs
the shortest running time. Finally, the grade-2 and grade-3
datasets need identical running times with similar
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Figure 14: Feature contribution analysis on prerequisite courses for the TBCGA-ECOC.
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Figure 13: Feature contribution analysis on prerequisite courses for the ECOC (DECOC) method.
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dimensions and sample sizes. So the running time is less
than that of the grade-4 dataset but more than that of the
grade-1 dataset.

6. Conclusion

In this paper, we propose a novel ECOC multiclassification
framework to predict students’ grades. We try to add the
prerequisite course as the new feature to improve the per-
formance of the algorithm. +e findings can be used to
evaluate students’ performance, providing valuable infor-
mation for improving teaching in order to optimize indi-
vidualized teaching, improve student performance,
implement instructional interventions, and adjust the pace
of teaching when necessary. +e main conclusions are as
follows:

(1) Experimental results show that the proposed
TBCGA-ECOC algorithm can obtain higher accu-
racy compared to several classical ECOC algorithms
and the traditional ensemble learning algorithms,
i.e., XGBoost and the Random Forest.

(2) +e prediction performance of various methods has
been slightly or significantly improved by adding the
grade of the prerequisites courses, i.e., C language
and Data Structure, as the new features. On the
contrary, the proposed method can provide valuable
advice for curriculum and teaching planning.
According to the predicted results, we can recom-
mend suitable prerequisites to students.

In future work, we can follow the line of this work. As for
the dataset, we can collect other multisource learning track
data or add other prerequisite courses. As for the method,
the ECOC algorithm can be improved, especially its
adaptability with high-dimensional small sample data; or the

selection scheme of hybrid binary classifiers can be opti-
mized so that the better binary classifiers can be selected to
enhance accuracy.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

Authors’ Contributions

Ling-qing Chen andMei-tingWu contributed equally to this
work and should be regarded as joint first authors.

Acknowledgments

+is work was supported in part by the Scientific Research
Program of Fujian Bureau of Education, China (no.
JAT200266), the Opening Fund of Digital Fujian Big Data
Modeling and Intelligent Computing Institute, and the
Scientific Research Foundation of Jimei University, China
(no. F020803).

References

[1] A. M. F. Yousef and T. Sumner, “Reflections on the last decade
of MOOC research,” Computer Applications in Engineering
Education, vol. 29, no. 4, pp. 1–18, 2020.

[2] K. L.-M. Ang, F. L. Ge, and K. P. Seng, “Big educational data &
analytics: survey, architecture and challenges,” IEEE Access,
vol. 8, pp. 116392–116414, 2020.

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

Grade-2 Grade-3 Grade-4

Ac
cu

ra
cy

ECOC(OVO) SVM
ECOC(OVO) Logi
ECOC(OVO) Bayes

ECOC(DECOC) SVM
ECOC(DECOC) Logi
ECOC(DECOC) Bayes

Random Forest
Xgboost
TBCGA-ECOC

Figure 15: Comparison of TBCGA-ECOC and other methods with prerequisite courses feature.

Scientific Programming 13



[3] Z. Xie, “Modelling the dropout patterns of MOOC learners,”
Tsinghua Science and Technology, vol. 25, no. 3, pp. 313–324,
2020.

[4] Z. Xu, H. Yuan, and Q. Liu, “Student performance prediction
based on blended learning,” IEEE Transactions on Education,
vol. 64, no. 1, 2020.

[5] K. F. Hew, X. Hu, C. Qiao, and Y. Tang, “What predicts
student satisfaction with MOOCs: a gradient boosting trees
supervised machine learning and sentiment analysis ap-
proach,” Computers & Education, vol. 145, Article ID 103724,
2020.

[6] H. Hu, G. Zhang, W. Gao, and M. Wang, “Big data analytics
for MOOC video watching behavior based on spark,” Neural
Computing & Applications, vol. 32, no. 11, pp. 6481–6489,
2019.

[7] C.-H. Yu, J. Wu,M.-C. Liu, and A.-C. Liu, “Adopting software
product lines to implement an efficient learning analytics
framework in MOOCs,” Journal of Information Science and
Engineering, vol. 37, no. 1, pp. 139–155, 2021.

[8] L. Zhang, Y. Xuan, and H. Zhang, “Construction and ap-
plication of SPOC-based flipped classroom teaching mode
ininstallation engineering costcurriculum based on OBE
concept,” Computer Applications in Engineering Education,
vol. 28, no. 6, pp. 1503–1519, 2020.

[9] Y. Wang, C. Dong, and X. Zhang, “Improving MOOC
learning performance in China: an analysis of factors from the
TAM and TPB,” Computer Applications in Engineering Ed-
ucation, vol. 28, no. 6, pp. 1421–1433, 2020.

[10] J. Gardner and C. Brooks, “Student success prediction in
MOOCs,” User Modeling and User-Adapted Interaction,
vol. 28, no. 2, pp. 127–203, 2018.
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[28] S. Garćıa-Molina, C. Alario-Hoyos, P. M. Moreno-Marcos,
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Online and offline blended teaching mode, the future trend of higher education, has recently been widely used in colleges around
the globe. In the article, we conducted a study on students’ learning behavior analysis and student performance prediction based
on the data about students’ behavior logs in three consecutive years of blended teaching in a college’s “Java Language Pro-
gramming” course. Firstly, the data from diverse platforms such as MOOC, Rain Classroom, PTA, and cnBlog are integrated and
preprocessed. Secondly, a novel multiclass classification framework, combining the genetic algorithm (GA) and the error
correcting output codes (ECOC) method, is developed to predict the grade levels of students. In the framework, GA is designed to
realize both the feature selection and binary classifier selection to fit the ECOC models. Finally, key factors affecting grades are
identified in line with the optimal subset of features selected by GA, which can be analyzed for teaching significance. -e results
show that the multiclass classification algorithm designed in this article can effectively predict grades compared with other
algorithms. In addition, the selected subset of features corresponding to learning behaviors is pedagogically instructive.

1. Introduction

With the rapid advancement of Internet technology, blended
teaching mode has emerged in recent years. Different from
the previous online teaching mode, blended teaching includes
an integration of learners’ online learning with traditional
face-to-face classroom learning, which not only can guarantee
the degree of interaction between teachers and students but
also can ensure the efficiency of students’ online learning
owing to the supervision of teachers. -rough analyzing
students’ online learning behavior and classroom perfor-
mance, teachers can gain insight into the comprehensive
information of students, making it possible to tailor their
teaching to students’ needs to further improve the teaching
quality.-erefore, there is a need to study how to fully exploit
the data of students’ online and offline learning behavior to
effectively guide students’ individualized learning.

At present, most of the research work is typically based
on students’ learning behavior data to predict whether
students can pass examinations, obtain certificates, or
dropout of classes, etc., which are essentially binary class
problems. Besides, much of the work is done to extract
coarse-grained features from data for prediction. In this
work, however, we particularly focus on the prediction of
students’ performance in four categories (excellent, good,
passed, and failed) upon their learning behavior data.
Specifically, we add a genetic algorithm- (GA-) based feature
selection and binary classifier selection to the error correct
output codes (ECOC) framework to filter the learning be-
havior features of the original data, in order to improve the
accuracy of multiclassification in many ways. According to
the fine-grained results of feature selection and correlation
analysis, the learning features that have a more significant
impact on students’ final grades are selected from their
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learning behaviors for analysis, which is conducive to
teachers’ individualized teaching.

-e structure of this article is organized as follows.
Section 2 discusses the related work. Section 3 primarily
gives a description of the course and data involved. Section 4
briefly introduces ECOC algorithm and GA as well as details
the design and implementation of the ECOC-GA algorithm.
Section 5 presents the experimental setup and the com-
parison combined with analysis of the experimental results
and then puts forward some implications for teaching. We
conclude the whole work in final section.

2. Literature Review

In this section, we will briefly review the research and ap-
plication of machine learning and mining technology in
online learning. Ang et al. conducted a comprehensive
survey of the research related to big educational data that has
emerged in the past few years [1]. -ey reviewed the
overview and classification of big educational data research,
data collection and mining efforts for big educational data,
methodological and technical issues involved in big edu-
cational data, and challenges faced by big educational data.
Related research studies showed that prediction of learning
effectiveness had an important research value on the edu-
cation field, thereby receiving much attention. Basing on a
dataset collected from XuetangX, one of the largest MOOCs
from China, Qiu et al. proposed a latent dynamic factor
graph (LadFG) to predict students’ homework completion
and whether they can successfully pass the examinations and
obtain the certificates [2]. By analyzing students’ activity logs
on the MOOCs, Xu and Yang summarized various learning
motivations of students and designed a classification algo-
rithm based on support vector machine (SVM) to predict
whether students can obtain a certificate [3]. Working with
multisource heterogeneous data from two courses by the
Peking University on Coursera, Data Structures and Algo-
rithms and Introduction to Computing, Zhang et al. analyzed
students’ learning content, identified important concepts in
the course, assessed students’ knowledge states through the
quiz, and designed algorithms to predict student dropout in
MOOCs [4]. Yu et al. identified seven types of cognitive
participation models of learners based on their video
clickstream records and built practical machine learning
models using K-nearest neighbors (KNN), SVM, and arti-
ficial neural networks (ANN) to make predictions about
whether students can pass the course examinations [5]. In
order to significantly improve the teaching efficiency of
traditional courses and online MOOCs, Meier et al. used
history of teaching data of the course (mainly including
assignments, quizzes, midterm examination, etc.) to predict
the likely performance (good/poor) of students in subse-
quent courses so that teachers can initiate interventions
promptly for students performing poorly [6]. Ulloa-Cazarez
et al. proposed a genetic programming (GP) algorithm to
predict whether students can pass the final examination [7].
Trying to identify students who have difficulty in course
learning, Xu et al. developed a machine learning algorithm
with a bilayered structure consisting of multiple base

predictors and a cascade of ensemble predictors [8]. -is
algorithm could be used to make predictions based on
students’ progressive performance states. Additionally, a
clustering method based on latent factor models and
probabilistic matrix factorization was proposed to discover
the correlation among the courses to further construct more
effective base predictors. -e results suggested that the
method had a positive impact on assessing student per-
formance and was able to provide implications of teaching
intervention for instructors. Hussain et al. used machine
learning algorithms including ANN, SVM, Logistic Re-
gression (LR), Naive Bayes (NB), and Decision Trees (DT) to
analyze data recorded by the TEL system. -e model was
trained according to the data of student performance from
the previous week and then tested on the data from the
following week [9]. Hence, the differences in performance
among various algorithms could be compared. -e results
showed that ANN and SVM achieved higher accuracy than
other algorithms. Overall, the method employed was highly
real time and especially helpful in allowing teachers to
identify underprepared students and facilitate interventions
before the next week’s class.

In addition to the research on the prediction of learning
effectiveness, there is also an increasing body of work in the
field of students’ behavioral patterns and the influencing
factors of learning. Basing on the Spark platform, Hu et al.
proposed a method for analyzing students’ video watching
behavior inMOOCs and validated it with the data of the cauX
platform [10]. -e experimental results indicated that the
method could quickly and accurately analyze the character-
istics of video watching behavior, which is conducive to
explaining the time-distributed video watching behavior in
MOOCs. Besides, it could also guide instructors to determine
a reasonable video length to draw more students’ attention
and reduce their dropout rate. -eoretically guided by
Moore’s theory of transactional distance, Hew et al. adopted
approaches incorporating supervised learning, sentiment
analysis, and hierarchical linear modeling to analyze the
cognitive features of 6,393 students in 249 random MOOCs,
withMOOC learners’ satisfaction as ameasure of success [11].
-e results revealed that teacher, content, assessment, and
schedule had significant effects on student satisfaction. Onan
et al. developed a document-clustering model based on
weighted word embedding to identify question topics on
posts of MOOC forum [12]. Later, Onan designed a long
short-term memory networks (LSTM) to classify the senti-
ment for about 70,000 MOOC reviews, which can achieve a
high classification accuracy [13]. In addition, sentiment
analysis on both Twitter data and students’ evaluation data are
also investigated recently [14–16]. Due to teaching inertia and
difficulty of fixed curriculum setting in coping with the IT
field where knowledge is updated rapidly, Chen et al. pro-
posed a data-based framework to evaluate the relationship
between taking courses and getting employment through the
DT expression [17]. Based on it, a computer course group
recommendation algorithm was proposed to provide a basis
for optimal course configuration. -e results showed that the
course optimization and recommendation results based on
this method had a significant contribution to student
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employment. Yousef and Sumner conducted a comprehen-
sive analysis of more than 200 articles onMOOC research and
discussed the main research findings and research directions
onMOOC in recent years around the issues of classification of
MOOC, MOOC learners, communication between MOOC
providers and participants, and assessment for students’
learning behavior [18]. Mubarak et al. used a twofold analysis
method combining visual and predictive analyses to make an
initial prediction of learners’ performance through the
analysis results of data visualization and then built the RNN-
LSTM model for learners’ behavior in video clickstreams to
improve the predictability of learner performance [19]. Zhang
et al. constructed a SPOC-based flipped classroom teaching
model by integrating the OBE concept, and the results
confirmed that the model in small classes had equally ideal
effects on both teachers and students [20]. Chen et al. in-
troduced and evaluated an interactive visual analytics system
called ViSeq, showing that it could visualize the learning
sequences of different learner groups to aid users in exploring
them of MOOCs at multiple levels of granularity and com-
prehending the underlying patterns behind the learning se-
quences [21]. Combining TAM with TPB and collecting data
from questionnaires completed by university learners, Wang
et al. constructed a theoretical model of MOOC learning
performance mechanisms [22]. -e analysis of learning
groups’ characteristics revealed that factors such as perceived
usefulness, learning attitudes, subjective norms, and perceived
behavioral control had disproportionate impacts on learning
performance, while perceived ease of use was not a crucial
factor. -e results provided a scientific basis for MOOC
instructional design and instructional resources allocation.
Cobos and Ruiz-Garcia proposed a learning intervention
system called edX-LIS for providing MOOC learners with
information about their progress regularly and making
suggestions by their performance [23]. Contrast experiments
had shown that the intervention strategies provided by this
system had a positive impact on learners’ motivation, per-
sistence, and engagement. Garćıa-Molina et al. proposed an
algorithm for automatic scoring of learners’ performance in
MOOC forums [24]. Simultaneously, they collected data for
an exploratory study that proposed three schemes with dif-
ferent input parameters. -e results showed a moderate
positive correlation between the forum grades provided by the
algorithm and the grades obtained through the summative
assessment activity of MOOC. Xie conducted a survival
analysis for the video viewing duration of MOOCs and de-
veloped amathematical model to understand the evolutionary
mechanisms underlying the characteristics of students’ video
viewing behavior [25]. -e study also explored the potential
role of memory in the complexity of learning behaviors. Wen
et al. conducted a detailed analysis of learning behavior
patterns of MOOC learners and proposed a novel simple
feature matrix for maintaining the local correlation infor-
mation of learning behavior [26]. -e study found that
learners often exhibited similar learning behaviors over
consecutive days. By making use of it, a brand new con-
volutional neural network (CNN)model was also proposed to
improve the accuracy of dropout prediction. Yu et al. applied
the software product line (SPL) in software engineering

techniques to a framework for data analysis, which made the
process of data analysis reusable [27]. A practical machine
learning model was constructed on the basis of this frame-
work to predict learning outcomes through students’ learning
behavior. -e framework retained data collection, data
cleaning, feature extraction, and model prediction as core
components. As a result, a complete and reusable learning
behavior analysis system came into being.

3. Data Description

3.1. Curriculum Setting. Our algorithm was applied to data
collected from a blended course of Java Language Pro-
gramming in a college for three consecutive years. -e course
aimed at understanding the basic knowledge of Java and
learning Java programming techniques, with a total of 68 class
hours.While participating in traditional courses in classroom,
students also studied online through e-learning platforms,
such as Rain Classroom, MOOC, PTA, and Blog. -ey would
have a final examination at the end of the semester.

3.2. Data Description. In this article, we collected learning
data generated by students in three grades of a college while
participating in the course (the three different grades are
represented by grade 1, grade 2, and grade 3). Among them,
94, 127, and 130 students in grades 1, 2, and 3 participated in
the course, respectively.-e data were mainly obtained from
four platforms: MOOC platform, Rain Classroom, Pro-
gramming Teaching Assistant (PTA), and cnBlog. -e de-
tails are summarized in Table 1.

3.2.1. Data of MOOC. -e data of MOOC platform mainly
includes 102 lecture videos, 6 peer grading assignments, 8
chapter quizzes, forum discussions, online examination, and
other types of learning activity data. -e specific fields are
shown in Table 2.

3.2.2. Data of Rain Classroom. -e Rain Classroom data
mainly contains two categories: preclass preparation and
classroom participation. 25 preclass preparation cases and 9
preclass preparation cases are included in the Rain Class-
room data of grade 1; 27 preclass preparation cases and 16
classroom participation cases are included in the Rain
Classroom data of grade 2; 26 preclass preparation cases and
15 classroom participation cases are included in the Rain
Classroom data of grade 3. -e detailed descriptions are
listed in Table 3.

3.2.3. Data Integration. In addition to the data fromMOOC
platform and Rain Classroom platform, cnBlog assignments
and PTA examinations are also set up to enrich the course
content. -erefore, it is necessary to integrate MOOC data,
Rain Classroom data, cnBlog data, and PTA data. -e in-
tegrated data are merged and aligned with the data of
students’ final examination grades, which are classified into
four levels: excellent, good, passed, and failed.
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Finally, after data filtering, feature transformation, and
other preprocessing operations, the grade 1 dataset contains
82 samples in 138 dimensions; the grade 2 dataset includes
118 samples in 151 dimensions; the grade 3 dataset com-
prises 115 samples in 291 dimensions.

4. The Design of ECOC-GA

Classification is a common problem in machine learning,
which can be further divided into binary classification and

multiclassification. In this work, the ECOC algorithm is
utilized to integrate multiple binary classifiers to solve the
multiclassification problem.

4.1. Introduction toECOC. ECOC first came from the field of
communication as a technique for correcting information
transmission errors in networks. In the field of machine
learning, ECOC algorithm essentially serves as an ensemble
learning framework, using different base classifiers to learn

Table 1: Course data source.
Semester Number of students Data source
Fall semester 2017-2018 (grade 1) 94 Rain Classroom and cnBlog
Fall semester 2018-2019 (grade 2) 127 Rain Classroom and PTA
Fall semester 2019-2020 (grade 3) 130 MOOC, Rain Classroom, and PTA

Table 2: Data of MOOC.
Features Explanation Note
Student information It is made up of student number, name, class, etc.

Task response Number of tasks completed/task completion
percentage

Number of discussions Forum discussion
Chapter learning times

Video viewing duration Students can watch lectures multiple
times

SPOC-debugging.mp4 Duration (10.3 minutes)
. . . -ere are 102 videos here .
Introduction.mp4 Duration (1.7minutes)
Number of posts/reply discussions
Suggested score Student scores suggested by the system
Course video progress Number of completed course videos/total number
Chapter test progress
Total performance Students’ online scores Hundred mark
Five level (ABCDE) Turn grades into levels
Certificate issuing status Yes/no
Peer assessment—1 Score
Submission of peer graded assignment -ere are 6 peer grading Yes/no
Participation in peer graded
assignment Assignments here Yes/no

. . .

Assignment grade of unit 1 Hundred-mark
Assignment submission time of unit 1 Time: YYYY-MM-DD hh:mm:ss
. . .

Assignment grade of unit 8 Details of the assignments and
Assignment submission time of unit 8 Quizzes for a total of eight units

Table 3: Data of Rain Classroom.
Features Explanation Note
Students’ ID/name/number Students’ information
Total score
Attendance rate Attendance times/total times
Number of notices read
Total pages viewed PPT Preclass preparation
Total duration Time for watching courseware Preclass preparation
Completion time Time to complete courseware Preclass preparation
Score Answer situation in courseware Preclass preparation
Sign-in method Classroom participation
Number of pop-ups Total number of pop-ups sent Classroom participation
Cumulative score Classroom participation
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prior knowledge at different levels on dataset. Accordingly,
the overall performance of models can be effectively im-
proved for the mutual complementation of the classifiers
[28–30].

ECOC algorithmmainly consists of three basic steps: the
encoding step, the training step, and the decoding step [31].
-e encoding strategies are mainly divided into data-in-
dependent encoding and data-dependent encoding. To be
specific, data-independent encoding can be further divided
into One-vs-All (OVA), One-vs-One (OVO) [32], Dense
Random (DR) [33], and Sparse Random (SR) [34], whereas
data-dependent encoding includes D-ECOC, ECOC-ONE,
Forest-ECOC, and other types [35]. An ECOC algorithm
guides the training and prediction of multiple binary clas-
sification models by generating a code matrix. Take the
encoding process of the OVA matrix as an example, the
matrix row vector represents a class and the column vector
represents a binary classifier. As depicted in Figure 1, the
first column of the code matrix {1, −1, −1, −1} indicates the
first column corresponding to the binary classifier h1 treats
the data of class {C1} as a positive group and the data of other
classes as a negative group, and then the model h1 can be
trained utilizing the training data divided into two classes.

In the decoding stage, when predicting the output label
of a certain sample, the prediction results returned by each
dichotomizer will form a result vector. By calculating the
distance between this result vector and the code word in the
code matrix, the code word with the smallest distance be-
tween them is selected as the final prediction result.

4.2. Feature Selection Algorithm. -e quality of data is the
key to machine learning. If the original dataset has too many
redundant features, it will not only cause serious interference
to the whole learning process but also cause a waste of
computation time and memory. Feature selection can select
some of the most important features in the dataset, which
enhances models’ generalization ability and reduces over-
fitting, as well as improves the interpretability between
features and prediction targets.

GA is a global algorithm to search the solution space and
find the optimal solution. It is formed by simulating Dar-
win’s natural selection theory and combining it with the
theory of biological evolution in genetics [36]. Selection,
crossover, and mutation constitute the genetic operator of
GA. In addition, setting of the initial population, develop-
ment of the individual coding strategy, design of the fitness
function, design of the genetic operator, and setting of the
control parameters form the core of GA. Related studies
have proved that GA as a feature selection algorithm [37, 38]
can select more relevant features in comparison with tra-
ditional algorithms, thus further improving the predictive
performance of models.

4.3. Multiclassification Algorithm Based on ECOC and GA.
Classical ECOC algorithms take all features as input vari-
ables and adopt the same kind of binary classifiers set to fit
models and make predictions. In contrast, we designed a
multiclassification algorithm based on ECOC and GA for

performance prediction, which uses a heterogeneous set of
binary classifiers. GA is used not only for feature selection
but also for binary classifier selection for each column in the
code matrix. -e specific steps of the algorithm are as
follows:

(1) Representation of chromosome: feature subset
coding is the mapping of sample feature selection in
the dataset. Hence, each feature corresponds to a
binary number (1 represents selection of the feature,
0 represents non-selection of the feature). As a result,
we can get n-bit binary chromosome codes (n is the
dimension of training dataset). -e base classifier
sequence coding is the mapping of the selection of
binary classifiers in each column of the code matrix.
-ere are three optional base classifiers, and ac-
cordingly, each column corresponds to one trinary
number and m-bit trinary chromosome codes ap-
pear (m is the number of columns in code matrix).

(2) Setting of relevant parameters: initialization settings
for various parameters such as the number of iter-
ations of GA, population size, elite preservation rate,
random selection rate, and mutation rate.

(3) Population initialization: the chromosomes of each
individual are coded by a random function. Each
individual has two chromosomes. According to the
chromosome coding sequence, some students’
learning behaviors and the optimal set of base
classifiers are all selected.

(4) Selection: the selection operation of GA is divided
into two main parts. Firstly, the top 20% of the most
adapted individuals in current population are se-
lected based on the elite preservation rate. -en,
some of the less adaptive but surviving individuals
are selected among the remaining individuals based
on the random selection rate. -e method is con-
sistent with the randomness of natural selection, and
it also allows the whole population to obtain a higher
fitness value.

Decoding
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s

X Dichotomizers
h1 h2 h3 h4

x1 x2 x3 x4

C1
C2

C3
C4

Figure 1: OVA code matrix for a four-class problem.
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(5) Crossover: we adopt the method of single-point
crossover, randomly selecting two individuals from
the population as parents and randomly selecting a
position of the individual’s chromosome as a
crossover site. Using the crossover site as the in-
tercept point, we intercept two parts of the parents,
respectively, to reassemble two new individuals.
Assuming a parent individual’s chromosome is
1000,0010,0010,1010, the other is
0101,1010,0001,1110, and the crossover site is 2.
-en, the two offspring individuals’ chromosomes
after crossover are 1100,0010,0010,1010 and
0001,1010,0001,1110, respectively. -e population is
replenished to keep the population size constant
during the iteration.

(6) Mutation: according to the mutation rate, one of the
chromosomes of an individual is randomly selected
for gene mutation to obtain a new individual and
update the population.

(7) Termination condition: the algorithm can be stopped
when the number of iterations meets the require-
ment, and the result can be used as the current
optimal solution.

We use an ECOC-based framework for models’ training
and prediction and adopt the 5-fold cross-validation scheme
to evaluate the performances. -e average value of the ac-
curacy is calculated as the fitness to measure how much GA
improves the performance of the overall multiclassification
problem. -e feature subset and base classifiers sequence
with high fitness are selected to enter the next iteration, and
the final individual with the highest fitness, i.e., containing
the optimal feature subset and the optimal set of base
classifiers, is obtained.-e flowchart of the proposed ECOC-
based algorithm (referred to as ECOC-GA) is shown in
Figure 2.

5. Experimental Results and Analysis

5.1. 2e Setting of Experiments. -e parameter of ECOC
algorithm: encoding methods are OVO, DR, and DECOC;
base classifiers are LR, SVM, and Bayes; decoding method is
soft decoding; the rest are set with default parameters.

-e parameter of GA: the number of individuals in the
population is 85, the random selection rate is 0.5; the
mutation rate of the feature subset is 0.03; the mutation rate
of the base classifiers sequence is 0.08; the elite preservation
rate is 0.2, and the maximum number of iterations is 65. In
addition, Random Forest and XGBoost are provided by the
scikit-learn library with default parameter settings.

In this work, all experiments are conducted using the 5-
fold cross-validation scheme, and the mean value of accu-
racy is used as an evaluation index for the classification
performance and fitness values in GA.

5.2. Comparison of Experimental Results

5.2.1. Comparison with Traditional Ensemble Learning
Algorithms. -ere are many classical ensemble learning

algorithms in machine learning such as Random Forest and
XGBoost. -e comparison of the ECOC-GA ensemble

Start

Initialization.
1. generate the initial population with the number of
individuals 85.
2. 50 iterations in total, the current one is generation 0.
3. The elite retention rate is 0.2, and the random
selection rate is 0.5.
4. The variation rate of feature subset sequence is 0.08;
the variation rate of base classifier sequence is 0.03.

Calculate the fitness
of each individual

From the current population, the best individuals in the
population are selected according to the elite retention
rate of 0.2 in descending order of fitness, and then the

individuals with small fitness but still surviving are
selected according to the random selection rate of 0.5.

The number of children needed is
calculated by randomly selecting
parents in the population and ra
randomly selecting positions for

cross breeding.

Randomly selected
bitwise variants

for each individual
based on the

variation rate.

N=N+1, the new
generation of

populations evolves
to completion,updates the

population and moves on to
the next iteration.

N≤50?

End

Yes

No

Figure 2: Flowchart of ECOC-GA algorithm.
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learning algorithm and the two traditional ensemble
learning algorithms is illustrated in Figure 3. It can be found
that the classification accuracy of Random Forest and
XGBoost is lower, and the ECOC-GA algorithm has a
significant improvement in accuracy for performance pre-
diction compared with them, indicating that the ECOC-GA
algorithm outperforms traditional ensemble learning
algorithms.

5.2.2. Comparison with Other ECOC Algorithms. On the
basis of ECOC, ECOC-GA algorithm achieves better pre-
diction performance using the feature selection and base
classifier selection through GA. -e experimental results
between the two kinds of algorithms are summarized in
Tables 4–6.

As shown in Table 4, when OVO coding method is
adopted in the experiments: -e prediction accuracy of the
ECOC-GA on the grade 1 dataset is improved by about 7.4%,
6.2%, and 11.7% over ECOC (SVM), ECOC (Bayes), and
ECOC (LR), respectively; the prediction accuracy of the
ECOC-GA on the grade 2 dataset is increased by about 1.4%,
12.5%, and 1.3% over ECOC (SVM), ECOC (Bayes), and
ECOC (LR), respectively; the prediction accuracy of the
ECOC-GA on the grade 3 dataset is lifted by about 1.7%,
3.5%, and 0.4% over ECOC (SVM), ECOC (Bayes), and
ECOC (LR), respectively. -erefore, the proposed algorithm
has significantly improved the prediction accuracy over
classical ECOC algorithms on all three datasets.

When DR coding method is used, we can see from
Table 5 that the prediction accuracy of the ECOC-GA on the
grade 1 dataset is improved by about 0.7%, 3.7%, and 9.9%,
respectively, compared with ECOC (SVM), ECOC (Bayes),
and ECOC (LR). Compared with ECOC (SVM), ECOC
(Bayes), and ECOC (LR), the prediction accuracy of ECOC-
GA on grade 2 dataset is increased by about 1.8%, 3.5%, and
1.3%, respectively. Compared with ECOC (SVM), ECOC
(Bayes), and ECOC (LR), the prediction accuracy of ECOC-
GA on grade 3 dataset is lifted by about 1.7%, 5.9%, and
4.8%, respectively. -us, using DR coding method, the
ECOC-GA also has a small performance improvement in
three datasets.

Similar results are also reflected in the experiments using
DECOC coding method. As demonstrated in Table 6, when
DECOC coding method is applied, the prediction accuracy
of ECOC-GA on the grade 1 dataset grows by about 3.9%,
1.5%, and 8.9%, respectively, compared with ECOC (SVM),
ECOC (Bayes), and ECOC (LR). Compared with ECOC
(SVM), ECOC (Bayes), and ECOC (LR), the prediction
accuracy of ECOC-GA on grade 2 dataset is improved by
3.0%, 11.6%, and 3.9%, respectively. Compared with ECOC
(SVM), ECOC (Bayes), and ECOC (LR), the prediction
accuracy of ECOC-GA on grade 3 dataset is increased by
about 0.5%, 5.3%, and 3.1%, respectively.

In addition, we also observe that the algorithms have
slightly lower accuracy on the grade 3 dataset. -e possible
reason is that the grade 3 dataset has more dimensions of
features, and the corresponding solution space is larger than
the other two datasets. Hence, it is more difficult to search

for an optimized parameter, and the classification accuracy
is reduced. However, on the whole, the prediction accuracy
of ECOC-GA improved to different degrees over ECOC
algorithms on all three datasets.

In summary, even with different datasets or coding
methods, the prediction accuracy of the ECOC-GA is
consistently higher than that of other ECOC algorithms.
-erefore, the ECOC algorithm with GA for feature selec-
tion and base classifiers selection has a superior
performance.

5.2.3. Comparison of Different Methods at Different Time
Stages. Furthermore, in order to find out students’ learning
effectiveness at different learning stages so that teachers can
intervene effectively in advance, we use the ECOC-GA
method to predict students’ learning performance at dif-
ferent time stages. Subsequently, we compare the perfor-
mance of algorithms at different learning stages. Specifically,
from the end of midterm examination to the end of the
course, every two weeks is considered as a learning stage, and
a total of six stages can be formed. Experiments are con-
ducted using ECOC, ECOC-GA, Random Forest, and
XGBoost, respectively.

For different datasets, different base classifiers, and
different coding methods, there are obvious differences in
prediction accuracy between algorithms based on ECOC,
i.e., ECOC and ECOC-GA, and classical ensemble learning
algorithms, i.e., XGBoost and Random Forest. Because the
ECOC-GA uses multiple base classifiers, it is not fair to
compare it directly with other ECOC algorithms. -erefore,
we select the best results among three ECOC algorithms
based on single-classifier and compare themwith the ECOC-
GA.

When OVO is used, the results can be observed from
Figure 4. With 18 cases on different datasets, the ECOC-GA
algorithm can all obtain better results. Figure 5 shows that
there are 18 cases in the datasets at different time stages when
DR is used. -e ECOC-GA can achieve 17 better results, 15
better results, and 18 better results in the datasets of grades 1,
2, and 3 at different time stages, respectively. Finally, as can
be observed from Figure 6, there are also 18 cases on dif-
ferent datasets when DECOC is used. -e ECOC-GA wins
15, 15, and 16 cases out of 18 cases on different time stage
datasets at grades 1, 2, and 3, respectively.

In general, although the ECOC-GA does not always
achieve better results than ECOC algorithms, it generally
outperforms ECOC algorithms and has stronger robustness.
In addition, XGBoost and Random Forest are less effective in
predicting results at different time stages. -ese results fully
demonstrate the good classification performance of the
proposed ECOC-GA on the learning behaviors datasets.

5.2.4. Comparison of Time Complexity. Table 7 provides the
running time of ECOC-GA. On the three datasets, both
Random Forest and XGBoost can complete the training
within 20 seconds, thus having the lowest complexity. ECOC
algorithms can complete the training within 50 seconds
regardless of different coding methods and different base
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classifiers, so the complexity of the algorithms is also low. On
the contrary, the ECOC-GA requires more than 3000 sec-
onds to fit models. Hence, the complexity is relatively high.

Because the number of samples and features of the three
datasets is different, the running time of the methods are also
different. Grade 3 dataset has 290 dimensional features; the
solution space available for searching is larger, and the
computing time is longer. Grade 1 dataset has 137 features,
and grade 2 dataset has 150 features. -e computing time of
them is similar, and both shorter than that of grade 3 dataset.

On the other hand, for the same dataset, the time com-
plexity of different algorithms is not much different. Never-
theless, the average operation time using DR is slightly larger
than OVO, whereas the average operation time using DECOC
is the shortest. -e reason is that when employing DR coding
method to generate randommatrix, if there is any illegal coding
matrix, it should be deleted and new coding matrix is needed.
However, the matrix generated by OVO is fixed as well as
simple, and therefore, the complexity of the algorithm is smaller.

5.3. Analysis of the Educational Significance of Key Features.
By calculating the Pearson correlation coefficient between
students’ learning behaviors and students’ final grades, the

influence of different features on students’ final grades can
be observed.

5.3.1. Correlation Analysis of Features. Correlation analysis
is performed to identify the features that are significantly
correlated with grades. -e Pearson correlation coefficient
of each feature and final grade can be obtained. For the
grade 1 dataset, by filtering the features with high Pearson
correlation coefficients, we find high linear correlations
between the total scores, attendance rates, cnBlog assign-
ment scores, completion of some courseware, the usual
performance, and the final grades for Rain Classroom. For
the dataset of grade 2, it is still found that these features
have a high linear correlation with final grades through
filtering. -e proportion of features with high correlation
to the total features is high as well, which indicates that
students in this grade may have higher utilization of
e-learning platform. For the grade 3 dataset, through
screening, we find that in addition to the above features, the
chapter quizzes and final grades in MOOCs have a high
correlation, and the rest of the MOOC features have a low
correlation. -e dimensions of dataset in grade 3 are high,
but there are few features with high correlation with final
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Figure 3: Average accuracy of ECOC-GA and traditional ensemble learning algorithms.

Table 4: Average accuracy of ECOC-GA and ECOC with OVO coding method.
Datasets ECOC (SVM) ECOC (Bayes) ECOC (LR) ECOC-GA
Grade 1 0.646± 0.043 0.658± 0.063 0.603± 0.043 0.720± 0.082
Grade 2 0.722± 0.045 0.611± 0.034 0.723± 0.037 0.736± 0.030
Grade 3 0.648± 0.044 0.630± 0.048 0.661± 0.054 0.665± 0.021

Table 5: Average accuracy of ECOC-GA and ECOC with DR coding method.
Datasets ECOC (SVM) ECOC (Bayes) ECOC (LR) ECOC-GA
Grade 1 0.676± 0.049 0.646± 0.062 0.584± 0.059 0.683± 0.055
Grade 2 0.717± 0.030 0.700± 0.058 0.722± 0.031 0.735± 0.029
Grade 3 0.670± 0.039 0.628± 0.048 0.639± 0.038 0.687± 0.029

Table 6: Average accuracy of ECOC-GA and ECOC with DECOC coding method.
Datasets ECOC (SVM) ECOC (Bayes) ECOC (LR) ECOC-GA
Grade 1 0.634± 0.043 0.658± 0.053 0.584± 0.063 0.673± 0.049
Grade 2 0.731± 0.028 0.645± 0.034 0.722± 0.034 0.761± 0.035
Grade 3 0.665± 0.038 0.617± 0.040 0.639± 0.029 0.670± 0.046
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grades, which indicates that students in this grade may not
pay much attention to e-learning, and their overall low final
grades may also confirm this conjecture.

5.3.2. Analysis of the Optimal Feature Subset and Its Edu-
cational Implications. Using GA as the feature selection
algorithm, the feature selection result corresponding to the
final generation is the most optimal feature subset, and the
accuracy of using this feature subset is also the highest.
-erefore, these features are likely to have specific peda-
gogical significance. -e ECOC-GA designed in this study
has good prediction accuracy, so we decide to utilize the
common features selected by the ECOC-GA based on the

three coding methods as the final result. Subsequently, we
will analyze these features to extract useful information.

Due to the high dimensionality of the data, the number
of retained features is still high after performing feature
selection, although nearly half of the features are filtered.
-us, it is decided to combine the results of the correlation
analysis and use the intersection of the features selected by
the two methods to further cut down the number of features
and select the features that have a higher degree of influence
on the final grades. It is beneficial to analyze the pedagogical
implications of the selected features. Specifically, for grade 1
dataset, 23 of the 42 features with high correlation are also
selected by feature selection; for grade 2 dataset, 32 of the 60
features are selected; for grade 3 dataset, 18 of the 32 features
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Figure 4: Accuracy comparison of different algorithms with OVO coding method. (a) Grade 1 dataset. (b) Grade 2 dataset. (c) Grade 3
dataset.
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are selected.-ere are 18 features among the 32 features with
high correlation. -e results also show that there is a cor-
roborating relationship between the results of the correlation
analysis and the results of the feature selection to some
extent. -e results are displayed in Table 8, where
“courseware” indicates students’ prereading of the current
content, “class status” indicates students’ learning perfor-
mance in the current course content, and “xxx.mp4” refers
to the progress and number of times students watched the
video.

As listed in Table 8, for the students of grade 1, the
learning contents of Java Language Programming such as
Inheritance, Polymorphism, Interfaces, Nested classes,
Collections, Object-Orientation, Exceptions, Files and Da-
tabases, and Multithreading have a significant impact on the

final grades. In addition, the completion of students’ cnBlog
assignments also has an important impact on the final
grades. For the students of grade 2, Object-Oriented, In-
heritance, Polymorphism, Interfaces, Nested classes, Col-
lections, Exceptions, Multithreading, and I/O flow have a
high correlation with the final grade. For the students of
grade 3, the main features that show high correlation are
analogous to the aforementioned important features in
terms of watching videos and previewing courseware alike.
From the intersection of features of the above three datasets,
it can be observed that Collections, Object-Oriented, In-
heritance, Polymorphism, Interfaces, Nested classes, and
Exceptions are the key and difficult points of the whole
course. Hence, good command of relevant knowledge
contributes greatly to students’ final grades. -e correctness
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Figure 5: Accuracy comparison of different algorithms with DR codingmethod. (a) Grade 1 dataset. (b) Grade 2 dataset. (c) Grade 3 dataset.
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of the inference is further confirmed by the content selected
in several assignments in the cnBlog.

-e selected features can be organized into three major
categories of learning behaviors: preview before class, course
learning, and quizzes after class. To be concrete, the preview
before class is divided into PPT viewing and precourse
practice; the course learning is divided into videos watching
and in-class practice; the quizzes after class is divided into

after-class homework and chapter quizzes. From the exper-
imental results, it is clear that the pages of PPT viewed before
class, the scores of in-class quizzes, and the completion of
homework are more helpful to improve the final grades. As to
the reason for this phenomenon, we believe that the more
PPT pages students viewed before class, in other words, the
greater his efforts and investment put in the current content,
the better learning outcomes they will get in return. Besides,
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Figure 6: Accuracy comparison of different algorithms with DECOC coding method. (a) Grade 1 dataset. (b) Grade 2 dataset. (c) Grade 3
dataset.

Table 7: -e running time of ECOC-GA (in seconds).
Datasets ECOC-GA (OVO) ECOC-GA (DR) ECOC-GA (DECOC) ECOC XGBoost Random Forest
Grade 1 3250 3332 3158 ≈50 ≈20 ≈20
Grade 2 3544 3608 3392 ≈50 ≈20 ≈20
Grade 3 5535 5808 5472 ≈50 ≈20 ≈20
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the interspersed exercises assist students to verify their
mastery of the content during the learning process. By doing
this, students can consolidate what they have learned, and
their sense of achievement can be stimulated greatly so that
more efficient learning can be achieved, which can further
create a virtuous circle. Meanwhile, the completion of after-
lesson assignments reflects the students’ learning attitudes to
some extent, so students who do well in cnBlog assignments
must take every aspect of their online course learning seri-
ously, which determines their higher final grades.

Another interesting phenomenon is that very few features
of MOOC platform are selected, suggesting that students’ use
of MOOC for e-learning does not correlate well with their final
grades. -rough communication with course instructors, it is
found that MOOCs are only used as a teaching aid, so students
may not pay much attention to it or have much investment.
-e viewing ofmore than 100 videos is also not very relevant to
the final grades, probably because students are only “task-
oriented” on the course in order to complete the task, which
naturally does not reflect the students’ knowledge mastery. In
addition, the PTA midterm examination results did not have a
close relationship with the final grades, which is also worth
considering and needs to be further explored.

In summary, the selected features have significant
pedagogical significance and can aid teachers to fully un-
derstand the arrangement of teaching content and to suit the
remedy to the case in future teaching by modifying the
teaching content and curriculum appropriately as well as
make full use of blended teaching methods to improve
teaching effectiveness.

6. Conclusion

In this article, we propose a novel ECOC based on GA,
which is applied to the mining of blended teaching data. -e
main findings are as follows:

(1) It is experimentally demonstrated that the ECOC-
GA algorithm has a large improvement in accuracy
of prediction when compared with classical ECOC
algorithms and the traditional ensemble learning
algorithm, such as XGBoost and Random Forest. In

addition, the prediction performance of ECOC-GA
is also better than ECOC algorithms, XGBoost, and
Random Forest algorithm in general for prediction at
different periods.

(2) -rough the combinations of feature selection and
correlation analysis, the selected feature subsets are
analyzed for their pedagogical significance, and the
key and difficult points of the “Java Language Pro-
gramming” course are found. On the basis of them,
teachers can improve the teaching setup, enhance
teaching quality, and help students consolidate key
points and break through difficult points, so that
students can effectively improve their performance.
At the same time, we find that the cnBlog assignments
are essentially helpful, which can be promoted and
further enriched in future teaching. Conversely,
MOOCs and PTA are not effective enough in practice.
Accordingly, teachers should have second thoughts
about the use and setting of MOOCs and PTA.

Future work can be improved in the followingways. Firstly,
improve data quality and collect more teaching-related data.
Secondly, improve the ECOC algorithm to make it more
suitable for fitting smaller samples of higher dimensional data,
thus further improving the prediction accuracy. Finally, GA
can not only be used for feature selection but also can be
combined with ECOC algorithm. So future research can ex-
plore the better ways of their combination.
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Speech emotion recognition (SER) is an important research topic. Image features like spectrograms are one of the common ways
of extracting information from speech. In the area of image recognition, a relatively novel type of network called capsule networks
has shown good and promising results. 1is study aims to use capsule networks to encode spatial information from spectrograms
and analyse its performance when paired with different loss functions. Experiments comparing the capsule network with models
from previous works show that the capsule network performs better than them.

1. Introduction

1e research field of speech emotion recognition (SER) has a
wide range of applications that benefit areas such as human-
computer interaction, customer service, and computer
games [1]. 1e general motivation is to identify the emo-
tional state to provide a more personalized and often better
user experience. For example, customer service systems can
use SER to determine whether a customer is angry or dis-
satisfied with the aid of their voice throughout the call [2].

In recent years, deep learning is a common framework
that has been used in a variety of fields, including SER [3].
One main benefit of using deep learning models is their
innate ability to learn new features from a given set of data.
Convolutional neural networks (CNNs) are typically used as
the basic framework, resulting in many improvements and
variations for the CNN in SER [4, 5]. Similarly, recurrent
neural networks (RNNs) take advantage of the time di-
mension in speech and can extract better features that
consider temporal relationships between points in a speech
sample. Among RNNs, variations like long short-term
memory (LSTM) networks and gated recurrent units
(GRUs) are also widely used as the main framework in SER
research [6, 7].

Another deep learning framework that has been on the
trend recently is the capsule network [8]. Its conception
mainly addresses the shortcomings of CNNs, including their
insensitivity to changes in orientation like rotation and
translation. Capsule networks achieve this by using a
structure composed of a group of neurons called a capsule.
Rather than receiving scalar values from individual neurons
on traditional deep neural networks (DNNs), output values
are instead vectors whose length and direction describe the
pose, orientation, and probability of the existence of the
entity being predicted or classified. Like traditional DNNs,
the capsule network can be divided into different levels or
layers of capsules. 1e first layer usually handles primitive or
roughly simple entities like lines, and further layers manage
more complex objects like lines joining together to make an
object. Low-level capsules would pass their vector outputs to
higher-level capsules, which tend to agree or complement
with their outputs. 1e agreement is analogous to a simple
table composed of its individual parts like the legs and
surface. 1e individual parts are situated on a lower layer
(legs and surface), which look for capsules in a higher layer
(whole table) that “agree” with them. 1is agreement is
determined by applying dynamic routing or routing-by-
agreement.
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One important consideration in performing deep
learning or machine learning in general is the choice of the
loss function. Most of the capsule network implementations
in other literature [9–11] use the original margin loss as
described by Sabour et al. [8]. Only a few have attempted
deviating from the original implementation and instead have
employed other loss functions. Previous studies [12, 13] have
designed custom loss functions but for a specific area or field.
To the best of the authors’ knowledge, no other existing
literature has reported on the effect of different loss func-
tions used in conjunction with a capsule network. Atmaja
and Akagi [14] have published research papers on the
analysis of loss functions in the field of SER, but they have
not covered them with capsule networks. It is sufficient to
say that the impacts of various loss functions on a capsule
network are not well understood. If the effects of these loss
functions are better understood, then the construction and
design of future capsule networks will be more well-in-
formed and easier. In addition, when the choice of a loss
function is made easier, researchers can focus on other
aspects of their deep learning capsule framework, thereby
speeding up their research. As such, the main contribution
of this paper is to explore the impacts of different loss
functions with the use of a capsule network. Furthermore,
this paper also provides insights on the usefulness of these
loss functions on multiple SER data sets.

1is paper aims to provide an experimental analysis of
applying other kinds of loss functions to a capsule network.
In a sense, this extends the work done by Janocha and
Czarnecki [15], using some of the loss functions experi-
mented there and applying them to a capsule network. 1e
data sets in this paper also differ from the original literature;
all of them are taken from the field of SER. In addition, a few
baseline models from other papers are tested and compared

with the capsule network. Results show that the capsule
network architecture performs slightly better than these
baselines.

1e remaining contents of this paper are organized as
follows. Chapter 2 lays the foundation and theoretical bases
needed to understand the model and loss functions analysed
in this paper. 1e same chapter also mentions and explores
relevant literature. Chapter 3 explains the methods used in
the experiments along with the data sets used. Finally,
Chapter 4 provides results and discussion of the said
experiments.

2. Relevant Theoretical Bases and Literature

2.1. Recent Advancements. Different techniques in SER
classification have been constantly developed and improved
over the years. Some have extracted novel types of features
like adaptive time-frequency features [16] based on the
fractional Fourier transformation and frequencymodulation
features [17] based on the amplitude modulation-frequency
modulation model. In contrast to designing new kinds of
features, Özseven [18] instead proposes a novel feature-
selection method. 1e new method involves using multiple
statistical measures that are then filtered through a threshold
calculated from standard deviations and means between
emotional classes.

Aside from features, several previous studies also made
improvements on common deep learning models used in
SER, such as CNNs and LSTMs. For instance, an ensemble
combining DNNs, CNNs, and RNNs was used by Yao et al.
[19] to provide different types of features. A confidence-
based fusion strategy was also proposed to combine the
outputs of these networks in classification. Zhao et al. [20]
used different dimensions of CNNs to extract features of

Table 1: Loss functions analysed in this paper. y is the true label encoded in one-hot form, y is the true label in +1/−1 encoding, σ(·) denotes
probability estimate.

Name Formula
L1 loss ‖y − q‖1
L2 loss ‖y − q‖22
Chebyshev loss maxk|σ(q)k − yk|

Hinge loss kmax(0, ( 1/2) − ykqk)

Squared hinge loss kmax(0, (1/2) − ykqk)2

Cubed hinge loss kmax(0, (1/2) − ykqk)3

Tanimoto loss k ykσ(q)k/‖yk‖22 + ‖σ(q)k‖22 − k ykσ(q)k

Cauchy–Schwarz loss −log(k ykσ(q)k/‖yk‖2‖σ(q)k‖2)
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Figure 1: Capsule network architecture.
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Figure 2: RAVDESS train and validation accuracy history for capsule model and different loss functions.
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varying granularity, which are then passed to an LSTM
network. 1e role of the LSTM network is to learn global
contextual information from the CNN’s resulting features.
1e researchers discovered that the 2D CNN LSTM network
performed better.

2.2. Capsule Network. 1e basic unit for computation in a
capsule network is the namesake itself—“capsule,” which is
simply a group of neurons. Unlike regular neurons, capsules
output vectors whose length and direction can describe an
entity or an object. 1e length of the vector would represent
the probability of the object’s existence in the scene, while the
direction or instantiation parameters would provide infor-
mation on the position, orientation, size, and other properties.
A typical network comprises few layers of capsules, with each
layer responsible for checking objects of different size or
complexity. 1e first layer is tasked to check for simple or
small objects, while the subsequent layers build upon the
existence of these primitive objects to compose larger ones.
Higher-level capsules do this by receiving activations from
lower-level capsules, which are so-called “components” of the
more complex object it is trying to predict.

1e network determines these lower-to-higher-level
capsule relationships using an iterative dynamic routing
mechanism. In a nutshell, the dot product is calculated from
the “prediction vectors” taken from the previous and the
output vector of the current layer and then used to update
coupling coefficients which can either strengthen or weaken
the relationship between a capsule in the preceding and
current layer. In mathematical terms, it can be formulated as

oj � 
i

cijuj|i,

uj|i � Wijui,
(1)

where cij are the coupling coefficients which are updated at
each routing iteration, uj|i is the prediction vector of the
previous layer produced by multiplying weight matrix Wij
and output vector ui of the previous layer, and oj is the
preactivation vector for the next layer. 1is activation
function is the squash which ensures that oj shrinks to a
vector with a length from 0 to 1. 1e function also has the
effect of producing vectors with length close to 0 for short
vectors while producing vectors with length close to 1 for
long vectors.

vj � squash oj  �
oj

�����

�����
2

1 + oj
�����

�����
2

oj
oj

�����

�����
. (2)

Furthermore, the coupling coefficients cij are calculated
from initial logits bij which are the log prior probabilities
that capsule i should be paired with capsule j. 1e calcu-
lations are designed in such a way that cij from one specific
capsule i all sum up to unity, termed “routing softmax”:

cij �
exp bij 

k exp bik( 
. (3)

Finally, bij is updated (thereby updating cij as well) by
adding the scalar product vj · uj|i, which represents the
agreement measure of capsule i and capsule j. Along with
Wij, this process dictates the network’s learning through
every iteration. 1e output vectors vk, 1≤ k≤K (where K is
the number of classes) from the last layer will have their
magnitudes calculated, afterwards the highest length vector
would correspond to the predicted class.

1e loss function to be used as a baseline in this paper is
from Sabour et al.’s study [8]—the margin loss function:

Lk � Tk max 0, m
+

− vk

����
���� 

2
+ λ 1 − Tk( max 0, vk

����
���� − m

−
 

2
,

(4)

where Tk � 1 if the corresponding class k is present,
m+ � 0.9, m− � 0.1, and the down-weighting parameter λ
for the absent class is 0.5. In addition, Lk will be added onto a
reconstruction loss scaled by a factor of 0.0005.

Within the past few years, other studies in the field of
speech processing have incorporated the use of capsule-
inspired networks. For instance, Lee et al. [21] made use of a
CapsNet-only architecture for a sequence-to-sequence
speech recognition task. 1e input sequence was sliced into
windows then classified through the same dynamic routing
mechanism. 1e margin loss was replaced by the compu-
tation of connectionist temporal classification (CTC). In
another paper, Poncelet et al. [10] used capsule networks
with recurrent neural networks, additionally encoding time
information—an essential property present in speech. 1ey
applied this approach in the field of spoken language un-
derstanding (SLU). 1e main focus of this paper, speech
emotion recognition, has also received some developments

Table 2: RAVDESS class F1 scores and accuracies.

Loss type Neutral
(F1)

Calm
(F1)

Happy
(F1)

Sad
(F1)

Angry
(F1)

Fearful
(F1)

Disgust
(F1)

Surprise
(F1)

Overall
(F1) Overall (Acc.)

Margin loss 51.83 70.68 54.09 44.38 69.97 67.07 71.40 74.87 63.04 64.38
L1 loss 55.54 66.40 49.92 39.41 67.54 57.46 63.96 67.23 58.43 58.26
L2 loss 58.93 67.03 59.04 46.36 73.16 65.32 64.47 73.04 63.42 64.31
Chebyshev loss 53.36 67.87 49.43 36.30 68.89 56.89 64.52 68.27 58.19 58.89
Hinge loss 53.97 67.67 49.30 39.18 68.50 61.52 62.51 67.91 58.82 59.37
Square hinge loss 51.76 69.78 55.98 49.58 75.56 67.70 69.62 67.91 63.48 64.51
Cubed hinge loss 52.40 73.83 53.09 46.35 69.67 64.16 66.85 70.12 62.06 63.40
Tanimoto loss 66.55 76.75 59.72 55.09 77.12 69.41 73.67 69.05 68.42 69.03
Cauchy–Schwarz
loss 62.25 77.72 58.19 57.49 75.80 67.78 75.24 71.91 68.30 68.96
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Figure 3: EMODB train and validation accuracy history for capsule model and different loss functions.
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with the use of capsule networks. 1ese researches mainly
use time-frequency spectrograms as their features. Wu et al.
[22] improved the capsule network’s performance by adding
recurrent connections that can provide the network better
feature modelling in the temporal dimension. Wu et al. [22]
instead opted for MFCC features as the input for their
capsule-based architecture. 1e capsule network used in this
paper is identical to the one proposed by Sabour et al. [8].
Wu et al. [22] and Jain [23] also chose this configuration as
well; however, they have added some modifications such as
LSTMs and GRUs, further bolstering the feature extraction
for the capsule network. 1is paper instead focuses on the
impact of loss functions with the use of a capsule network.

2.3. Loss Functions. 1e loss functions to be compared in
conjunction with the capsule network are listed in Table 1.
Also worth noting is that output vectors vk have to go
through an extra step in order to be more suitable for these
loss functions. 1e output q is calculated from equation (5).

qk �
vk

����
����

n vn
����

����
. (5)

L1 and L2 losses are primarily used in regression tasks.
Both of these losses are used to complement the primary loss
in other classification tasks as a form of regularization.
1eoretically speaking, L1 loss is less sensitive to outliers
than L2 loss.

1e Chebyshev loss is characterized by taking the
maximum absolute distance of one of the components be-
tween two vectors. Using Chebyshev loss this way would
mean that in some cases, even if the model correctly classifies
a sample, it may still be heavily penalized if even one
component dramatically differs.

Also known as “maximum-margin” loss, hinge loss at-
tempts to maximize the decision boundary between the
groups being discriminated against. 1is type of loss has its
origins in support vector machines (SVMs).1e squared and
cubed variants make the graph smoother and overgrow
when the loss gets too big while making errors closer to zero
weigh less on optimization.

Tanimoto and Cauchy–Schwarz divergence losses are
relatively rarely used in deep learning tasks. 1e former is
similar to Jaccard distance. It measures dissimilarity between

two sampled sets by taking the ratio of the intersection over
union among the individual values in the compared vectors.
1e latter also measures the distance between two random
vectors and is an approximation to the Kullback–Leibler
divergence [15].

3. Experimental Setup

Four data sets were used to perform the comparison ex-
periments. 1e first data set is the Ryerson Audio-Visual
Database of Emotional Speech and Song (RAVDESS) [24].
Only the 1,440 speech samples were used in this experiment,
spanning across eight emotional classes: calm, happy, sad,
angry, fearful, surprise, disgust, and neutral expressions. Each
class is equally represented in the database except for the
neutral class, which has 96 samples. 1e rest of the classes
each have 192 samples. 1e database consists of 24 profes-
sional actors speaking in a neutral North American accent.

1e second data set is the Berlin Emotional Database
(EMODB) [25]. It has 535 utterances produced by ten actors
(five female and five male) across seven different emotions:
neutral, anger, fear, joy, sadness, disgust, and boredom. 1is
data set is quite imbalanced as the difference between the
number of samples of the largest and smallest classes is 81,
which is alarmingly large for a small data set. 1e largest
class is anger, while disgust was the smallest class.

1e third data set is the Canadian French Emotional
(CAFE) [26] speech data set with 936 utterances.1e data set
contains six different sentences, pronounced by 12 actors
between two genders. Six basic emotions plus one neutral
emotion are represented in the data set. Each class is equally
represented except for the neutral emotion, half of one of the
other emotions in the data set. 1e represented emotions are
anger, disgust, happiness, fear, surprise, sadness, and a
neutral state.

1e last data set is the Sharif Emotional Speech Database
(SHEMO) [27]. It contains 3000 Persian seminatural utter-
ances extracted from online radio plays. Five emotions plus an
extra neutral emotion are included in the data set. 1ese
emotions are anger, fear, happiness, sadness, surprise, and a
neutral state. Similar to the second data set, a significant
difference divides majority and minority classes of around
1000 samples. Anger and neutral emotions have over 1000
samples, while the other emotions have a few hundred
samples.

Table 3: EMODB class F1 scores and accuracies.

Loss type Anger
(F1)

Boredom
(F1)

Disgust
(F1)

Fear
(F1)

Happiness
(F1)

Sadness
(F1)

Neutral
(F1)

Overall
(F1) Overall (Acc.)

Margin loss 83.85 72.49 61.04 71.28 58.08 84.32 67.40 71.21 73.46
L1 loss 76.80 67.11 51.92 69.34 39.66 74.50 64.41 63.39 67.10
L2 loss 81.58 69.67 58.68 71.61 54.58 81.11 67.07 69.18 71.59
Chebyshev loss 74.74 65.47 45.73 64.80 34.40 68.74 60.60 59.21 64.30
Hinge loss 81.23 65.45 52.78 64.31 55.55 73.64 64.45 65.35 68.04
Square hinge loss 79.75 66.35 58.90 66.56 57.79 75.01 62.23 66.66 68.60
Cubed hinge loss 78.20 68.00 55.66 70.64 57.23 73.90 64.19 66.83 68.78
Tanimoto loss 81.09 64.60 58.19 67.44 59.22 79.94 64.35 67.83 69.91
Cauchy–Schwarz
loss 82.48 66.51 57.09 69.00 57.71 80.98 69.05 68.97 71.61
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Figure 4: CAFE train and validation accuracy history for capsule model and different loss functions.
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1e configuration used for the capsule network used in
this paper is exactly described by Sabour et al. [8] and is
shown in Figure 1. An initial convolution layer with 256
filters of size 9 and stride 1 extracts features from the image
inputs. After the initial CNN layer, a PrimaryCaps layer with
256 channels from 32 8-dimensional capsules of size 9 and
stride 2 follows. 1e last layer will differ in the number of
capsules based on the number of unique classes in the data
set. Each capsule in this last layer has 16 dimensions. 1e
Adam optimizer is used with a learning rate of 0.001 and
betas equal to 0.9 and 0.999, respectively. A decoder is also
used to add in a reconstruction loss as a regularization term.
1e baseline model uses the margin loss described in the
original literature.

In contrast, the other comparative models will use the
other loss functions, with the rest of the architecture staying
the same. Since the capsule architecture works best with
image inputs, the input sequence for the network are time-
frequency spectrograms extracted from the speech samples.
Each spectrogram is a 64× 64 image, unlike the 28× 28
images from the MNISTdata set. 1e data sets were divided
into a 2 :1 :1 split with the larger split for the training set and
the other two splits for the validation and test sets. 1e
models were cross-validated on five-folds for 100 epochs
with a validation step every five epochs. After the training
stage in each fold, the highest validation accuracy model
would be used for the test set. For the training sets, some data
augmentation, such as noise injection and voice tract length
perturbation (VTLP).

4. Results and Discussion

In each data set, the training and validation accuracies are
logged and graphed in the course of 100 epochs. In addition,
the F1 scores for each emotion class and overall accuracies
are shown in the tables below.

4.1. )e Analysis for Different Loss Functions. For the first
data set RAVDESS, a few remarks can be observed from the
data in Figure 2 and Table 2 regarding the loss functions.1e
original margin loss remains the fastest in learning among
the loss functions reaching more than 80% train accuracy at
around 40 epochs. L2 loss also seems to be a considerable
choice for a faster learning speed but with a less significant

difference from the following loss function. 1e Cau-
chy–Schwarz divergence loss function learns slowly but
lessens overfitting as observed on the validation accuracy
histories. 1e Cauchy–Schwarz divergence and Tanimoto
losses are the top two loss functions on F1 and accuracy.
Both loss functions greatly improved on the baseline for
almost all the individual classes, including the minority
neutral emotion. 1e reason for this might be that these two
loss functions consider the similarity of the compared
vectors from the perspective of set theory. Unsurprisingly,
these same two loss functions also perform pretty well in
Janocha and Czarnecki’s study [15]. Also mentioned by
Janocha and Czarnecki [15] is that Cauchy–Schwarz di-
vergence performs as well as cross-entropy loss or log loss in
terms of learning speed and final performance.

Two loss functions performed the worst in EMODB. As
shown in Figure 3 and Table 3, they are the L1 loss and
Chebyshev loss. For samples that have been classified as
correct, the individual elements of the target and predicted
vectors might still be considerably different, which will still
lead to a massive penalty during optimization.1e penalty is
amplified even further when using Chebyshev loss as even a
correct classificationmay still lead to a higher loss. Out of the
four data sets, only EMODB produced results where the
baseline, margin loss, remained the best. One major cause
for this result is the lack of sufficient samples in EMODB.
Even with data augmentation, the newly generated samples
may still resemble the original audio sample.

As shown in Figure 4 and Table 4, margin loss remains the
fastest among the loss functions on the CAFE data set. Owing
to the values of m+ and m− being specifically chosen for the
capsule network after rigorous experimentation by the
original authors, it is not a surprise that the loss function
would be highly optimized. 1e validation accuracy histories
of the different loss functions present constant shifting, which
means that model can no longer improve on the validation
set. 1e constant shift can easily be an easy sign of overfitting
and a signal for early stopping. In terms of accuracy, the two
best loss functions are still Tanimoto and Cauchy–Schwarz,
albeit with a less significant lead on the baseline. Among the
maximum-margin based losses, only squared hinge was able
to perform as well as the baseline. It also did the best on the
minority class, which is disgust. Perhaps the order of this
hinge loss function is just in the right spot to not amplify
significant errors and minimize minor errors.

Table 4: CAFE class F1 scores and overall accuracies.

Loss type Anger
(F1)

Disgust
(F1)

Happiness
(F1)

Neutral
(F1)

Fear
(F1)

Surprise
(F1)

Sadness
(F1)

Overall
(F1) Overall (Acc.)

Margin loss 45.07 42.57 42.61 14.44 47.72 51.38 52.20 42.28 45.84
L1 loss 37.88 41.68 33.92 16.83 36.82 50.57 46.28 37.71 40.78
L2 loss 39.80 39.82 39.96 29.49 40.64 49.84 43.27 40.40 41.67
Chebyshev loss 41.64 38.83 24.90 5.22 35.01 44.70 48.73 34.15 38.57
Hinge loss 41.83 37.42 30.89 22.62 41.92 49.03 43.38 38.16 40.92
Square hinge loss 46.85 45.35 37.52 24.89 44.75 49.22 47.08 42.24 44.66
Cubed hinge loss 45.54 42.32 34.47 31.82 40.81 45.09 47.09 41.02 42.20
Tanimoto loss 49.57 43.06 38.06 31.07 46.89 54.83 48.28 44.54 46.36
Cauchy–Schwarz
loss 49.58 43.53 35.72 42.03 48.79 52.46 51.82 46.28 47.01
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Figure 5: SHEMO train and validation accuracy history for capsule model and different loss functions.
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Table 5: SHEMO class F1 scores and overall accuracies.

Loss type Anger (F1) Fear (F1) Happiness (F1) Neutral (F1) Sadness (F1) Surprise (F1) Overall (F1) Overall (Acc.)
Margin loss 79.60 0.00 14.65 76.69 50.99 52.03 45.66 69.70
L1 loss 78.07 0.00 4.34 74.67 53.02 32.11 40.37 68.10
L2 loss 80.37 0.00 17.69 77.45 55.39 50.89 46.97 70.43
Chebyshev loss 77.43 0.00 0.95 74.71 50.28 45.09 41.41 67.63
Hinge loss 78.58 0.00 3.33 76.25 52.61 48.13 43.15 69.27
Square hinge loss 80.58 4.00 26.82 76.96 49.04 51.93 48.22 70.17
Cubed hinge loss 78.90 0.00 19.21 78.06 52.18 47.23 45.93 69.87
Tanimoto loss 81.15 0.00 26.73 78.47 56.52 51.71 49.10 71.43
Cauchy–Schwarz loss 80.55 4.44 25.42 77.80 54.52 57.26 50.00 71.06

Table 6: Comparison with previous works (unweighted accuracies).

Model
Data set

RAVDESS (%) EMODB (%) CAFE (%) SHEMO (%)
Capsule 69.03 73.46 47.01 71.43
CNN-BiGRU [7] 70.07 66.92 44.13 67.47
Head fusion [28] 57.85 68.04 41.45 70.60
LSTM [29] 68.19 71.59 48.18 69.77
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Figure 6: Training losses in a single fold for margin, Tanimoto, and Cauchy–Schwarz loss functions.
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Figure 5 and Table 5 show the results for the SHEMO
data set. 1e first thing that is relatively clear from Table 5 is
low scores under the fear class with only 38 samples. Despite
that the model was able to achieve an accuracy of 71% with
the Tanimoto loss. Both Tanimoto and Cauchy-Schwarz
divergence losses once again performed the best. Significant
improvements were observed in the minority classes, such as
fear, happiness, sadness, and surprise. If measures were to be
taken to address the imbalance problem, the accuracy might
increase, but the effect of these two losses might be less
significant instead.

Finally, three more baseline models are implemented
from other works for comparison. 1e first model is a
combination of a CNN and a bidirectional gated recurrent
unit network (BiGRU) model with focal loss function
proposed by Zhu et al. [7]. In this model, the spectrogram
features are passed through the CNN, after their temporal
properties are analysed by the BiGRU. Next, the second
model is a CNN model with a custom attention mechanism
called head fusion [28], which is based on multihead at-
tention. Finally, the third model is an LSTM model with a
regular attention mechanism as described by Xie et al. [29].
All the baseline models use the same set of features as the
capsule network. As shown in Table 6, the best capsule
network accuracy is taken and compared with the previous
works. Across the data sets, the capsule network performs as
well as an LSTM especially on the EMODB data set. 1e
ability of the capsule to encode spatial information would
most likely complement well with an LSTM’s affinity for
encoding temporal information. 1e combination of both
can be a good new research direction to consider. Another
mechanism to consider is an attention mechanism, but its
addition can be highly redundant to the dynamic routing.

4.2. Convergence Analysis for Tanimoto, Cauchy–Schwarz,
andMargin Loss. To provide a better understanding for the
reason of the Tanimoto and Cauchy–Schwarz loss functions’
better performance, the training losses (in a single fold) for
each type of loss are plotted as shown in Figure 6. It is clear in
the RAVDESS data set that Tanimoto and Cauchy–Schwarz
perform better because they converge a bit later than margin
loss. On other data sets, the performances of Tanimoto and
Cauchy–Schwarz in comparison with Margin loss are rel-
atively similar; hence, they have similar curves and converge
at roughly similar times. One thing to also note is that
Tanimoto and Cauchy–Schwarz on both RAVDESS and
CAFE data sets do not immediately have lowering losses
within the first 20 epochs. 1is may mean that these loss
functions are taking their time in learning in the initial
portion of training.

5. Conclusion

1is paper analyses the use of a capsule network and several
different loss functions on SER data sets. Results showed that
Tanimoto and Cauchy–Schwarz losses can highly improve
capsule network performance by improving on the minority
classes. Comparisons of the capsule network with previous

deep learning models in the field also show that the capsule
network performs marginally better. Future research di-
rections will experiment on the use of capsule networks
combined with LSTMs to use both their capabilities in
learning spatial and temporal information, respectively.
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.is paper introduces an automated image processing method to analyze an architectural floor plan database. .e floor plan
information, such as the measurement of the rooms, dimension lines, and even the location of each room, can be automatically
produced. .is assists the real-estate agents to maximise the chances of the closure of deals by providing explicit insights to the
prospective purchasers. With a clear idea about the layout of the place, customers can quickly make an analytical decision. Besides,
it reduces the specialized training cost and increases the efficiency in business actions by understanding the property types with the
greatest demand. Succinctly, this paper utilizes both the traditional image processing and convolutional neural networks (CNNs)
to detect the bedrooms by undergoing the segmentation and classification processes. A thorough experiment, analysis, and
evaluation had been performed to verify the effectiveness of the proposed framework. As a result, a three-class bedroom
classification accuracy of ∼ 90% was achieved when validating on more than 500 image samples that consist of the different room
numbers. In addition, qualitative findings were presented to manifest visually the feasibility of the algorithm developed.

1. Introduction

When designing a building, the most indispensable tool for the
architect is the floor plan, which also served as an important
element to provide building guidelines and instructions for
construction. In brief, a floor plan demonstrates the rela-
tionships between rooms, spaces, and other physical charac-
teristics in a visual form. .e floor plan usually specifies the
basic layout dimensions (i.e., room size, height, and length)
with an annotated scale factor. .e architects often utilize
several symbols or icons to enhance the interpretation of the
design of a floor plan, for instance, simple outlines to indicate
the features of walls, windows, and door openings. Besides, the
floor plan suggests the arrangement of space by including the
details of fixtures and furniture like the stove, bathtub, sofa, and
toilet bowl. Nonetheless, the floor plan design is not limited to
housing; it is applicable to any building type such as the office
and Church.

Despite the fact that there are standard architectural
symbols used to represent common building components
and features, architectural drafting can basically be cate-
gorized into three types: process drawings (sketches/sche-
matics), construction documents (drafted drawings), and
presentation drawings (illustrated sketches). However, some
architects artistically add visual interest to the floor plan to
convey the intended idea and improve the understanding via
graphic language. Although there are design guidelines for
the sketching and drafting of a floor plan, it is subjective to
the individual as the design shows some room for creativity
and flexibility to attract the attention of viewers. Since there
are plenty of design alternatives for the appearance of a floor
plan, it requires substantial effort in rendering, extracting,
learning, and recognizing the semantic information from the
human perspective. .erefore, it increases the difficulty
when processing and interpreting the floor plans using
image analysis techniques.
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To the best of our knowledge, this is the first attempt to
comprehensively address and analyze the details of the
rooms from the floor plans. In this paper, a benchmark
framework is provided to automatically determine the lo-
cation and the number of bedrooms from a floor plan.
Following the significant success with deep learning
frameworks, there has been a surge of interest resolving in
computer vision-related problems. For instance, inspira-
tional applications developed recently, such as biomedical
field [1], unmanned aerial vehicle navigation [2], facial
expression recognition [3], and soil structure assessment [4].
.us, motivated by these works, several deep learning ap-
proaches are applied in the bedroom detection task herein to
facilitate the automatic computational image processing
analysis.

In summary, the main contributions of this paper are
highlighted briefly as follows:

(1) Application of a series of preprocessing techniques to
improve the image quality, such as noise removal,
wall thickness adjustment, and image scaling.

(2) Proposal of a visual understanding mechanism to
distinguish the bedroom from the floor plan by
implementing the segmentation and classification
processes.

(3) Comprehensive experimentation on the dataset to
verify the effectiveness of the algorithms evaluated.
Both the qualitative and quantitative results are
presented.

.e remainder of the paper is organized as follows: a
review of related literature is presented in Section 2.
Subsequently, Section 3 describes the complete framework
in detail, including the preprocessing method, the con-
figuration of experiment settings, and performance metrics
for result validation. Section 5 reports and analyzes the
experimental results. Finally, conclusions are drawn in
Section 6.

2. Related Work

A residential floor plan is a key element to provide the
prospective buyer the essence of the property regarding the
internal amenity, the outlook, and the interaction of the
spaces that are viewed from above. .e floor plan serves as
the most essential guide for the home buyer to consider
purchasing the property [5]. An eye-catching and expressive
floor plan contains a colorful design, accurate scale, basic
furniture icons, and a clear flow of spaces. A residential
project has a briefer form and contains lesser information
compared to a commercial project as it is a simple diagram
that offers a conceptual starting point. Note that there is no
standard real-estate floor plan and thus the oversimplified or
overprofessional design may cause confusion to the buyer.
.erefore, there is a lack of an automatic system to relate the
architectural design to computer vision technology. Spe-
cifically, this automatic task is useful in assisting the buyers
to quickly determine the number of bedrooms in each floor
plan, classify the space according to the floor plan, analyze

the amount of space in a floor plan, and determine the exact
locations for each room.

Albeit the emergence of artificial intelligence, the
existing literature studies in analyzing the architectural
designs with this technology are manageably finite. For
example, Bayer et al. [6] suggested a semiautomatic method
to automatically generate the floor plans of specific build-
ings. Concretely, the long short-term memory (LSTM) [7]
was utilized as predictive modeling to achieve this task.
However, instead of passing the floor plan images to the
suggested model structure, the input information requires
manual human effort to extract certain information from
each sample image. Besides, the trained model insufficiently
describes the detailed contextual characteristics of the floor
plan, such as the actual position of the basic building blocks
(i.e., walls, doors, and windows). A similar work that per-
forms the floor plan generation is conducted by [8]. Yet, a
deeper understanding of the current development state of
image processing approaches is integrated to resolve for the
best placement solution. .e system is built on the Grass-
hopper environment to make the user interface design
legible and easy to use.

On the other hand, Liu et al. [9] proposed a novel
convolutional neural network (CNN) architecture, namely
FloorNet, to reconstruct the 3D floor plans by physically
scanning the indoor spaces over a visual display. Concretely,
a triple-branch hybrid design is implemented to simulta-
neously process the 3D coordinate points, 2D floor plan, and
images captured, to form the final floor plan. .us, a dataset
that comprises ∼ 155 residential house layouts has been
created. .is work provides a reverse engineering solution
on the floor plan image, whereby they did not process on the
existing images; instead, they introduce a series of image
analyses to generate a new floor plan image. .e main in-
tuition of this work is to cope with the absence of floor plan
design problem, especially in the region like North America.
Recently, an improved method that can generate the floor
plan via 3D scanning with higher accuracy and higher speed
is introduced by [10]. Specifically, the proposed pipeline,
namely, Scan2Plan demonstrated outstanding results when
evaluated on the publicly available Structured3D [11] and
BKE [12] datasets.

De las Heras et al. [13] designed a structural element
recognition system to detect the wall and room from four
datasets with different ground-truth characteristics. .e
proposed approach first extract the main entities using
statistical segmentation, such as the walls, door, and win-
dows. .en, the structural compositions of the building are
identified and distinguished using an image recognition
technique. .e authors claimed that the proposed algorithm
is adaptable to any graphical representation, as it can extract
the structural elements without prior knowledge of the
modeling conventions of the plan. Nevertheless, further
analysis and classification regarding the type or function of
the room are not presented in the work. On the other hand,
Khade et al. [14] focused on extracting the outer shape of the
floor plan. A series of algorithms is suggested, in which
geometric features such as area, corners, quadrants, distance,
slope, and angle are involved. To evaluate the robustness of
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the proposed framework, the experiments are tested on both
the original and rotated images of a synthetic dataset.

Besides, [15] introduced a method to detect the elements
of the walls and identify the key objects, as well as deter-
mining the characters from the floor plan images. .e
methodologies to accomplish this task are to adopt a fully
convolutional network (FCN) model and an optical char-
acter recognition (OCR) technique. In brief, OCR is to
retrieve meaningful room labeling. Experiments were car-
ried out on two datasets, namely, a publicly available dataset
(CVC-FP) and self-collected from the real-estate website.
.e experiments were performed on the datasets were wall
segmentation, object detection (door, sliding door, kitchen
oven, bathtub, sink, and toilet), and text recognition. Al-
though promising wall segmentation was reported in the
paper, the proposed approach did not compare to the state of
the art. Besides, the number of testing samples to evaluate
the object detection and text recognition performance was
relatively few (< 50 images). .us, this work does not
provide conclusive empirical evidence to verify the effec-
tiveness of the proposed method.

On another note, Ahmed et al. [16] recognized the
room by differentiating the walls with different thicknesses
(i.e., thick, medium, and thin). .ey also pointed out that
the wall thickness (i.e., thin wall) greatly affected the wall
detection and hence influenced the recognition perfor-
mance. .e following year, the same research group [17]
presented an automatic system to analyze and label the
architectural floor plans. Particularly, the SURF [18] feature
descriptor is utilized to spot the building element in en-
hancing semantic information extraction. .is paper ex-
tends the previous paper by dividing the rooms into several
subpartitions for the cases of a shared room. However,
there is some false detection especially when the text
touched the graphics component. Later, Ahmed et al. [19]
separated the wall and text in the image using simple
morphological erosion and dilation techniques. As a result,
a promising result of the recall of 99% is exhibited when
evaluating ∼ 90 images. .e prevalence performance
mostly contributed to the success in removing the thin lines
especially the text touching the lines.

Recently, Goyal et al. [20] proposed SUGAMAN (Su-
pervised and Unified framework using Grammar and An-
notation Model for Access and Navigation) to briefly
describe the indoor environment in natural language from
the building floor plan images. .ey represented the room
features by adopting a local orientation and frequency de-
scriptor (LOFD)..en, a single-layer neural network with 10
neurons is employed to learn the room annotations for room
classification. To examine the effectiveness of the proposed
algorithm, experiments are conducted on a dataset with
more than 1000 image samples. Results demonstrated that
the proposed method outperformed the state of the art by
attaining higher classification accuracy when identifying the
decor items (i.e., bed, chair, table, sofa, etc.). However, there
are some scenarios where the proposed method incorrectly
classifies the type of the room (i.e., kitchen vs. room). Be-
sides, the result of floor plan creation based on LOFD is
discouraging.

3. Proposed Method

.e proposed algorithm aims to determine the existence
of the bedroom and its respective location, as well as
computing the number of bedrooms from an architectural
floor plan image. Figure 1 lists the proposed framework of
the proposed method. In brief, it incorporates four pri-
mary stages: wall extraction, wall thickening and door gap
closing, room partitioning and decor item retrieval, and
bedroom classification. .e details of each step are dis-
cussed in this section by providing greater details in terms
of their respective mathematical derivations and pseu-
docodes. For better visualization, Figure 2 depicts the
conceptual diagram for each stage. Note that, the dataset
involved in the experiment is Robin because the decor
items shown on the images are clear and do not contain
any text information.

3.1.Wall Extraction. .e first step is to acquire the wall lines
whilst removing the decor items. Prior to that, all the images
are converted from RGB colorspace to grayscale. .e
original RGB image is shown in Figure 3(a) and the grayscale
image is illustrated in Figure 3(b). .en, Otsu’s algorithm is
employed to perform the thresholding technique to enhance
image contrast. Otsu’s algorithm is one of the simplest
methods to categorize the pixel intensity into two classes and
the output is generated byminimizing the intraclass variance
of each image. It is noticed that the decor items are
appearing in thinner lines compared to the walls. .erefore,
a simple morphological image processing method, namely,
closing, is adopted to remove the objects with thin lines.

.e closing morphology operation of image A by the
structuring element B is the composite of erosion and di-
lation operations, defining as follows:

A · B � (A⊕B)⊖B, (1)

whereX⊕Y denotes the dilation operation of imageX by the
structuring element Y. On the other hand, X⊖Y denotes the
erosion operation of image X by the structuring element Y.
In brief, the dilation and erosion operations can be defined
as follows, respectively:

X⊕Y ≡ (x + y) | ∀x inX, y inY ,

X⊖Y ≡ x ∈ Z2 | (x + y ∈ X,∀y inY) .
(2)

By doing so, the decor items can be eliminated, in the
meantime, preserving the wall lines, as illustrated in
Figure 2(b). Besides, Figure 3(c) shows the output image
after extracting the wall lines on another sample, whereby
lesser furniture and elements exist in this 3-bedroom image.
Since the decor items are represented by a set of simple
synthetic architectural symbols made up of straight lines and
simple shapes, this wall extraction process occupies rela-
tively lesser computational cost and algorithm complexity.

3.2. Wall +ickening and Door Gap Closing. As there are
noticeable door gaps after performing the wall extraction in
the previous step (i.e., Figure 2(b)), the gaps are filled by
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Figure 2: Overall process flow illustration: (a) original dataset; (b) wall extraction; (c) wall line thickening and door gaps linking; (d) room
partitioning; (e) decor items retrieval, and (f) bedroom identification.

Wall extraction

Wall line thickening
and

Door gaps linking

Room partitioning

Decor items retrieval

Bedroom identification

Figure 1: .e proposed pipeline incorporates five stages.
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thickening the walls to facilitate the gaps connection. A
dilation morphological process is performed to improve the
visual appearance of the wall lines, as shown in Figure 3(d).
.e dilation operation is expressed as

A⊕B � ∪
b∈B

Ab. (3)

Since the resolution for the images in the Robin
dataset is varied, the size is standardized such that the
height and width are having the same length, namely,
400 × 400, as shown in Figure 3(e). Next, the pairs of the
door gaps coordinates for the linkage are identified. It can
be achieved by applying Hough transform [21] and the
FAST algorithm for edge detection. Subsequently, the
width and the exact position of the door gaps are obtained,
as shown in Figure 3(f ).

.e algorithm details to acquire the wall lines infor-
mation are shown in Algorithm 1. In brief, there are three
inputs required to link the door gaps, namely, the position,
width, and the total number of the door gaps. Lines 1 and 2
in Algorithm 1 scan all the pixels in the image. Line 3
compares two coordinates to decide if they are the pair of the
door gap, depending on the predefined width parameter.
Lastly, line 4 links the pair of door gap coordinates, as shown
in Figure 3(g).

Figure 2(c) shows the output of the door gaps linking
after increasing the thickness of the wall.

3.3. RoomPartition andDecor Items Retrieval. .is step is to
split the multiple rooms from each floor plan into individual
rooms. Since the floor plan images in Robin are generated by
the computer, it is found that there is some absurdly small
size of rooms in a few floor plan images. .erefore, if the
detected room region occupies less than 300 pixels, it will be
eliminated from the next processing step. Figure 2(d) il-
lustrates the segmented rooms from a floor plan.

After identifying and filtering the rooms, the rooms are
overlapped with the original floor plan image, such that the
decor items appear in every single room. Figure 2(e) il-
lustrates the insertion of the original decor items on the
respective partitioned rooms. .e pseudocode to realize the
room partition and decor items retrieval steps is shown in
Algorithm 2. In brief, lines 1 to 27 detect the single rooms by
identifying the pixel intensity values. A room should be
encircled by a continuous pixel value of 0 in a rectangle
shape. Concretely, the program will scan the entire image
from left to right and top to bottom, to search for the first
appeared pixel intensity value of 255. .en, that particular
pixel is arbitrarily set to T, where T is initially defined as 1.
.is specific pixel is treated as a reference point such that the
pixel values of all the four directions (i.e., top, bottom, left,
and right) are set to 1. .is pixel value updating step will be
terminated until the pixel value 0 is met. Consequently,
another scanning to search for the next pixel with an in-
tensity of 255 will be performed. If found, that particular

(a) (b) (c)

(d) (e) (f )

(g)

Figure 3: Output generated after performing each image transformation process: (a) original image; (b) pixel binarization; (c) wall
extraction; (d) image dilation; (e) image resize to 400× 400; (f ) edge detection using FAST algorithm, and (g) door gaps linking.
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Input: D(i, : ), D(j, : )⟵ coordinate points of the door gaps
W⟵width of the door gaps
N⟵ total number of door gaps
Output: the door gaps are closed and independent rooms can be identified
(1) for i � 1; i≤N; i + + do
(2) for j � 1; j≤N; j + + do
(3) if |D(i, : ) − D(j, : )|≤W then
(4) Link D(i, : ) and D(j, : )

(5) else
(6) break.

ALGORITHM 1: Door gap closing.

Input:
A(i, j)⟵ coordinate point of an independent room image
m⟵ x-axis image size of an independent room
n⟵ y-axis image size of an independent room
Output:
T⟵ number of independent rooms
(1) v � 1;
(2) T � 1;
(3) While v≠ 0 ▷ v � 1 indicates that a new area has been found
(4) do
(5) v � 0;
(6) b � 0;
(7) for i � 1; i≤ n; i + + do
(8) for j � 1; j≤m; j + + do
(9) if A(i, j) �� 255 ▷ pixel intensity of 255 indicates white
(10) then
(11) A(i, j) � T;
(12) v � 1;
(13) break
(14) Q � 1;
(15) While Q≠ 0 ▷ Q� 1 indicates there may be missing points
(16) do
(17) Q � 0;
(18) for i � 1; i≤ n; i + + do
(19) for j � 1; j≤m; j + + do
(20) If A(i, j) �� T then
(21) Convert the pixel values to 255 in the top, bottom, left, and right directions of points A(i, j) into T

(22) .is process is terminated when it encounters 0.
(23) if a pixel is converted then
(24) Q � 1;
(25) else if A(i, j) �� 255 then
(26) Determine whether there is T before 0 is encountered in the four directions of point A(i, j).
(27) T � T + 1
(28) for i � 1; i≤T; i + + do
(29) if there is i on the boundary or the total number of pixels with a value of i is less than 300▷.ese two cases are not considered as

a room
(30) then
(31) continue;
(32) else
(33) Convert all i to 0 and convert other values to 255.
(34) Stack the decor items on the respective detected rooms.

ALGORITHM 2: Room segmentation and decor items retrieval.
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pixel is set to the value of T � T + 1, which is 2. Hence, it will
be treated as the reference point again to update the sur-
rounding pixels with value T + 1. .e above-mentioned
steps are repeated until pixel intensity 255 will no longer be
found. Intuitively, the newly found pixel with the intensity of
255 is regarded as the new room definition. As such, the
resultant T value denotes the total number of the new room
formed in an image. .en, lines 28 to 33 determine if the
room satisfies the room size requirement. Particularly, if the
room has an area size of fewer than 300 pixels, the room is
ignored..is is because there are some unusual rooms as the
images are artificially generated by the computer. Finally,
line 34 stacks the decor items to the individual detected
rooms.

3.4. Bedroom Classification. .is stage differentiates the
rooms detected into bedroom/nonbedroom categories. .e
convolutional neural network (CNN) is employed as both
the feature extractor and classifier for the bedroom classi-
fication. Intuitively, the shape, characteristics, patterns of a
bed are the key features to decide if the image is a bedroom/
nonbedroom..us, CNN architectures are expected to learn
the features of the bed in order to make the correct
predictions.

Several pretrained neural networks (i.e., AlexNet [22],
ResNet [23], SqueezeNet [24], and GoogLeNet [25]) are
utilized with slight modification. Note that, most of the
parameters existing in the networks are transferred to adapt
and learn the new characteristics of the floor plan images.
Specifically, the parameters will be fine-tuned automatically
throughout the learning progress. Concretely, these network
architectures are comprised of five types of operation:
convolution, ReLU, pooling, fully connected, and dropout.
.e bedroom images are first standardized to a certain size
(i.e., ℵ × ℵ).

(1) Convolution and ReLU: .e image performs a dot
product between a kernel/weight and the local re-
gions of the image. .is step can achieve blurring,
sharpening, edge detection, and noise reduction
effect. ReLU is an elementwise activation function
and is usually applied as the thresholding technique
to eliminate the neurons that are playing a vital role
in discriminating the input and is essentially
meaningless.
Each eij pixel in the image is defined as

e
l
ij � f

l
x

l
ij + b

l
 |i � 1, 2, . . . ,ℵ, j � 1, . . . ,ℵ ,

where x
l
ij � Σm−1

a�0 Σ
m−1
b�0 w

l
aby

l−1
(i+a)(j+b),

(4)

l indicates the layer, xl
ij is the pixel-value vector

corresponding to eij pixel, fl is the ReLU activation
function, wl is the coefficient vector, and bl is the bias
determined by the feature map.
.us, for an input x, the ReLU function can be
indicated as

f(x) � max(0, x). (5)

(2) Pooling: To downsample the image along the spatial
dimensions (i.e., width and height). .is allows di-
mension reduction and enables the computation
process to be less intensive.
.e k-th unit of the image feature in the pooling
layer is expressed as

Poolk � f(down(C)∗W + b), (6)

where W and b are the coefficient and bias, re-
spectively. down(·) is a subsampling function:

down(C) � max Cs,l|s ∈ Z
+
, l ∈ Z

+ ≤m . (7)

Cs,l is the pixel value of C in e and m indicates the
sampling size.

(3) Fully connected: All the previous layer and the next
layer of neurons are linked. It acts like a classifier
based on the features from the previous layer.

(4) Dropout: .e neurons are randomly dropped out
during the training phase. .is can avoid overfitting
phenomena and enhance the generalization of the
neural network trained.

Figure 2(f) shows the categorization of each partitioned
room to bedroom or nonbedroom after adopting the CNN
method.

4. Dataset Description

.us far, there are limited publicly available datasets that
contain the architectural floor plan images. For instance,
these four datasets: CVC-FP [26], SESYD [27], Robin [28],
and Rent3D [29] usually served as the experimental data in
academic studies. .e detailed information of these datasets
is shown in Table 1 and the sample images are illustrated in
Figure 4. It is observed that the databases are largely limited
on their own. Concisely, the floor plan images may vary in
different aspects: (1) building types (i.e., theater, school,
house, and museum); (2) multidimensional images (i.e., 2D
and 3D); (3) representation types (i.e., sketches and com-
puter-aided design); and (4) furniture layouts (i.e., walls,
windows, doors, sofa, and stairs). Particularly, Rent3D and
CVC-FP are the scanned images. .e contents are mostly in
text, rather than displaying the furniture icon. On the other
hand, Robin and SESYD comprised the computer-generated
floor plan with lesser image noise, compared to the other two
datasets. However, the wall thickness of SESYD is relatively
thin. .erefore, it may lead to some errors during the wall
segmentation process. Based on the pros and cons of the
datasets discussed above, only the Robin dataset is con-
sidered as the experimental data in this paper.

From the pros and cons summarized in Table 1, we opt to
select the Robin dataset as the experiment data to evaluate
the proposed framework. In short, the repository of the
building plans (Robin) dataset can be categorized into three
main classes, namely, 3 rooms, 4 rooms, and 5 rooms. .e
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Table 1: Detailed information of the four floor plan databases.

CVC-FP SESYD Robin Rent3D
Presence of text ✓ 7 7 ✓
Total number of images 122 10 510 250

Item

Table 7 ✓ ✓ 7

Chair 7 ✓ ✓ 7

Sink ✓ ✓ ✓ ✓
Toilet bowl ✓ ✓ ✓ ✓
Bathtub ✓ ✓ ✓ ✓
Bed 7 ✓ ✓ 7

Cabinet 7 ✓ 7 7

Sofa 7 ✓ ✓ 7

Fake/generated 7 ✓ ✓ 7

Real/scan ✓ ✓ 7 ✓
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Figure 4: Sample images from the four datasets: (a) CVC-FP, (b) SESYD, (c) Robin, and (d) Rent3D.
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images for the three classes compose an equal number of the
sample which are 170 each..e item contained in the images
includes table, chair, sink, toilet bowl, bathtub, bed, and sofa.
.e spatial resolutions for the images are varied, with the
average sizes of 1085×1115, 1188×1280, and 1593×1859
for 3 rooms, 4 rooms, and 5 rooms, respectively. .e dataset
contains both the grayscale and colored images. However, all
the images are portrayed in monochromatic color, in which
only actual white and black pixels are presented. .e il-
lustration of the sample images and the details of each image
category are portrayed in Table 2. Note that the images
shown are randomly selected from the dataset. .e image
data that support the findings of this study are openly
available in [30].

Nonetheless, there is no textual description provided for
this floor plan dataset. Since this dataset is synthetic data and
the elements are aggregated automatically, some image
samples may not be in accordance with the real-world
scenario. For example, it can be seen that the sample image
#1 looks more normal compared to that of the sample image
#2. For example, the sample image #2 for the 3 rooms does
not have any object/graphics in one of the rooms. As for the
sample image #2 for the 4 rooms, three rooms are encircled
by a big squared room. Lastly, for the sample image #2 for
the 5 rooms, to enter one of the bedrooms, it has to go
through another bedroom. Besides, the only route to the
kitchen is to pass through a bathroom.

Surprisingly, among the 510 images in the Robin dataset,
22 images do not contain any bedroom furniture. .us, the
22 images are regarded as a 0-bedroom category. Most of the
images comprise one bedroom, namely, 391 images. .e
maximum number of bedrooms in the dataset is two, in
which up to 97 images contain two bedrooms. An overview
regarding the number of the bedroom with their respective
sample images is illustrated in Table 3.

5. Experiment Results and Discussion

5.1. PerformanceMetric. .ere are two evaluation metrics to
validate the performance of the proposed framework,
namely, accuracy and F1-score [31]. Specifically, accuracy is
the most intuitive performance measure and shows how
accurate and precise the result is generated. Since the
number of bedrooms is inconsistent in the Robin dataset,
F1-score is used to tackle to imbalance class problem and to
avoid the bias phenomena. Mathematically, these two
metrics can be expressed as

Accuracy :�
TP + TN

TP + FP + TN + FN
, (8)

and

F1 − score :� 2 ×
Precision × Recall
Precision + Recall

, (9)

where

Recall ≔
TP

TP + FN
, (10)

and

Precision ≔
TP

TP + FP
, (11)

where

(1) TP (true positive): the model correctly classified the
bedroom

(2) TN (true negative): the outcome where the model
correctly predicts that it is not a bedroom

(3) FN (false negative): the event where the model does
not predict the bedroom correctly, while in fact, it is a
bedroom

(4) FP (false positive): the test result indicates that it is a
bedroom, but it is not

5.2. Classification Performance and Analysis. All the 510
floor plan images from the Robin dataset are used as the
experimental data. .e bedroom classification results using
five different CNN architectures (i.e., AlexNet, GoogleNet,
SqueezeNet, ResNet-101, and ResNet-50) are shown in
Table 4. Note that the number of epochs for each CNN is set
to the range of 10 to 100. .e learning rates and the min-
ibatch size are set to 0.0001 and 128. .e details of the
configuration of the CNN architecture and parameter values
are listed in Table 5.

.e three types of images are merged into a composite
dataset to provide a fair training and testing experiment
environment. Concisely, in the classification stage, 5-fold
cross-validation is utilized to validate the performance of the
transfer learning model on an unseen image sample. .us,
for each fold, 510/5�102 images are treated as the testing
sample, while the remaining 408 images served as the input
to the architecture for parameter training (i.e., weights and
biases). .is process will be repeated 5 times until all the
images have been tested at least one time. Note that, there is
no overlapping data between the training and testing sets.

Table 4 reports one of the highest classification per-
formances obtained among the epoch range. It is observed
that the highest accuracy exhibited is produced by Goo-
gLeNet, in which the accuracy and F1-score obtained are
98.40% and 98.80%, respectively. From Table 4, it can be seen
that although ResNets are the two largest architectures
among all the CNNmethods, the classification results are the
lowest (i.e., accuracy� 81.40% and F1-score� 88%). .is
implies that learning the bedroom features leads to an
overfitting phenomenon when a huge CNN is employed.
Nevertheless, this binary classification task with limited data
samples has demonstrated that the transfer learning tech-
nique is capable of training the discriminant features on
small-size data.

To provide further insights into the classification
performance, a detailed investigation is done regarding
some correct and incorrect predicted bedroom images.
Since there are a total of 510 images in the dataset, Table 6
displays partial numerical results that are randomly se-
lected from the dataset. Among the samples, 8 cases
produce the F1-score of 100%, whereas 2 cases generate
66.67%. .e reason for false detection may be because of
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Table 2: Detailed information of Robin dataset [28].

3 rooms 4 rooms 5 rooms
Image number 170 170 170

Resolution
(Average) 1085×1115 1188×1280 1593×1859
(Minimum) 603×1194 793×1228 1116× 2365
(Maximum) 1204×1244 1444× 2050 2404× 2380

Sample picture (#1)

Sample picture (#2)

Table 3: .e number of bedroom in the Robin dataset [28].

0 bedrooms 1 bedroom 2 bedrooms
Image number 22 391 97

Sample picture

Table 4: Performance % of the bedroom classification when utilizing five convolutional neural networks, in terms of accuracy (Acc) and
F1-score (F1)

Method Epoch Acc F1
AlexNet 60 90.5 97.5
GoogLeNet 30 98.4 98.8
ResNet-50 60 81.8 88
ResNet-101 30 81.8 87.2
SqueezeNet 70 96.6 97.9
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several factors. For instance, the insufficient training
sample makes the architecture not trained well. Besides, an
unusual room image is shown in sample picture #2 for 4
rooms in Table 2. Nevertheless, the accuracy and F1-score
attained are satisfactory when applying some popular CNN
architecture, such as GoogLeNet.

Aside from the numerical results, the qualitative visu-
alization is shown in Figures 5 and 6 to provide further
classification context clues. Figure 5 depicts the activations
of GoogLeNet. .is particular activation layer selected is
allocated in the third quarter of the network. .ere are
noticeable brighter intensity pixels when there is a bed at the
respective position. Besides, the activations of ResNet for the
layer at a similar location (i.e., the third quarter of the
network) are shown in Figure 6 for a fair comparison.
Apparently, Figure 6(a) denotes that the bottom left corner
should have a bedroom, as this particular in the activation
image has bright pixels. However, that location does not
have any bedroom, which means that the bedroom features
learned in this network are insufficiently precise.

.e detailed properties of all the network architectures
are tabulated in Table 7, which include the depth, size, and
the number of the learnable parameter in the network.
Amongst, SqueezeNet occupies the least size (5MB) and the

fewest parameters (1 million), but the network depth is
∼ 2.5 times larger than the AlexNet. .e deepest network is
ResNet-101, which has a depth of 347. As the largest network
that contains the largest number of the learnable parameter
is AlexNet size of 61 million, AlexNet is the shallowest
network among the networks presented (depth size of 25).

.e proposed method is capable of tackling the images
with different orientations as the transfer learning archi-
tecture is designed such that the model is invariant to
orientation. Besides, the architecture learns the discrimi-
native features automatically from the floor plan images
while achieving high performance. Moreover, with a limited
training sample, the classification performance is promising,
namely, F1-score� 98.8% when employing GoogLeNet. On
the other hand, the epoch number required for model
training is relatively few (<100), implying that the speed of
computing and execution is quick. .is primarily contrib-
uted to the advantages of the transfer learning technique, as
the architecture was pretrained in an ImageNet database that
consists of a million images with 1000 categories.

Since GoogLeNet exhibits the best results when per-
forming the binary classification task. We attempt to extend
the work by summarizing the number of correctly guessing
images. Note that, each floor plan image may contain up to 5
rooms, yet, the bedroom numbers ranged from 0 to 2.
Among the 510 images, 457 images are correctly classified to
their respective bedroom number. A confusion matrix is
tabulated in Table 8, providing a detailed analysis regarding
the classification task. It is discerned that all the 22 images
that do not have bedrooms are correctly classified. However,
it is also noticed that 4 images that are supposed to contain
only 1 or 2 bedrooms are classified as having 3 bedrooms.
Nevertheless, the proposed algorithm exhibits a promising
bedroom classification of 89.61%. Moreover, the gradient-
weighted class activation mapping (Grad-CAM) [32]
method is utilized to highlight important regions in images
that are trained by the CNN model. .e interpretation of
GoogLeNet model predictions using Grad-CAM is por-
trayed in Figure 7. .ese pleasing numerical and qualitative
performances further verify the capability and feasibility of
the framework developed.

To further verify the effectiveness of the proposed
framework, the performance compared to the state of the
art is tabulated in Table 9 when conducting different de-
tection tasks on the floor plan images. Succinctly, Table 9
lists the accuracy of (a) bedroom detection, the detected
rooms are correctly recognized as the bedroom; (b) room
detection, the rooms are successfully being detected; and
(c) room-type detection, the detected rooms are correctly
classified as the room-type, such as bedroom, drawing
room, and kitchen. On the other hand, nonroom-type
include the parking porch, bathroom, study room, and
prayer room. .e overall accuracy achieved in the previ-
ously published work is quite promising, namely, > 80%.
Note that, methods #1-#2 evaluated the algorithms on the
R2V dataset [33], method #3 evaluated on Rent3D dataset
[29], and methods #4–#7 evaluated on the CVC-FP dataset
[26]. .e details of the datasets are summarized in Table 1.
Notably, the proposed method herein is capable of

Table 5: Configuration type and parameters of CNN models.

Configuration type Parameter
Optimizer SGDM
Momentum 0.9000
InitialLearnRate 0.0001
LearnRateSchedule Piecewise
LearnRateDropFactor 0.2000
LearnRateDropPeriod 10
L2Regularization 0.0001
Gradient.resholdMethod L2 norm
Gradient.reshold Inf
MaxEpochs [10, 100]
MiniBatchSize 128
Verbose 1
VerboseFrequency 50
ValidationPatience Inf
Shuffle Once
ExecutionEnvironment Auto

Table 6: Detailed analysis of ten floor plan samples with
GoogLeNet.

Image TP TN FP FN F1-score (%)
Rob_001 2 1 0 0 100
Rob_002 1 1 0 1 66.67
Rob_003 1 1 0 1 66.67
Rob_004 2 1 0 0 100
Rob_005 2 1 0 0 100
Rob_006 2 1 0 0 100
Rob_007 2 1 0 0 100
Rob_008 2 1 0 0 100
Rob_009 3 1 0 0 100
Rob_010 2 1 0 0 100
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detecting all the rooms and exhibiting an accuracy of 98%
when detecting the bedroom.

Moreover, the recommender system can provide addi-
tional details regarding the floor plan information. In
summary, a list of statistics can be generated, such as (1) the
total built-up area of the floor plan; (2) the total number of
bedroom and their area; (3) the total number of nonbed-
room and their area; (4) the position of the bedrooms; (5) the

maximum and minimum area of each room; (6) the total
number of doors; and (7) the total number of doors in each
room. Taking Figure 7(a) as an example, the list of detailed
statistics is tabulated in Table 10. Note that, the original floor
plan in the dataset did not provide the real-world scale..us,
the unit of the built-up area presented here is pixels2. .e
unit (i.e., pixels2) can be easily converted to the real-world
measurement (i.e., square feet, m2) by a ratio proportion.

(a) (b)

Figure 5: Activations of GoogLeNet when the image (a) does not contain a bed and (b) contains a bed.

(a) (b)

Figure 6: Activations of ResNet when the image (a) does not contain a bed and (b) contains a bed.

Table 7: .e properties of the network architecture.

Method Depth Size (MB) Parameter (millions)
AlexNet 25 244.66 60.95
GoogLeNet 144 29.06 6.99
ResNet-50 177 103.68 25.50
ResNet-101 347 180.34 44.44
SqueezeNet 68 5.23 1.23

Table 8: Confusion matrix of bedroom number calculation when utilizing GoogLeNet as the feature descriptor.

Predicted
0 1 2 3

Desired

0 22 0 0 0
1 20 355 14 2
2 0 15 80 2
3 0 0 0 0
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6. Conclusion

.is paper presents a novel framework to automatically
identify the location and the number of bedrooms from the
floor plan images. Some traditional and data-driven image
processing techniques are applied. In brief, Otsu’s thresh-
olding and morphological operations are employed to pre-
process the image. .en, the rooms are extracted using the
Hough transform and FASTalgorithm. Finally, some popular
convolutional neural network architectures are utilized to
determine if the detected room is the bedroom. .e quan-
titative performance results suggest that the proposed pipeline
is feasible in recommending the house property from

architectural floor plan images. Particularly, an excellent
bedroom classification accuracy of 98.4% and F1-score of
98.8% are achieved when employing the state-of-the-art deep
learning techniques. Moreover, the visual presentation re-
garding the cues of the correctly detected bedroom category
further verifies the effectiveness of the approach.

As future work, this framework can be extended to
recognize other function rooms, such as the bathroom,
dining room, or living room. Besides, the binary classifi-
cation task and the limited data samples point towards the
studies on the new design of the shallow neural network.
Note that, some previously published works investigated the
floor plan with both the text and graphics. However, the
experiments presented in this work did not consider the
images with text, and this points towards an important
direction for future research. .erefore, it is also worth
investigating the optical character recognition (OCR)
technique on other types of floor plan images.

Data Availability

.e image data that support the findings of this study are
openly available in https://github.com/gesstalt/ROBIN.
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Figure 7: .e Grad-CAM visualization to localize class-discriminative regions.

Table 9: Performance comparison of the bedroom detection and room detection.

No. Method Bedroom detection Room detection Room-type detection
1 [33] 0.89 — —
2 [34] 0.83 — —
3 [34] 0.75 — —
4 [21] — 0.85 —
5 [17] — 0.89 —
6 [13] — 0.91 —
7 [35] — 0.86 0.94
8 Ours 0.98 1 —

Table 10: List of statistics generated by the recommender system.

Statistics Values
Total built-up area 118,278 pixels2

Total number of bedrooms 1
Bedroom’s area 56,765 pixels2

Total number of nonbedrooms 2
Nonbedroom’s area [46629, 14884] pixels2

Position of the bed West
Maximum area of room 56,765 pixels2

Minimum area of room 14884 pixels2

Total number of doors 4
Number of doors in each room [0, 3, 3]
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Real-time vehicle guidance effectively reduces traffic jams and improves the operational efficiency of urban transportation. ,e
trip time on a route is considered as a random process that changes with time, and the shortest path selection requires a random
dynamic model and the solution of a decision-making problem. ,us, the shortest trip time is the criterion to determine the
dynamic path selection by a random dynamic programming (DP) model which discretizes the trip times in the continuous
segments on the route. In this study, a numerical model of random dynamic programming is established by using a probability
tree model and an AND/OR (AO∗) algorithm to select the path of the shortest trip time. ,e results show that the branches of the
probability tree are only accumulated on the “quantity” and do not cause a “qualitative” change. ,e inefficient accumulation of
“quantity” affects the efficiency of the algorithm, so it is important to separate the accumulation of “quantity” from node
expansion.,e accumulation of “quantity” changes the trip time according to the entering time into a segment, which demands an
improved AO∗ algorithm. ,e new AO∗ algorithm balances between efficiency and the trip time and provides the optimal real-
time vehicle guidance on the road.

1. Introduction

Vehicle-to-everything (V2X) and Internet of ,ings (IoT)
collect a large amount of observation data of traffic from
multisource sensors and devices and require big data
technology [1–4]. ,e collected data may be used to provide
the optimal path for vehicles, especially unmanned vehicles.
In unmanned driving, dynamic path planning is required in
two aspects: global path planning [5] and obstacle avoidance
[6]. ,e algorithms of obstacle avoidance in path planning
[7–9] and global path planning [10–12] are attracting
considerable interest. However, the randomness of the traffic
data from the variable traffic network environment com-
plicates the algorithms, which still need more research than
before.

,e trip time in a segment of a vehicle path is regarded as
a time-dependent random variable, and its probability
distribution depends on the entering time of a vehicle to the
road segment [13]. ,us, the problem to obtain the shortest
time of the vehicle’s trip in the segment is the shortest path
problem of a stochastic time-dependence (STD) network.
Hall [14] stated that a label setting (LS) or a label correcting
(LC) algorithm was not suitable for the shortest path as
Bellman’s optimality principle does not hold randomness
[15].

,e optimal path selection is not a simple shortest path
problem, but an adaptive decision-making problem with
time. ,e adaptive decision-making problem cannot be
solved by a fixed shortest path method. ,e optimal path
selection strategy from a starting to the next target node
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considers the time to move between them.,e path selection
is not only needed from the starting node but from each
decision point (intersection) to reach the target node in the
shortest time. ,e optimal path must be selected to have the
shortest trip time to the target node or intersection, and the
subsequent selection will be no longer affected by the pre-
vious selection process. For this type of decision-making,
dynamic programming is regarded to be appropriate.,us, a
problem of stochastic and time-dependent shortest path
(STDSP) requires a model of dynamic programming.

,is study aims to suggest an AND/OR (AO∗) algorithm
to solve an STDSP problem in finding the optimal path with
the shortest trip time between nodes or intersections. ,e
complexity of the shortest path problem in an STD network
was analyzed by using a probability tree diagram and a first
in first out (FIFO) algorithm based on the nonsatisfaction
and nonuniqueness of the trip times. ,en, a model of
stochastic dynamic programming for dynamic path selec-
tion was applied to the estimation of the minimum trip
times. Based on the heuristic function and the two-point
discretization of the trip time between segments (between
nodes or intersections), an AO∗ algorithm, a heuristic search
algorithm was proposed to solve the STDSP problem by
using the STD programming model with the consideration
of the balances between the efficiency and the optimal trip.
With the results, the STDSP problem was defined with the
analysis of the complexity of the STDSP problem. ,en, the
algorithm was validated with real-time observation data.
Finally, the proposed AO∗ algorithmwas improved again for
suggesting the final algorithm.

2. Theoretical Background

Bellman’s optimality principle is used to find the shortest
path between any of the two nodes in a network and applied
to a static shortest path algorithm. When the trip time
between the nodes is constant, that is, the path is time-in-
dependent, an efficient labeling algorithm solves the shortest
path problem. Wu et al. demonstrated [16] that the Bellman
optimal principle in the static network is also applicable to
the STD and FIFO networks. In the FIFO network, the
algorithm of the shortest path in the static network can be
used for solving the shortest path in a dynamic network.
,us, LS or LC algorithms solve such shortest path prob-
lems. When a trip time is regarded as a random variable with
a known probability distribution with the objective function,
the random shortest path problem is transformed into a
deterministic one for obtaining a desired shortest path.
However, a random trip time can be obtained by an efficient
labeling algorithm by solving the expected shortest path
problem [17].,e shortest time is obtained as the solution of
an objective function of the path between nodes, which does
not consider the random characteristics of the network [18].

In the actual traffic, the minimum trip time, as well as the
minimum risk, is considered [19]. ,erefore, the minimum
expectation-mean square error [20] and α-reliable path
problem need to be considered [21]. ,e path objective
function of the minimum expectation-mean-square error
path is a linear combination of the expected value and the

mean square error. ,us, the proportional coefficient of the
linear combination needs an artificial setting that is arbitrary
and cannot uniformly explain the path selection.

Dynamic programming is appropriate for multistage
decision-making problems. Steinmetz et al. [22] modeled a
dynamic path selection as a Markov decision process (MDP)
and believed that each segment on the road corresponded to
blocking and nonblocking. When the current state of each
segment is known, an intersection to pass is selected. Hall
[14] suggested the use of dynamic programming to solve the
time-dependent path selection and proposed the algorithm
that combined a k-shortest path and a branch and bound
method. ,is algorithm had low operating efficiency and
could not satisfy the requirement in real time. When Wu et
al. [16] summarized the rules for solving STDP problems
using the LC algorithm which had randomness. ,ey be-
lieved that replacing the definite value with the expected
value of a random variable allowed similar results to the
definite situation by assuming consistency. However, the
assumption is not applicable in the actual transportation
network as the real situation has randomness.

Fu and Rilett [23] regarded a random time-dependence
problem of the pate selection by Hall [14] to be a continuous
random process. ,ey transformed the time-dependence
problem into an extreme value problem to estimate the trip
time on the path. Based on the trip time and its variance in
each segment, a series of probability-based approximation
models (PAMs) were established by using the k-shortest
path. ,en, a heuristic algorithm was used to solve the
STDSP problem. Fu [24] proposed an adaptive strategy and
used dynamic programming for the PAM. However, his
adaptive LC algorithm did not adopt the nondifferentiability
of the extreme value problem in the use of Rosenblueth’s
two-point estimation.

Global path planning is based on an algorithm of optimal
path selection which is divided into intelligent and graph
search algorithms. Graph search algorithms [10] include
Dijkstra’s algorithm and A∗ algorithm. As an A∗ algorithm
uses heuristic estimation, it reduces the amount of search,
improves efficiency, and guarantees the optimality of the
path. However, the efficiency is lower in a complex envi-
ronment of a large scale. Intelligent algorithm [11, 12]
simulates the biological evolution and biomimetic nature of
insect foraging and nesting, mainly including genetic al-
gorithm, ant colony algorithm, particle swarm optimization,
etc. ,is is appropriate for solving and optimizing complex
problems by having the characteristics of potential paral-
lelism but has slow operation speed and premature solution
and does not consider randomness and time dependence.

Previous studies proposed good solutions for the
shortest path problem with randomness but not for the
problems of time dependence. A problem of randomness
with time dependence requires a different approach to
obtain the solution. ,erefore, this study aims to find a
solution to the trip time and path selection by considering
the random processes that change with time, that is, time-
dependent. ,us, the shortest path problem is considered as
a segmented decision-making problem by using dynamic
programming.
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3. Problem Descriptions

,e real-time navigation of a vehicle requires planning an
optimal path from the current to the target position (node)
based on real-time information. By updating the trip times
in each segment, the guidance strategy shows the shortest
path with an appropriate algorithm. When the strategy does
not consider the variability of a driving route, it only pro-
poses a suboptimal path. Variability is solved with dynamic
programming that decomposes a complex problem into a
series of simple problems. ,e optimal path of a route is
obtained by decomposed into segments between the nearest
two nodes. For the shortest path problem of the nodes, the
principle of stochastic dynamic programming is considered
for dynamic path selection.

3.1. Definition of STDSP. ,e real-time navigation of a vehicle
requires planning an optimal path from the current to the
target position (node) based on real-time information. By
updating the trip times in each segment, the guidance strategy
shows the shortest path with an appropriate algorithm. When
the strategy does not consider the variability of a driving route,
it only proposes a suboptimal path. Variability is solved with
dynamic programming that decomposes a complex problem
into a series of simple problems. ,e optimal path of a route is
obtained by decomposed into segments between the nearest
two nodes. For the shortest path problem of the nodes, the
principle of stochastic dynamic programming is considered for
dynamic path selection.

,e traffic network is a spatiotemporal network. ,e
spatiotemporal network is expressed as

GT � VT, AT( , (1)

where VT � (i, t)|i ∈ V, t ∈ T{ } and AT � (i, t), (j, t+ τij(t))

|i, j ∈ V, t, t + τij(t) ∈ T}.
Here, (i, t) refers to a point of (space, time). ,e defined

GT does not have a closed-loop and avoids a cyclic search.
When the successor node is defined as Γ(i, t), the next node
is Γ−1(i, t). Xa(t) represents the trip time in a segment at
time t, andμa(t), σa(t), respectively, represent the expec-
tation and variance at time t. fXa(t)(x) represents a prob-
ability density function.

,ere are three possible directions at the intersections:
going straight, turning left, and turning right. ,e signal
control system develops from the point control of “single
point fixed cycle” to the direction of line control and surface
control. ,e signal cycle of intersection will be adjusted
according to the traffic flow. Due to its complexity, most
intersections are still controlled by point control in reality, so
this article only studies the situation that the signal cycle
does not change.

,e problem is represented by the average of past his-
torical data as dij(t) which means the delay of intersection
with the next node j on node i at time t. ,en, the strategy of
the path selection problem is defined as

p: VT⟶ V,

p(i, t) ∈ Γ(i, t).
(2)

It is a mapping strategy from the node of a spatio-
temporal network to the node of a nontemporal network.
When nk is the k-th node to arrive, and its corresponding
arrival time is tk, then (n(k+1), t(k+1)) � p(nk, tk). ((nk, tk),
(n(k+1), t(k+1))) is random due to the randomness of the trip
time of t(k+1) to node n(k+1). It can be used as a predicted
value of the time to reach n(k+1) and from node nk.

3.2. 9e Complexity Caused by the Branch of Probability.
Since the trip times on a route are random, the time to reach
a certain node is uncertain. ,us, total trip time is
decomposed into several arrival times with the probability of
different shortest paths.

Figure 1 shows an example. If the departure time from
node 1 is 0, the probability to reach node 2 at t� 10 and t� 45
is 0.5, respectively. ,ere are five routes from node 1 to node
6 to choose from. ,e probability to reach node 6 at t� 25
and t� 60 is 0.5, respectively, and the expected trip time is
42.5 s.

Path (1, 2, 3, 6) is the same as path (1, 2, 4, 6) but has a
different probability and expected trip time of 57.5. ,e
expected trip times of path (1, 3, 6), path (1, 3, 2, 4, 6), and
path (1, 5, 6) are 95, 75, and 70, respectively. ,e paths are
not the optimal trip from node 1 to node 6. ,e trip from
node 1 at t� 0 to node 2 at t� 10, node 3 at t� 15, and node 6
at t� 20 sequentially has the probability of 0.5. For some
reason, when the trip reaches node 2 at t� 45 due to the entry
time limit on the road section (3, 6) and changes its path to
node 4 at t� 50 and then to node 6 at t� 60, the probability is
also 0.5 and the expected trip time from node 1 to node 6 is
40. ,is path has the shortest time, but it is not the same as
the path in the static state that is expressed as a path (1, 2,
3, 6|4, 6).

In this case, the search process of the shortest path from
node 1 to node 6 can be resolved by using an AND/OR tree.
,e decomposition needs to define the state representation
of the problem. ,e problem has two types of states. One is
the state when it reaches a certain node, and the other is the
selection state when starting from a certain node. ,e two
types of states alternately make a pair. ,e decomposition
process of the original problem is shown in Figure 2. ,e
numbers in gray and white ellipses represent (node, arrival
time) and (node, arrival tine, next node). ,e search process
starting from node 1 at time 0 includes the subprocesses to
nodes 2, 3, and 5, which requires “OR” node. Starting from
node 1 to node 2 at time 0, due to the randomness, there are
two arrival times to node 2. When there is the shortest path
from node 2 to node 6, it is indicated with a certain
probability, and the shortest trip time from node 1 to node 6
can be calculated. In this case, this process needs an AND
node, and the trip time is the sum of that between the
previous nodes. ,rough AND/OR tree decomposition,
every feasible path from node 1 to node 6 can be found, and
the optimal path by dynamic path selection at node 2 can
also be found by a thick line in Figure 2.

In decomposing the STD shortest path, the AND nodes
are not appearing in the static shortest path problem. If
dynamic path selection is not performed at node 2, the
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optimal route is (1,2,4,6), and the estimated trip time is 42.5
that is longer than that of the optimal path (1,2,3, 6|4, 6) with
the trip time of 40. ,is shows that the STD problem is
complicated due to time correlation although the estimated
trip time is used as the optimal evaluation criterion.

3.3. FIFO Complexity Caused by Unsatisfactory Conditions.
Kaufman and Smith [16] defined the FIFO condition when
solving the time-dependent shortest path, that is, for any (i,
j) ∈A, s+ dij(s)≤ t+ dij(t) for all s, t ∈T, when s≤ t is always
true. As long as the FIFO conditions are met, efficient la-
beling algorithms solve the shortest time-dependent path
problem.

Since the time-dependent trip time of the (2,3) section
does not meet the FIFO condition (2 + 4 is not less than
3 + 2), the shortest path trip time is 6 if the Dijkstra algo-
rithm is used (Figure 3). However, the trip from nodes 1 to 3
has the shortest trip time of 5, which means that nodes 1 to 2
are not the shortest path. ,is does not conform to the
Bellman optimality principle. When the FIFO condition is
met (Figure 3(a)), the Bellman optimality principle is also
satisfied. Miller-Hooks and Mahmassani [17] extended the
FIFO condition with the time-dependency and defined it as

∀(i, j) ∈ A,

Prob s + τij(s)≤ t + τij(t)  � 1, ∀s≤ t,
(3)

where τij(t) is the trip time on (i, j). ,is implies that the
STD network with an independent trip time is calculated
with the assumption of consistency between the paths.

In Figure 4(b), since the trip time of (2,3) section does
not meet the extended FIFO condition, the expected
shortest path from nodes 1 to 3 at time 0 is 5, and its route is
((1,0), (2,3)&&(2,4), (3,5)); the expected shortest path from
nodes 1 to 2 at time 0 is 2.5, and its route is ((1,0), (2, 2)
&&(2,3)). ,e shortest path from nodes 1 to 2 is incon-
sistent with that from nodes 1 to 3, which means that the
expected trip time is not simply equal to the expected trip
time. ,e situation that does not meet the definition of the
extended FIFO is common in STD networks. ,us, it is
unreasonable that the non-FIFO section of the shortest
path is excluded.

4. Dynamic Programming Model and
AO∗ Algorithm

4.1. Dynamic Programming Model. An optimal strategy
p∗(i, t) ∈ Γ(i, t) of the path from a node to the target node in
the shortest trip time is described as follows:

p
∗
(i, t) ∈ argmin μa(t) + v

∗
j, t + dij(t) + Xa(t)  + dij(t)|∀a

� (i, t), j, t + dij(t) + Xa(t)   and j, t + dij(t) + Xa(t)  ∈ Γ(i, t),
(4)

1

2

3

4

5

6

10, p. 0.5
45, p. 0.5

5, p. 1.0

5, p. 1.0
10, p. 1.0

10, p. 1.0

60, p. 1.0

50, p. 1.0

5, p. 1.0 t < 35
45, p. 1.0 other

10, p. 1.0

Figure 1: An STD net.
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where v∗(i, t) is the shortest trip time t from nodes i to d at
time t. ,en,

v
∗
(i, t) � E Yi(t)( , (5)

Yi(t) � min
v
∗

j, t + dij(t) + Xa(t)  + Xa(t) + dij(t)|

∀a � (i, t), j, t + dij(t) + Xa(t)   and j, t + dij(t) + Xa(t)  ∈ Γ(i, t)

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (6)

1 32

0[2] 2[3]
3[4]

0[3]

(a)

1 32

0[2] 2[4]
3[2]

0[3]

(b)

Figure 3: Time-dependent dynamic network. (a) FIFO definition. (b) Non-FIFO definition.
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(1, 0, 2)

(2, 45)(2, 10)

(1, 0, 5) (1, 0, 3)

(3, 50)(5, 60)

(3, 15)

(6, 20)

(4, 15)

(6, 25)

(3, 50, 2) (3, 50, 6)

(6, 95)(2, 60)

(5, 60, 6)

(6, 70)

(2, 60, 4)

(2, 10, 3) (2, 10, 4) (2, 45, 3) (2, 45, 4)

(3, 15, 6)
(4, 15, 6)

(3, 50) (4, 50)

(3, 50, 6) (4, 50, 6)

(6, 60)(6, 95)(4, 65)

(4, 65, 6)

(6, 75)

P. 0.5 P. 0.5

Figure 2: STD AND/OR graph decomposition of the shortest path problem.
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with boundary conditions v∗(d, ·) � 0, the recursive process
of dynamic programming is used to solve equations (5) and
(6). However, obtaining the random variable is difficult as
the extreme function. Yi(t) has at least one random variable.
,e statistics F(y) is defined as

FYi(t)(y) � 1 − 1 − FXa1(t)(y)  1 − FXa2(t)(y)  · · ·

· 1 − FXa|Γ(i,t)|(t)(y) ,
(7)

where |Γ(i, t)| represents the out-degree of the spatiotem-
poral node (i, t). Although the trip time in each independent
segment follows an asymptotically normal distribution [25],
the random variables do not meet the requirements of in-
dependent and identical distribution:

E Yi(t)(  � 
+∞

−∞
y dFYi(t)(y). (8)

By equation (8), it is very difficult to solveE(Yi(t)). Fu [24],
based on Rosenblueth’s two-point estimationmethod, calculates
the expectation and variance of random variable function from
the expectation and variance of random variable, so as to ef-
fectively avoid solving the distribution of random variable
function. However, the correctness of the equation is ques-
tionable as the extreme values were not differentiable, and
Rosenblueth used a series to expand and approximate the first
few terms for approximation. As we do not assume the de-
pendence of road trip time on time, the time of entering a
segment does not have to be considered for recursing.,is study
starts from the Rosenblueth two-point estimation method [26]
to study the discrete method of solving E(Yi(t)).

4.2. Numerical Stochastic Dynamic Programming Model.
,e density of the random variable X is defined as the
function fX(x) and the random variable Z� h(X), a func-
tion of the random variable. ,e two-point estimation
method uses the probability of two points to express fX(x),
and the probability of these two points meets the first three
moments of fX(x). E(Zk), k � 1, 2, is calculated from two
discrete values if Z � h(X1, X2, . . . , Xn) is a function of n
random variables. ,en, E(Zk), k � 1, 2, is calculated from
2n discrete values.

Figure 5 depicts the typical situation of a route selection
when the vehicle is at node (i, t). At the node, there are three
possibilities to move to the next node: going straight, turning
left, and turning right.

When Yk
i (t) is defined as the loop variable with the

minimum value of Yi(t) and the number of loops of k,
equation (6) is written as follows:

Y
1
i (t) � v

∗
j1, t + τij1

  + Xij1
t + dij1

(t)  + dij1
(t), (9)

Y
k
i (t) � min Y

k−1
i (t), v

∗
jk, t + τijk

 

+ Xijk
t + dijk

(t)  + dijk
(t), k � 2, ..., |Γ(i, t)|.

(10)

,e expected calculation corresponding to equations (9)
and (10) is then

vk
∗
(i, t) � E Y

k
i (t) 

� E min Y
k−1
i (t), v

∗
jk, t + τijk

  + Xijk
t + dijk

(t)  + dijk
(t)  

� min vk−1
∗
(i, t), v

∗
jk, t + τijk

  + E Xijk
t + dijk

(t)   + dijk
(t) , k � 2, . . . , |Γ(i, t)|,

(11)

v1
∗
(i, t) � E Y

1
i (t)  � v

∗
j1, t + τij1

  + E Xij1
t + dij1

(t)   + dij1
(t). (12)

,e trip time of the shortest path from nodes i to d at
time t is calculated as

v
∗
(i, t) � E Yi(t)  � v

∗
|Γ(i,t)|(i, t). (13)

Equations (10) and (11) describe the reverse recursive
process of dynamic programming. In the dynamic path
selection, the trip time in a segment Xa(t) is calculated in
a continuous random process. ,e time t changes

1 32

2 [3, p. 1.0]

4 [5, p. 1.0]

3 [4, p. 1.0]

0
2, p. 0.5
3, p. 0.5

0
3, p. 0.5
4, p. 0.5

(a)

1 32

2 [4, p. 1.0]
3 [2, p. 1.0]

4 [1, p. 1.0]

0
2, p. 0.5
3, p. 0.5

0
3, p. 0.5
4, p. 0.5

(b)

Figure 4: Simple random time-dependent net. (a) Meet the definition of extended FIFO. (b) Non-FIFO definition.
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continuously, and thus the unrestricted boundary con-
dition v∗(d, ·) � 0 to determine that t has the arbitrariness
of the time during the recursion. However, this reverse
recursion does not meet the requirement in this study.
,us, the sequential recursive process is adopted.

However, if the trip time in a segment is calculated by a
heuristic function instead of v∗(jk, t + τijk

), a sequential
recursive process for the path can be obtained from equation
(11). If the appropriate heuristic function is used, the optimal
path for the search can be determined. ,en, when the
boundary conditions are reached, v∗(jk, t + τijk

) is deduced
along the path, and then v∗(i, t) is deduced inversely.

Rosenblueth’s two-point estimation method discretizes
the continuous distribution of random variable Z into a
simple two-point distribution and is expressed as

p1 � P Z � μZ − σZ(  �
1
2
,

p2 � P Z � μZ − σZ(  �
1
2
,

(14)

where μZ is the expectation and σZ is the standard deviation.
,e trip time Xa(t) of a segment is discretized into a

simple two-point distribution using Rosenblueth’s two-
point estimation method. ,at is,

p1 � P Xa(t) � μXa
(t) + σXa

(t)  �
1
2
,

p2 � P Xa(t) � μXa
(t) − σXa

(t)  �
1
2
,

(15)

where h(j, t) represents the heuristic trip time in the seg-
ment of (j, t) with the probability of 0.5. See

c(i, t, j) � μXij
t + dij(t)  + dij(t). (16)

Equation (11) is discretized as

vk
∗
(i, t) � min v

∗
(k−1)(i, t), c i, t, jk(  +

1
2


m�1,2

h jk, t + c i, t, jk(  +(−1)
m

· σXijk

t + dijk
(t)  

⎧⎨

⎩

⎫⎬

⎭, k � 2, . . . , |Γ(i, t)|.

(17)

Similarly, equation (11) is discretized as

v
∗
1(i, t) � E Y

1
i (t)  � c i, t, j1(  +

1
2


m�1,2

h

j1, t + c i, t, j1(  +(−1)
m

· σXij1
t + dij1

(t)  .

(18)

Equations (17) and (18) with boundary condition
v∗(d, ·) � 0 constitute a numerical model of stochastic dy-
namic programming. ,e solutions of equations (10) and
(11) need the selection of heuristic trip times that are
modified when the boundary conditions are reached. Dy-
namic programming is not an algorithm [27], but a mod-
eling method. Based on the heuristic trip time, the AO∗

i, t

[v∗ (jk, t + τijk
), S (jk, t + τijk

)]

[v∗ (j|Г(i)|, t + τij|Г(i)|
), S (j|Г(i)|, t + τij|Г(i)|

)][v∗ (j1, t + τij1
), S (j1, t + τij1

)]

jk, t + τijk

j1, t + τij1

τijk
 = Xijk

 (t + dijk
 (t)) + dijk

 (t)

τij1
 = Xij1

 (t + dij1
 (t)) + dij1

 (t) τij|Г(i)|
 = Xij|Г(i)|

 (t + dij|Г(i)|
 (t)) + dij|Г(i)|

 (t)

Yi (t)

j|Г(i)|, 
t + τij|Г(i)|

Figure 5: Dynamic path choice at node (i, t).
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algorithm is effective for solving the random dynamic
programming models.

4.3. AO∗ Algorithm. With the complexity of the STD
shortest path problem, an AND/OR tree is used to de-
compose its solution process. ,e AND/OR tree inversely
calculates the trip time from a precursor node to a successor
node in a dynamic programming model that uses equations
(17) and (18). ,e AO∗ algorithm accompanies an AND/OR
graph search in artificial intelligence. Bander andWhite [28]
first applied the algorithm to a nonstatic random shortest
path problem and constructed a solution graph. ,e result
was appropriate for a dynamic selection model, as the path
was not a single one but a hyperpath. Different path options
are decided by the time of entering into a segment.

4.3.1. Graph Heuristic Search and Agreement with AND/OR
Graph. ,e heuristic search algorithm for AND/OR graphs
was formally named AO∗ by Nilsson in 1980 [28]. Whether a
node on the AND/OR graph is solved is determined by its
successor nodes. An “AND” node becomes solvable only
when all its successor nodes are solvable. An “OR” node is
solvable when one of the successor nodes is solvable. In the
growth process of the graph as the search process, nodes are
continuously added to the AND/OR graph. ,e generated
graph is denoted as GT

′ and then GT
′⊆GT. ,e demarking

process is a retrospective recursive process in which the
precursor nodes are solvable by the solvable successor nodes.
,ese are used repeatedly in the search process of the AND/
OR graph until a node is marked as a solvable or unsolvable
node.

,e result of the heuristic search of the AND/OR graph
finds the optimal solution graph with the least cost (shortest
time). For the AND/OR graph, the nodes that are expected
to be part of the optimal solution graph for expansion must
be selected. ,e AND/OR graph with the solvable successor
and their precursor nodes is called the hope graph (potential
solution graph). In the search process, as new nodes join, the
trip time is constantly changing. ,erefore, the graph is also
constantly changing with the constant graph of heuristic
search.

,e total cost (time) of the heuristic search of the AND/
OR graph is obtained by calculating the trip time in the
graph. With c(i, t, j), the trip time from a node (i, t) to a
successor node (j, tj), the trip time is calculated as follows:

(1) If the node (i, t) is the target (successor) node, its trip
time is a function f(i, t) � 0.

(2) If the node (i, t) is an AND node, its trip time is a
function as follows:

f(i, t) � 

|Γ(i,t)|

k�1
cc i, t, jk(  + f jk, tjk

 , jk, tjk
  ∈ Γ(i, t).

(19)

(3) If the node (i,t) is an OR node, its trip time is a
function as follows:

f(i, t) � min c i, t, jk(  + f jk, tjk
 , jk, tjk

  ∈ Γ(i, t) .

(20)

(4) If (i, t) is not scalable and it is not the target node;
then, its trip time is defined as f(i, t) �∞.

,e trip time of the precursor node is deduced from that
of the successor node.,us, with the optimal solution graph,
the trip times from successor nodes to the precursor node
are obtained, which is repeated layer by layer, and finally, the
starting node can be found. ,is process solves equations
(17) and (18).

4.3.2. Algorithm. With the random variables of the trip time
in continuous segments by using the Rosenblueth two-point
estimation method, the solution of the random dynamic
programming model is regarded as the search process of the
AND/OR graph. ,e flowchart of the AO∗ algorithm is
shown in Figure 6. It includes two processes: generating the
successor nodes and the reverse correction of the trip time.

In the algorithm, q(i, t) represents the trip time from a node
(i, t). h(i, t) represents the heuristic function of the node (i, t).
We use the Euclidean distance from a node (i, t) to the target
successor node and the maximum free flow velocity in each
segment. When the flow speed is zero at the starting node (i, t),

h(i, t) �
Dist(i, d)

u0
. (21)

Meuleau et al. [29] proved that the AO∗ algorithm must
be able to terminate on the optimal solution when the
heuristic function calculates the shorter trip time than the
real trip time and there is an optimal solution. As the
heuristic function in this study satisfies this condition, the
optimal decision p∗(i, t) ∈ Γ(i, t) at the node (i, t) is found
by the AO∗ algorithm, which presents the path of the
shortest trip time from nodes s to d.

,e AO∗ algorithm does not allow loops in the search
process. Finding the following successor nodes requires
operating on the nodes that are not the precursors. Due to
the monotonicity of time, there is no possibility of loops in
the spatiotemporal traffic network GT. ,e heuristic search
does not find all nodes on GT but those in the optimal path.
,e search is processed based upon heuristic information, so
the algorithm is efficient in finding the optimal path.

4.4. Improving AO∗ Algorithm. Since the increased number
of successor nodes affects the efficiency of the algorithm, the
probability tree diagram is necessary to consider during the
search process. When the variance of the trip times in
segments is not large, the conditional probability has little
effect on the final optimal path selection. In some segments,
the past trip times are almost constant. In this case, the
conditional probability does not affect significantly. When
the variance becomes large, the conditional probability of
the branches is considered, which simplifies the process
significantly with a less number of nodes and the im-
provement of the efficiency of the algorithm. Figure 7 shows
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Figure 6: Heuristic AND/OR graph search flowchart. (a) General flowchart. (b) Node expansion process. (c) Reverse correction process.
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diagrams on how to judge for expanding the nodes in-
creasing the number of nodes) based on the variance of trip
times.,e branch in Figure 7(a) has themultilevel expansion
of the nodes, while that in Figure 7(b) limits the expansion.
In each node (circle), the trip times and the variance of them
are shown. Figure 7(b) shows that limiting the expansion
only needs the nodes with either the longest or the shortest
trip time with the estimated trip time unchanged when
compared to Figure 7(a) that has the expansion of the odes.
Based on this result, the flowchart in Figure 6 is modified and
shown in Figure 8.

5. Case Studies and Discussion

5.1. Application of ImprovedAO∗Algorithm. ,e traffic data
in Shenzhen was used to calculate the trip times of each
segment on a route with the improved AO∗ algorithm.
Figure 7 shows the expected trip times (in parenthesis) on
various routes and times in a day. In nonpeak times such
as 7:00, 9:30, 14:00, and 20:30, the path was chosen for a
smaller number of segments than in peak times such as 8:
30, 11:00, 12:30, and 18:00 when the road has traffic
congestion. When there are many vehicles in a segment,
another segment with fewer vehicles is chosen for a
shorter trip time.

,e calculation result at 12:30 (Figure 9(e)) suggested
two different choices at node 138. Of course, all the nodes
shown in Figure 9 have the same kind of selection as node
138, but the result of selection is the same road segment in
space, and the difference is only in time. It can be con-
sidered that the difference in time is only the difference in
“quantity,” and the accumulation of “quantity” will cause
the change in “quality,” such as the appearance of different
road segment selection results. If there is no choice for a

segment, then this means that the change in “quantity” is
not enough to cause that in “quality.” If there are two paths
on which it takes 45 (going straight) and 50 seconds
(turning right) to reach node 138 from node 28, the optimal
path will be the path for a shorter total trip time. Of course,
the path choice at node 138 depends on the road condition
of the segment (nodes 28-138) and the estimated arrival
time at node 138.

5.2. Performance of Improved AO∗ Algorithm.
Randomness changes the trip time even in the same seg-
ment at the same period. ,en, many solution graph nodes
need to be considered in the search of the algorithm. Ta-
ble 1 shows the statistics of the AO∗ algorithm search
process. When the number of nodes is increased, the
number of solution graph nodes and the time for search
increased. ,at is, the efficiency of the search decreased.
,e expansion of solution graph nodes affects the efficiency
of the algorithm based on the probability of each branch
(the branch).

Table 2 shows the result from the search process by using
the improved algorithm. ,e increase of the number of
nodes does not affect significantly the numbers of the so-
lution graph nodes, the generated nodes, the iteration, and
the time for search. ,is indicates the advantages of the
heuristic search and the function used.

,e data relationship in the two tables is shown in
Figure 10. It can be clearly seen that the efficiency of the
unrestricted algorithm decreases rapidly as the number of
road network nodes increases. ,e efficiency of the im-
proved algorithm does not change much with the increase in
the number of road network nodes, which is also the
characteristic of heuristic search.
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Figure 7: Judging the node expansion diagram based on the variance and trip time. (a) Multilevel expansion of the nodes. (b) Limiting the
expansion.
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Table 1: ,e result of the AO∗ algorithm search.

Number of nodes in an
optimal path

Number of solution
graph nodes

Number of generated
graph nodes

Number of iterations from the
starting node

Time for search
(s)

6 33 69 17 0.7
7 45 91 26 1.1
8 63 155 29 2
9 97 235 59 4.2
10 100 259 51 4.3
11 96 187 49 4.7
12 78 221 51 8.1
13 145 419 47 17.1
14 226 591 78 34.1
15 220 537 81 49.5
16 253 624 89 51

Table 2: ,e result from the improved AO∗ algorithm search.

Number of nodes in an
optimal path

Number of solution
graph nodes

Number of generated
graph nodes

Number of iterations from the
starting node

Time for search
(s)

6 7 11 5 0.2
7 8 14 7 0.3
8 8 15 7 0.3
9 9 13 8 0.3
10 10 18 9 0.4
11 11 18 10 0.4
12 12 19 11 0.4
13 15 19 12 0.4
14 14 20 12 0.4
15 17 24 14 0.5
16 16 25 15 0.5
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Figure 10:,e comparison of the efficiency of the original and improved AO∗ algorithm. (a) Comparison of the generated graph nodes.
(b) Comparison of iteration from the starting node. (c) Comparison of running time. (d) Comparison of solution graph nodes.
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6. Conclusion

,e trip times in the segments on a route by a vehicle are
estimated in a random process with randomness. Each
node has a different probability of arriving at the target
node in the shortest time according to the entry time. To
calculate the trip time, a new algorithm of the optimal path
selection was proposed and the following were
investigated.

(1) ,e complexity of a random dynamic shortest path
problem is necessary to consider. ,e variability of the
trip time between nodes is caused by the insufficiency
of FIFO to explain the complexity.,e dynamic model
of the shortest path selection considers the fact that the
shortest trip time on a route is not equal to the sum of
the trip times in the segments.

(2) ,e random shortest path selection is rather a
decision-making problem. ,at is, at each seg-
ment, the choice of going straight, turning left,
and turning right needs to be made according to
the estimated shortest trip time. Stochastic dy-
namic programming is required to model for the
solution of such a stochastic decision-making
problem.

(3) ,e trip times between nodes on a route are not
discrete, and that in the shortest path is the extreme
value function with random variables. As the cal-
culation of the probability density of the trip times is
complicated, this study adopted Rosenblueth’s two-
point estimation method. ,e trip time as a random
variable is discretized so that the expectation of the
shortest trip time is unchanged.

(4) ,e probability density affects the “quantity” of the
estimation of the trip times, not the “quality.” ,e
“quantity” influences the efficiency of an algorithm.
,e “quantity” does not mean the increasing
number of nodes but possible successor nodes. ,e
increase in the number of selections affects the
efficiency of the estimation of the trip time sig-
nificantly. ,erefore, we proposed the improved
AO∗ algorithm for enhancing the efficiency for
finding the optimal trip time to apply the algorithm
to the real data process. ,e result proves the su-
periority of the improved AO∗ algorithm and the
basis for applying this to the real-time navigation
system of a vehicle.
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In recent years, online and offline teaching activities have been combined by the Small Private Online Course (SPOC) teaching
activities, which can achieve a better teaching result. -erefore, colleges around the world have widely carried out SPOC-based
blending teaching. Particularly in this year’s epidemic, the online education platform has accumulated lots of education data. In
this paper, we collected the student behavior log data during the blending teaching process of the “College Information
Technology Fundamentals” course of three colleges to conduct student learning behavior analysis and learning outcome pre-
diction. Firstly, data collection and preprocessing are carried out; cluster analysis is performed by using k-means algorithms. Four
typical learning behavior patterns have been obtained from previous research, and these patterns were analyzed in terms of
teaching videos, quizzes, and platform visits. Secondly, a multiclass classification framework, which combines a feature selection
method based on genetic algorithm (GA) with the error correcting output code (ECOC) method, is designed for training the
classification model to achieve the prediction of grade levels of students. -e experimental results show that the multiclass
classificationmethod proposed in this paper can effectively predict the grade of performance, with an average accuracy rate of over
75%. -e research results help to implement personalized teaching for students with different grades and learning patterns.

1. Introduction

In recent years, with the rapid development of Massive Open
Online Course (MOOC), millions of students can have a
more convenient and efficient learning experience [1].
However, MOOC always serves tens of thousands of stu-
dents at the same time, which cannot satisfy the individual
needs of the specific student group because they have dif-
ferent levels of learning skills. To address the problem, Small
Private Online Course (SPOC) was developed as an alter-
native which can provide the learning resource in MOOC
and perform the interaction between instructors and stu-
dents in offline class [2]. -erefore, it is an important ac-
ademic and educational problem to find the relationship

between the learning behavior and learning outcome by
machining learning methods, which analyze the log data of
student learning behaviors on both MOOC platform and
offline class [3, 4].

In this paper, we study how students engage in SPOCs
through clustering and multiclassification algorithms and
the relationship between their learning pattern and learning
outcome. -e main contributions of this paper are as
follows:

(1) Previous researches mainly focus on log analysis of
MOOC. But the SPOC teaching mode is the im-
portant teaching method implemented by colleges in
recent years because it combines online MOOC with
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offline traditional class and can achieve a better
learning outcome than traditional MOOC.-e study
of SPOC-based learning behavior analysis is more
conducive to the improvement of teaching effects.

(2) -e clustering algorithm is used to find out the
learning behavior patterns of students; combined
with years of teaching experience, four typical
learning behavior patterns are summarized; the
characteristics of different learning patterns are
analyzed to provide the basis for individual teaching.

(3) Previous studies focus on predicting students’
dropout, obtaining certificates, and other binary
classification problems. -is paper studies four
classification problems (excellent, good, pass, and
fail), which are helpful to distinguish the learning
levels of students and lay the foundation for per-
sonalized teaching.

(4) -e multiclass classification framework that com-
bines the error correcting output code (ECOC)
method and genetic algorithm (GA) obtains good
prediction performance.

-e rest of the paper is organized as follows. Section 2
describes the related work on education data mining and
learning analytics. Section 3 briefly introduces data sources
and the preprocessing. In Section 4, four typical learning
behaviors are presented in detail. Section 5 presents the
proposed multiclassification approach. Section 6 compares
the proposed approach with others. Finally, Section 7 draws
conclusions and provides the future research trends.

2. Literature Review

-ere are several successful cases of how MOOC can be
combined with flipped classroom [5–7]. A lecturer at the
University of Regina tested the idea in one of his Electronic
Systems Engineering courses. Students watched videos of
lecture at their own time and own pace before the class time.
-en they were assigned into groups to complete group and
individual assignments in the classroom. -e lecturer kept
on monitoring the group performance and interacting with
his students.-e performance of students in this preliminary
research was found to be positive. -e lecturer summed up
his experience that the nature of in-class assignment was
critical to success. Assignments relying heavily on group
interaction usually lead to an outcome of higher ability
students dominating less able students. He suggested that
individual assessments with group interactions may have an
overall involvement [6].

In another case, Ng et al. studied the student readiness
and their learning achievements after adopting flipped
classroom teaching in a database class [7]. -ey analyzed the
command types of each clickstream and the relationship
between the activity rate in MOOC and midterm test results.
-e results showed a positive relationship between students’
activity rate in MOOC and their academic outcome.

On the other hand, a study conducted by the Stanford
and Cornell University showed a positive relationship

between the student engagement and the exam results on
MOOC [8]. However, the linear relationships only hold up
to a certain point. When the activity level increased around
80% score, the examination results showed nondirect as-
sociation and the trend of diminishing marginal returns was
applied with respect to the examination grade. In 2015,
Hughes et al. conducted a research to analyze the attendance
on MOOC and the impact on the final grades. -e research
treated the overall module attendance as the students’ en-
gagement and found a generally positive trend of students’
attendance and examination outcome [9].

Recently, Qiu et al. analyzed the students’ demographics
and learning activities including forum activities, time spent
on videos, and assignments, which influenced students’
engagement in MOOC through the ordinary least squares
(OLS) models [10]. A latent dynamic factor graph (LadFG)
model was also proposed to predict the students’ assignment
grade as well as certificate earners. -e proposed approach
performed better than several previous alternative predictive
approaches, that is, logistic regression classifier (LR) [11],
support vector machine (SVM), and factorization machines.
Similarly, Xu and Yang [12] presented a two-step approach
to find the surrogate exam-takers on MOOC, which, in
nature, is a certificate earner prediction approach. -ey
developed a function to divide all learners into three groups
including certificate earning, video watching, and course
sampling. -en an SVM-based algorithm was proposed to
predict the certification earners in the certificate earning
group. Bailey et al. [13] developed a logistic regression-based
approach to predict the probabilities of assignments grade
weekly to intervene the at-risk students, who were nearby
the pass/fail border. In order to trade-off smoothness and
accuracy, two proposed LR-based transfer learning algo-
rithms were added a regularization term to minimize the
difference of failure probability between consecutive weeks.
Ezen-Can et al. [14] proposed an algorithm that combined a
k-medoids clustering with the greedy seed selection method
to understand the discussion forums automatically on
MOOC, which allows automated discourse analysis and
mining to better support students’ learning. Zhang et al.
collected multisource heterogeneous data from two MOOC
courses, “Data Structures and Algorithms” and “Introduc-
tion to Computers.” -en they analyzed students’ learning
content by identifying important concepts in the courses,
students’ knowledge was evaluated through students’ test
data, and algorithms were adopted to predict whether
students dropout. By doing so, personalized learning
guidance is available by analyzing multisource data in
MOOCs [15]. Yu et al. identified seven cognitive partici-
pation models of students based on their video clickstream
logs and designed a classification algorithm based on
k-nearest neighbor (KNN), SVM, and artificial neural net-
work (ANN) to predict whether students can pass the exam
[16].

In order to improve the teaching efficiency of traditional
offline courses and MOOC courses, Meier et al. used course
historical teaching data, including homework, quizzes, and
midterm exams, to predict the performance of students in
subsequent learning output (good/poor), to gain time for

2 Scientific Programming



intervention in the early stage of teaching for poor students
in UCLA [17]. Xu et al. designed an ensemble classification
system with a two-layer structure to predict the changing
learning status of students dynamically. And they proposed a
data-driven method based on the latent factor model and
probability matrix decomposition and found the relevance
of the curriculum. By doing so, the forecast accuracy was
improved [18]. Ulloa-Cazarez et al. [19] proposed a genetic
programming (GP) algorithm to predict whether students
can pass the final exam. In order to identify students who
have difficulty in learning the “Digital Design” course,
Hussain et al. developed the ANN and SVM by using the
learning behavior data on the learning system to predict
students with a learning difficulty, which, in turn, facilitates
early teaching intervention [20].

3. The Data Set and the Preprocessing

-ree online courses were involved in this study. We try to
acquire learning behavior data from these students, such as
video watching times, access parameter in MOOC (i.e.,
frequency and time slot), homework/test score, and the final
course grades as well. Our work does not only provide an
effective experimental review for the use of SPOC in dif-
ferent schools but also help to find out effective learning
patterns of student in common.

-e selected course was the “College Information
Technology Foundation,” which is a compulsory subject for
the undergraduate students in three schools. -e course
contents included computer hardware and software, data-
base, multimedia, information security, and network. -e
course adopted the SPOC teaching mode which combines
with the MOOC and offline traditional classroom. Students
studied the basic knowledge by watching several short videos
on the MOOC platform before traditional offline class. -en
flipped class was executed. Furthermore, students were re-
quired to complete eight assignments and eight tests on the
MOOC provided by the Chaoxing Company. -ere were
2,439 students from school A, 3,119 students from school B,
and 3612 students from school C who participated in the
course.

In the data set, the data of school A contains 43 fields,
school B contains 89 fields, and school C contains 200 fields.
-e fields include basic information about students and
teachers, viewing of teaching videos, completion of students’
tests, and final grades. Firstly, the unrelated features and
redundant features are eliminated by feature selection, in-
cluding information such as student number, professional
class number, teacher ID, and discussion number. Secondly,
the fields of data set are processed and converted, and then
all features are normalized, including the watching time of
each video, score of the homework/test, and the submission
time of each test. Finally, the samples of students who had
not watched the lecture video or completed the test on the
MOOC platform are defined as invalid samples. -e invalid
samples, in turn, are removed during the data preprocessing.
After data preprocessing, school A retains 2430 records
containing 35 fields, school B retains 3107 records con-
taining 82 fields, and school C retains 3612 records

containing 153 fields. Finally, the data is classified into four
classes according to the final grade. Class 4 is the students
whose final score is between 0 (including 0) and 60, Class 3 is
the students whose final score is between 60 (including 60)
and 75, and Class 2 is the students whose final score is
between 75 (including 75) and 85. And the students whose
final score is between 85 (85) and 100 are classified as Class 1.
Table 1 shows the number of students for different classes in
three schools.

4. Learning Behavior Analysis by
Clustering Algorithms

Video watching time and tests completed are two essential
aspects of student learning behavior which can affect the
learning performance. Data related to video viewing be-
haviors includes total video viewing time and the percentage
of viewing time of video 1 to video 11. -e data related to
tests’ completed behaviors include test progress, scores from
test 1 to test 8, and submission time from test 1 to test 8. In
addition, the number of visits to the student’s MOOC
platform also reflected the student’s learning behavior in
some way. Clustering algorithm has been succeeding ap-
plication in bibliometric data analysis, text classification, and
so on. In order to identify the learning behavior patterns, the
k-means algorithm is adopted to cluster students with dif-
ferent learning behavior patterns from school A; combining
the experience of years in blended teaching, four typical
learning behavior patterns were found, as shown in Table 2.
-e similar learning behavior patterns can also be found in
schools B and C, but the proportion of the four types of
students is different from that of school A due to different
data distribution. For the sake of simplicity, we only in-
troduce the detailed learning behavior of four categories of
students in school A.

-e engagement of “MOOC-disinterested” students in
online learning tasks is not high, and their completion of
video watching is not so satisfied. -e viewing time of video
1 to video 11 of these students does not reach the average
viewing time level of all the schools; many of the students did
not complete the test; they were not enthusiastic to complete
the test; this became worse along with the time passed; their
persistence of conscious learning was not long. However, the
average final grade score of “MOOC-disinterested” students
ranked second among the four learning patterns. According
to manual analysis afterwards, we found that this type of
students mainly came from science and engineering disci-
plines, and they had an advantage in studying the computer
course of “College Information Technology Foundation.”
-erefore, even if this kind of students completed the online
learning tasks casually, they can still get good grades.

“Self-motivated” students had longer video watching
time and higher test scores.-ey were self-driven in learning
from the beginning of the course and persisted until the end
of the course. -is learning pattern is the most ideal. -ese
students can finish watching the course videos as requested
by them. After learning the content of each part, they can
also complete the after-class quizzes in time, to review what
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they had learned. -e highest average final score of this type
of student is 70.1 points.

“Video-preferred” students had a good performance in
watching videos, and almost all the 11 teaching videos can be
watched completely. Most of the students submitted the test
in December 2016, and some of them submitted the test in
January 2017 (the deadline of MOOC course). Although the
number of people who did not submit the test is lower in the
beginning, the number increased along with the MOOC
proceed, which shows that their motivation to complete the
test had decreased over time. In addition, the average test
score of these students is failed. It can be seen from these
phenomena that this type of student had better learning
habits, are able to take the initiative to watch the course
videos, and can complete the test in time. But they may not
pay attention to the after-class quizzes and regard com-
pleting the test as a mandatory task. As a result, their score is
the third in four patterns. -erefore, the average final grade
score of such students is just over the passing line, which is
62.6 points.

-e video viewing time, the number of tasks completed,
and the average test score of the “task-oriented” students
ranked first. -e test submission time of this type of student
was mainly limited in January 2017, which was the deadline
for submission. Most of these students did not complete the
test in time to consolidate their knowledge. -ey completed
the test to meet the teacher’s request only. -e average final
exam score was 53.3. -is indicates that this type of student
completes online learning tasks in a “task-oriented” style, so
the learning effect was poor, and the average final grade of
them failed to pass.

-e majority of “task-oriented” students cannot pass
the final exam, so teachers needed to remind and supervise
these students so that they can watch the teaching videos
in time and complete homework to help them pass the
final exam. Furthermore, in the teaching of the new se-
mester, the current result can be used to carry out cor-
responding teaching interventions to various types of
students, thereby improving the quality of teaching and
learning.

4.1. Comparison of Video Watching Behavior of Four Classes.
-e average percentage of each video viewing time of the
four types of students is shown in Figure 1. Figure 1 shows
that the viewing time of the “MOOC-disinterested” students
is different from the other three types significantly, while the
viewing time of the three clusters of “self-motivated,”
“video-preferred,” and “task-oriented” is similar. Ranking all
clusters by descending order of video viewing time, “task-
oriented” is the first, while “self-motivated” and “video-
preferred” follow, and “MOOC-disinterested” is at the
bottom. Most of the “MOOC-disinterested” students did not
finish watching all videos, while the viewing time of other
types basically exceeded 1 in each video, which means these
three types of students watched all the videos, and some of
them watched the videos repeatedly. However the students
in the cluster of “MOOC-disinterested” were not willing to
watch the videos, and nearly all the course videos were not
finished.

-e up and down trend of the four kinds of students were
relatively consistent in video viewing curves. All students
watched videos 3, 8, and 9 for a long time. -is may due to
the fact that the content of these three teaching videos in-
volves algorithms, database technology, and basic computer
structure. It is difficult to learn and students need to be
watched repeatedly.

4.2. Comparison of Quiz Behavior of Four Classes. -e av-
erage scores of the four kinds of students in tests 1–8 are
shown in Figure 2. Figure 2 shows that the gap among the
four groups in test scores is more obvious than in the video
viewing behavior. -e test scores of “self-motivated” and
“task-oriented” are higher, and the scores of each test are
relatively close, while the test scores of the “MOOC-disin-
terested” and “video-preferred” are significantly different
from the “self-motivated” and “task-oriented.” -e ranking
of test scores from top to bottom is “task-oriented,” “self-
motivated,” “video-preferred,” and “MOOC-disinterested.”

-e scores of “MOOC-disinterested” students are the
lowest in each test, and the scores show a decreasing trend.
-is shows that the “MOOC-disinterested” students were
less and less motivated to complete the test over time, and
their continuity of self-driven learning is not long. -e test
scores of “video-preferred” students are higher than those of
“MOOC-disinterested” students and rank third place. -e
fluctuation of each test is small, but they failed in each test.
-is shows that although “video-preferred” students are able
to persist in completing the test, the quality of completion
was not high. -e scores of the “self-motivated” and “task-
oriented” students in each test are relatively close, reaching
above 80 points. -e “task-oriented” group is slightly higher
than the “self-motivated” group, and the test scores of these
two types of students show an increasing trend. It indicates
that the two kinds of students can persist in completing the
test, and the quality of completing the test is high.

Figures 3–6 further compared the time taken by four
students to submit tests.

Among the “MOOC-disinterested” students, the num-
ber of students who submitted the tests (test 1 to test 8) early

Table 1: Number of students for different class in schools.

School Class 1 Class 2 Class 3 Class 4
School A 38 375 1272 745
School B 403 1061 1346 297
School C 496 1555 1285 276

Table 2: Four typical learning modes.

Category Learning mode Proportion
(%)

Average final
grade

Cluster 0 MOOC-
disinterested 25 66.7

Cluster 1 Self-motivated 30 70.1
Cluster 2 Video-preferred 31 62.6
Cluster 3 Task-oriented 14 53.3
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is quite low and it decreases in later tests, while the number
of students who did not submit tests is large and gradually
increases. -is verifies the assumption above that the en-
thusiasm of “MOOC-disinterested” students to complete the
test is lower and lower over time, and the continuity of self-
driven learning was not long.

It can be seen from Figure 4 that, in the “self-motivated,”
a large number of students submitted the test in December
2016.-ese students reviewed and tested the knowledge they
learn in time after completing the corresponding course.
-is shows that they have a good learning attitude and high
self-consciousness. From test 1 to test 8, the number of
students submitted in each period is basically the same (the
number of people who submitted the test in November 2016
decreases slightly, which is related to the curriculum ar-
rangement of course, which means the dates of the test). In
addition, “self-motivated” students completed all tests,
which shows that such students are more self-driven and
their learning enthusiasm did not fade over time.

Figure 5 shows the test submission time of “video-
preferred” students. Among the “video-preferred” students,
the majority of them submitted the test in December 2016,
but not as many as the “self-motivated.” Besides, the number
of students who submitted in January 2017 is quite large, and
the proportion is greater than the “self-motivated” signifi-
cantly. It also can be seen that the number of students who
had not completed the test in the “video-preferred” is more
than that of the “self-motivated,” but much less than the
“MOOC-disinterested.” -is means that although the
“video-preferred” students are not as motivated as the “self-
motivated” students, most of them had completed the tests
and their study habits are better.

Figure 6 reflects the submission time of the “task-ori-
ented” students’ tests. It can be seen that the vast majority of
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Figure 1: Percentage of video viewing time of four clusters (1.0
means that the video has been watched in 100%).
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students had submitted the tests, and only a few had not
submitted the tests. -e completion of the online tests is
relatively high, but in the latter part of the course, the
number of students who submitted in January 2017 accounts
for the largest proportion, and from test 1 to test 8, the
number of students who submitted tests gradually decreases
in December 2016, and the number of students who sub-
mitted tests gradually increases in January 2017. -is shows
that the “task-oriented” students can basically complete the
test but not in time. Most of them finished the test before the
deadline for submitting the tests on the MOOC platform.
-e enthusiasm and consciousness of learning need to be
improved. Although the average score of the “task-oriented”
students’ test ranks the top of the four types, this is not a
learning habit worth to be promoted. It can be assumed that
“task-oriented” students complete the tests just to meet the
teacher’s request.

By the analysis of Figures 4–6, it can be found that the
learning habit of “self-motivated” students’ is the best, and
almost all of these students had submitted the tests. -e
learning habit of “video-preferred” students is the second,
and a small part of them had not completed the tests. Most of
these two types of students can review and test their
knowledge in time after completing the corresponding
courses. -e students of the “task-oriented” had a corre-
sponding high degree of completion of the online test, and
almost all of these students had submitted all the tests.
However, most of them submitted the tests in a rush when
the deadline approached, and the self-driven learning of
them is not as good as the “self-motivated.” -eir main
purpose of completing the tests may be meeting the teacher’s
request only. -e completion of “MOOC-disinterested”
students is the worst in tests. Many students had not
completed all the tests, the enthusiasm for completing the
tests got lower and lower over time, and the continuity of
self-driven learning does not last long. -ese students may
not care whether they can pass the course of “College In-
formation Technology Fundamentals.” Also, they were not
very enthusiastic in online learning.

4.3. Comparison of Visiting Behavior of Four Classes.
Figure 7 shows the average visit of four kinds of students.
-e horizontal axis indicates four types of students ranked
by the average visits. And the vertical axis represents the
number of average visits. -e number of the “task-oriented”
is significantly higher than that of the others. Among the
other three types, the total number of visits is ranked as
follows: “video-preferred,” “self-motivated,” and “MOOC-
disinterested.”

5. Grade Prediction by ECOC-Based
Classification Algorithms

5.1. ECOCAlgorithms. -ere are two common categories of
machine learning algorithms which have been widely used:
classification and clustering. Classification can be divided
into binary-class and multiclass classification problems. For
binary-class problems, many excellent machine learning
algorithms have been developed, while for multiclass clas-
sification problems, most of the data set cannot be fit ef-
fectively by a single classification algorithm; therefore,
“partition” is adopted. -e “partition” decomposes the
multiclass classification problem into several binary-class
problems and then uses the base classifiers to perform bi-
nary-class classification. -is helps to solve the multiclass
classification problem effectively.

ECOC algorithm was developed for solving multiclass
classification problems, which has been successfully applied
in different fields, such as face recognition [21] and bio-
informatics [22–24]. It comes from the signal transmission
problem in communication. -e process of the ECOC al-
gorithm can be divided into three basic steps: encoding,
training, and decoding [25]. -e key process of the ECOC
algorithm to deal with multiclass classification problems lies
in the selection of matrix encoding method and decoding
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method. Encoding matrix algorithms can be mainly divided
into two categories: data-independent and data-dependent.
Data-independent encoding algorithms do not rely on data
samples in data encoding. -ere are mainly One VS One
(OVO), One VS All (OVA) [26], Dense Random (DR) [27],
and Sparse Random (SR) [28] encoding matrix. Data-de-
pendent encoding algorithms have different encoding ma-
trices for different data sample distribution. Such encoding
methods include DECOC, Forest-ECOC, and ECOC-ONE
[29]. -e ternary coding strategy is widely used in ECOC,
where each element can take a value in the set {0, +1, −1}. At
this time, +1 or −1 denotes that the original class is assigned
to the positive class group or the negative class group, re-
spectively; 0 denotes that there is no corresponding class in
the training process, which means the class is ignored.

5.2. GA-Based Feature Selection Methods. In general, there
are some redundant or irrelevant attributes (features) in the
original data set. In order to avoid the curse of the di-
mensionality and improve the classification accuracy of the
model as well, feature selection is considered as an effective
method to pick up most representative subset of features
from the data set. In this paper, GA is employed to realize the
feature selection method because it has powerful searching
ability [30] and been successfully applied in feature selection
[31, 32]. -us, GA is developed to construct an efficient
ECOC ensemble system with feature selection.

5.3. 3e Design of GA-ECOC Classification Method. -is
paper proposes a multiclass classification algorithm
framework based on GA and ECOC for student grade
prediction, namely, GA-ECOC. In the framework, GA is
used as a feature selection method. -e feature of data set is
encoded by binary chromosome. Each bit of the chromo-
some represents a feature: 1: the feature is selected, and 0: the
feature is not selected. -e school A data set has 35 fields,
school B has 82 fields, and school C has 153 fields. For the
samples from 3 schools, the remaining fields are used as the
characteristics except the final grade of each sample. -e GA
has two operations: crossover operation and mutation

operation. -e crossover operation is selecting two indi-
viduals randomly from the population and randomly
selecting one of the chromosomal positions as the crossover
position and crossover to obtain two new individuals. -e
mutation operation is selecting a bit randomly from each
individual to mutate according to a certain probability. -e
average classification accuracy of ECOC is used as the fitness
function of GA. And the method sorts the population in-
dividuals according to their fitness; the top 20% of indi-
viduals with high fitness are selected firstly. Based on the
random selection probability, the remaining individuals
having a 50% probability are selected to produce the next
generation. In order to verify the effectiveness of the pro-
posed approach, tenfold cross-validation is employed for all
experiments; the data set is divided into 10 folds; one of the
folds is used for testing and others are used as training data
in each interaction. In the experiment, SVM classifier is used
as the base classifier in ECOC, and the average accuracy of all
interactions is used as the individual fitness. -e framework
of the methodology is shown in Figure 8.

6. Experiments and Discussions

-is paper uses the learning behavior data of three schools to
predict students’ grade. -e parameters of the experiment
are set as follows: the initial population of the GA is 100, the
number of iterations is 50 generations, the mutation rate is
0.01, the optimize selection rate is 0.2, and the random
selection rate of the remaining individuals is 0.5. SVM is
selected as the base classifier of ECOC, according to the
average accuracy of 10-fold cross-validation. In the indi-
vidual chromosomes, the length of the individual chro-
mosomes algorithm of school A is 34 bits corresponding to
the algorithm, while the length of school B is 81 bits and the
length of school C is 152 bits. And the ensemble learning
algorithm, Random Forest [33], is used for comparison.

6.1. Performance Comparison of Methods. Firstly, the pre-
diction result of the ECOC and Random Forest algorithm is
shown in Table 3. It can be seen from that, for the data set of
school A, the average accuracy obtained by the ECOC al-
gorithm was about 79%. For school B, the average accuracy
obtained by the ECOC algorithm was approximately 70%,
and for school C, the average accuracy is approximately 68%.
What is more, all the ECOC algorithms can perform better
than the Random Forest in three data sets.

In further experiments, the result of the multiclass
classification algorithm (GA-ECOC) is shown in Table 4.
-e result can be analyzed in two aspects, accuracy and
encoding methods. Firstly, for accuracy, the average accu-
racy of school A is about 80%, while the average accuracy of
school B is about 75% and the average accuracy of school C is
about 74%. Secondly, for the encoding methods used in
three data sets, the SR encoding method achieves the highest
accuracy, followed by the DR encoding. OVA encoding and
OVO encoding have poor performance in accuracy, com-
pared with the two methods above. Finally, the result of the
data set from school B and school C shows that the accuracy
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rate of school B is about 5% lower than that of school A, and
the accuracy rate of school C is about 6% lower than that of
school A. -e reason may be that the feature dimension of
school B data is twice as the dimension of school A, the
feature dimension of school C is even higher, schools B and
C have more space for optimization than school A, and
therefore the classification accuracy of the model has a
significant decrease.

-e results of the two algorithms can be compared in
three data sets. It can be seen from Figure 9 that, for school A
data set, the accuracy rate obtained by the GA-ECOC al-
gorithm is about 2% higher than those obtained by the
ECOC algorithm. Figure 10 indicates that, for the school B

data set, the accuracy of the GA-ECOC algorithm is im-
proved by about 5%, compared with the ECOC algorithm.
Figure 11 indicates that, for school C data set, the accuracy of
the GA-ECOC algorithm is improved by about 6% on av-
erage, compared to the ECOC algorithm.

Based on the experiments above, the classification
performance of GA-ECOC algorithms is significantly better
than the ECOC algorithm in all data sets. -e main reason
may be that some features in the SPOC data are not related
to student performance or redundant, and some features
have a strong correlation with student performance. GA is
able to select an effective feature subset, which helps to
improve ECOC Classification accuracy. -erefore, feature
selection can not only improve the classification accuracy
effectively with four different ECOC matrix encoding
methods (OVO, OVA, DR, and SR) but also improve the
classification accuracy significantly in different school data
set.

6.2. Analysis of Computational Complexity of Methods.
Table 5 shows the comparison of the time complexity of
different algorithms. -e training time of the GA-ECOC
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Figure 8: Flowchart of multiclass classification algorithm (GA-
ECOC).

Table 3: Average accuracy of the Random Forest and ECOC al-
gorithms for grade prediction.

Data sets Random Forest OVO OVA DR SR
School A 0.676 0.747 0.805 0.804 0.806
School B 0.436 0.706 0.704 0.698 0.703
School C 0.406 0.689 0.676 0.670 0.692

Table 4: Average accuracy of GA-ECOC algorithms for grade
prediction.

Data sets OVO OVA DR SR
School A 0.776 0.819 0.821 0.822
School B 0.756 0.749 0.751 0.757
School C 0.745 0.735 0.743 0.748
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Figure 9: Performance comparison between ECOC and GA-
ECOC algorithms on school A.
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algorithm is much longer than the ECOC algorithm. In the
data sets of the three schools, the ECOC algorithm is used
with different codes. -ey only use less than 90 seconds to
complete the training process, which means that the algo-
rithm complexity is lower. After introducing GA as a feature
selection method, multi-iteration is conducted, which is
computationally expensive, to find the optimal feature
subset. Most of the algorithms requiredmore than 4 hours to
complete model training. What is more, the complexity of
GA calculation is different from data sets with different
feature numbers. School C has 152 features, the individual

chromosome is the longest among three schools, the feature
dimension to be searched is quite large, and the computing
time is the longest; school B has 81 features, which are fewer
than those in school C, the feature dimension to be searched
is small, so the computing time is less. -e data of school A
has only 34 features. With the fewest features, the computing
time is the shortest. It takes around 4 hours only to complete
feature selection and model training. On the other hand,
different ECOC encodingmethods have different calculation
costs. OVA and OVOmatrix coding are basic relatively, and
the corresponding matrix generation method is simple;
while DR and SR are the method with random coding, the
matrix generation method is complicated, and it is easy to
cause coding problems, which have to debug and rerun until
a satisfactory result is acquired, so more time is required.
-erefore, the calculation time of GA-ECOC based on DR
and SR is longer than that based on OVA and OVO.

7. Conclusion

With the rise of SPOC blended teaching, using student
online/offline learning behavior log data to analyze and
predict students’ learning performance is an important
factor for personalized education. -is paper analyzes the
learning behavior of students in SPOC blended teaching in
three schools by the clustering algorithm, ECOC algorithm,
and GA-ECOC algorithm. -e main findings are shown as
follows:

(1) By the clustering algorithm, combining with the
teaching experience accumulated by staff, typical
learning patterns of students can be classified into
four clusters. -e learning behavior patterns among
the four clusters are significantly different. Learning
the patterns is quite helpful in curriculum design and
providing personalized guidance for students.

(2) A multiclass classification algorithm based on GA
and ECOC is designed, in order to predict student
performance. -e powerful searching capability of
GA in feature selection and then ECOC algorithm
makes a good performance in multiclass prediction.
Compared with the Random Forest and single
ECOC algorithm, the classification prediction of
GA-ECOC algorithms is more precise and effective.

-e next-stage work can be considered from the fol-
lowing aspects:

(1) For data collection, more teaching-related data
should be collected, such as students’ previous ac-
ademic performance and students’ offline learning
behavior in order to have a full picture of students’
learning process.

(2) -e algorithm should be designed to identify dif-
ferent learning behavior patterns and predict stu-
dents with different learning behavior patterns in
advance. -is can help to provide different sugges-
tions to the staff, according to different students;
therefore, the teaching quality and student learning
experience can be improved.
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Figure 10: Performance comparison between ECOC and GA-
ECOC algorithms on school B.
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Figure 11: Performance comparison between ECOC and GA-
ECOC algorithms on school C.

Table 5: Comparison of running times of algorithms (in seconds).

Methods School A School B School C
ECOC 23 40 84
GA-ECOC-OVO 15,885 41,635 86,677
GA-ECOC-OVA 29,539 77,410 168,265
GA-ECOC-DR 48,641 133,339 280,350
GA-ECOC-SR 190,256 389,493 683,749
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(3) For the design of the multiclass classification algo-
rithm, the types of the coding matrix generated are
limited by the method of the traditional coding
matrix, and the best classification performance
cannot be achieved.-erefore, the searching method
of feature subset and method of coding matrix
generation should be optimized, and this will be-
come an essential factor in future research.
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