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(is paper investigates a distributed energy management strategy for the port power system under false data injection attacks.(e
attacker can tamper with the interaction information of energy equipment, penetrate the boundary between port information
system and port power system, and cause serious operation failure of port energy equipment. Firstly, a hierarchical topology is
proposed to allocate the security resources of the port power system. Secondly, by reconstructing the topological structure of the
port information system, the robustness of the information system is improved, and the impact of false data injection attacks on
the port power system is reduced, which realizes secure distributed energy management of the port power system. Finally, the
simulation results show the effectiveness of the proposed strategy, and the defense capability of the port power system is improved.

1. Introduction

With the development of the shipping industry [1], the types
and quantities of energy equipment in port are increasing,
and the port has become an energy-intensive region that
relies on fossil energy; pollutant emissions are also in-
creasing year by year [2]. In order to achieve effective
pollution control, the interaction of multiple stakeholders in
the maritime shore power system is required [3]. Port en-
terprises should speed up the realization of the strategy of
“implementing shore power,” and the government should
actively supervise pollution emissions and encourage the use
of clean energy [4]. Optimizing the utilization rate of re-
newable energy is the breakthrough point to solve the
problem of high energy consumption and high emission in
ports, but as the penetration rate of renewable energy be-
comes higher and higher, its randomness and volatility bring
uncertainty to the port power system [5, 6]. More note-
worthy, the Port of Barcelona was the target of a cyberattack
that affected some of its servers and systems on the morning
of September 20, 2018, forcing the organization to launch the
contingency plan designed specifically for these incidents
[7]. An Israeli cyber attack on the Iranian port setup caused

serious chaos in the port’s waterways and roads according to
the Washington Post reported in May 2020 [8]. A study by
Lloyd’s of London showed that a cyberattack affecting major
ports in the Asia-Pacific could cost $110 billion [9].
(erefore, how to carry out port energy management has
become a key issue in order to make full use of the renewable
energy of the port, reduce the environmental pollution
caused by the redundant power supply, and ensure the
normal run of the port power system.

At present, the energy management of port mainly
draws on the experience and methods of the distribution
grid, and it is actually an optimization problem of the
complex system considering various practical constraints
[10]. It aims to realize the balance of supply and demand
and to maximize the operation benefit of the port power
system when meeting the physical constraints of energy
equipment [11, 12]. At the same time, the ports that im-
plement wind power generation and photovoltaic power
generation have the characteristics of distribution and
uncertainty, which brings difficulties to the traditional
centralized energy management strategy [13, 14]. Port
energy management is gradually transformed into a dis-
tributed management method with the advantages of
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flexibility, high reliability, and scalability [15–17]. A
number of studies concerned about energy management
have been proposed for power systems, including hier-
archical decentralized energy management, multiagent
system-based coordinated operation strategy, and hybrid
energy management [18–20]. To solve the energy man-
agement problem of the energy Internet, the work in [18]
proposed a completely distributed algorithm, in which
each participant can realize the estimation of the optimal
energy price and the calculation of the optimal energy
output by only interacting with the neighbors. (e large-
scale connected inverter (CI) networks increase the reli-
ability and resilience for the power grid, which may also
cause grievous adventure to the reliable and stable oper-
ation of the main grid if the control of multiple CIs could
not enable good cooperation [21, 22]. Lu et al. proposed a
master-slave cluster cooperation strategy over the two-
layer switching cyber network topologies to realize the
economic distribution among multiple clusters [23]. (ere
have been many studies on ports in different directions.
(e literature [24–26] reduces the peak load in the port by
excavating the peak cutting and valley filling capacity of
port freezers, terminal cranes, and electric vehicles. In
reference [27], aiming at the problem that a large number
of flexible loads such as reefers, ships, and electric vehicles
are difficult to be highly coordinated, the port load
management optimization is realized by using multiagent
system with electricity price as the regulation signal. A
novel decentralized power management method for a large
port-based multiagent system (MAS) is proposed in [28].

It is specially mentioned that the information interaction
process is vulnerable to malicious network attacks among
the calculation and analysis of energy supply equipment due
to the strong distributed characteristics of the current port
power system [29]. In the next place, owing to the rapid
development of information technology, there is a strong
coupling characteristic between port cyber system and its
power system [30, 31], which determines that the secure
operation of information communication network is a basic
foundation for the normal operation of its power system
obviously [32]. Considering the increasing degree of de-
pendence between information flow and power flow, the
threat on information communication flow within the port
power system will influence the normal operation of the
power system, which will penetrate the boundary between
the above two systems and have several negative impacts on
disturbance, system instability, and collapse of the energy
system [33, 34]. (us, in order to ensure the reliable op-
eration of the port power system under the above situations,
it is necessary to strengthen the security defense of its in-
formation and communication system, so as to ensure the
normal operation of its internal equipment [35–37]. It is
noted that the operations security and efficiency of energy
utilization are the most significant requirements within the
port cyber-physical system [38]. (erefore, ports must make
cyber security a top priority to ensure its security, com-
pliance, and commercial competitiveness. (e direct target
of network attacks is the information flow in the information
layer. It is common that cyberattacks include denial of

service attacks, packet loss attacks, false data injection at-
tacks (FDIAs), malicious software viruses, and so on [39].
Among them, the false data injection attack approach is easy
to implement and has the characteristics of strong con-
cealment and interference, which have attracted widespread
attention from researchers in related fields. Literature [40]
mainly treats the perturbation term in FDI attacks as a
constant. In Literature [41], to verify the robustness of the
proposed technique, four cases of FDI attacks across attacker
injection signals were considered that are non-periodic at-
tack, non-periodic replacement attack, periodic attack, and
simultaneous attack. All of the above attack types will be
within our consideration. In the next place, we need to focus
on existing ways to resist attacks, a method for detecting
FDIA in DC microgrid current measurement based on
distributed control strategy control is introduced in [42].
(e authors study fault identification using SVM, decision
trees, and random forests in [43, 44]. (e detection method
of FDIA was studied in the above literature.(e work in [45]
proposes an antioffensive cooperative control strategy,
which can adjust the power of the virtual power plant under
a specific scheduling command. References [46, 47] pro-
posed a trust-based antiattack resilient cooperative dis-
tributed control method and designed a resilient
synchronization protocol to solve the problem of sensor
attacks and reduce the adverse effects of attacks on com-
munication links and hijacking of controllers. (e author
analyzed the relationship of the maximum amount of tol-
erable attacks and the number of total agents, and connected
number has been provided for consensus under adversarial
attacks, and a sequence of resilient consensus algorithms
were developed in [48, 49].

However, the existing defense mechanisms rely mainly
on the means of detecting attacks, and the effectiveness of
those is still restricted by the maximum amount of tolerable
attacks. To actively defend and relax the assumption on the
maximum amount of tolerable attacks, this article was
completed inspired by [50]. (is paper proposes a distrib-
uted energy management strategy for the port power system
based on hierarchical topology reconstruction of commu-
nication networks in order to reduce the impact of false data
injection attacks on port energy management within limited
defense resources to ensure the safe run of the system with
lower security defense cost.

(e main contributions of this paper are summarized as
follows:

(1) (is paper investigates the problem of distributed
port energy management when the network of the
port power system is under attack, where the tol-
erable number of attack nodes is unknown and can
be arbitrarily large.

(2) To increase the security capacity of the port power
system under false data injection attacks, this paper
proposes a hierarchical topology reconstruction
method of the port information system, which can
reduce the impact of false data injection attacks on
the port power system during the whole operation
condition.
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(e rest of the paper is organized in the following.
Section 2 presents the main types of port power facilities and
energy management. (e secure distributed energy man-
agement under FDIAs is detailed given in Section 3. In
Section 4, the proposed method is simulated for port power
system, and the obtained results are presented and evaluated.
Finally, Section 5 draws a general conclusion.

2. Distributed Energy Management of Port
Power System

2.1. Port Power System Configuration. In the port infor-
mation energy system, there are multiple energy supply,
energy demand, and energy storage entities [51]. In terms of
energy supply, the port is particularly suitable for converting
natural resources such as wind energy, tidal energy, and
solar energy into electrical energy; in terms of energy use, the
port uses a large number of cranes, gantry cranes, bridge
cranes, plug-in electric vehicles, and so on [52]. In terms of
energy storage, it is necessary to alleviate the uncertainty of
port load and absorb intermittent and fluctuating renewable
energy; energy storage equipment needs to be considered in
the port power system.

2.1.1. Renewable Generator. Solar and wind energy are the
main renewable energy sources. Considering the intermit-
tency and volatility of renewable energy, it is unable to
participate in the energy management process of the port, so
according to the dispatch forecast curve before the day, the
average value is used as a reference. Taking renewable power
generation equipment as an example, its power generation
can be expressed as follows:

􏽥Pi �
􏽒

t+T

t
Pidt

T
, (1)

where 􏽥pi is the power generation predicted by the renewable
energy equipment i according to the day-ahead dispatch
period T. Assuming that the prediction error described by
the probability density function obeys the Gaussian distri-
bution, it can be expressed as follows:

fi ΔPi( 􏼁 �
1

���
2π

√
δi

e
− ΔPi/2δi( )

2

. (2)

Choose an appropriate confidence level to get the
confidence interval of the prediction error [ΔPmin

i ,ΔPmax
i ].

(us, the power generation of renewable energy equipment i

can be expressed as follows:

Pi ≤Pi ≤Pi,

Pi � 􏽥Pi + ΔPi.
(3)

To sum up, considering the actual operation effect, the
operation cost function of renewable energy equipment i can
be expressed as follows:

Ci Pi( 􏼁 � aiPi
2

+ biPi + ci, (4)

where bi and ci are the coefficients of the operating cost
function; the optimality and possibility of renewable energy
equipment operation can be balanced to take renewable
energy into energy management.

2.1.2. Fuel Generator. (e use of alternative clean energy in
port equipment and buildings can effectively reduce envi-
ronmental pollution and greenhouse gas emissions in the
port area, which is in line with the development concept of
green port [48]. (e choice of alternative clean energy fuels
plays an important role in the sustainable development of
ports and the improvement of the port environment. (e
local optimization problem of fuel energy equipment can be
transformed into

minCi Pi( 􏼁 � ai Pi( 􏼁
2

+ biPi + ci + τi exp ηiPi( 􏼁, (5)

P
min
i ≤Pi ≤P

max
i , (6)

−P
ramp
i ≤Pi(k) − Pi(k − 1)≤P

ramp
i . (7)

2.1.3. Shore-Ship Power Supply. In order to effectively
promote the development of energy-saving and low-carbon
emission reduction, the use of shore-based power supply by
ships calling at ports is one of the key tasks of the port
industry for energy conservation and emission reduction.
When the ship is at the berth, the ship’s auxiliary generator
runs in parallel with the shore power source to ensure the
ship’s reliable operation. (e operating cost of the auxiliary
engine (only fuel is considered) is approximated by the
second-order polynomial of the power generated by the
generator [28]:

Ui Pi( 􏼁 � ai Pi( 􏼁
2

+ biPi + ci. (8)

2.1.4. Plugged in Electric Vehicle. Electronic transportation
in the port improves energy efficiency and reduces green-
house gas emissions. (e use of electric vehicles instead of
port internal combustion engine operating vehicles (such as
automobiles, forklifts, etc.) will effectively reduce carbon
emissions in the port. In the future, large ports can charge
and discharge electric vehicles through charging piles,
thereby increasing the flexibility of providing port energy
requirements. (e cost function of PEV can be modeled as
follows [27]:

maxUi Pi( 􏼁 � −ai Pi + bi( 􏼁
2
. (9)

Electric vehicles are constrained by battery charging
efficiency and battery capacity as follows:

Er(k) − Er(k − 1) �

ςch
PiT

1
ςds

PiT

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

. (10)
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2.1.5. Distributed Power Storage Device. Distributed re-
newable energy generation has the characteristics of in-
termittent and volatility. Large-scale access to distributed
power generation equipment increases the adjustment
difficulty of the grid and is likely to cause a lot of waste of
resources such as abandoning light and wind; When a
large number of short-cycle loads are connected, it will
cause large fluctuations in the frequency or voltage of the
grid, which will affect the stability of other electrical
equipment. (e addition of energy storage system in the
power grid will not only help to reduce the abandonment
of new energy and make up for the instability of new
energy power generation but also reduce the demand
pressure at the peak of power consumption by releasing
the stored energy. On the energy-consuming side, it meets
the rapid response requirements of frequency and voltage
regulation and provides high-quality electric energy. (e
cost of energy storage equipment i can be defined as
follows:

Ci Pi( 􏼁 � ai Pi + bi( 􏼁
2
, (11)

where pi represents the charge and discharge power of the
energy storage device i, and its symbol represents the state of
charge and discharge (the discharge state is positive, and the
charge state is negative). Energy storage equipment cannot
work in charging and discharging at the same time and
needs to meet multiple restricted operating conditions:

−P
ch,max
i ≤Pi ≤P

ds,max
i , (12)

SoC(k) − SoC(k − 1) �

ςch
PiT, pi ≤ 0

1
ςds

PiT, pi > 0

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

, (13)

where Pi should be between the maximum charging power
Pch,max

i and the maximum discharging power Pds,max
i , ςch and

ςds are positive numbers between 0 and 1, and represents the
energy loss during the charging and discharging process of
the energy storage device i.

3. Distributed Energy Management Scheme of
Port Power System

(e goal of energy management of the port power system is
to maximize the operation benefit or minimize the operation
cost on the basis of ensuring the safe operation of port power
equipment and the balance of supply and demand of the port
power system.

We assume that the port power system can be repre-
sented by an undirected graph G � (V, E, A), where
V � v1, v2, . . . , vn􏼈 􏼉 is a vertex set, E⊆V × V is the set of
undirected edges, and A is weighted and non-negative ad-
jacency matrix [50]. It assumed that there are n power
devices in the port power system, whose cost function of
device i can be denoted by Ci(Pi), where Pi is the output
power of device i. (e energy management problem can be
expressed as follows:

max􏽘
n

i�1
−Ci Pi( 􏼁, (14)

subject to the following constraints:

(a) Device constrains

p
min
i ≤pi ≤p

max
i , (15)

P
∗
4 � 40.0000MW, (16)

where Pmin
i , Pmax

i are the minimum and maximum
power output of the device i, respectively, and P

ramp
i

is the ramp rate constraint of the power facility.
(b) Supply-demand balance constraints

􏽘

n

i�1
Pi � 􏽘

n

i�1
di, (17)

where di is load. It is assumed that the energy
management problem is solvable; the following
conditions are satisfied:

􏽘

n

i�1
P
min
i ≤ 􏽘

n

i�1
di ≤ 􏽘

n

i�1
P
max
i . (18)

Assumption 1. For each i ∈ 1, 2, . . . , N{ }, the cost function
Ci(Pi): R+⟶ R+ is strictly convex and continuously dif-
ferentiable, where R+ denotes the set of non-negative real
numbers.

(e Lagrangian function of problem (14) and constraints
(15) is as follows:

L(P, λ) � 􏽘

n

i�1
−Ci Pi( 􏼁( 􏼁 − λ 􏽘

n

i�1
di − 􏽘

n

i�1
Pi

⎛⎝ ⎞⎠

� 􏽘
n

i�1
−Ci Pi( 􏼁 + λPi( 􏼁 − λ􏽘

n

i�1
di,

(19)

where λ is the dual variable. By decoupling Pi from L(P, λ),
we get

P
∗
i � argmax −Ci Pi( 􏼁 + λPi( 􏼁. (20)

Assumption 2. (e Lagrangian function L(P, λ) has a saddle
point, that is, there exists an optimal solution (P∗, λ∗) such
that

L P
∗
, λ( 􏼁≤ L P

∗
, λ( 􏼁≤ L P

∗
, λ( 􏼁. (21)

holds for all Pi ∈ Ω, λ ∈ R+.
With Assumption 2, problem (14) is a convex optimi-

zation problem, and the duality gap is 0; it can be trans-
formed into its dual problem, which can be expressed as
follows:
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minD(λ) � minL P
∗
, λ( 􏼁,

� min 􏽘
n

i�1
−Ci P

∗
i( 􏼁 + λP

∗
i( 􏼁 − λ􏽘

n

i�1
di

⎛⎝ ⎞⎠.
(22)

Using the gradient descent method to solve, the update
of λ(k) can be described as follows:

λ(k + 1) � λ(k) − α
zD

zλ
(λ(k)), (23)

where α> 0 is a constant that represents the step size. (e
energy management based on the gradient descent method
can be expressed as follows:

Pi(k) � max P
min
i , min argmax −Ci Pi( 􏼁 + λ(k)Pi( 􏼁, P

max
i􏼈 􏼉􏽮 􏽯, (24)

λ(k + 1) � λ(k) − α 􏽘
n

i�1
Pi(k) − 􏽘

n

i�1
di

⎛⎝ ⎞⎠. (25)

It is worth noting that the above energy management
method is centralized and λ(k) is a global variable, which
requires the centralized control center to collect the infor-
mation of all devices in the system and greatly increases the
computing burden and communication burden of the
control center. In this case, once the control center fails, the
energy management process of the port power system will
collapse, and the safe operation of the system will be seri-
ously threatened. In [54], a distributed estimator λi(k) is
introduced to evaluate global variables λ(k), and a dis-
tributed energy management algorithm is designed through
a finite number of consensus protocol calculations, which
alleviates the communication burden and computing bur-
den of the scheduling center (Algorithm 1).

Here, wij > 0 is the weight assigned by node i to node j.

Assumption 3. (e existence of a double random matrix
W � [wij]n×n which satisfies W � WT and for
(vi, vi) ∉ E∪ (vi, vi), wij ≠ 0.

Lemma 1. Under the above assumptions, the iteration
number of consensus updates meets
σ ≥ (logβ − log(4n(β + αl))/logc, and the initial value λi(0)

satisfies |λi(0) − λ(0)|≤ β; sequence λi(k)􏼈 􏼉 can be achieved
consensus; and P(k){ } can arbitrarily approach the optimal
solution P∗.

Remark 1. (e above algorithm does not need centralized
scheduling and decentralize the computation burden of the
scheduling center. Each node only needs to exchange infor-
mation with its neighbors to alleviate the communication
burden of the central nodes. In this case, distributed scheduling
method assumes that the network environment is benign, and
if there are intruders in the information network, it is very likely
that the consensus between nodes cannot be achieved.

4. Distributed Energy
Management under FDIAs

With the deep fusion of information flow and energy flow
in the port power system, the safe operation of the port
power system is facing many challenges. More and more
energy devices with communication abilities are con-
nected to the port power system, and the information
transmitted by energy equipment is threatened by net-
work attacks [55].

4.1. Energy Management Problem under FDIAs.
Considering the features of concealment and interference,
false data injection attacks (FDIAs) have been regarded as
one of the most popular attacks of the communication
system in the port power system [56]. Furthermore, the
attacker can track the configuration of the port power
system, tamper with the sensing data of the sensor or tamper
with the command signal sent by the controller, which will
lead to the error of the state estimation process, and finally
make the power system unable to operate normally [57]. As
mentioned above, the false data injection attack model is as
follows:

λi(k + 1) � ζ i λi(k)( 􏼁, (26)

where λi(k) denotes the information of device i exchanged
with other devices and ζ i(λi(k)) represents arbitrary update
function.

Without losing generality, we assume that node
i � 1, 2, . . . , n0 is not attacked by false data injection attacks
and node i � n0 + 1, n0 + 2, . . . n is attacked by false data
injection attacks. (e interaction of λi(k) in information
layer can be rewritten as follows:
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λ1(k + 1)

λ2(k + 1)

⋮

λn0
(k + 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

w11 w12 · · · w1n0
w1 n0+1( ) · · · w1n

w21 w22 · · · w2n0
w2 n0+1( ) · · · w2n

⋮ ⋮ ⋱ ⋮ ⋮ · · · ⋮

wn01 wn02 · · · wn0n0
wn0 n0+1( ) · · · wn0n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

v
σ−1
1 (k)

v
σ−1
2 (k)

⋮

v
σ−1
n0

(k)

v
σ−1
n0+1(k)

⋮

v
σ−1
n (k)
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, (27a)

λn0+1(k + 1)

⋮
λn(k + 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

ζn0+1 v
σ−1
n0+1(k)􏼐 􏼑

⋮
ζn v

σ−1
n (k)􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (27b)

(e goal of energymanagement of the port power system
under FDIAs is to maximize the operation benefit of non-
attacked devices. (e energy management problem can be
expressed as follows:

max􏽘

n0

i�1
−Ci Pi( 􏼁, (28)

subject to the following constraints:

(a) Device constrains

p
min
i ≤pi ≤p

max
i , (29)

−P
ramp
i ≤Pi(k) − Pi(k − 1)≤P

ramp
i , (30)

where Pmin
i , Pmax

i are the minimum and maximum
power output of the device i, respectively, and P

ramp
i

is the ramp rate constraint of the power facility.
(b) Supply-demand imbalance constraints

􏽘

n0

i�1
Pi − 􏽘

n0

i�1
di

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤P

im
thres, (31)

where Pim
thres is the constant threshold of power

mismatch under false data injection attacks.

4.2. Secure Distributed Energy Management Based on To-
pology Reconfiguration. (e topology of the information

Initialization: Each node i initializes λi(0), step size α and calculation times σ
Iteration: (k≥ 0)

(1) Each node i updates Pi(k) according to (24)
(2) Each node i updates v0i (k + 1) based on the gradient descent method, v0i (k + 1) � λi(k) − α(Pi(k) − di)

(3) Each node i interacts with its neighbors, until reached consensus. v1i (k + 1) � 􏽐v0
j
∈Si

wijv
0
j(k), v2i (k) � 􏽐v1

j
∈Si

wijv
1
j(k),

vσi (k) � 􏽐vσ−1
i
∈Si

wijv
σ−1
i (k)

(4) Each node i estimates λi(k + 1). λi(k + 1) � vσi (k)

Let k � k + 1, turn to 1.

ALGORITHM 1: Distributed energy management scheme.
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network is the key factor to realize the coordinated operation
of port power devices and energy management of port power
systems [53]. It is noted that the reliable transmission of
information is a necessary condition to ensure the safe, stable,
and economic operation of the port energy system. Infor-
mation networks can provide different services and guarantees
for energy equipment in different regions. In order to build a
safe information network environment, we consider changing
the port information network from a flat topology to a hi-
erarchical topology. (e hierarchical topology is as Figure 1.

Hierarchical topology divides n nodes into m layers and
marks the layers as 1 to m from top to bottom. (e nodes in
the first layer only send information to the second layer, and
the nodes in the i layer at least send messages to one node in
the i + 1 layer. In each layer, the information interaction
between nodes can be bidirectional. Using hierarchical to-
pology, it is realized that when false data injection attacks
occur in the port information network, we should divide the
attacked node and the non-attacked node into different
topology layers and reduce the weight of the non-attacked
node assigned to the attacked node, so as to reduce the
impact of network attacks on the port information network.

Inspired by the literature [50], we protect some nodes in
the port power system from being invaded by attack nodes. By
expanding the influence of these protected nodes in the
network, to suppress the impact of false data injection attacks
on the port information and energy system, the protection
measures include: (1) improving the firewall security level of
the protected nodes, and make redundant resources of the
protected nodes to ensure that the protected nodes get real and
reliable information; (2) Using the digital signature and data
encryption technology, to the protected nodes the real in-
formation sent cannot be tampered. Before introducing a
secure distributed energy management strategy, we introduce
the following definitions and assumptions.

For the convenience of description, we regard the vertex
set T � vi|i � 1, 2, . . . n1􏼈 􏼉 as the set of protected nodes, and
the vertex set A � vi|i � n0 + 1, n0 + 2, . . . , n􏼈 􏼉 as the set of
attacked nodes. (e other vertex is ordinary nodes.

Remark 2. Topology reconstruction from communication
network due to attack does not mean that the operation of the
attacked node stops completely. (e isolated node does not
mean that its corresponding unit stops power output. It will
continue to supply local load demand because the attack
action of an isolated node only occurs at the communication
layer. (e physical layer topology of the actual power supply
unit will not change due to the occurrence of a network attack.

(e Lagrangian function of problem (28) and constraints
(31) is as follows:

L(P, 􏽥λ) � 􏽘

n0

i�1
−Ci Pi( 􏼁( 􏼁 − 􏽥λ 􏽘

n0

i�1
di − 􏽘

n0

i�1
Pi − P

im
thres

⎛⎝ ⎞⎠,

� 􏽘

n0

i�1
−Ci Pi( 􏼁 + 􏽥λPi􏼐 􏼑 − 􏽥λ 􏽘

n0

i�1
di − P

im
thres

⎛⎝ ⎞⎠,

(32)

where 􏽥λ is the dual variable. By decoupling Pi from L(P, 􏽥λ),
we get:

P
∗
i � argmax −Ci Pi( 􏼁 + 􏽥λPi􏼐 􏼑. (33)

Remark 3. (e above Lagrange function assumes that the
supply is in short demand in the port power system. It can
also assume that the supply exceeds the demand in the port
power system. Owing to the port power system containing
energy storage equipment, it can provide or store electric
energy in time to reduce the negative pressure of power
imbalance in case of emergency.

Assumption 4. (e Lagrangian function L(P, 􏽥λ) has a saddle
point, that is, there exists an optimal solution (􏽥P

∗
, 􏽥λ
∗
) such

that

L P, 􏽥λ
∗

􏼐 􏼑≤L 􏽥P
∗
, 􏽥λ
∗

􏼐 􏼑≤L P
∗
, 􏽥λ􏼐 􏼑, (34)

holds for all Pi ∈ Ω, 􏽥λ ∈ R+.
With Assumption 4, problem (14) is a convex optimi-

zation problem, and the duality gap is 0; it can be trans-
formed into its dual problem, which can be expressed as
follows:

minD(􏽥λ) � minL P
∗
, 􏽥λ􏼐 􏼑

� min 􏽘

n0

i�1
−Ci P

∗
i( 􏼁 + 􏽥λP

∗
i􏼐 􏼑 − 􏽥λ 􏽘

n0

i�1
di − P

im
thres

⎛⎝ ⎞⎠⎛⎝ ⎞⎠

� min􏽘

n0

i�1
gi(

􏽥λ).

(35)

Before introducing a secure distributed energy man-
agement strategy, we introduce the following definitions and
assumptions.

Definition 1. Gd is a connected dominating set of
G � (V, E, A) if each node i, which does not belong to the
subset Gd, has at least one neighbor in the subset Gd and all
nodes in Gd can form a connected graph.

Assumption 5. (e protected nodes induce a connected
dominating set of G � (V, E, A).

(us, a secure distributed energy management strategy
based on topology reconfiguration is as follows
(Algorithm 2,):

α(0), . . . , α(∞){ } is the sequence of step sizes, which
meets 􏽐

∞
k�0 α(k) �∞, 􏽐

∞
k�0 α

2(k)<∞, and α(k + 1)≤ α(k).
(e convergence of secure distributed energy manage-

ment schemes under FDIAs topology reconstruction algo-
rithm is given below.

According to the secure distributed energy management
scheme under FDIAs, each node i determines the maximum
threshold χM

i (k) and minimum threshold χm
i (k). And then,

the set Ri(k) can be obtained by threshold filtering. During
the k iteration of node i, Ri(k) can be divided into three
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types: from the set of protected nodes RT
i (k), itself χi(k), and

the set of the other nodes RT
i (k). Equation in Algorithm 2,

can be rewritten as follows

􏽥λi(k + 1) �
1

Ri(k)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏽘

χj(k)∈Ri(k)

χj(k)

�
1

Ri(k)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏽘

χj(k)∈RT
i

(k)

χj(k) + χi(k) + 􏽘

χj(k)∈RT
i

(k)

χj(k)
⎛⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎠,

(36)

where ∀χj(k) ∈ RT
i (k); it can be expressed as

χj(k) � ρjχm
i (k) + (1 − ρj)χM

i (k), 0< ρj < 1. (us, equa-
tion in Algorithm 2, can be further rewritten as follows:

Figure 1: Hierarchical topology of information network.

Initialization: Each node i initializes λi(0)

Iteration: (k≥ 0)
(1) Each node i updates Pi(k) according to (24)
(2) Each node i updates χi(k) based on the gradient descent method, χi(k) � 􏽥λi(k) − α(k)(Pi(k) − di)

(3) Each node i receives information, formulates the set Si(k) � χi(k)|i ∈ Ni􏼈 􏼉

(4) Node i identifies the information of the protected node, compares with its own information, and then determines the maximum
threshold χM

i (k) and minimum threshold χm
i (k)

(5) Node i filters information between χm
i (k) and χM

i (k) and then formulates the set Ri(k) � χj(k)|χm
i (k)≤ χj(k)≤ χM

i (k), j ∈ Ni􏽮 􏽯

(6) Each node i updates χi(k + 1), mij(k) � 1/|Ri(k)|, χj(k) ∈ Ri(k), χi(k + 1) � 􏽐χj∈Ri(k)mij(k)χj(k)

(7) Each node i estimates 􏽥λi(k + 1) and 􏽥λi(k + 1) � χi(k + 1)

Let k � k + 1, until |λi(k) − λj(k)|< ε, j � 1, 2, . . . , n1

ALGORITHM 2: Secure distributed energy management scheme under FDIAs.
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􏽥λi(k + 1) �
1

Ri(k)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏽘

χj(k)∈RT
i

(k)

χj(k) + χi(k) + 􏽘

χj(k)∈RT
i

(k)

χj(k)
⎛⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎠

�
1

Ri(k)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏽘

χj(k)∈RT
i

(k)

χj(k) + 􏽘

χj(k)∈RT
i

(k)

ρjχ
m
i (k) + 1 − ρj􏼐 􏼑χM

i (k)􏼐 􏼑
⎛⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎠

� 􏽘

χj(k)∈RT
i

(k)∪χi(k)

mijχj(k).

(37)

(en, we have

􏽥λ1(k + 1)

⋮
􏽥λn1

(k + 1)

⋮
􏽥λn0

(k + 1)
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mn01 · · · mn0n1
· · · mn0n0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

χ1(k)

⋮

χn1
(k)

⋮

χn0
(k)
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. (38)

Compared with (27a), after topology reconstruction, the
links from ordinary nodes to protected nodes and the links
from attacked nodes to protected nodes are weakened, and
the connection between attacking node and common node is
also weakened. Equation (38) can be expressed as:

M(k) �
Mn1×n1

0

Mn2×n1
Mn2×n2

⎡⎣ ⎤⎦

n0×n0

, (39)

where Mn1×n1
is the interaction between protected nodes,

Mn2×n1
denotes the interaction between protected node and

ordinary nodes, and Mn2×n2
is the interaction of itself. (e

nodes of the communication network can be divided into
three layers by hierarchical topology reconstruction algo-
rithm: layer 1 of trusted nodes, layer 2 of common nodes,
and layer 3 containing attack nodes.

Furthermore, equation (38) can be written as follows:
􏽥λ(k + 1) � M(k)χi(k),

� M(k) 􏽥λ(k) − α(k)
zg

z􏽥λ
(􏽥λ(k))􏼠 􏼡,

� M(k) · · · M(0)􏽥λ(0) − 􏽘
k

t�0
M(k)

· · · M(t + 1)α(t)
zg

z􏽥λ
(􏽥λ(t)),

� Ψ(k, 0)􏽥λ(0) − 􏽘
k+1

t�1
Ψ(k, t)α(t − 1)

zg

z􏽥λ
(􏽥λ(t − 1)).

(40)

Under Assumption 5 and Algorithm 2, Ψ(k, t) have the
following property: for any fixed t, n2 non-zero entries in
ψ(t) are lower bounded by φd.

To estimate 􏽥λ(k), define the set as follows:

C(μ, η) � h(λ)|h(λ) � 􏽘

n1

i�1
cigi(λ), 􏽘

n1

i�1
ci � 1, 􏽘

n1

i�1
I ci ≥ μ􏼈 􏼉 � η

⎧⎨

⎩

⎫⎬

⎭,

(41)

and define the solution set as follows:

Y(μ, η) � ∪ h(λ)∈C(μ,η)argmin
λ

h(λ). (42)

By choosing μ � φd and η � n1, it is easy to obtain
Y(μ, η) is a convex set. According to reference [38], when
α(k) meets lim

k⟶∞
α(k) � 0, the λi(k) of all protected nodes

and ordinary nodes is convergent from (40), and converges
to the set Y(μ, η) of optimal solutions of a weighted average
of local cost functions gi(

􏽥λ) belonging to all protected nodes
and ordinary nodes.

Remark 4. Compared with literature [50], this paper focuses
on secure energy management under FDIAs, which is a
constrained optimization problem with coupling charac-
teristics. By decoupling Pi from L(P, 􏽥λ), the dual problem is
simplified, which make 􏽥λ can achieve consensus.

5. Numerical Results

Consider port power system shown in Figure 2 and network
topology under FDIAs shown in Figure 3; there are eight
nodes in the port information network; the set of attacked
nodes is v6, v7, v8􏼈 􏼉. (e FDIA models are formed as
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λ6(k + 1) � 8 sin(0 · 0025πλ2(k + 1)) + 35, λ7(k + 1) � (k/
100)2, and λ8(k + 1) � 40.

We set cost function Ci(Pi) � aiPi
2 + biPi + ci of devices

i, with different parameters shown in Table 1. (e loads are
set as 85MW, 50MW, 105MW, 85MW, 77MW, 30MW,
33MW, and 40MW. According to Algorithm 1, set the
initial value of the dual variable be 0, and the number of
calculations is 40.

Figure 4(a) shows that when the nodes in the infor-
mation network are attacked, the existing distributed energy
management cannot guarantee the asymptotic consistency
of the dual variable, and it leads to the outputs of power
equipment fluctuating significantly, and the safe operation
of the equipment is not realized as shown in Figure 4(b). As a
result, the power mismatch of distributed energy manage-
ment strategy cannot converge, and the imbalance con-
straint between supply and demand cannot be satisfied
shown in Figure 4(c). It can be seen that the distributed
energy management strategy loses effectiveness under
FDIAs.

(ere are a total of eight nodes in the network of the
information energy system: v1, v2, v3􏼈 􏼉 are protected nodes,
v4, v5􏼈 􏼉 are ordinary nodes, and v6, v7, v8􏼈 􏼉 are the nodes that
are attacked. (e network after topology reconstruction is
shown in Figure 5, which divided nodes into two layers: the

protected nodes are in the first layer and the other nodes are
in the second layer. (e information transfer from the first
layer to the second layer in the topology is directed.

In the case of a network attack, the dual variables of
nodes 1–5 are asymptotically consistent by topology re-
construction shown in Figure 6(a). Furthermore, Figure 6(b)
shows that the output of all energy equipment tends to be
safe run with small fluctuations, indicating that the energy
strategy after topology reconstruction basically guarantees
the safe run of the system. (e energy management solution
is given by P∗1 � 73.8660MW, P∗2 � 40.0000MW,
P∗3 � 62.9363MW, P∗4 � 40.0000MW, and
P∗5 � 73.8660MW.

Power mismatches for secure distributed energy man-
agement fluctuate around −20 as shown in Figure 6(c),
which greatly reduces the degree of energy mismatch
compared with before the topology reconstruction. Al-
though the energy mismatch still fluctuates to a small extent
due to the direct transmission of information between nodes
of the layered network after topology reconstruction, it is
acceptable because it is safer than before topology recon-
struction. In summary, the distributed optimization
scheduling strategy has been topologically restructured to
increase the robustness of the network and strengthen the
active defense capability of the network.

Fuel generator 
Device 1

Renewable 
generator 
Device 2

Shore-Ship 
Power supply 

Device 4

Fuel 
generator 
Device 5

Renewable 
generator 
Device 3

Attack
Device 6 

Attack
Device 7 

Attack
Device 8 

Figure 2: Port power system configuration.

1
3

5

4

6 7 8

2

Figure 3: Network topology under FDIAs.

Table 1: (e parameters of port power devices.

Device 1 Device 2 Device 3 Device 4 Device 5
ai($/MW2) 0.040 0.032 0.023 0.054 0.040
bi($/MW) 25 32 28 27 25
ci($) 99 150 110 50 99
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Figure 5: Reconfigurable network topology under FDIAs.
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6. Conclusions

In this paper, a distributed energy management strategy for
the port power system has been proposed under false data
injection attacks. First of all, we proposed a hierarchical
topology to allocate the security resources of the port power
system. (en, by reconstructing the topological structure of
the port information network, the robustness of the infor-
mation network is improved; the impact of false data in-
jection attacks on the port power system is reduced; and
thus, the secure distributed energy management of the port
energy system is realized.We have relaxed the assumption of
the maximum tolerable number of attack nodes (F) while
increasing the maximum number of tolerable attack nodes
in the network. By protecting a portion of the nodes in the
network, the normal operation of all the attacked nodes is
ensured. Finally, the effectiveness of the proposed energy
management was investigated by simulation results, and the
defense capability of the port power system has been

improved. It is important to note that our study still has
some limitations. (e method of topological reconstruction
using the threshold changes the interactions between agents;
although it is safer after topological reconstruction, there are
still small fluctuations leading to energy mismatch, and it is
acceptable. So the topological reconstruction algorithm still
needs to be improved; (is paper only studies the FDIA
attacks; more types of attacks and attacks with a wider range
can be considered in future work.

Nomenclature

􏽥pi: Power generation predicted by the
renewable energy equipment i

T: Dispatch period
[ΔPmin

i ,ΔPmax
i ]: Confidence interval of the prediction error

ai, bi ci: Coefficients of the cost function
Pch,max

i : (e maximum charging power
Pds,max

i : (e maximum discharging power
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Figure 6: Variables of secure distributed energy management under FDIAs: (a) dual variables, (b) power output, and (c) power mismatch.
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ςch: (e energy loss during the charging
process

ςds: (e energy loss during the discharging
process

Pmin
i : (e minimum power output of the device i

Pmax
i : (emaximum power output of the device i

P
ramp
i : (e ramp rate constraint

di: Load
α> 0: A constant that represents the step size
λi(k): (e information of device i exchanged with

other devices
ζ i(λi(k)): Arbitrary update function
χM

i (k): (e maximum threshold
χM

i (k): (e minimum threshold
Mn1×n1

: (e interaction between protected nodes
Mn2×n1

: (e interaction between protected node
and ordinary nodes

Mn2×n2
: (e interaction of itself.
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tacting the first author.
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Smart substation is the key part of smart grid. ,e reliability of smart substation is extremely important to the safe and stable
operation of the smart grid. Smart substation is a cyber-physical system (CPS). Hence, this paper conducts reliability evaluation
study for smart substation from the perspective of CPS. Firstly, the basic reliability indices of cyber and physical elements of smart
substation are presented. ,e reliability index of one cyber element takes into account the reliability factors of data leakage,
tampering, loss and delay, etc., on the cyber side. ,en, the cyber-physical interactions of smart substation are analyzed. It is
concluded that the effect of the cyber side and cyber-physical interactions on the reliability of smart substation is reflected in the
effect of measurement and control messages on circuit breaker operation. And, the new reliability indices considering cyber-
physical interactions are proposed. Furthermore, the MALI-hybrid method, which combines the Monte Carlo method, analytical
method, Latin hypercube sampling method, and important sampling method, is presented for evaluating the reliability of smart
substation. Finally, the rationality of the proposed reliability indices, the efficiency, and correctness of MALI-hybrid method are
verified by case studies.

1. Introduction

With the increasing intelligent electronic devices (IED)
installation, smart substation can be regarded as a typical
cyber-physical systems (CPSs), in which various types of
information are being exchanged on a communication
network [1]. Interruption, delay, communication errors, and
various cyber attacks on the cyber side of smart substation
probably cause misoperation or refusal of circuit breakers
(CBs) and even affect the safe and stable operation of smart
substation [2–6]. Meanwhile, malfunction on the physical
side of smart substation may make cyber system lose right
perception and real-time control for physical system, which
in turn further affects the operation of power system and
forms cascading failures [7, 8]. ,us, reliability evaluation
for smart substation should consider the reliability factors
on both the physical side and cyber side, and the interactions
between the two sides.

1.1. Motivation. At present, there are few studies on the
reliability evaluation of smart substation or power grid from
the perspective of CPSs. Zhang [9] constructed a Markov
model of physical elements under the influence of the
secondary system and used state-space method to calculate
the reliability of the physical elements considering the in-
fluence of the secondary system. However, the effect of the
primary system on the reliability of the secondary system
and the interactions between the two systems in smart
substation are not considered. To evaluate the effect of
communication system on power system, Tang et al. [10]
established dynamic vulnerability matrix for evaluating real-
time vulnerability of composite system considering com-
munication faults such as time delay, bit error, and inter-
ruption. However, the effect of the power system on the
communication system is not considered, and the research is
not targeted at smart substation. Lei et al. [11] proposed a
novel reliability modelling and analysis methodology using
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cyber-physical interface matrix for modern substation
protection systems.,e study provides an idea for evaluating
the reliability of substation based on cyber-physical inte-
gration, but research about reliability index system and
quantitative calculations method is insufficient. Ten et al.
[12] used existing power system simulators to evaluate the
reliability of smart substations considering cyber attacks.
However, this research focuses on analyzing the effect of
cyber attacks on substations and does not consider the effect
of the physical side on the cyber side and cyber-physical
interactions on the reliability of substation. Liu et al. [13]
presented an analytical method to quantify the effect of cyber
fault on the reliability of physical system during distribution
automation considering dynamic routing, delay, and com-
munication error, particularly the cyber traffic. However, the
study disregards the effect of the physical side on the cyber
side and interactions between them. Aravinthan et al. [14]
summarized the status and needs for reliability evaluation of
cyber-physical power systems (CPPS) and standardized the
CPPSmodel for reliability computation.,ismodel could be
a reference for research of reliability evaluation but cannot
be directly used to evaluate the reliability of smart
substation.

In addition, as we all know, stability is an important
condition for maintaining the safe and reliable operation of
the power system. ,e study about stability can help us do a
better reliability evaluation. Wang et al. [15] proposed a
droop coefficients stability region analysis approach for
power system. Sun et al. [16] studied the stability analysis
issues of Energy Internet.,e authors in [17] have invented a
novel small-signal modelling method based on the char-
acteristic equation to assess the stability of complex
microgrids. reference [18] proposed a line impedance co-
operative stability region identification method for grid-tied
inverters under weak grids. Hu et al. [19] pointed that open-
end winding machines provide better controllability and
reliability than conventional start-connected machines. ,e
above work provides guidance for power system reliability
evaluation method researches.

Further, the data leakage, tampering, loss, network in-
terruption, and delay also occur frequently in other in-
dustrial systems (e.g., pipeline network systems) [20]. And
with the development of pipeline transportation, the re-
quirements for safety and reliability of pipeline network
systems have increased in recent years [21]. ,us, the study
of new reliability indices considering cyber-physical inter-
actions and evaluation methods can also provide the ref-
erence for other industrial systems.

From the above analysis, it can be seen that there are few
literatures about reliability analysis and reliability evaluation
method for smart substation from the perspective of CPSs.
In our recent study, the interaction mechanism of the cyber
side and the physical side of smart substation were analyzed
preliminarily [22]. However, the reliability evaluation
method is relatively simple and has low accuracy, the case
study has some deficiencies, and the expression of formulas
is not easy to read and understand for readers. Based on the
above review of reliability evaluation and Ref. [22], this
paper fully analyzes various reliability factors and how they

affect the reliability of smart substation. ,en, the calcula-
tion expressions of reliability indices are modified and
improved so as to become easy to read and understand for
readers. Furthermore, the MALI-hybrid reliability evalua-
tion method, which has fast simulation speed and high
precision, is presented. Finally, a more practical case is
presented to verify the rationality of the proposed reliability
indices and reliability evaluation method. Simulation results
show that the proposed reliability indices are reasonable, and
the presented reliability evaluation method can save simu-
lation time with improving accuracy.

1.2. Contribution. ,e main contributions of this paper can
be summarized as follows:

(1) A thorough analysis on the interactions between the
cyber side and the physical side of smart substation is
conducted. It is concluded that the reliability eval-
uation of smart substation should consider the effect
of power grid disturbance and complicated opera-
tion states on the correctness of measurement in-
formation, and the effect of all factors on the
reliability of smart substation is carried out by
measurement and control messages, which affect the
power system’s operation by the CB’s misoperation
or refusal.

(2) ,e reliability indices are proposed for smart sub-
station considering the reliability factors of the cyber
side, the physical side, and the cyber-physical in-
teractions. ,ese indices involve the reliability index
of cyber equipment considering its importance, the
reliability index of communication links considering
the reliability of data transmitting on them, and the
equivalent reliability indices of CB considering
cyber-physical interactions. ,e importance of cyber
equipment refers to its effect on the communication
business when the data leakage, packet error, mes-
sage tampering or forgery, packet loss or interrup-
tion, and message delay occur, and it can be
calculated by the proposed AHP model.

(3) A MALI-hybrid reliability evaluation method, which
combines the Monte Carlo method, analytical
method, LHS method, and important sampling
method, is presented. ,is method has faster sim-
ulation speed and more precise evaluation results
than the common reliability evaluation methods.

1.3. Organization. ,e rest of this paper is organized as
follows. Section 2 presents the elements for reliability
evaluation of smart substation. Section 3 gives the basic
reliability indices of smart substation. Section 4 analyzes the
interactions between the cyber side and the physical side of
smart substation and proposes the reliability indices con-
sidering the effect of cyber-physical interactions. Section 5
presents a MALI-hybrid reliability evaluation method for
smart substation. Section 6 verifies the rationality of the
proposed reliability indices and the reliability evaluation
method. Section 7 gives a summary and a future outlook.
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2. Elements for Reliability Evaluation of
Smart Substation

,e D2-1 substation defined in IEC 61850 standard is
widely used in practical engineering construction. ,us,
we choose D2-1 smart substation as analysis object and
elaborate the proposed reliability indices and reliability
evaluation method. For better understanding the inter-
actions between the cyber side and the physical side of
smart substation, the communication network of D2-1
substation, of which the architecture is “three layers, two
networks” as a common one of the present smart sub-
stations, is shown in Figure 1.

,e topology of D2-1 smart substation is shown in
Figure 2 [23].,e smart substation in Figure 2 contains 1 bus
interval (BI), 6 feeder intervals (FI1-FI6), and 2 transformer
intervals (TI1-TI2). ,e physical side contains buses, CBs,
DSs, electrical voltage transformers (EVTs), and electrical
current transformers (ECTs), which are connected by
electrical lines. ,e cyber side contains merging unit (MU),
intelligent electronic devices (IEDs), protection and control
(P&C) IEDs, CB IEDs, and switches, which are connected by
communication links.

Reliability evaluation of smart substation should con-
sider the reliability of all the above elements. For formal
description, the above elements are represented by nodes
and branches as follows.

,e MU IEDs, P&C IEDs, CB IEDs, and switches on the
cyber side are abstracted as nodes of cyber system, which can
be defined as the set Nc:

Nc � Nc1
, Nc2

, . . . , Ncg
􏼚 􏼛, (1)

where the set Nc1
, Nc2

, . . . , Ncg
􏼚 􏼛 is the cyber equipment set

on the cyber side.
,e communication links are abstracted as branches of

cyber system, which are defined as the set Bc:

Bc � Bc1
, Bc2

, . . . , Bck
􏽮 􏽯, (2)

where the set Bc1
, Bc2

, . . . , Bck
􏽮 􏽯 is the communication link

set on the cyber side.
,e buses, transformers, CBs, DSs, EVTs, and ECTs on

the physical side are abstracted as nodes of physical system,
which can be defined as the set Np:

Np � Np1
, Np2

, . . . , Npm
􏽮 􏽯, (3)

where the set Np1
, Np2

, . . . , Npm
􏽮 􏽯 is the physical equipment

set on the physical side.
In smart substation, though the connection wires be-

tween the physical devices are short, they are still abstracted
as branches of physical system and are called primary
electrical lines in this paper for the sake of generality. ,e
connection wires are defined as the set Bp:

Bp � Bp1
, Bp2

, . . . , Bpn
􏽮 􏽯, (4)

where the set Bp1
, Bp2

, . . . , Bpn
􏽮 􏽯 is the primary electrical line

set on the physical side.

3. The Basic Reliability Indices

To study the factors affecting the reliability of smart sub-
station, this section analyzes the basic reliability indices of
elements in smart substation.

Reliability refers to the possibility of the equipment to
operate normally under specified conditions over a period.
Traditionally, the reliability of one element can be obtained
according to the following equation:

R �
u

λ + u
, (5)

where λ and u are the failure rate and repair rate of the
element, respectively.

3.1. Reliability Indices of Cyber Elements. As described in
Section 2, cyber elements contain cyber equipment and
communication links.

3.1.1. Reliability Indices of Cyber Equipment. ,e reliability
factors of the cyber side play on the physical side through
communication business. And the reliability of each com-
munication device on the transmission link has different
effects on communication business. ,erefore, we use the
equivalent failure rate λei

of cyber equipment to take the
place of λ in equation (5). λei

can be defined as follows:

λei
� zi · λi, (6)

where zi is the importance degree of the cyber equipment
(i.e., the effect of equipment failure on the reliable trans-
mission of communication business; it is valued between 0
and 1); λi is the failure rate of cyber equipment, the same as
the meaning of λ in equation (5).

In this paper, we employ an analytic hierarchy process
(AHP)method to calculate the importance degree zi of cyber
equipment. ,e AHP model is shown in Figure 3.

In Figure 3, the failure rate of cyber equipment is taken as
the index layer. ,e effect of cyber equipment failure on the
security, correctness, and real-time of communication
business is taken as the criterion layer. ,e comprehensive
effect of cyber equipment failure on communication busi-
ness is taken as the target layer. In the criterion layer, the
effect of cyber equipment failure on the security of com-
munication business refers to data leakage caused by
equipment failure; the effect of cyber equipment failure on
the correctness of communication business refers to packet
error, tampering, and forgery of service messages caused by
equipment failure; the effect of cyber equipment failure on
the real-time of communication business refers to delay,
loss, and interruption of service messages caused by
equipment failure. It can be seen that the model takes into
account both conventional faults and failures caused by
cyber attacks. For the detailed calculation process of im-
portance degree zi, refer to Refs. [24].

3.1.2. Reliability Indices of Communication Links. ,e re-
liability of the communication link is not only related to the
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Figure 1: ,e architecture of D2-1 smart substation.
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reliability of the link itself, but also related to the reliability of
data transmitting on it. According to the reliability calcu-
lation method of cascading systems, the reliability of one
communication link can be calculated as follows:

R Bck
􏼐 􏼑 � R Bci⟶j

􏼒 􏼓 � CLi⟶j · D, (7)

where R(Bck
) is the reliability of the kth communication link,

a communication link from the cyber equipment Nci
to Ncj

,
so it is also noted as R(Bci⟶j

); CLi⟶j is the reliability of the
link hardware, and D is the reliability of data transmitting on
the link; CLi⟶j can be calculated by equation (5).

,e reliability of data transmitting on the link is mainly
related to propagation delay and error. In smart substation,
optical fibers are used as the communication links, and the
links are short. In the case of no attack, the delay is relatively
stable and extremely small, so it can be ignored. Packets in
smart substation have error detection mechanism, but any
error detection mechanism has the possibility of missing
detection. ,erefore, this paper uses packet error rate (i.e.,
the omission rate of error detection method of the packet) to
represent the effect of transmitting error on the reliability of
data. We define Pe as the packet error rate. ,us, D in
equation (7) can be calculated as follows:

D � 1 − Pe. (8)

3.2. Reliability Indices of Physical Elements. ,e reliability
indices of the physical equipment and the primary electrical
lines are usually obtained according to the operation of
smart substation. ,is paper takes availability as the basic
reliability index of physical elements, and the reliability can
be calculated by equation (5).

4. Cyber-Physical Interactions and the
Reliability Indices

,e basic indices in Section 3 only consider the reliability
factors of a single side, but do not consider the effect from
another side and the interactions. ,is section analyzes the
interactions between the cyber side and the physical side of

smart substation, and then the reliability indices of smart
substation considering the effect of the cyber side, the effect
of the physical side, and the interactions are presented.

4.1. Interactions between Cyber Side and Physical Side.
,emain function of smart substation is to convert high and
low voltage.,e bus voltage monitoring and tripping, two of
the communication business of smart substation, can best
reflect the interactions between cyber side and physical side.
Hence, we take the bus voltage monitoring and tripping as
the example to analyze the cyber-physical interaction
mechanism of smart substation.

,e process of bus voltage monitoring and tripping can
usually be described as follows. First, bus voltage from the
physical side is sampled and converted into analog or digital
signals by local measurement equipment. Second, the data
enclosed in packets is transmitted to the control center of the
station level via the communication networks. ,ird, a
centralized application conducts online computation on the
basis of the received packets and generates tripping com-
mands to regulate physical equipment. Forth, these control
commands are sent back to the physical side via the com-
munication networks again, and the related physical devices
take actions according to the tripping commands they re-
ceived. Finally, the physical state of the smart substation is
changed as a consequence of the closed-loop control. Both
the beginning and end of the closed-loop control are con-
nected to the physical side; thus, the cyber side and the
physical side in smart substation show an interactive rela-
tionship [25–27].

4.1.1. Effect of the Cyber Side on the Physical Side.
Measurement information (e.g., bus voltage) from the
physical side transmits from EVTs/ECTs to MU IEDs, and
then the measurement information enclosed in sampled
value (SV) messages is relayed to P&C IEDs. P&C IEDs
decide whether to send the control messages according to SV
messages and control strategy. Finally, P&C IEDs send
generic object oriented substation event (GOOSE) messages
containing tripping messages to the corresponding CB IEDs
and control the action of CBs.

The effect on the
communication business

Correctness

Packet Error
Rate

Real-timeSecurity

Loss or
Interruption

Time-
delay

Tampering
or Forgery

Data
Leakage

Target layer

Switch P&C
IED MU IED CB IED

Criterion layer 

Index layer

Figure 3: AHP model for importance degree evaluation of cyber equipment.
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During the above communication process, cyber con-
tingencies, no matter whether they are accidental faults or
malicious attacks, may lead to the inappropriate operation of
CBs, even a large-scale power outage. Moreover, the above
description shows that the effect of the cyber side on the
physical side in smart substation is mainly conducted
through controlling CBs. And the control process is carried
out by communicationmessages and equipment of the cyber
side.

4.1.2. Effect of the Physical Side on the Cyber Side and the
Cyber-Physical Interactions. ,e effect of the physical side
on the cyber side and the cyber-physical interactions of
smart substation is as follows.

Physical equipment supplies power for local cyber
equipment. Failure of physical system will result in the
inability to supply power for cyber equipment [28]. While in
practice, an independent uninterrupted power supply is
usually used to supply power for cyber equipment when the
power system fails. ,at is, a short power outage does not
affect the normal operation of cyber system.

When the power system fails, it is very likely that
multiple IEDs will send out a large number of GOOSE
messages in a short interval [29]. ,e surge of GOOSE
messages might cause the network congestion and messages
to be delayed and even cause system decision-making error.
,e congestion caused by power system fails, excluding
attacks, can be avoided by a well-planned network of the
cyber system.

ETs are more susceptible to electromagnetic interference
in operation than traditional transformers due to their di-
verse sensing principles and a large number of electronic
components in the primary body [7]. Specially, since the
installation site of ETs is close to the electrical lines, they are
more susceptible to interference through direct conduction
and electromagnetic field coupling under the conditions of
on-off operation and short-circuit. ,e effect of electro-
magnetic interference on ETs may lead to errors in mea-
surement information, and even malfunction of ETs, which
may make protection or regulation go awry.

Because of the complex structure of the power grid, there
is sympathetic interaction between the nonlinear ferro-
magnetic elements, such as the transformers and the ETs,
which might result in the complex transient process [30].
,is might lead the existing detection methods to correctly
identify the operation state of power grid, then the protective
devices malfunction due to error of measurement
information.

Due to the access of new energy systems, the application
of AC/DC (alternating current/direct current) hybrid
transmission, and the application of FACTS (flexible al-
ternating current transmission) devices, the behavior of
modern power systems is becoming more and more com-
plicated. Meanwhile, most of the existing protective devices
filter out high-frequency transient components and do not
use high-frequency transient components. ,erefore, for the
AC/DC hybrid power systems connected with new energies,
the detection method that only retains power frequency

components and finite harmonic components cannot ac-
curately detect the operating status of complicated power
systems and may give wrong measurement information and
lead to wrong protection actions.

,e reliable operation of smart substation relies on
accurate detection and identification to power system status
(e.g., operating status, fault identification, etc.). According to
the above analysis, we can conclude that (1) the measure-
ment information errors caused by grid disturbance and
complicated running state become the main factors to be
considered in the reliability evaluation of smart substation;
(2) in smart substation, both the effect of cyber side on
physical side, the effect of physical side on cyber side, and the
interaction are delivered through the measurement and
control messages, and the misoperation or refusal of the CBs
resulting from wrong measurement or control messages will
further affect the safe and reliable operation of the power
system. ,us, the effect of the cyber side and cyber-physical
interactions on the reliability of smart substation can be
obtained through analyzing the effect of measurement and
control messages on the actions of CBs.

4.2. Message Flows Related to Cyber-Physical Interactions.
To analyze the reliability of measurement and control
messages and their effect on the action of CBs, it is needed to
analyze the transmission paths of measurement and control
messages. ,e reliability of the messages can be calculated
according to the reliability of the elements on the trans-
mission path. Further, equivalent reliability of CBs con-
sidering the cyber-physical interactions is obtained.

In smart substation, there are SV messages, GOOSE
messages, manufacturing message specification (MMS)
messages, etc. According to the analysis in Section 4.1, the
interaction between the cyber side and the physical side is
mainly related to the process level. ,erefore, to simplify the
analysis, this paper mainly focuses on analyzing the SV and
GOOSE messages of the process level. ,e simplified
communication network topology of the smart substation in
Figure 1 and the message flows of its process level are shown
in Figure 4. In this figure, only one transformer interval and
one feeder interval are presented for simplifying the de-
scription, but all of the elements in smart substation should
be involved in practice.

In Figure 4, the digit on each device is the node number
of the device. S1, S2, . . ., S5 refer to the flows of SV messages
encapsulating the measurement information (e.g., voltage,
current, and system frequency). G1, G2, . . ., G14 refer to the
GOOSE message flows, in which G1, G2, . . ., G4 are the
flows of messages encapsulating breaker positions, G5, G6,
. . ., G9 are the flows of messages encapsulating remote
control commands, G10, G11 and G12 are the flows of
messages encapsulating primary remote information, and
G13 and G14 are the flows of messages encapsulating
blocking signals.

We denote the transmission path as Li− j, referring to the
set of nodes on the transmitting path of one message, in
which i is the number of the source nodes and j is the
number of the destination nodes of the message. Table 1
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presents the transmission paths of the message flows in
Figure 4.

4.3. Reliability Indices considering Cyber-Physical
Interactions. ,e nodes of one transmission path are in
series. ,us, the reliability of one message can be obtained
according to the following equation:

Rmessage � R Nc1
􏼐 􏼑 · R Nc2

􏼐 􏼑 · . . . · R Nci
􏼐 􏼑

· R Bc1
􏼐 􏼑 · R Bc2

􏼐 􏼑 · . . . · R Bck
􏼐 􏼑,

(9)

where R(Nci
) is the reliability of cyber equipment, the same

as the meaning of R in equation (5); R(Bck
) is the reliability

of communication link, the same as the meaning of R(Bck
)

and R(Bci⟶j
) in equation (7).

4.3.1. Reliability of CB considering the Reliability Factors of
the Cyber Side. As concluded above, the cyber side affects
the physical side through GOOSE messages controlling
CBs and affected by SV messages in smart substation.
,erefore, the reliability of one CB, considering the re-
liability factors of the cyber side, can be presented in the
following equation:

R′ NpCB
􏼐 􏼑 � R NpCB

􏼐 􏼑 · RSV · RGOOSE, (10)

where R(NpCB
) is the reliability of one CB without con-

sidering the reliability factors of the cyber side; RSV is the
reliability of the SV messages without considering the
measurement information errors; RGOOSE is the reliability of
the GOOSE messages; RSV and RGOOSE can be calculated
according to equation (9).
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Figure 4: Communication network topology and message flows of the process level in smart substation.

Table 1: Transmission paths of the message flows in Figure 4.

Message flow Denotation Transmission path
S1 L1− 2 1⟶ 13⟶ 2
S2 L4− 5 4⟶ 14⟶ 5
S3 L4− 6 4⟶ 14⟶ 6
S4 L8− 9 8⟶ 15⟶ 9
S5 L8− 10 8⟶ 15⟶ 10
G1 L3− 1 3⟶ 13⟶ 1
G2 L7− 4 7⟶ 14⟶ 4
G3 L11− 8 11⟶ 15⟶ 8
G4 L12− 8 12⟶ 15⟶ 8
G5 L2− 3 2⟶ 13⟶ 3
G6 L2− 7 2⟶ 13⟶ 16⟶ 14⟶ 7
G7 L2− 11 2⟶ 13⟶ 16⟶ 15⟶ 11
G8 L6− 7 6⟶ 14⟶ 7
G9 L10− 12 10⟶ 15⟶ 12
G10 L3− 2 3⟶ 13⟶ 2
G11 L7− 6 7⟶ 14⟶ 6
G12 L12− 10 12⟶ 15⟶ 10
G13 L6− 2 6⟶ 14⟶ 16⟶ 13⟶ 2
G14 L10− 2 10⟶ 15⟶ 16⟶ 13⟶ 2
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4.3.2. Reliability of CB considering the Effect of the Physical
Side on the Cyber Side and Cyber-Physical Interactions.
,e effect of the physical side on the cyber side is mainly
caused by measurement information and its transmission.
,e reliability of SV messages considering the effect of the
physical side on the cyber side can be defined as

RSV′ � 1 − ςr( 􏼁 · R NpET
􏼐 􏼑 · RSV, (11)

where R(NpET
) is the reliability of one ET; ςr is the error rate

of measurement information, which refers to the error
occurrence probability of the measurement information
transmitted to MU when the ET operates normally. ,e
error rate is mainly affected by grid disturbance and com-
plicated running state and can be obtained from actual
statistics of running data. RSV is the same as that in equation
(10).

When the reliability of SV messages is reduced, the
corresponding CBs cannot be controlled correctly by the
cyber side in smart substation. ,at is, the effect of physical
side on cyber side might be ultimately revealed on the
physical side of smart substation. ,erefore, considering the
interactions between the cyber side and the physical side, the
reliability of one CB can be defined as

R″ NpCB
􏼐 􏼑 � R NpCB

􏼐 􏼑 · RSV′ · RGOOSE, (12)

where R(NpCB
) and RGOOSE are the same as those in equation

(10), and RSV′ is the same as that in equation (11).

5. Reliability Evaluation Method for
Smart Substation

We take D2-1 smart substation shown in Figure 2 as an
example to illustrate the reliability evaluation method
proposed in this paper.

5.1. System Reliability Index of Smart Substation. ,e main
electrical connection can reflect the connection relationship
of primary equipment in smart substation. ,e main elec-
trical connection of D2-1 smart substation is shown in
Figure 5.

To analyze the reliability of smart substation, we convert
the main electrical connection diagram in Figure 5 into a
logical correlation diagram as shown in Figure 6. To simplify
the simulation and calculation, only two feeder lines are
presented in Figure 6.

,e circle in Figure 6 represents the combination of the
primary equipment. L1 and L2 represent the series com-
bination of transformer, electrical lines, EVT, buses, and
DSs; L5 and L6 represent the series combination of buses,
ECT, electrical lines, and DSs; L9 and L10 represent the
series combination of transformer, electrical lines, and DSs;
L3, L4, L7, L8, and L11 represent CBs. ,e reliability of each
circle can be obtained based on the reliability calculation
equation RS � 􏽑 Ri of Cascading Systems.

In the remaining sections, we define the probability PS

that the main electrical connection operates normally as the
reliability index of smart substation. PS is defined as follows:

PS � 􏽘
i∈S

pi, (13)

where S is the set of all running states; pi is the probability of
smart substation working in the reliable state (i.e., Load1 and
Load2 are supplied power normally), and pi can be obtained
according to the following reliability analysis method.

5.2. Reliability Evaluation Method

5.2.1. Analysis of Existing Reliability Evaluation Methods.
,e common reliability evaluation methods are generally
divided into analytical method and simulation method [31].

,e analytical method is used for evaluating the reli-
ability of smart substation through mathematical modelling.
Lei et al. [11] used the cyber-physical interface matrix and
analytical method to evaluate the effect of each component
failure on load shedding in IEC 61850 based substation.
Falahati et al. [25] used the analytical method to evaluate the
reliability of smart substations and microgrid CPS with
simple structure. However, obtaining high-precision results
depends on some previous assumptions [32].

,e simulation method mainly refers to the Monte Carlo
method. Liu et al. [33] used the nonsequential Monte Carlo
method for information domain and physical domain
simulation, respectively, when evaluating the reliability of
the active distribution network. Wang et al. [34] employed
the nonsequential Monte Carlo method to simulate the
operation of the microgrid CPS. However, the nonsequential
Monte Carlo method does not consider the temporal
properties of components in practice. Sun and Xie [35] used
the sequential Monte Carlo method to describe the corre-
lation between the time series of wind speeds and loads and
evaluated the reliability of distribution systems containing
wind turbine generator. Araújo et al. [36] used sequential
Monte Carlo method to select the system scenarios resulting
in uncertainties associated with load fluctuations, load
forecasting errors, distributed generation unavailability, and
intermittence of renewable energy resources. Zhou et al. [37]
proposed a sequential Monte Carlo simulation method
based on load path. ,e method can be used for evaluating
the reliability of the power grid through traversal search for
load paths, fault simulation, index statistics, and system
index calculations. However, the calculation accuracy of the
simulation method is inversely proportional to the calcu-
lation efficiency.

,erefore, some researchers focused on improving
simulation method to reduce simulation variance and im-
prove simulation efficiency. To the best of our knowledge,
there are mainly stratified samplingmethod, control variable
method, important sampling method, dual variable method,
Latin hypercube sampling (LHS) method, and so on [38].
Zhang et al. [39] proposed an improved LHS method
(hereinafter, ILHS) for evaluating the reliability of power
system; this method combines LHS method and important
method. In addition, some studies used the mixed method
(hereinafter, MIXD) to evaluate the reliability of system,
which combines the analytical method and Monte Carlo
method. Han et al. [40] used analytical method to calculate
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the availability of protection and monitoring functions and
then used the nonsequential Monte Carlo method for re-
liability evaluation. Hou et al. [41] used the mixed method to
obtain a system state distribution, which is more close to the
true distribution probability. Based on the impact analysis of
failure mode. ,ese methods improved the efficiency of
reliability evaluation in different degrees.

In conclusion, the analytical method improves the
simulation efficiency of Monte Carlo method by reducing
the time of each state evaluation. And it does not affect the
application of the variance reduction techniques. ,us, the
analytical method can be combined with the variance re-
duction methods, which not only shortens the time of each
state evaluation, but also reduces the simulation variance.

5.2.2. MALI-Hybrid. According to the analysis in Section 5.2.1,
we present MALI-hybrid method, which combines the Monte
Carlo method, analytical method, LHS method, and important

sampling method. ,is method improves the simulation effi-
ciency in two aspects, which not only shortens the time of each
state evaluation, but also reduces the simulation variance and
improves simulation convergence speed.

,e procedure of MALI-hybrid is shown in Figure 7, in
which fsampling is the function of the improved LHS
method, and its procedure is shown in Figure 8. We
implementedMALI-hybrid in MATLAB to verify these two
procedures.

In Figure 7, “Generate the minimum cut sets of the system”
refers to getting the minimum cut sets of the smart substation
based on Figure 6 and the minimum cut set theory of analytic
method. ,e generated sets are {L1, L2}, {L1, L4}, {L2, L3}, {L3,
L4}, {L5, L11}. {L5}, {L6}, {L6, L11}, {L7, L8}, {L7, L9}, {L8, L9},
and {L9, L10}. ,e different sets are connected in series. If any
set fails, the system fails. Based on adjacency matrix method, we
have programmed to generate the minimum cut sets in
MATLAB.,us, the obtained minimum cut sets are connected
as shown in Figure 9.
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Transformer2
(220 KV/110 KV)

110 KV

Load T1 Load T2

Bus 1

Bus 2

Transformer1
(220 KV/110 KV)

DS2

DS4 DS5

CB1

DS6

DS7

DS9 DS10

CB2

DS11

DS13

DS15 DS16DS12

DS14

CB3

Transformer3
(110 KV/38 KV)

Transformer4
(110 KV/38 KV)

CB4

DS17

DS18

CB5

…… 6 feeder intervals

DS1

ECT1 ECT2

DS3 DS8

EVT1 EVT2

ECT3 ECT4

Figure 5: ,e main electrical connection of D2-1 smart substation.
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In Figure 8, “Parameter initialization” refers to the set
initial multiplier K0 as 1.1 by referring to [39], the important
sampling times Num as 5000, and the maximum sampling
times Nmax as 10000. K is the optimal multiplier, which can
be calculated by equations (14) and (15). |K − K0|≤ 0.01
refers to the criteria of optimizing K. ,e criteria are set as
0.01 by referring to [39].,e criteria value (i.e., 0.01) refers to
the calculating accuracy. ,e smaller the criteria value is, the
higher the calculating accuracy is, and the more simulation
time is needed. N0 are the iteration times.

K � −
B +

�������
B
2

− AC
􏽰

A
, (14)

A �
n1

n0 + n1
λ − 1 −

n1

n0 + n1
􏼠 􏼡λ(1 − λ),

B � −
n1

n0 + n1
λ,

C �
n1

n0 + n1
,

λ �
1
n

􏽘

n

i�1
λi,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

where n is the total number of elements in the system; n0 and
n1 are the numbers of normal elements and faulty elements,
respectively; λ is the average failure rate of all elements.

6. Case Study

,e case study in this section is based on the logic correlation
diagram of the main electrical connection shown in Figure 6.

6.1. Reliability Calculation of Elements in Smart Substation.
Based on the data about failure rate and repair rate in
references [42–44], the reliabilities of physical equipment
calculated by equation (5) are shown in Table 2. In actual
evaluation, the connecting wires between physical equip-
ment in smart substation are very short. ,erefore, the
reliability of electrical line is set as 1 in the following cal-
culations, which is not presented in the table. Similarly, the
reliabilities of cyber equipment are shown in Table 3.

We apply AHP model shown in Figure 3 to calculate the
importance degree zi. ,e results are shown in Table 4.

L1

L3

L2

L4

L9

Load1 Load2

L10

L5 L6L11

L7 L8

Figure 6: Logic diagram of the main electrical connection.
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Whether the indices 
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End

N

Analytic 
method

Monte Carlo 
method

Y

Select one system state in the 
system state sequences

Analyse for the running state of 
system according to the minimum 

cut sets 

Count evaluation results and
calculate the reliability indices

Generate the minimum cut sets of 
the system

Generate the reliability logic 
diagram of the system

Figure 7: Procedure of the presented MALI-hybrid method.
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,e reliability of data transmitting on communication
links can be calculated by equation (8) based on packet error
rate. Because the communications in smart substation is
based on Ethernet, the packet error rate is equal to the
omission rate of cyclic redundancy check (CRC) used in
Ethernet (i.e., Pe � 2E − 10). ,us, the reliability of trans-
mitted data is D � 1 − (2E − 10). ,e equivalent reliabilities
of cyber elements are calculated according to equations
(5)–(8), and the results are shown in Table 5.

According to Section 4, the equivalent reliability of CB
considering the reliability factors of the cyber side and cyber-
physical interactions can be calculated by equations (9)–(12).
,e error rate of measurement information is set as 0.0001%
in this calculation because of no relevant statistical data. ,e
results are shown in Table 6.

6.2. Reliability Evaluation of Smart Substation When
Different Factors Are Considered

6.2.1. Rationality Verification for Indices. To verify the ra-
tionality of the reliability indices proposed in this paper, the
following three scenarios are presented.

Scenario 1: Assume that the cyber side and the mea-
surement information of the physical side are com-
pletely reliable. ,erefore, the reliability evaluation of
smart substation is conducted only considering the
factors of the physical side.

Output system state sequences

End

Start

Calculate A, B, C and the optimal 
multiplier K

Parameter initialization

Y

N

Important 
sampling 
method

 Latin 
hypercube 
sampling 

(LHS) method

Calculate the failure probability of the 
optimal probability distribution 

function, and sampling Num times for 
the system

|K-K0|<=0.01, K0=1.1

Divide the interval [0, 1] into h non-
overlapping sub-intervals with spacing
of 1/h, and set the times of iteration as

N0=0

Let N0=N0+1, select one sub-interval 
from the h sub-intervals randomly to 

determine the system state based on the 
optimal probability distribution 

function

N0>=Nmax, Nmax=10000

Y

N

Figure 8: Procedure of the improved LHS method.
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Figure 9: Connection between the minimum cut sets.

Table 2: Reliability data of physical elements.

Device name Failure rate (a− 1) Repair rate (a− 1) Reliability
Bus 0.1 2920 0.999966
DS 0.015 584 0.999974
CB 0.12 219 0.999452
Transformer 0.03 97.3 0.999692
ET 0.014 876 0.999984

Table 3: Reliability data of cyber elements.

Device name Failure rate
(a− 1)

Repair rate
(a− 1) Reliability

Switch 0.02 365 0.999945
P&C IED 0.0067 365 0.999982
MU 0.0067 365 0.999982
CB IED 0.005 365 0.999986
Communication
link 0.001 365 0.999997

Table 4: Importance degree of the cyber equipment.

Device name Importance
Switch 0.2476
P&C IED 0.3125
MU IED 0.1768
CB IED 0.2631

Table 5: Equivalent reliability of cyber equipment considering
importance degree or packet error rate.

Device name Reliability
Switch 0.999986
P&C IED 0.999994
MU IED 0.999997
CB IED 0.999996
Communication link 0.999997
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Scenario 2: Assume that the measurement information
of the physical side is completely reliable, but the cyber
side is not. ,erefore, the reliability evaluation of smart
substation is conducted considering the effect of the
cyber side on the physical side.
Scenario 3: Assume that both the cyber side and the
measurement information of the physical side are not
reliable. ,erefore, the reliability evaluation of smart
substation is conducted considering the interactions
between the cyber side and the physical side.

Table 7 shows the evaluation results of smart substation
in the three scenarios based on the data in Section 6.1 and the
MALI-hybrid method presented in Section 5.2.2.

Table 7 shows that the reliability of the smart sub-
station in Scenario 1, Scenario 2, and Scenario 3 is
successively reduced, which is consistent with the actual

situation. ,erefore, the presented reliability indices in
this paper are rational and feasible.

6.2.2. Efficiency Verification for MALI-Hybrid. According to
the analysis in Section 5, the MALI-hybrid method can
reduce the simulation variance and improve simulation
speed. ,us, to verify the efficiency of the MALI-hybrid
method, we evaluated the reliability of the smart substation
in Scenario 3 from Section 6.2.1 using the MALI-hybrid
method presented in Section 5.2.2, ILHS method [33], and
MIXD method [35], respectively. ,e dynamic variation of
variance coefficient with the number of simulations is shown
in Figure 10.

As shown in Figure 10, MALI-hybrid method has a
smaller variance coefficient than the other two methods
when the numbers of simulations are the same. It shows that

Table 6: Equivalent reliabilities of CBs considering the reliability factors of the cyber side and interactions.

Condition Type of CB Equivalent reliability

Reliability factors of the cyber side is considered

Bus CB 0.999342
Feeder CB 0.999281

Transformer CB1 0.999337
Transformer CB2 0.999342

Interactions is considered

Bus CB 0.999325
Feeder CB 0.999264

Transformer CB1 0.999321
Transformer CB2 0.999325

Table 7: Results of reliability evaluation based on the MALI-hybrid method in this paper.

Scenario Reliability Condition
Scenario 1 0.999896 Only the factors on the physical side are considered
Scenario 2 0.999626 ,e effect of the cyber side on the physical side is considered
Scenario 3 0.999326 ,e cyber-physical interactions are considered
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Figure 10: ,e dynamic variation diagram of variance coefficient with the number of simulations.
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MALI-hybrid method does improve the simulation effi-
ciency compared to the other two methods.

6.2.3. Correctness Verification for MALI-Hybrid. To verify
the correctness of MALI-hybrid method, we evaluated the
reliability of the smart substation in Scenario 3 from Section
6.2.1 using the MALI-hybrid method and Monte Carlo
method. ,e results are shown in Table 8.

By analyzing the results from Table 8, it can be seen that
the reliability difference between the MALI-hybrid method
and Monte Carlo method is small and within the engi-
neering error range. ,at is, the calculation precision of the
MALI-hybrid method is reasonable. ,erefore, MALI-hy-
brid method presented in Section 5.2.2 is correct.

7. Conclusions

,is paper studies the reliability evaluation method for
smart substation from the perspective of cyber-physical
system. We point out that reliability evaluation of smart
substation should consider the reliability factors on both the
cyber side and the physical side, and their interactions. And
the problem how cyber-physical interactions affect the re-
liability of smart substation can be converted into analyzing
the effect of measurement and control messages on CBs’
action. Based on this view, new reliability indices for smart
substation are proposed: (1) reliability index of cyber
equipment considering its effect on the communication
business when the data leakage, packet error, message
tampering or forgery, packet loss or interruption, and
message delay occur, (2) reliability index of communication
links considering the reliability of the transmitted data on
them, and (3) equivalent reliability indices of CB considering
the cyber-physical interactions. Furthermore, a MALI-hy-
brid reliability evaluation method is presented. ,is method
combines the Monte Carlo method, analytical method, LHS
method, and important sampling method. ,e case studies
show that the indices and the method in this paper are
reasonable, and our MALI-hybrid method is superior to the
existing methods in terms of simulation speed.

In the future, we will further conduct a study on smart
grid from the perspective of cyber-physical system based on
this work, so as to propose broadly applicable reliability
evaluation indicators and methods for smart grid.

Data Availability

,e data used to support the findings of this study are
currently under embargo, while the research findings are

commercialized. Requests for data after publication of this
article will be considered by the corresponding author.

Conflicts of Interest

,e authors declare that there are no conflicts of interest
regarding the publication of this manuscript.

Acknowledgments

,is work was supported by the National Natural Science
Foundation of China (Research on the evolution mechanism
and early defense of cascading failures across spaces caused
by coordinated cyberattacks in Grid CPS, No. 51977155).

References

[1] A. Zheng, Q. Huang, and D. Cai, “Quantitative assessment of
stochastic property of network-induced time delay in smart
substation cyber communications,” IEEE Transactions on
Smart Grid, vol. 11, no. 3, pp. 2407–2416, 2020.

[2] L. J. Chen, S. W. Mei, and Y. Chen, “Smart grid information
security and its influence on power system survivability,”
Control >eory & Application, vol. 29, no. 2, pp. 240–244,
2012.

[3] Y. Tang, Q. Chen, and M. Y. Li, “,e research overview of
network attack in Cyber-Physical System,” Automation of
Electric Power Systems, vol. 40, no. 17, pp. 59–69, 2016.

[4] Y. M. Xia, Performance analysis of communication networks
and cyber security assessment of power systems, Ph.D. ,esis,
ZheJiang University, Zhejiang, China, 2015.

[5] Y. Zhou and Z. H. Chen, “,e analysis of 7.10/central China
(Henan) grid accident,” Hunan Electric Power, vol. 28, no. 3,
pp. 28–31, 2008.

[6] Q. L. Guo, S. J. Xin, J. H. Wang, and H. B. Sun, “Compre-
hensive security assessment for cyber physical energy system:
a Lesson from Ukraine’s blackout,” Automation of Electric
Power Systems, vol. 40, no. 5, pp. 145–147, 2016.

[7] Z. H. Li, Research on the key techniques of performance
evaluation system for electronic transformers, Ph.D. ,esis,
Huazhong University of Science and Technology, Wuhan,
China, 2014.

[8] Y. Cai, Y. Chen, Y. Li, and Y. J. Cao, “Reliability analysis of
cyber–physical systems: case of the substation based on the
IEC 61850 standard in China,” Energies, vol. 11, no. 10,
p. 2589, 2018.

[9] Y. L. Zhang, “>e reliability and related issues of secondary
system of intelligent substation,” M.S. ,esis, Shanghai Jiao
tong University, Shanghai, China, 2013.

[10] Y. Tang, X. Han, and Y. J. Wu, “Electric power system vul-
nerability assessment considering the influence of commu-
nication system,” Proceedings of the CSEE, vol. 35, no. 2,
pp. 6066–6074, 2015.

Table 8: Comparison of the MALI-hybrid method in Section 5.2.2 and Monte Carlo method.

Numbers of
simulation

Reliability evaluation results based on the presented
method

Reliability evaluation results based on the Monte Carlo
method

2000 0.999989 0.999289
4000 0.999759 0.999269
6000 0.999659 0.999259
8000 0.999539 0.999239
10000 0.999326 0.999229

Complexity 13



[11] H. T. Lei, C. Singh, and S. Aprintson, “Reliability modeling
and analysis of IEC 61850 based substation protection sys-
tems,” IEEE Transactions on Smart Grid, vol. 5, no. 5,
pp. 6066–6074, 2014.

[12] C. W. Ten, K. Yamashita, Z. Y. Yang, A. V. Vasilakos, and
A. Ginter, “Impact assessment of hypothesized cyberattacks
on interconnected bulk power systems,” IEEE Transactions on
Smart Grid, vol. 9, no. 5, pp. 4405–4425, 2018.

[13] W. X. Liu, Q. Gong, H. Han, Z. Q. Wang, and L. F. Wang,
“Reliability modeling and evaluation of active cyber physical
distribution system,” IEEE Transactions on Power Systems,
vol. 33, no. 6, pp. 7096–7108, 2018.

[14] V. Aravinthan, T. Balachandran, and M. Ben, “Reliability
modeling considerations for emerging cyber–physical power
systems,” in Proceedings of the 2018 IEEE International
Conference on Probabilistic Methods Applied to Power Systems
(PMAPS), pp. 24–28, Boise, ID, USA, June 2018.

[15] R. Wang, Q. Y. Sun, and W. Hu, “SoC-based droop coeffi-
cients stability region analysis of the battery for stand-alone
supply systems with constant power loads,” IEEE Transactions
on Power Electronics, vol. 36, no. 7, pp. 7866–7879, 2021.

[16] Q. Y. Sun, R. K. Han, and H. G. Zhang, “A multiagent-based
consensus algorithm for distributed coordinated control of
distributed generators in the energy internet,” IEEE Trans-
actions on Smart Grid, vol. 6, no. 6, pp. 3006–3019, 2015.

[17] R. Wang, Q. Y. Sun, and D. Z. Ma, “,e small-signal stability
analysis of the droop-controlled converter in electromagnetic
timescale,” IEEE Transactions on Sustainable Energy, vol. 10,
no. 3, pp. 1459–1469, 2019.

[18] R. Wang, Q. Y. Sun, D. Z. Ma, and X. G. Hu, “Line impedance
cooperative stability region identification method for grid-
tied inverters under weak grids,” IEEE Transactions on Smart
Grid, vol. 11, no. 4, pp. 2856–2866, 2020.

[19] W. Hu, C. H. Ruan, and H. Nian, “Simplified Modulation
scheme for open-end winding PMSM system with common
dc bus under open-phase fault based on circulating current
suppression,” IEEE Transactions on Power Electronics, vol. 35,
no. 1, pp. 10–14, 2020.

[20] X. G. Hu, H. G. Zhang, D. Z. Ma, and R. Wang, “Hierarchical
pressure data recovery for pipeline network via generative
adversarial networks,” IEEE Transactions on Automation
Science and Engineering, 2021, inpress.

[21] D. Z. Ma, Y. B. Li, X. G. Hu, H. Zhang, and X. Xie, “An
optimal three-dimensional drone layout method for maxi-
mum signal coverage and minimum interference in complex
pipeline networks,” IEEE Transactions on Cybernetics, 2021,
inpress.

[22] Y. G. Chen, J. E. Li, and A. Xu, “Reliability evaluation method
for smart substation based on cyber-physical fusion,” Auto-
mation of Electric Power Systems, vol. 45, no. 3, pp. 102–110,
2021.

[23] IEC, Communication Network and Systems in Substations-
Part 5: Communication Requirements for Function and Device
Models, IEC, Geneva, Switzerland, 2003.

[24] H. C. Zhao, Analytic Hierarchy Process, Science Press, Beijing,
China, 1986.

[25] B. Falahati, Y. Fu, and L. Wu, “Reliability assessment of smart
grid considering direct cyber-power interdependencies,” IEEE
Transactions on Smart Grid, vol. 3, no. 3, pp. 1515–1524, 2012.

[26] S. Liu, S. Mashayekh, D. Kundur, T. Zourntos, and K. Butler-
Purry, “A framework for modeling cyber-physical switching
attacks in smart grid,” IEEE Transactions on Emerging Topics
in Computing, vol. 1, no. 2, pp. 273–285, 2013.

[27] Y. C. Zhang, L. F. Wang, andW. Q. Sun, “Trust system design
optimization in smart grid network infrastructure,” IEEE
Transactions on Smart Grid, vol. 4, no. 1, pp. 184–195, 2013.

[28] K. R. Chen, F. S. Wen, and J. H. Zhao, “Vulnerability as-
sessment of cyber-physical power system considering virtual
cyber-physical connections,” Electric Power Automation
Equipment, vol. 37, no. 12, pp. 67–72, 2017.

[29] S. Wang and X. M. Huang, “Filtering methods of GOOSE
messages,” Automation of Electric Power Systems, vol. 32,
no. 19, pp. 54–57, 2008.

[30] X. G. Yin, Z. Zhang, and H. Y. Wang, “Multiple transformers
and CTs interactive effect and its impact on the protective
relay,” Power System Protection and Control, vol. 44, no. 23,
pp. 1–9, 2016.

[31] Y. Zhao and K. G. Xie, “An analytical approach to compute
the probability density distributions of reliability indices for
bulk power systems,” Proceeding of the CSEE, vol. 31, no. 4,
pp. 31–38, 2011.

[32] Y. Liu, “Technology and economy evaluation of the new gen-
eration intelligent substation electrical main wiring design
scheme,” M.S. ,esis, North China Electric Power University,
Beijing, China, 2017.

[33] W. X. Liu, Q. Gong, and J. Guo, “Reliability simulation of
AND cyber-physical system based on hybrid communication
network,” Proceedings of the CSEE, vol. 36, no. 6, pp. 1706–
1718, 2018.

[34] C. Wang, T. Zhang, and F. Luo, “Impacts of cyber system on
microgrid operational reliability,” IEEE Transactions on Smart
Grid, vol. 10, no. 1, pp. 105–115, 2019.

[35] R. D. Sun and K. G. Xie, “Reliability evaluation of distribution
networks using Monte Carlo method considering correlations
between wind speed and load,” Power System Protection and
Control, vol. 40, no. 18, pp. 12–18, 2012.
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Electric vehicles have become the main contributor in terms of reducing fuel consumption and CO2 emission. Although the
government is vigorously promoting the use of electric vehicles worldwide, the range anxiety still impedes the rapid development
of electric vehicles, especially when air-conditioning also adds battery power consumption and aggravates the range anxiety. To
this end, this paper proposes an improved vehicle-mounted photovoltaic system energy management in intelligent transportation
systems, which is a maximum power point tracking control system. Meanwhile, since the power of solar panels is usually relatively
small and the power changes at any time, low power density and poor controllability are difficult to avoid. In order to solve this
problem, this paper offers a tracking control method to improve the output efficiency of solar panels. For improving photovoltaic
conversion efficiency and maximizing output power, traditional photovoltaic power panels are often dominated by a centralized
maximum power point tracing control, which is named MPPT. Although the cost under this case is lower, the output power of all
photovoltaic panels cannot be maximized under the condition of uneven illumination or local mismatch. To improve the
situation, a micro-scale inverter is proposed to provide MPPTcontrol of photovoltaic modules, which can effectively improve the
output power of each photovoltaic panel. Moreover, our MPPT algorithm is applicable to cloud shadow, building shadow, and
shade, and it is more suitable for the car roof. Firstly, the Diode 5-parameter model is used to deduce the I-U equation of the
photovoltaic module considering shadow shading, and then the real-time 5 parameter equation is formed by using the measured
data group and selected..e reasonable initial value is used to iteratively solve the real-time value of 5 parameters, which is further
to judge the masking situation. .e maximum power point (MPP) is solved directly by the mathematical method based on the
mathematical model of I-U relation mathematics, and the DC-DC circuit is used to adjust the running point to MPP. Unlike the
traditional MPPTmethod, the method in this paper is based on the physical model of solar cells, and MPP tracking is based on
mathematical methods. Based on this, it does not need to cause multiple interference to the circuit, and the tracking efficiency is
high. Finally, the relative experimental results are provided to verify the performance of the proposed method.

1. Introduction

Because of the high temperature in a vehicle in summer, the
vehicle owner is very uncomfortable when entering it. In
particular, when children are locked in a car, they are fre-
quently killed by heat. Based on this problem, using a
photovoltaic cell to drive the air-conditioner and cool the car
is very effective. .e cooperative control of photovoltaic
modules such as solar cells is the key to achieve it because

photovoltaic panels can get extra energy and direct power to
the air-conditioner without using the electricity in the dy-
namic battery, which can reduce mileage anxiety. However,
the photovoltaic panels provide very limited power due to
the limitation of the car roof area. .us, it is significant to
find the maximum power point of onboard photovoltaic
panels to increase its power generation and apply this
method to the solar energy controller in Figure 1. In this
section, the most important difficulty to realize cooperative
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control is how to track the maximum power point of
photovoltaic panels.

According to the external environment, the output
power of solar cell varies with the operating point of voltage
and current, but the output power has a maximum value,
and at this time, the photoelectric conversion efficiency
reaches the peak [1]. .erefore, photovoltaic development
should be specialized in maximum power point tracking
control to raise the efficiency in solar power stations [2].
Since the solar cell is a nonlinear system, the relationship
between the output current and voltage is a complex implicit
nonlinear system [3], so it is difficult to use mathematical
model tracking (MPPT), the maximum rate of photovoltaic
directly [4].

.e general MPPTmethod does not need to consider the
intelligent disturbance optimization control of the model,
such as the disturbance observation method increasing
conductance method [5, 6]. .e advantage is they do not
consider the complexity of the model, and logic is simple [7],
but the disadvantage is that it will cause multiple distur-
bances of the circuit, the control speed is slow, and the
adjustment cannot be realized in one step [8]. .e improved
disturbance observation method can improve the tracking
speed by a reasonable adaptive step size control strategy,
such as changing the disturbance step size according to the
slope of the P-U curve, and can alleviate the oscillation of the
circuit at the maximum power point [9].

.e traditional centralized inverter utilizes a master
MPPT controller to control the total output power of the
photovoltaic power station by disturbance observation [10].
At this point, the current constraint between the series solar
panels in the photovoltaic array and the voltage constraint
between the parallel groups will lead to this condition. While
the total output power reaches the top, the corresponding
output power of each solar panel does not [11] at its re-
spective maximum power points, especially when the illu-
mination and cloud shadow obscured, or other mismatch

occurs [12]. Although some modern algorithms work very
well in tracking the maximum power points [13–15], these
methods can only be used for static photovoltaic films, and
the equipment cost is high. And also, they are suitable for
large-scale photovoltaic power generation but are not used
for vehicles. As a consequence, a sort of inverter for con-
trolling a series of photovoltaic panels and a microinverter
for controlling solar cell veneer are proposed in this paper.
Both deeply enhance the utilization rate of illumination; the
former cost is lower, but the latter has higher reliability and
photoelectric conversion rate. Expansion is easier too [16].

Aiming at the vehicle microinverter installed in the solar
cell veneer, this paper considered its mechanism mathe-
matical model and quantified the process of finding the
maximum power point. .e maximum power point of three
solar panels is tracked by the mathematical method by using
the measured data..is avoids the traditional MPPTmethod
to the circuit caused by multiple disturbances, which is more
suitable for improving the power generation efficiency of
vehicle photovoltaic panels with less power.

2. Five-Parameter Model for
Photovoltaic Modules

2.1. Five-Parameter Model for Photovoltaic Modules.
Figure 2 shows the single diode equivalent circuit of the solar
cell. It can be seen that the solar cell is equivalent to a current
source parallel to a diode considering the series parallel loss.
In Figure 2, I, Iph, ID, and Ish stand for the output current, the
photogenerated current, the equivalent diode current, and
the current flowing over the equivalent parallel resistor,
respectively. Rsh, Rs are equal to parallel resistance and series
resistance; UD, U are equal to diode voltage and output
voltage, respectively.

.e equivalent circuit corresponds to five parameter
model expressions:

PV-based vehicle temperature control system,
PV-VTCS

Air-conditioning compressor

DC-DC converter

Electricity
PV film

Solar power

Solar
energy

controller

Vehicle temperature control unit

Supercapacitor

Figure 1: PV-based vehicle temperature control system.
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I � Iph − Is e
q U+IRS( )/AkT( ) − 1􏼔 􏼕 −

U + IRS

Rsh

,

I � Iph − Is e
q U+IRS( )/AkT

− 1􏼔 􏼕 −
U + IRS

Rsh

.

(1)

In this form, q is the electrical power constant, whose
value is 1.602×10− 19 C; k is the Boltzmann constant, whose
value is 1.381× 10− 23 J/K; A is the diode characteristic fitting
coefficient, whose value is from 1 to 2; and Is is the equivalent
diode saturated current.

Formula (1) can be regarded as an equation with five
undetermined parameters, which are Iph, Rsh, a, Is, and Rs (a
represents comprehensive fitting coefficient, equal to q/AkT
and T represents real-time temperatures)

2.2. Relation of Parameters to Irradiance and Temperature.
.e correction at different temperatures and irradiance form
is

Iph �
S

Sref
􏼠 􏼡 Iph,ref + CT T − Tref( 􏼁􏽨 􏽩,

Is � Is,ref
T

Tref
􏼠 􏼡e

qEg/kA( 􏼁 1/Tref( )− (1/T)( )􏼂 􏼃
,

RS � Rs,ref
T

Tref
􏼠 􏼡

3

1 − β ln
S

Sref
􏼠 􏼡􏼢 􏼣,

Rsh � Rsh,ref
S

Sref
􏼠 􏼡.

(2)

In this form, Iph,re is photogenerated current under stan-
dard operating conditions; S equals real-time irradiance; Sref is
irradiance under standard conditions ; CT is temperature co-
efficient, available from the manufacturer; Iref is diode satu-
ration current in standard condition; Tref is temperature under
standard conditions; and Eg is the bandgap, depending on the
solar cell material. In this paper, the bandgap width of silicon is
1.12 eV; β is the correction factor; and β is 0.217.

.e variation of these five parameters with temperature
and irradiance is investigated, and the parameter values
under standard conditions (ring temperature 25°C, illumi-
nation 1000W/m2) are compared and calculated:

(1) Temperature is 0.99 times of standard temperature
and irradiance

(2) Irradiance is the standard value and the temperature
is 1.01 times the standard condition (the temperature
change is about 3K, considering the temperature
difference within 1min in extreme cases)

(3) .e temperature is the standard temperature, the
irradiance is the parameter value of 0.7 times under
the standard condition (the irradiance variation is
300W/m2, considering the amplitude difference
within 1 h under normal conditions)

(4) .e irradiance is the standard value and the tem-
perature is 1.03 times the parameter value under the
standard condition (the temperature change is about
9 K, considering the temperature difference within
1 h in extreme cases)

From Table 1, it can be seen that when the time scale is
measured in minutes, the variation of each parameter with
irradiance and temperature can be ignored. If the time
scale is counted in hours, the change rate of each pa-
rameter is much smaller than that of irradiance, so the
effect of temperature can be ignored within 1 h. Mean-
while, in the 5 parameters including a, Is, and Rs, the
irradiance has little effect, and it can be considered as a
definite value; it means that only Iph and Rsh changed
within 1 h. Two calculation modes can be divided
according to the time scale. If considering the whole point
of timing (such as 10 : 00∼11 : 00), the time length between
every two whole points can be specified as a large time
scale; then, the large time scale is divided into 60 parts.
.at is 1 h per minute.

Within the same large time scale, each small time scale
corresponds to different Iph, Rsh. At this time, only the Iph, Rsh
parameters should be identified to simplify the calculation
and improve the calculation speed..e whole point needs to
consider the large time scale and a, Is, and Rs change ac-
cordingly. At this time, we need to calculate 5 parameters.

2.3. Collaborative 5-Parameter Model of N Photovoltaic
Modules. .e photovoltaic module containingNmonomers
is demonstrated in Figure 3(a). Each monomer is divided
into M groups, each of which is connected with a bypass
diode. An equivalent circuit of a series unit on the com-
ponent board is shown in Figure 3(b).

Considering the masking situation, when one or several
monomers in a set are obscured, the current will go through
directly through the bypass diode. .e terminal voltage of
each group is the forward conduction voltage of the diode,
and the silicon tube is 0.3 V, so the conduction voltage
UDD � 0.3V.

Taking into account N � 60, M � 20 groups of panels,
a solar panel has N1 cells without shelter, and N2 cells
with shelter; the equivalent diode voltage of each group
of cells without shelter is shown in the following
formula:

D

IshIDIph

UD

Figure 2: Equivalent circuit of the photovoltaic cell.
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UD �
U − N2/20( 􏼁UDD + IN1RS

N1
�

U

N1

N2UDD

20N1
+ IRS.

(3)

Considering the U-I relation in the case of shelter,

I � Iph − IS e
a U/N1( )− N2UDD/20N1( )+IRS( ) − 1􏼔 􏼕

U

N1
−

N2UDD

20N1
+ IRS􏼠 􏼡

1
Rsh

. (4)

.ere are four different combinations for panels N1 and
N2:

(1) N1 � 0, N2 � 60, N1/N2 � 0
(2) N1 � 20, N2 � 40, N1/N2 �12
(3) N1 � 40, N2 � 20, N1/N2 � 2
(4) N1 � 60, N2 � 0, N1/N2 �∞

When the battery chip is covered, if the U is normal,
N1� 60, N2� 0; if the value of the U changes to about a third,
N1� 40, N2� 20; if the U value changes to about 2/3 of the
original, N1� 20, N2� 40; and if the U is very small, the panels
do not work, considering the masking condition MPPT is not
required. A five-parameter I-U relation can be obtained.

3. Analysis of the Characteristics of P-U
Curves considering Shadows

3.1. Solar Cell P-U and I-U Analysis. P-U and I-U curves are
determined under certain illumination and temperature

conditions, as shown in Figure 4. PMP represents the power
at the maximum power point, IMP represents the current at
the maximum power point, and UMP and UOC represent the
voltage at the maximum power point and the open-circuit
voltage, respectively. .ere are 3 special points on the curve
in Figure 4. Output short-circuit point corresponds to when
the output voltage U is 0; output open-circuit point cor-
responds to when the output current is 0; and maximum
power point corresponds to output power maximum point.

.e power expression is shown in the following formula:

P � UI. (5)

.e derivative of the P to the U at the maximum power
point is 0:

dP

dU
� 0. (6)

At this point, the output power is the maximum output
power:

Table 1: Relationship between the parameters and conditions.

Number of different environmental
conditions

Temperature irradiance
conditions Iph (A) Is (mA) a Rs (mW) Rsh (W)

Standard situation S� Sref, Iph,ref Is,ref a Rs,ref Rsh,refT �Tref
1 S� 0.99Sref, T�Tref 0.99Iph,ref Is,ref a 1.002Rs,ref 0.99Rsh,ref
2 S� Sref, T�1.01Tref Iph,ref + 0.01CT 1.03Is,ref 0.99a 1.01Rs,ref Rsh,ref
3 S� 0.7Sref, T�Tref 0.7Iph,ref Is,ref a 1.08Rs,ref 0.7Rsh,ref
4 S� Sref, T�1.03Tref Iph,ref + 0.03CT 1.09Is,ref 0.97a 1.03Rs,ref Rsh,ref

UD
I

U

M per group
N/M 
group

(a)

…

…
RsRsRs

RshUD

Rsh

Iph
Rsh

Total 20

(b)

Figure 3: Schematic diagram of PV panel and equivalent circuit of a unit in PV pane. (a) Single board diagram. (b) Schematic diagram of the
equivalent circuit of a series unit of solar cell veneer and component board.
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PMP � UMPIMP. (7)

.e photoelectric conversion rate and the utilization rate
of light energy are the highest. When the initial operating
point is (U1, I1) and the corresponding power is P1, it can be
seen from the P-U curve that the operating point can be
adjusted to the maximum power point (UMP, IMP) through
the external control device.

3.2. BimodalCharacteristics of Component Plate under Partial
Shadow. When the solar panel is partially shaded, the P-U
curve presents a bimodal characteristic, as shown in Fig-
ure 5, in which UJMP represents the voltage at the local

maximum power point and PJMP represents the power at the
local maximum power point. Conventional perturbation
optimization MPPT methods have the probability of tracing
to the local peak points, which are the pseudo-maximum
points.

4. Acquisition of Maximum Power Points

4.1. Parameter Identification. Aiming at the fault of pa-
rameter identification by parameter correction method, a
parameter identification method which uses real-time
gaugement data is proposed in this paper. According to the
analysis in Section 3.2, the parameter identification is di-
vided into two cases to simplify the computation:

(1) Adjust the external circuit of the photovoltaic
module five times and then measure voltage and
current values of 5 groups; thus, determine the
corresponding 5-parameter model according to the
voltage situation;

(2) According to the 5-parameter model and the 5 sets of
voltage and current values, the 5 equations are de-
termined as shown in formula (8). We take this
approach to solve the 5 parameters and get the U-I
relationship at the whole point. Iterative calculations
only take advantage of the previous result at the
whole point and then use it as the initial value

Ii � Iph − IS e
a U/N1( )− N2UDD/20N1( )+IRS( ) − 1􏼔 􏼕 −

Ui

N1
−

N2UDD

20N1
+ IiRS􏼠 􏼡

1
Rsh

, i � 1, 2, 3, 4, 5. (8)

In this formation, Ii and Is are the current values in the i
set data, A is the saturation current of the equivalent diode;
and Ui is the voltage value in group i data.

For any moment, assuming that the irradiance is the
same as the previous integral moment, we replace 3 pa-
rameters of the five which are only affected by temperature

change with integral values. By measuring two sets of voltage
and current values, we established two equations for the two
parameters greatly affected by irradiance. .e expression of
the two parameters is shown in formula (9), and we found
the U-I relation at any time is obtained:

Iph �
I1 + Is e

V1− 1
􏼐 􏼑􏽨 􏽩 U2 − N2UDD/20( 􏼁 + N1I2RS( 􏼁

U2 + N1I2RS( 􏼁 − U1 + N1I1RS( 􏼁
−

I2 + IS e
V2 − 1􏼐 􏼑􏽨 􏽩 U1 − N2UDD/20( 􏼁 + N1I1RS( 􏼁

U2 + N1I2RS( 􏼁 − U1 + N1I1RS( 􏼁
,

1
Rsh

�
N1 I1 − I2( 􏼁 + N1IS e

V1 − e
V2􏼐 􏼑

U2 + N1I2RS( 􏼁 − U1 + N1I1RS( 􏼁
.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(9)

In this formula,

(U1, I1)

(U1, P1)

(UMP, IMP)

(UMP, PMP)

Figure 4: I-U curve and P-U curve of PV array.
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V1 � a
U1

N
−

N1UDD

20N1
+ I1RS􏼠 􏼡,

V2 � a
U2

N
−

N1UDD

20N1
+ I2RS􏼠 􏼡.

(10)

4.2. Maximum Power Point Positioning. Simplify the I-U
curve formulas (4) to (11):

ln
Iph − I􏼐 􏼑N1Rsh − U − N2UDD/20( 􏼁 + IN1Rs( 􏼁

N1RshIs

+ 1⎡⎣ ⎤⎦ � a
U

N1
−

N2UDD

20N1
+ IRs􏼠 􏼡. (11)

Formulas (5) and (11) derive U on both sides separately
and further simplify the following available formula:

−
U

N1
+ I Rs + Rsh( 􏼁􏼢 􏼣

1
a

� Iph − I􏼐 􏼑Rsh

U

N1
− IRs􏼠 􏼡 −

U

N1
−

N2UDD

20N1
+ IRs + RshIs􏼠 􏼡

U

N1
− IRs􏼠 􏼡. (12)

Combine formulas (12) and (11), and the maximum
power point (UMP, IMP) is solved out.

If assuming that
U

N1
−

N2UDD

20N1
+ IRs � x, I � y, (13)

then

U

N1
− IRs � x + 2yRs +

N2UDD

20N1
, I � y,

U � X +
N2UDD

20N1
− IRs􏼠 􏼡N1.

(14)

Formulas (11) and (12) can be reduced to the following
formulas:

−
1
a

x + y 2Rs + Rsh( 􏼁 +
N2UDD

20N1
􏼢 􏼣 � Iph − y􏼐 􏼑Rsh − x + RshIs􏽨 􏽩 x + 2yRs +

N2UDD

20N1
􏼠 􏼡, (15)

x(K + 1) �
AkT

q
ln

Iph − y(K)􏽨 􏽩Rsh − x(K)

RshIs

+ 1
⎧⎨

⎩

⎫⎬

⎭. (16)

In these formulas, x and y are the replacement variables
during the solution and K is the iteration number.

Formula (15) can be regarded as a quadratic equation
about y, and it has 2 solutions generally, which proved the

JMP

(UMP, PMP)

(UJMP, PJMP)

PMP
PJMP

MP

Figure 5: Bimodal characteristics of P-U curves of PV modules under shadow shading.
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bimodal characteristic mentioned in Section 3.2. It means
that there are 2 points when the derivation of power to
voltage is 0. Comparing the power value of the corre-
sponding solution, we can abandon the “pseudo-maximum
point.”

Taking the maximum power point of a moment as the
initial iteration value and putting x(K), y(K) to (16), we can
find the corresponding x(K1) and then bring it back and find
out y(K1). Under the condition that U and I are greater than
0, if y(K1) has two values, then compare the corresponding
power values and take a set of values with the large cor-
responding power. Iterating it to the error within the al-
lowable range, the corresponding I-U is the I-U at the
maximum power.

4.3. Tracing the Maximum Power Point. Assuming that the
load is a combination of constant power, invariant voltage,
and invariant resistance, it is connected to the photovoltaic
module by Buck circuit as shown in Figure 6.

.e voltage and current at the end of the system in
relation to the duty cycle α can be obtained from the equal
power characteristic before and after the Buck circuit, as
shown in the following formula:

α �
U1 +

����������������

U
2
1 + 4 UI + P1( 􏼁R1

􏽱

2U
. (17)

After calculating the corresponding I-U value of the
maximum power point, the corresponding duty cycle is
procured, and the adjustment of the duty cycle can jump to
the working point at the vicinity of the maximum power
point directly.

5. Simulation Verification

Data in this article is simulated by PVsyst6.61.We establish a
system that adopts a microinverter structure in PVsyst6.61
and each photovoltaic panel is equipped with a micro-
inverter. Each PV module consists of 60 batteries.

We simulated a module board in PVsyst6.61 which has 6
series battery cells, and every two parallels have bypass
diodes.

Select a panel in PVsyst to verify the feasibility of this
method under the condition of no shading, 2 shadings, and 4
shadings, respectively. .e simulation of cloud shadow
masking and the internal mismatch is carried out through
artificial masking, which causes some interference to the
circuit. .e data of panel current and voltage (3 groups in
total) is collected as shown in Table 2.

By using the data in Table 2 and the quasi-Newton it-
eration method, the initial values of photovoltaic 5 pa-
rameters are [Iph, Is, a, Rs, Rsh]� [6, 0.000001, 25, 0.0002,
6000]. .e initial values are gained from the factory pa-
rameters of photovoltaic modules, which is the corre-
sponding 5 parameter values under the standard working
condition. When the quasi-Newton method is used for it-
erative calculation, the selection of the initial values is related
to the iterative speed and the convergence of the results. In
the actual operation, the result of the last parameter iden-
tification can be taken as the initial value of the next iteration
to ensure the reliability of the iteration and obtain the pa-
rameters. .e identification results are shown in Table 3.

.e photovoltaic characteristic curve equation can be
written by using the 5 parameters. According to the steps
described in Section 4.2, the maximum power points can be
calculated by mathematical equations as shown in the MPP1
in Table 4. However, when the interference exists for a long
time, the maximum power point tracked by the inverter
actually can be measured as shown in the MPP2 in Table 4.
Meanwhile, we also experimented this method under the
condition of sunny days, cloudy days, and cloud shading
days; the detailed data are in Table 5.

.e value of the maximum power point calculated by the
method described in this paper is consistent with the value of
the maximum power point tracked by the MPPT control
strategy basically. However, because there are errors during
measure and model, the results will not be completely
consistent.

I

U

R
+

–

Uo

Io

P1

U1

R1

Figure 6: External buck circuit and load equivalent circuit diagram.

Table 2: Data of current and voltage of PV panel.

N2/N1 (U1, I1) (U2, I2) (U3, I3) (U4, I4) (U5, I5)
0 17.6, 5.3 23.0, 5.2 27.5, 5.0 29.1, 4.3 30.85, 3.6
0.5 11.4, 5.3 14.5, 5.2 17.9, 4.9 19.7, 4.2 21.0, 3.3
2 5.9, 5.2 7.11, 5.2 8.33, 5.0 9.22, 4.3 9.86, 4.0
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6. Conclusion

Using the five-parameter model of the solar cell to model the
mechanism of photovoltaic module and the mathematical
model to solve the maximum power point directly, the
conclusion is as follows:

Different combinations of temperature and irradiance
correspond to different values of 5 parameters; the dis-
turbance circuit can gain equations for solving 5 pa-
rameters by measuring the values of voltage and current.
In order to get the real-time value of 5 parameters, the
maximum power point is solved directly by a mathe-
matical equation. Compared with the traditional distur-
bance observation method, this direct mathematical
method has fewer interference times with the circuit and it
can provide faster MPPT speed.

.e selection of initial values is related to the iteration
speed and convergence of the results. .e identification
results of the parameters at the last moment offer the best
iterative initial value for the next moment, and the iterative
results have preferable convergence.

By dividing the unused time scale and utilizing the re-
lationship between 5 parameters and temperature and ir-
radiance, the parameters with less influence can be regarded
as invariant for a period of time, so only two parameters
need to be identified. Different time scales correspond to
different parameter identification numbers; thus, this
method simplifies the calculation process.
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(e problem of adaptive finite-time fault-tolerant control (FTC) and output constraints for a class of uncertain nonlinear half-
vehicle active suspension systems (ASSs) are investigated in this work. Markovian variables are used to denote in terms of different
random actuators failures. In adaptive backstepping design procedure, barrier Lyapunov functions (BLFs) are adopted to
constrain vertical motion and pitch motion to suppress the vibrations. Unknown functions and coefficients are approximated by
the neural network (NN). Assisted by the stochastic practical finite-time theory and FTC theory, the proposed controller can
ensure systems achieve stability in a finite time. Meanwhile, displacement and pitch angle in systems would not violate their
maximum values, which imply both ride comfort and safety have been enhanced. In addition, all the signals in the closed-loop
systems can be guaranteed to be semiglobal finite-time stable in probability (SGFSP). (e simulation results illustrate the validity
of the established scheme.

1. Introduction

With the development of modern industrial automation,
vehicles play a more and more important role in people’s
production and life. Suspension as an important part, the
damping effect to a great extent determines the comfort and
safety of the automobile. Compared to the traditional passive
and semiactive suspension systems, active suspension sys-
tems (ASSs) can provide better dynamic adjustment
damping, potential road handling capacity, extreme ride
comfort, and suspension deflection [1–3]. (e design of
complex mechanical engineering of ASSs had become a hot
issue in the past two decades.

ASSs are often simplified into the full-vehicle model, half-
vehicle model, and quarter-vehicle model. (e actuators are
parallel inserted to the components that provide external
forces to increase or dissipate the energy of the ASSs and
manage the tradeoffs between conflicting performance

indicators. Many remarkable results were reported in [4–8]
with the vertical motion of the quarter ASSs as the research
topic. However, pitch motion was ignored that also directly
affected the ride comfort and safety. Research on half-vehicle
ASSs mainly focused on the discussions of pitch motion and
vertical motion [9–17]. For ASSs, some inevitable uncer-
tainties were in the design of controllers in [9–13], such as
body mass, mass moment of inertia, and modeling uncer-
tainties. But, these control methods [9–11] did not achieve
good performance in estimating real valves. In [12, 13], they
proposed adaptive control schemes by adding new leakage
items to the update rules. In [14], the damping coefficient and
spring stiffness of the tires were considered in the suspension
as random uncertain parameters. (e uncertain actuator was
discussed and eliminated the influence by continuous-time
homogeneous [15]. However, many progresses have been
made for uncertain nonlinear ASSs, and a few studies were on
the constraint of half-vehicle models.
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(e actual mechanical systems need to keep the output
or states within certain ranges; otherwise, the system per-
formance would degrade. (e properties of prescribed
performance control [17] and barrier Lyapunov functions
(BLFs) provide effective methods to deal with constraints,
and a large number of results have been obtained for output
constraints of various nonlinear systems and practical sys-
tems [18–26]. (e asymmetric BLFs were coped with the
position constraint problem of the marine vessel [24]. Due to
the limitation of physical factors in suspension fields, it is
worth noting that [25, 26] reported the output and time-
varying output constraint of vertical motion for the quarter
ASSs. However, for the half-vehicle ASSs, considering above
output constraints had been carried out.

(eoretically, the aforementioned works can only
guarantee the desired system performance as time ap-
proaches infinity. However, the actual mechanical control
should achieve the expected transient system performance.
(e design of finite-time control for nonlinear systems has
attracted considerable attention. (e finite-time Lyapunov
stability theorem was first proposed in [27]. Based on this
theory, the continuous finite-time control for nonlinear
systems was proposed in [28–34], robotic manipulators in
[28], switched systems in [32–34], and Markovian jump
systems in [35, 36]. (e concept of semiglobal practical fi-
nite-time stability (SGPFS) was proposed in different forms
in [31–36]. (e adaptive fuzzy finite-time control scheme of
general uncertain nonlinear systems is discussed in [36].
Furthermore, Cai and Xiang expanded SGPFS to nonstrict
nonlinear systems in [37]. Sui et al. expanded SGPFS for
nontriangular stochastic nonlinear systems in [38]. (e fi-
nite-time results of nonlinear quarter ASSs had beenmade in
[39, 40]. (e finite-time results of nonlinear half ASSs had
been made in [41], but there was no constraint study on the
individual states. For nonlinear strict feedback systems, both
output constraint and finite-time control design had been
completed in [42, 43]. However, for uncertain nonlinear half
ASSs, there are few results on how to implement finite-time
control associated with output constraints.

On the other hand, actuator failures are inevitable due to
the influence of external environment, mechanical system
failures, operation errors, and human factors in practical
systems. (ese faults can seriously have an impact on system
stability, degradation, and even catastrophic risks. Most of the
above studies assumed that all actuators or sensors were in
normal operation. Fault-tolerant control (FTC) strategies can
compensate the faults and maintain acceptable system per-
formance.Manymethods to deal with actuator failures, such as
the pseudoinverse method was in [44], model prediction
methodwas in [45], and sliding control was in [46], by applying
the adaptive backstepping techniques for linear systems in [47]
and nonlinear strict feedback systems in [48–50]. Failures
should be random. (e actuator of states can switch between
various modes in a random way. Given enough historical data,
the states of the actuator can be modeled as Markov states in
[51]. In the process, the failures of different actuators also meet
the requirements of different Markov processes. Each actuator
is independent and can fail at any sampling time. In [52], an
adaptive fault compensation for a class of nonlinear uncertain

systems with random actuator faults was studied and a random
function to scale actuator faults by Markov correlation vari-
ables was proposed. In [53], random faults between different
actuators in the half ASSs were considered for the first time.
Motivated by the above observations and existing research
results, this study proposes an adaptive NN finite-time FTC
scheme for uncertain nonlinear half-vehicle ASSs with output
constraints.(e threemain advantages of the proposed scheme
can be listed as follows:

(1) Compared with existing adaptive FTC studies, the
problem for half ASSs subject to infinite stochastic
actuator failures and the states of multiactuators
modeled by different Markovian processes has not
received enough attention. Particularly, considering
finite-time control, the additional correlation terms
generated by the infinitesimal generator are handled
by the stochastic finite-time control theorem.

(2) In comparison with existing constraints, it is
asymmetry, which can restrain different outputs of
displace and pitch angle more reasonable and reduce
the vibration in uncertain nonlinear half ASSs.
Moreover, the finite-time FTC control strategy can
also enable the practical control systems to realize the
transient system stability.

(3) In comparison with existing adaptive finite-time
control, it considers a class of uncertain nonlinear
half-ASSs subject to stochastic actuator failures. It
should dispose random terms which makes the
existing stability criteria in [53–55] are invalid.
Concurrently, the asymmetric output constraints for
different factors have been considered. (e Lyapu-
nov is proved SGPFS.

(is work is organized as follows. In Section 2, the half
active suspension systems and control objectives are shown.
Section 3 presents the design procedures of the adaptive
finite-time fault-tolerant controller designed based on sto-
chastic Lyapunov function and zero dynamic. In Section 4,
an example to show that the constructed method is effective.
In Section 5, it demonstrates a conclusion about the results
of this work and future work.

2. System Description and Preliminaries

2.1. Nonlinear Half-Vehicle Suspension Systems. Figure 1
shows a half-vehicle suspension model. M represents the
mass of the vehicle body. I is the mass moment of inertia. mf

and mr are the defined masses of front and rear wheels,
respectively. Dc stands for the vertical displacement of the
vehicle body. φ represents the pitch angle. Df and Dr stand
for the displacements of the front and rear vehicle body,
respectively. D1 and D2 are the displacements of the front
and rear wheels, respectively. D01 and D02 represent the road
inputs of corresponding wheels. Fsr, Ftr, Fsf , and Ftf are
defined as the forces produced by the related stiffness. Fdr,
Fbr, Fdf , and Fbf are defined as the forces produced by the
related dampers. uf and ur represent the control forces of
the front and rear ASSs.
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For half ASSs, the state space equations of vertical
motion and pitch motion are shown in the following
equation:

M €Dc + Fsf + Fdf + Fsr + Fdr − uz � 0,

I€φ + l2 Fsf + Fdf( 􏼁 − l1 Fsr + Fdr( 􏼁 − uφ � 0,

mf
€D1 − Fsf − Fdf + Ftf + Fbf + uf � 0,

mr
€D2 − Fsf − Fdr + Ftr + Fbr + ur � 0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1)

where uz � ur + uf and uφ � l2uf − l1ur.
(e stochastic actuator failures are considered and de-

scribed as follows:

uf(t) � g1 r1(t)( 􏼁Ψf(t),

ur(t) � g2 r2(t)( 􏼁Ψr(t),
(2)

where Ψf(t) and Ψr(t) are the inputs of the front actuator
and rear actuator, respectively. r1(t) and r2(t) are the in-
dependent irreducible right continuous homogeneous
Markovian processes on the probability space (Ω, E, P),
taking values in a finite set S � 1, 2, . . . , N{ } with generator
matrix Π � (Υpq)N×N, where Υpq > 0 is the transition rate
from mode p to mode q if p≠ q, and Υpp � 􏽐

N
q�1,p≠ q Υpq.

In addition, g1(r1(t)) and g2(r2(t)) are the stochastic
functions which represent the failure scaling factors for two
different actuators and take values on the interval
[g1min, 1][g2min, 1], and g1min > 0, g2min > 0.

Remark 1. (e values g1(r1(t)) and g2(r2(t)) meet as
follows,

(1) When g1(r1(t)) � 1 or g2(r2(t)) � 1, the front ac-
tuator or the rear actuator is healthy

(2) When g1(r1(t)) ∈ [g1min, 1) or
g2(r2(t)) ∈ [g2min, 1), there is partial failure of the
corresponding actuator

Each actuator will switch randomly between above two
states. (e problem of FTC considered in the systems was
assumed that once the actuator failed, it would keep the fault
state for the rest operation. However, the failure may be
intermittent, and the actuator may repetitiously fail with
different failure modes. Meanwhile, the modes, times, and

patterns of actuator failures are essentially random. (en,
actuator failures in (2) are more complicated and practical.

In order to facilitate the design and analysis of the
adaptive finite-time fault-tolerant control method, the state
variables need to be defined as follows:

x1 � Dc,

x2 � _Dc,

x3 � φ,

x4 � _φ,

x5 � D1,

x6 � _D1,

x7 � D2,

x8 � _D2,

x � x1 x2 x3 x4 x5 x6 x7 x8􏼂 􏼃
T
.

(3)

(en, it obtains

_x1 � x2,

_x2 � F1 + ρ1 g1 r1(t)( 􏼁Ψf(t) + g2 r2(t)( 􏼁Ψr(t)􏼐 􏼑,

_x3 � x4,

_x4 � F2 + ρ2 l2g1 r1(t)( 􏼁Ψf(t) − l1g2 r2(t)( 􏼁Ψr(t)􏼐 􏼑,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

_x5 � x6,

_x6 �
1

mf

Fsf + Fdf − Ftf − Fbf − g1 r1(t)( 􏼁Ψf(t)􏼐 􏼑,

_x7 � x8,

_x8 �
1

mr

Fsr + Fdr − Ftr − Fbr − g2 r2(t)( 􏼁Ψr(t)( 􏼁,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where ρ1 � 1/M, ρ2 � 1/I, F1 � ρ1(− Fsf − Fdf − Fsr − Fdr),
and F2 � ρ2(− l2(Fsf + Fdf ) + l1(Fsr + Fdr)).

(e mass M and the mass moment of inertia I are
uncertain due to the uncertainties of passengers and the load
quality of cargoes. (erefore, F1 and F2 are the uncertainty
and unknown functions.

2.2. Control Objectives. For different types of vehicles, im-
proving ride comfort and safety is one of the most important
requirements. Due to the hardware limitations, the following
three requirements must be considered in the design and
control process of ASSs.

First, the controllers uf and ur are subjected to random
Markovian jumping failures in (2).(e vertical displacement
Dc and pitch angle motion φ are considered and limited in
safety ranges. Dc and φ should be smaller which can largely
enhance ride comfort.

Dr

D2

D02

Fsr

Ftr Fbr

Fdr ur

mr mf

l1
φ

Df

D1

D01

Dc

IM

Fsf

Ftf Fbf

Fdf uf

l2 φ

Figure 1: (e nonlinear half-vehicle suspension model.
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Second, considering the driving safety, the wheels should
make uninterrupted contact with the ground. It means that
the dynamic tire load must be less than the static load, i.e.,

Ftf + Fbf
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤Ff,

Ftr + Fbr
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤Fr,
(6)

where Ff + Fr � (M + mf + mr)g, and Ff(l1 + l2) �

mfg(l1 + l2) + Ml1g.
Last, suspension constraints must be guaranteed because

of the confined mechanical space, that is, suspension de-
flections should not exceed their maximum values.

ΔDf

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ΔDf,

ΔDr

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤ΔDr,

(7)

where ΔDf � Dc + l2 sin φ − D1, and ΔDr � Dc − l1
sin φ − D2.

(ere are some assumptions, definitions, and lemmas
presented in order to facilitate the design and analysis of
adaptive control scheme.

Assumption 1. For given constants kc1 > 0, kc1 > 0, kc2 > 0,
and kc2 > 0, the following results on y1 d, y3 d, _y1 d, and _y3 d

hold, i.e.,

− B11 ≤y1 d ≤B11,

_y1 d

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤B12,

− B31 ≤y3 d ≤B31,

_y3 d

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤B32,

(8)

where B11 < kc1, B11 ≤ kc1, B31 < kc2, and B31 ≤ kc2, for posi-
tive parameters B11, B11, B31, B31, B12, and B32 are selected
and positive parameters.

Assumption 2. In general, the inputs of the road and their
time derivative of D01 and D02 are limited. (erefore,
existing positive parameters make sure the following
inequality:

D01(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤D11,

_D01(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤D12,

D02(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤D21,

_D02(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤D22,

(9)

where the parameters D11, D12, D21, and D22 are positive.

Definition 1 (see [35]). Consider the following nonlinear
systems:

_ζ � g(ζ , u),

g(0, 0) � 0, ζ ∈ Rn
, u ∈ Rn

,
(10)

where ζ and u represent the state and input vectors, re-
spectively. If any initial condition ζ(t0) satisfies ζ(t0) � ζ0,
for t≥ t0 + T, the system (10) is semiglobal practical finite-
time stable (SGPFS). In addition, the state vector ζ(t)

satisfies ‖ζ(t)‖≤ ζ, for t≥ t0 + T, where ζ is a positive pa-
rameter and a deposit time T(ζ0, ζ) satisfies
0<T(ζ0, ζ)<∞.

Lemma 1 (see [36]). For any ci ∈ R, i � 1, 2, . . . , n, 0< a< 1,
0< b< 2, the following inequality can be constructed, namely,

c1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 + c2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 + · · · + cn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑

a
≤ c1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
a

+ c2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
a

+ · · · + cn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
a
,

c1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

+ c2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

+ · · · + cn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

􏼐 􏼑
b
≤ c1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
a

+ c2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
a

+ · · · + cn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
a

􏼐 􏼑
2
.

(11)

Lemma 2 (see [37]). Consider the Lyapunov function V(ζ)

with stochastic terms, and the following inequality holds for a
nonlinear system (10), namely,

LV(ζ)≤ − ℓVa
(ζ) + Z (12)

where L is the differential operator, the constants ℓ and Z are
positive, and 0< a< 1. ζ ∈ Rn and t≥ t0. 8en, stochastic
trajectory of (10) is SGPFS.

Lemma 3 (see [40]). For any z and α are real variables, the
following inequality can be constructed, namely,

|z|
a
|α|

b ≤
a

a + b
μ|z|

a+b
+

b

a + b
μ− (a/b)

|α|
a+b

, (13)

where the parameters a, b, and μ are positive.

Lemma 4 (see [23]). For all |c1|≤ kb1, the following in-
equality can be constructed as

log
1

k
2
b1 − c

2
1
≤

c
2
1

k
2
b1 − c

2
1
. (14)

3. Adaptive Finite-Time Fault-Tolerant
Controller Design Based on Stochastic
Lyapunov Function and Zero Dynamic

For a class of uncertain nonlinear half ASSs, the universal
approximation property of NN solves the uncertainty, and
then, the outputs of vertical motion and pitch angle motion
are constrained by using asymmetrical log-BLFs. (e
adaptive backstepping technique is used to address the
functions with random generality variables generated by the
infinitesimal generator due to random actuator failures. (e
Lyapunov stability is proved by the SGPFS and zero dynamic
theorem.

In order to facilitate the design of controllers, there are
some given coordinate transformations, i.e.,

c1 � x1 − y1 d,

c2 � x2 − β1,

c3 � x3 − y3 d,

c4 � x4 − β3,

(15)
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where β1 and β3 are the virtual control signals. ci for 1≤ i≤ 4
is the error variable. y1 d and y3 d are the desired vertical
displacement and pitch angle, respectively.

3.1. Finite-TimeConstraintControl SchemeDesign forVertical
Motion and Pitch Angle Motion. Now, for the vertical mo-
tion of active suspension systems, more details on finite-time
approach will be given in the next section.

Step 1. Select V � V(x(t), r1(t), r2(t)) as a Lyapunov
function candidate in the following form:

V � 􏽘
i�1,3

1 − q ci( 􏼁

2
log

k
2
ai

k
2
ai − c

2
i

+
q ci( 􏼁

2
log

k
2
bi

k
2
bi − c

2
i

􏼢 􏼣

+ 􏽘
2

i�1

1
2ρi

c
2
2i +

1
2ηi

􏽥θ
2
i +

1
2χi

􏽥g
2
i ri(t)( 􏼁􏼠 􏼡,

(16)

where x(t) � (x1(t), x2(t), x3(t), x4(t)), c1 � (x1, r1(t),

r2(t)), c2 � (x1, x2, r1(t), r2(t)), c3 � (x3, r1(t), r2(t)), and
c4 � (x3, x4, r1(t), r2(t)). (e parameters ηi and χi are
positive, and 􏽥θi and 􏽥gi(ri(t)) represent the errors. 􏽢θi is the
estimator of θi. 􏽢gi(ri(t)) is the estimator of gi(ri(t)). (en,
􏽥θi � θi − 􏽢θi, 􏽥gi(ri(t)) � gi(ri(t)) − 􏽢gi(ri(t)), i � 1, 2. It
would make an assumption: ∀t> 0, r1(t) � p1, r2(t) � p2,
and p1, p2 ∈ S.

Remark 2. For quarter ASSs, the study in [30] only showed
the vehicle body’s displacement constraint method by the
symmetric BLFs. In contrast, we further study the pitch
angle constraint of nonlinear uncertain half ASSs by
asymmetric BLFs in this study.

In addition, the virtual controller signal is designed as

βi � −
cici

2
1 − q ci( 􏼁

k
2
ai − c

2
i

+
q ci( 􏼁

k
2
bi − c

2
i

􏼠 􏼡 + _yi d, (17)

where i � 1, 3. (e parameter ci is a design parameter, ci > 0.
kai and kbi are the constraint bounded of corresponding
variables, respectively. Moreover,

q(·) �
1, ·≥ 0,

0, ·< 0.
􏼨 (18)

(en, according to the infinitesimal generator of V, it
gets

LV � 􏽘
i�1,3

1 − q ci( 􏼁( 􏼁
ci _ci

k
2
ai − c

2
i

+ q ci( 􏼁
ci _ci

k
2
bi − c

2
i

􏼢 􏼣

+ 􏽘
2

i�1

1
ρi

c2i _c2i +
1
ηi

􏽥θi
_􏽥θi +

1
χi

􏽥gi pi( 􏼁 _􏽥gi pi( 􏼁􏼠 􏼡

+ 􏽘
N

q1�1
Υp1q1

V1 + 􏽘
N

q2�1
Υp2q2

V2,

(19)

where V1 � (x(t), p2, q1), V2 � (x(t), p1, q2), and Υpiqi
> 0

is the transition rate, i � 1, 2.

Remark 3. 􏽐
N
q1�1 Υp1q1

V1 and 􏽐
N
q2�1 Υp2q2

V2 are the addi-
tional terms due to the involvement of Markovian variables
r1(t) and r2(t), which do not exist in the determined sit-
uation. (e extratransition rate-related terms appear in the
infinitesimal generator of Lyapunov candidate function.
(ese additions need further processing. It is a challenge that
cannot be ignored in stability analysis.

From the previous definition, i � 1, 2, there are

_􏽥gi ri(t)( 􏼁 � − _􏽢gi ri(t)( 􏼁,

_􏽥θi � −
_􏽢θi.

(20)

Combining with (19) and (20) can obtain

LV � 􏽘
i�1,3

ci

1 − q ci( 􏼁

k
2
ai − c

2
i

+
q ci( 􏼁

k
2
bi − c

2
i

􏼢 􏼣 _ci + 􏽘
2

i�1

1
ρi

c2i _c2i

− 􏽘

2

i�1

1
χi

􏽥gi pi( 􏼁 _􏽢gi pi( 􏼁 +
1
ηi

􏽥θi
_􏽢θi􏼠 􏼡

+ 􏽘
N

q1�1
Υp1q1

V1 + 􏽘
N

q2�1
Υp2q2

V2.

(21)

Furthermore, taking the derivative of ci, it yields

_ci � ci+1 + βi − _yi d, i � 1, 3. (22)

Substituting (17) and (22) into (21), it can attain

ci

1 − q ci( 􏼁

k
2
ai − c

2
i

+
q ci( 􏼁

k
2
bi − c

2
i

􏼢 􏼣 _ci � λi cici+1 −
cic

2
i

2
1 − q ci( 􏼁

k
2
ai − c

2
i

+
q ci( 􏼁

k
2
bi − c

2
i

􏼠 􏼡􏼠 􏼡

� λicici+1 − ci

1 − q ci( 􏼁

2
c
2
i

k
2
ai − c

2
i

− ci

q ci( 􏼁

2
c
2
i

k
2
bi − c

2
i

,

(23)

where λi � ((1 − q(ci))/k2
ai − c2

i ) + (q(ci)/(k2
bi − c2

i )), ci is a
positive design parameter, and i � 1, 3.

Based Lemma 3, let zi � (c2
i /2(k2

ai − c2
i )), α � 1, a �

((2n − 1)/2n + 1), n ∈ N, b � 1 − a, and μ � a(a/(1− a)) obtain
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c2
i

2 k2
ai − c2

i( 􏼁
􏼠 􏼡

a

≤ (1 − a)μ +
c
2
i

2 k
2
ai − c

2
i􏼐 􏼑

. (24)

(erefore, it gets

−
c
2
i

2 k
2
ai − c

2
i􏼐 􏼑
≤ (1 − a)μ −

c2
i

2 k2
ai − c2

i( 􏼁
􏼠 􏼡

a

. (25)

Constructed in the same way, it obtains

−
1 − q ci( 􏼁( 􏼁c

2
i

2 k
2
ai − c

2
i􏼐 􏼑
≤ (1 − a)μ − 1 − q ci( 􏼁( 􏼁

a c2
i

2 k2
ai − c2

i( 􏼁
􏼠 􏼡

a

.

(26)

Similarly, it yields

−
c
2
i

2 k
2
bi − c

2
i􏼐 􏼑
≤ (1 − a)μ −

c2
i

2 k2
bi − c2

i􏼐 􏼑
⎛⎝ ⎞⎠

a

,

−
q ci( 􏼁c

2
i

2 k
2
bi − c

2
i􏼐 􏼑
≤ (1 − a) − q ci( 􏼁( 􏼁

a c2
i

2 k2
bi − c2

i􏼐 􏼑
⎛⎝ ⎞⎠

a

.

(27)

According to Lemma 4, for any constant a, 0< a< 1, the
following inequality holds:

log
1

k2
ai − c2

i

􏼠 􏼡

a

≤
c2

i

k2
ai − c2

i

􏼠 􏼡

a

,

log
1

k2
bi − c2

i

􏼠 􏼡

a

≤
c2

i

k2
bi − c2

i

􏼠 􏼡

a

.

(28)

Next, substituting (26)–(28) into (23), LV is expressed as

LV � 􏽘
i�1,3

λicici+1 − ci

1 − q ci( 􏼁

2
log

1
k2

ai − c2
i

􏼠 􏼡

a

􏼢

− ci

q ci( 􏼁

2
log

1
k2

bi − c2
i

􏼠 􏼡

a

+ 􏽘

N

q1�1
Υp1q1

V1 + 􏽘

N

q2�1
Υp2q2

V2 + Z1

+ 􏽘

2

i�1

1
ρi

c2i _c2i −
1
χi

􏽥gi pi( 􏼁 _􏽢gi pi( 􏼁 −
1
ηi

􏽥θi
_􏽢θi􏼠 􏼡,

(29)

where Z1 � 􏽐i�1,32ci(1 − a)μ.
Taking the derivative of c2 and c4, they yield

_c2 � F1 + ρ1uz − _β1,

_c4 � F2 + ρ2uφ − _β3,
(30)

where _βi � (zβi/zxi) _xi + (zβi/zyi d) _yi d + (zβi/z _yi d) €yi d,
i � 1, 3. βi has been designed in (17). (en, 􏽐

2
i�1(1/ρi)c2i _c2i

gets
1
ρ1

c2 _c2 � c2 F1 + uz( 􏼁,

1
ρ2

c4 _c4 � c4 F2 + uφ􏼐 􏼑,

(31)

where the unknown functions F1 and F2 are denoted as

F1 � ρ− 1
1 F1 − ρ− 1

1
_β1,

F2 � ρ− 1
2 F2 − ρ− 1

2
_β3.

(32)

Using the powerful approximating ability of NNs in
[42, 43] for uncertain nonlinear systems, F1 and F2 can
employ

F1 � Θ1Φ Z1( 􏼁
T

+ τ1,

F2 � Θ2Φ Z2( 􏼁
T

+ τ2,
(33)

where Z1 � [x1, x2, x3, x4, x5, x6, x7, x8, β1, _β1, y1 d, _y1 d]T,
Z2 � [x1, x2, x3, x4, x5, x6, x7, x8, β3, _β3, y3 d, _y3 d]T, and τi is
the approximation error and the designed positive constant
τi that satisfies |τi|≤ τi. More remarkable, 0<Θ1iΦ(Z1)< 1
and 0<Θ2iΦ(Z2)< 1. Furthermore, we can draw a con-
clusion 0<ΦT

1 (Z1)Φ1(Z1)≤N1 and 0<ΦT
2 (Z2)Φ2

(Z2)≤N2, where N1 and N2 are the corresponding num-
bers of NNs nodes.

(en, applying Young’s inequality, it can get the
following:

c2iΘiΦ Zi( 􏼁
T ≤

c
2
2i Θi

����
����
2Φ Zi( 􏼁

TΦ Zi( 􏼁

2δ2i
+
δ2i
2

�
c
2
2iθi

2δ2i
+
δ2i
2

,

(34)

c2iτi ≤
1
2
c
2
2i +

1
2
τ2i ≤

1
2
c
2
2i +

1
2
τ2i , (35)

where θi � Ni‖Θi‖
2 and the design parameter δi is positive.

Substituting (33)–(35) into (31), it obtains

􏽘

2

i�1

1
ρi

c2i _c2i ≤ c2
c2θ1
2δ21

+
c2

2
+ uz􏼠 􏼡 + c4

c4θ2
2δ22

+
c4

2
+ uφ􏼠 􏼡

+ 􏽘
2

i�1

δ2i
2

+
τ2i
2

􏼠 􏼡.

(36)

Substituting (36) into (29), it can obtain

LV � 􏽘
i�1,3

λicici+1 − ci

1 − q ci( 􏼁

2
log

1
k2

ai − c2i
􏼠 􏼡

a

􏼢

− ci

q ci( 􏼁

2
log

1
k2bi − c2i

􏼠 􏼡

a

+ c2
c2θ1
2δ21

+
c2

2
+ uz􏼠 􏼡

+ c4
c4θ2
2δ22

+
c4

2
+ uφ􏼠 􏼡

− 􏽘
2

i�1

􏽥gi pi( 􏼁 _􏽢gi pi( 􏼁

χi

+
􏽥θi

_􏽢θi

ηi

) + 􏽘
N

q1�1
Υp1q1

V1 + 􏽘
N

q2�1
Υp2q2

V2 + Z2,
⎛⎝

(37)

where Z2 � Z1 + 􏽐
2
i�1((δ

2
i /2) + (τ2i /2)).
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Design the control input uz and uφ that are subjects to
random actuator faults as

uz � − λ1c1 −
c2

2
−

c2
􏽢θ1

2δ21
− c2c

2a− 1
2 ,

uφ � − λ3c3 −
c4

2
−

c3
􏽢θ2

2δ23
− c4c

2a− 1
4 ,

(38)

where the parameters c2 and c4 are positive.
(e adaptive law is established as

_􏽢θi �
ηi

2δ2i
c
2
2i − κi

􏽢θi, i � 1, 2, (39)

where the designed parameter κi is positive.
Based on (1), (2), and (39), uf and ur are shown as

uf �
l1uz + uφ

l1 + l2
,

ur �
l2uz − uφ

l1 + l2
,

Ψf(t) �
1

􏽢g1 l1 + l2( 􏼁
l1 − λ1c1 −

c2

2
−

c2
􏽢θ1

2δ21
− c2c

2a− 1
2􏼠 􏼡 − λ3c3 −

c4

2
−

c3
􏽢θ2

2δ23
− c4c

2a− 1
4􏼢 􏼣,

Ψr(t) �
1

􏽢g2 l1 + l2( 􏼁
l2 − λ1c1 −

c2

2
−

c2
􏽢θ1

2δ21
− c2c

2a− 1
2􏼠 􏼡 + λ3c3 +

c4

2
+

c3
􏽢θ2

2δ23
+ c4c

2a− 1
4􏼢 􏼣.

(40)

(e updating laws of estimated parameters are
established:

_􏽢g1 p1( 􏼁 � proj
c2+l1c4( )χ1ψf(t)− 2cg1

􏽢g1 p1( )
􏽢g1 p1( )

0, 􏽢g1 p1( 􏼁 � g1min,

c2 + l1c4( 􏼁χ1ψf(t) − 2cg1
􏽢g1 p1( 􏼁, 􏽢g1 p1( 􏼁, others,

⎧⎨

⎩

_􏽢g2 p2( 􏼁 � proj
c2− l2c4( )χ2ψr(t)− 2cg2

􏽢g2 p2( )
􏽢g2 p2( )

0, 􏽢g2 p2( 􏼁 � g2min,

c2 − l1c4( 􏼁χ2ψr(t) − 2cg2
􏽢g2 p2( 􏼁, 􏽢g2 p2( 􏼁, others,􏼨 (41)

where proj represents the projection operator in order to
avoid singular values in the denominator.

Remark 4. (e adaptive estimated parameters _􏽢g1(p1) and
_􏽢g2(p2) appear in the denominators in (41), which may cause
the controllers to fail. Construct the projection form to avoid
this situation.

Substituting (39)–(41) into (37), LV can be expressed as

LV≤ − 􏽘
i�1,3

ci

1 − q ci( 􏼁

2
log

1
k2

ai − c2
i

􏼠 􏼡

a

+
q ci( 􏼁

2
log

1
k2

bi − c2
i

􏼠 􏼡

a

􏼢 􏼣

− 􏽘
2

i�1
c2ic

2a
2i + 􏽘

2

i�1

cgi
􏽥gi pi( 􏼁􏽢gi pi( 􏼁

χi

+
κi

􏽥θi
􏽢θi

ηi

+ 􏽘
N

q1�1
Υp1q1

V1 + 􏽘
N

q2�1
Υp2q2

V2 + Z2.

(42)

By Young’s inequality (i � 1, 2), they can obtain

􏽥θi
􏽢θi ≤

1
2
􏽥θ
2
i +

1
2
θ2i ,

􏽥gi pi( 􏼁􏽢gi pi( 􏼁≤ −
1
2

􏽥g
2
i pi( 􏼁 +

1
2

􏽢g
2
i pi( 􏼁.

(43)

LV can be rewritten as

LV≤ − 􏽘
i�1,3

ci

1 − q ci( 􏼁

2
log

1
k2ai − c2i

􏼠 􏼡

a

+
q ci( 􏼁

2
log

1
k2bi − c2

i

􏼠 􏼡

a

􏼢 􏼣

− 􏽘
2

i�1
c2ic

2a
2i +

cgi
􏽥g
2
i pi( 􏼁

2χi

+
κi

􏽥θ
2
i

2ηi

⎡⎢⎣ ⎤⎥⎦

+ 􏽘

N

q1�1
Υp1q1

V1 + 􏽘

N

q2�1
Υp2q2

V2 + Z3,

(44)

where Z3 � Z2 + 􏽐
2
i�1((κiθ

2
i /2ηi) + (cgi

g2
i (pi)/2χi)).

Based on Lemma 3, let z � (􏽥θ
2
i /2ηi)a � (2n− 1)/(2n + 1),

n ∈ N, b � 1 − a, α � 1, and μ � a(a/(1− a)), one has
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􏽥θ
2
i

2ηi

⎛⎝ ⎞⎠

a

≤ (1 − a)μ +
􏽥θ
2
i

2ηi

. (45)

Furthermore, we can obtain

−
􏽥θ
2
i

2ηi

≤ (1 − a)μ −
􏽥θ
2
i

2ηi

⎛⎝ ⎞⎠

a

. (46)

Applying the inequality (44) and (46) can be expressed as

LV≤ − 􏽘
i�1,3

ci

1 − q ci( 􏼁

2
log

1
k2

ai − c2
i

􏼠 􏼡

a

+
q ci( 􏼁

2
log

1
k2

bi − c2
i

􏼠 􏼡

a

􏼢 􏼣 − 􏽘
2

i�1
c2ic

2a
2i +

cgi
􏽥g
2
i pi( 􏼁

2χi

+ κi

􏽥θ
2
i

2ηi

⎛⎝ ⎞⎠

a

⎡⎢⎢⎣ ⎤⎥⎥⎦

+ 􏽘
N

q1�1
Υp1q1

V1 + 􏽘
N

q2�1
Υp2q2

V2 + Z,

(47)

where Z � Z3 + (1 − a)μ.
In addition, the number of passengers and the load

conditions of the vehicle are limited.(emass M is bounded
which means ρi is bounded, namely,

ρ
i
≤ ρi ≤ ρi, i � 1, 2. (48)

Based on (48),

LV≤ − 􏽘
i�1,3

ci

1 − q ci( 􏼁

2
log

1
k2

ai − c2
i

􏼠 􏼡

a

+
q ci( 􏼁

2
log

1
k2

bi − c2
i

􏼠 􏼡

a

􏼢 􏼣

− 􏽘
2

i�1
c2i 2ρ

i
􏼐 􏼑

a c2a
2i

2ρ
i

⎛⎝ ⎞⎠

a

+
cgi

􏽥g
2
i pi( 􏼁

2χi

+ κi

􏽥θ
2
i

2ηi

⎛⎝ ⎞⎠

a

⎡⎢⎢⎣ ⎤⎥⎥⎦

+ 􏽘
N

q1�1
Υp1q1

V1 + 􏽘

N

q2�1
Υp2q2

V2 + Z.

(49)

From (16), (49) can be rewritten as

LV≤ − ℓVa
+ Z + 􏽘

N

q1�1
Υp1q1

V1 + 􏽘
N

q2�1
Υp2q2

V2, (50)

where ℓ � min − c2(2ρ1)
a, c4(2ρ2)

a, c1, c3, κ1, κ2, cg1
, cg2

􏽮 􏽯.
(e following will apply the discrete expectation to

address the random terms.

lim
‖x‖⟶∞

inf
t≥t0

V �∞. (51)

(ere would be a B, no matter how big it is; once more
than t> tl, it would exceed B. From (51) in [t0, tl], ‖x(t)‖ ≤B.
(50) is bounded in [t0, tl].

(en, according to property of discrete expectations, it
yields

E(LV)≤ 􏽘
N

p1�1
􏽘

N

p2�1
E LVl( 􏼁πp1

πp2

≤ − ℓ 􏽘
N

p1�1
􏽘

N

p2�1
E LVa

l( 􏼁πp1
πp2

+ Z

+ 􏽘
N

p1�1
􏽘

N

p2�1
E 􏽘

N

q1�1
Υp1q1

V1l + 􏽘
N

q2�1
Υp2q2

V2l
⎛⎝ ⎞⎠πp1

πp2

≤ − ℓ 􏽘
N

p1�1
􏽘

N

p2�1
E LVa

l( 􏼁 + Z + N 􏽘
2

k�1
maxN

pk,qk�1 cpkqk

πpk

πqk

􏼨 􏼩⎛⎝ ⎞⎠EV
a
l ≤ − ℓ − ℓl( 􏼁EV

a
l + Z,

(52)
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where Vl � V(x(tl), r1(tl), r2(tl)), V1l � (x(tl), p2, q1),
V2l � (x(tl), p1, q2), and Va

l � Va(x(tl), r1(tl), r2(tl)). (e
stability distribution law of Markovian variable ri(tl) is
πpi

� (π1, π2, . . . , πN). 􏽐
N
j�1 πj � 1, and πj > 0.

ℓl � N(􏽐
2
k�1 maxN

pk,qk�1 cpkqk
(πpk

/πqk
)􏽮 􏽯). Various parame-

ters associated with the selection need to be satisfied,
(ℓ − ℓl)> 0.

EV
a
l � V

a
t0

+ E 􏽚
tl

t0

e
ℓ− ℓl( )sLVa

sds

≤V
a
t0

+ Z tl − t0( 􏼁 − ℓ − ℓl( 􏼁 􏽚
tl

t0

EV
a
sds

≤V
a
t0

+ Z tl − t0( 􏼁,

(53)

where Va
t0

� Va(x(t0), r1(t0), r2(t0)).
For ∀x(t0) and r1(t0), r2(t0) ∈ S, there is a unique so-

lution x(t) in the closed-loop systems.

E e
ℓ− ℓl( )tl V

a
l􏼒 􏼓 − E e

ℓ− ℓl( )t0V
a
t0

􏼒 􏼓

� E 􏽚
tl

t0

e
ℓ− ℓl( )sLVa

sds􏼠 􏼡 + ℓ − ℓl( 􏼁E 􏽚
tl

t0

e
ℓ− ℓl( )sLVa

sds􏼠 􏼡

≤ − ℓ − ℓl( 􏼁E 􏽚
tl

t0

e
ℓ− ℓl( )sLVa

sds􏼠 􏼡 + 􏽚
tl

t0

Ze
ℓ− ℓl( )sds

+ ℓ − ℓl( 􏼁E 􏽚
tl

t0

e
ℓ− ℓl( )s

V
a
sds􏼠 􏼡

E e
ℓ− ℓl( )ℓl V

a
l􏼒 􏼓≤ e

ℓ− ℓl( )t0V
a
t0

+
Z

ℓ − ℓl

e
ℓ− ℓl( )t

− e
ℓ− ℓl( )t0􏼒 􏼓

E V
a
l( 􏼁≤ e

− ℓ− ℓl( ) t− t0( )V
a
t0

+
Z

ℓ − ℓl

1 − e
− ℓ− ℓl( ) t− t0( )􏼒 􏼓

≤V
a
t0

+
Z

ℓ − ℓl

.

(54)

From the Lemma 2, it can be concluded that all the
signals can be guaranteed SGPFS. Meanwhile, the con-
straints of two different output factors are bounded.

Theorem 1. 8e finite-time FTC control can be implemented
by designing the virtual signal (17), the controller in (40), and
the updating law (39) and (41). Meantime, by selecting ap-
propriate design parameters, the tracking error of the systems
can be arbitrarily small in a finite-time.

Proof. (rough Lemma 2 in [37] and inequality (54), we can
acquire that the trajectories of the all signals that satisfy
Va(c(t), 􏽥θ(t)) ≤ (Z/(1 − θ0)ℓ12), for any t≥Treach, in finite
time, where Treach is defined as Treach � (1/(1−

θ0)ℓ12)(V1− a(c(0), θ1(0))) − (Z/(1 − θ0)ℓ12)
(1− a)/a with

c(0) � [c1(0), c2(0)]T. In other words, all signals of the
studied closed system are SGPFS.

Furthermore, the following result can be obtained,
i � 1, 3. |xi − yi d|≤ ki[1 − e− 2(Z/(1− θ0)ℓ12)1/a ](1/2), where
ki � min kai, kbi􏼈 􏼉, In addition, the tracking error ci remains
in a small neighborhood of the origin by finite-time control.

When q(ci) � 1 and ci ≥ 0, we can get
ci ≤ kbi[1 − e− 2(Z/(1− θ0)ℓ12)1/a ](1/2) ≤ kbi. (us, when q(ci) � 0
and ci < 0, it can obtain ci ≥ − kai[1−

e− 2(Z/(1− θ0)ℓ12)1/a ](1/2) ≥ − kai. By using − Bi1 ≤yi d ≤Bi1, it
yields − kci ≤ − kai + yi d ≤ xi≤kbi + yi d ≤ kci. In short, xi is
constrained in its limit. □

3.2. Zero Dynamics and Performance Analysis. (rough the
analysis in Section 3.1, the signals xi and
􏽢θj(i � 1, 2, 3, 4, j � 1, 2) are bounded. (en, we are going to
prove the zero dynamics that consist of the other four states
x5, x6, x7, and x8.

(erefore, substituting (38)–(41) into (5), let
c1 � c2 � c3 � c4 � 0. It yields the following form:

_Z � AZ + B1D1 + B0D0 + W, (55)

where

Z � x5, x6, x7, x8􏼂 􏼃
T
,

D0 � D01,
_D01, D02,

_D02􏽨 􏽩
T
,

D1 � Df − D1,
_Df − _D1, Dr − D2,

_Dr − _D2􏽨 􏽩
T
,

A �

0 1 0 0

− kf2

mf

− bf2

mf

0 0

0 0 1 0

0 0
− kr2

mr

− br2

mr

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B0 �

0 0 0 0

kf2

mf

bf2

mf

0 0

0 0 0 0

0 0
kr2

mr

kr2

mr

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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B1 �

0 0 0 0

􏽥g1kf2

mf􏽢g1

􏽥g1bf2

mf􏽢g1
0 0

0 0 0 0

0 0
􏽥g2kr2

mr􏽢g2

􏽥g2br2

mr􏽢g2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

w �

0

− l2w1 − w2

mf l1 + l2( 􏼁

0

− l2w1 + w2

mr l1 + l2( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

w1 � − λ1c1 −
1
2
c2 −

c2

2δ21
􏽢θ1 − c2c

2l− 1
2 ,

w2 � − λ3c3 −
1
2
c4 −

c4

2δ23
􏽢θ2 − c4c

2l− 1
4 .

(56)

Notable is, due to the boundedness of xi and
􏽢θj(i � 1, 2, 3, 4, j � 1, 2), w1 and w2 are bounded, namely,
‖wi‖≤ϖi for the positive parameter ϖi(i � 1, 2). Further-
more, it means that W satisfies ‖W‖≤W, for the parameter
W> 0. Meanwhile, according to Assumptions 1 and 2, D

satisfies ‖D‖≤D, for the parameter D> 0. Choosing the
positive matrixes P and Q can ensure the following equality
holds, namely,

A
T
P + P

T
A � − Q. (57)

Define

VZ � Z
T
PZ, (58)

where VZ � VZ(Z, p1, p2), and P is a positive matrix.
According to the infinitesimal generator in [50], (58) can

be calculated at the mode of (r1(t), r2(t)) � (p1, p2) as

LVZ � _Z
T
PZ + Z

T
P _Z + 􏽘

N

q1�1
Υp1q1

Z1 + 􏽘
N

q2�1
Υp2q2

Z2, (59)

where Z1 � Z1(Z, p2, q1), and Z2 � Z2(Z, p1, q2).

LVZ � AZ + B1D1 + B0D0 + W( 􏼁
T
PZ,

Z
T
P AZ + B1D1 + B0D0 + W( 􏼁 + 􏽘

N

q1�1
Υp1q1

Z1 + 􏽘
N

q2�1
Υp2q2

Z2

� Z
T

A
T
P + P

T
A􏼐 􏼑Z + 2Z

T
PB1D1 + 2Z

T
PB0D0 + 2Z

T
PW,

+ 􏽘
N

q1�1
Υp1q1

Z1 + 􏽘
N

q2�1
Υp2q2

Z2.

(60)

Based on Young’s inequality, it obtains

2Z
T
PB0D0 ≤

λmax PB
T
0 B0P􏼐 􏼑

ϑ0
‖Z‖

2
+ ϑ0D

2
0,

2Z
T
PB1D1 ≤

λmax PB
T
1 B1P􏼐 􏼑

ϑ1
‖Z‖

2
+ ϑ1D

2
1,

2Z
T
PW≤

λmax(PP)

ϑ2
‖Z‖

2
+ ϑ2W

2
,

(61)

where the parameters ϑ0, ϑ1, and ϑ2 are positive.
Combining (57) and (61), (60) can be rewritten as

LVZ � − Z
T
QZ +

λmax PB
T
0 B0P􏼐 􏼑

ϑ0
‖Z‖

2
+
λmax PB

T
1 B1P􏼐 􏼑

ϑ1
‖Z‖

2

+
λmax(PP)

ϑ2
‖Z‖

2
+ ZZ + 􏽘

N

q1�1
Υp1q1

Z1 + 􏽘
N

q2�1
Υp2q2

Z2

≤ − Z
T

Q −
λmax PB

T
0 B0P􏼐 􏼑

ϑ0
−
λmax PB

T
1 B1P􏼐 􏼑

ϑ1
−
λmax(PP)

ϑ2
⎛⎝ ⎞⎠Z + ZZ + 􏽘

N

q1�1
Υp1q1

Z1 + 􏽘
N

q2�1
Υp2q2

Z2

LVZ ≤ − ℓZVZ + ZZ + 􏽘
N

q1�1
Υp1q1

Z1 + 􏽘
N

q2�1
Υp2q2

Z2,

(62)

where
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ZZ � ϑ0D
2
0 + ϑ1D

2
1 + ϑ2W

2
,

ℓZ � λminP
− (1/2)

QP
− (1/2)

−
λmax(P)

ϑ2
−
λmax P

(1/2)
B

T
0 B0P

(1/2)
􏼐 􏼑

ϑ0
−
λmax P

(1/2)
B

T
1 B1P

(1/2)
􏼐 􏼑

ϑ1
.

(63)

(en, same as the above discrete expectations, (62) yields

EVZ ≤ e
− ℓ0 t− t0( )VZ0

+
ZZ

ℓ0
1 − e

− ℓ0 t− t0( )􏼒 􏼓, (64)

where ℓ0 � ℓZ − ℓl, and VZ0
(Z(t0), r1(t0), r2(t0)).

According to Lemma 2, all the signals of the zero dy-
namics are bounded.

Now, the control objectives will be proved. (e dynamic
tire loads are given as

Ftf + Fbf
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ kf2
+ bf2

􏼐 􏼑
VZ0

+ Z3/ℓZ􏼐 􏼑

λmin(P)
⎛⎝ ⎞⎠

(1/2)

+ kf2
D11 + bf2

D12,

Ftr + Fbr
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ kr2
+ br2

􏼐 􏼑
VZ0

+ Z3/ℓZ􏼐 􏼑

λmin(P)
⎛⎝ ⎞⎠

(1/2)

+ kr2
D21 + br2

D22.

(65)

(us, selecting appropriate parameters ϑ1 and ϑ2 can
ensure (kf2

+ bf2
)ϑ3 + kf2

D11 + bf2
D12 ≤Ff, (kr2

+ br2
)ϑ3+

kr2
D21 + br2

D22 ≤Fr hold, that is, (6) holds.

Finally, we are going to learn about the suspension
deflection performances. According to the analysis in Sec-
tion 3.1 and 3.2, one has

ΔDf

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤x1 + l2 sin x3 + x5 ≤x1 + l2x3 + x5 ≤ kc1
+ l2kc2

+
VZ0

+ Z3/ℓZ􏼐 􏼑

λmin(P)
⎛⎝ ⎞⎠

(1/2)

,

ΔDr

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤x1 + l2 sin x3 + x7 ≤x1 + l2x3 + x7 ≤ kc1

+ l2kc2
+

VZ0
+ Z3/ℓZ􏼐 􏼑

λmin(P)
⎛⎝ ⎞⎠

(1/2)

.

(66)

(us, let kc1
+ l2kc2

+ ((VZ0
+ Z3/ℓZ)/λmin(P))(1/2) ≤

ΔDf and kc1
+ l2kc2

+ ((VZ0
+ Z3/ℓZ)/λmin(P))(1/2) ≤ΔDr,

and we have |ΔDf|≤ΔDf and |ΔDr|≤ΔDr, which imply the
suspension deflection performances can be achieved.

Remark 5. (e works [38, 39] mainly focused on the finite-
time control problem of quarter active suspension systems.
Compared with the foregoing, this study not only addresses
the finite-time control of half-vehicle but also further studies
constraints of displacement and pitch angle of the car body.
Particularly, the random faults between different actuators
are studied.

4. Simulation Example

In this section, an example is given to demonstrate the
established approach for half-vehicle ASSs. In order to fa-
cilitate the implement of the simulation, the nonlinear
stiffness and dampers are given in [6]

Fsf � kf01ΔDf + kf02ΔD
3
f,

Fsr � kr01ΔDr + kr02ΔD
3
r ,

Ftf � kf2 D1 − D01( 􏼁,

Ftr � kr2 D2 − D02( 􏼁,

Fbf � bf2
_D1 − _D01􏼐 􏼑,

Fbr � br2
_D2 − _D02􏼐 􏼑,

Fdf �
de1Δ _zf,

dc1Δ _zf,
Fdr �

de2Δ _zr,

dc2Δ _zr,
􏼨

⎧⎨

⎩

(67)

where kf01 and kf02 are the stiffness coefficients of linear and
nonlinear terms for the front active suspension systems; kr01
and kr02 are the stiffness coefficients of linear and nonlinear
terms for the rear active suspension systems; kf2 and bf2
stand for the damping coefficients of front and rear wheels;
kr2 and br2 denote the damping coefficients of front and rear
wheels; de1 and dc1 are the segmented coefficients of front
damper of active suspension systems; and de2 and dc2 are the
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segmented coefficients of front damper of active suspension
systems.

(e road profile is an important aspect of affecting
suspension performance. (us, two different road inputs are
carried out and given as follows:

S1: the road input of the front wheel is described as

D01 �

0.5h 1 + sin
2πv

L
t􏼒 􏼓􏼔 􏼕, t1 ≤ t≤ th,

0, otherwise,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(68)

where h and L are the height and the length of the
bump, and v is the velocity of the vehicle. (e road
input D02 for the rear wheel is implemented as
D02(t) � D01(t − τ). Suppose h � 0.05m, L � 2.5m,
v � 18 km/h, t1 � 2, th � 2.5, and time delay τ � 0.5.
S2: the road input of the front wheel is presented as

D01 �

0.5hb 1 + sin
2πvb

L
t􏼒 􏼓􏼔 􏼕, t1 ≤ t≤

L

vb

,

0, t>
L

vb

,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(69)

where hb � 0.08m, L � 2.5m, and vb � 25 km/h. (e road
input D02 is carried out the same as S1.

(e parameters in half-vehicle active suspension systems
are briefly illustrated: M � 1200 kg, I � 1000 kgm2,
mf � mr � 100 kg, kf01

� kr01
� 15000N/m,

kf02
� kr02

� 1000N/m, kf2
� 200000N/m, l1 � 1.5m,

kr2
� 150000N/m, bf2

� 1500Ns/m, br2
� 2000Ns/m,

de1 � de2 � 1500Ns/m, dc1 � dc2 � 1200Ns/m, and
l2 � 1.2m. (e control parameters in this work are given as
follows: η1 � 4, η2 � 6, δ1 � 3, δ2 � 2, κ1 � 30, κ2 � 40,
c1 � c3 � 50, c2 � c4 � 100, a � 299/300, ka1

� 0.006,

2
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Figure 2: (e curves of r1(t) and r2(t).
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Figure 3: (e vertical motion displacement x1.
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Figure 4: (e pitch angle φ.
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kb1
� 0.01, ka2

� 0.012, kb2
� 0.011, kc1

� 0.012, kc1
� 0.009,

kc2
� 0.013, kc2

� 0.012, and the rest ones are assumed as
zeros. In simulation examples, the initial state values are
given as x(0) � [0, 0, 0, 0, 0, 0, 0, 0]T, S 0, 1{ }. For r1(t):

(cpq)2×2 �
− 4 4
3 − 3􏼢 􏼣; r2(t): (cpq)2×2 �

− 3 3
4 − 4􏼢 􏼣.

For the cases S1 and S2, the curves of r1(t) and r2(t) are
shown in Figure 2; the trajectories of x1 which illustrates the
displacement of vertical motion are shown in Figure 3. It can
be seen that the displacement x1 does not exceeds its
constraint bounded.

(e pitch angle φ is constrained under its bounded and
can stabilize quickly in a finite time, as shown in Figure 4.
Figure 5 shows the accelerations of vertical motion and pitch
motion. It is observed that the maximums of vertical motion
and pitch motion are 4m/s2 and 5m/s2, respectively. In
addition, the stabilization of these motions is achieved in
1 sec for cases S1 and S2. (e purpose of Figure 6 is to show
the trajectories of 􏽢θ1 and 􏽢θ2. It indicates that for cases S1 and
S2, they can converge to zero in a very short period of time.
Figure 7 shows the controllers uf and ur, and we can observe
that the control forces are calculated about 300N. It means
that the designed controllers play a key role in controlling

�e vertical motion acceleration
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Figure 5: (e accelerations of active suspension systems motion.
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the variation of active suspension systems. Figure 8 shows
that the front wheel and rear wheel of the suspension spaces
are all within the bounds. (rough the above analysis, the
proposed control schemes could be used to help reduce the
variation of active suspension systems and achieve a good
performance in a finite time.

5. Conclusions

In order to achieve good suspension performances, the fi-
nite-time control for half active suspension systems have
been discussed in this study.(e asymmetric BLFs have been
employed to constrain vehicle body’s displacement and pitch
angle in a safety range.(en, utilizing the finite-time control
design theory, the adaptive controllers were proposed for
vertical motion and pitch motion, respectively. Finally, the
effectiveness of designed schemes is demonstrated with the
help of results of simulation examples. On the one hand, in
the aspect of automobile research, we would further study
the battery problem combined with the distributed con-
troller of the multiagent consistency algorithm and apply it
to distributed generators in the Energy Internet such as
[56, 57]. On the other hand, we apply this method in the
pipeline network system such as [58] and optimal deploy-
ment of agents in the pipeline network system in [59]. (e
study of control problem in the pipeline network system will
be an interesting research topic.
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To improve the accuracy and timeliness of the trajectory tracking control of the driverless racing car during the race, this paper
proposes a track tracking control method that integrates the rear wheel differential drive and the front wheel active steering based
on optimal control theory and fuzzy logic method.(emodel of the lateral track tracking error of the racing car is established.(e
model is linearized and discretized, and the quadratic optimal steering control problem is constructed. Taking advantage of the
differential drive of dual-motor-driven racing car, the dual motors differential drive fuzzy controller is designed and integrated
driving with active steering control. Simulation analysis and actual car verification show that this integrated control method can
ensure that the car tracks different race tracks well and improve the track tracking control accuracy by nearly 30%.

1. Introduction

(e Formula Student Autonomous China has been suc-
cessfully held for three years and provides an important
practical platform for cultivating talents in China’s new
energy vehicle and driverless industry. Trajectory tracking
control is one of the key technologies of driverless car. A lot
of related work has been carried out at home and abroad in
the research of trajectory tracking and control of driverless
car. Abroad, the University of Upper Alsace in France
carried out the horizontal and vertical decoupling control of
autonomous vehicles. Based on the theory of nonlinear
model predictive control, the vehicle control strategy was
designed to improve the accuracy and stability of vehicle
trajectory tracking control [1]. (e University of São Paulo
in Brazil proposed a front wheel steering controller based on
a dynamic inverse model for front wheel drive vehicles,
which can make the car track the reference path under the
tire adhesion limit and respond well to the discontinuity of

the path curvature [2]. Stanford University in the United
States designed a feedback-feedforward steering controller,
which not only meets the minimum tracking path deviation,
but also ensures the steering stability of the car [3]. (eMPC
method is used to realize the local trajectory planning and
trajectory tracking during the collision avoidance process of
the autonomous driving vehicle, which ensures the stability
and safety of the autonomous vehicle during the collision
avoidance process [4].(e FordMotor Technology Research
Center in the United States designed a linear state feedback
controller and used the electric power steering system to
realize the avoidance path tracking control of autonomous
vehicles [5]. (e Tokyo University of Agriculture and
Technology in Japan combines the haptic steering torque
guidance system and the direct yaw torque control strategy,
and the simulation experiment verifies that the algorithm
can well improve the vehicle trajectory tracking ability [6].
(e University of California proposed a “dual loop” control
method. (e outer loop uses a nonlinear nonconvex model
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predictive control method to plan the collision avoidance
path, and the inner loop uses linear feedback control to track
the desired trajectory. (is method’s effectiveness was
verified by simulation experiments [7]. (e University of
Sheffield in the United Kingdom proposed a time-varying
optimal controller to solve the problem of uncertain effects
of dynamic model parameters and control parameters in the
trajectory tracking control process [8].

In China, Tsinghua University proposed a path tracking
method based on BP neural network PID controller [9]. An
adaptive neural network control method is proposed, which
realizes the robust control under the condition of uncertain
tire cornering stiffness and unknown disturbance of the
system in emergency avoidance conditions of autonomous
vehicles [10]. Jilin University has designed a vehicle tra-
jectory tracking controller based on linear model predictive
control theory, which solves the trajectory tracking problem
of double safety envelopes. Simulation experiments verify
that the control method can effectively improve the tra-
jectory tracking accuracy [11]. Beijing Institute of Tech-
nology proposes a safety envelope control strategy to ensure
that autonomous vehicles can track the expect trajectory
effectively [12]. (e model predictive control theory is used
to design the stability control strategy of the autonomous
vehicle during high-speed driving considering the terrain
factors of the vehicle [13]. A fuzzy controller is designed to
control the preview distance and reduce the trajectory
tracking deviation from Hefei University of Technology and
verified the effectiveness of the control method through
actual car experiments [14]. Dalian University of Technology
builds a closed-loop control structure for vehicle trajectory
tracking through integral inversion theory and designs a
trajectory tracking controller to ensure real-time trajectory
tracking and position deviation convergence [15]. Lei Liu
et al. proposed an adaptive control method for a class of
uncertain nonlinear systems with strict feedback. Finally, a
numerical simulation is carried out to further verify the
importance and feasibility of the proposed control scheme
[16]. (e above research methods provide the good refer-
ences for the trajectory tracking and control of driverless
race car.

However, the above research mainly focuses on tradi-
tional front wheel drive vehicles and realizes trajectory
tracking control by controlling the active steering of the
front wheels, and the algorithm based on model prediction
has high requirements for the calculation ability of the
vehicle controller, which is difficult to apply to the actual car
verification. While the dual-motor-driven driverless car is
driving on a specific track, it is more curved and complex
than other driverless vehicles. (erefore, under this working
condition, the racing car takes advantage of the differential
drive of dual-motor-driven driverless car, which can sig-
nificantly improve the tracking accuracy of the driverless
racing car.

In this paper, the trajectory tracking of the driverless
racing car driven by dual motors on the rear axle inde-
pendently under track conditions is to ensure that the car has
better track tracking accuracy in the track conditions and
high real-time tracking. A method of trajectory tracking

control is proposed. Firstly, in view of the large amount of
calculation of the lateral control model predictive control
algorithm, it is proposed to use the LQR control algorithm to
improve the real-time performance of tracking. Secondly, in
order to improve the accuracy of trajectory tracking, a
method of integrating optimal steering control and differ-
ential drive control is proposed. Finally, the algorithm is
verified through software simulation and actual car test.

2. Tracking Control Strategy of Driverless
Racing Car

(e integrated control strategy of dual-motor-driven driv-
erless racing car track tracking is shown in Figure 1. It
mainly includes the combination of feedforward-feedback
steering control and dual-motor differential drive control.
(e steering control part adopts the optimal control algo-
rithm. (rough the lateral tracking error state equation of
the driverless racing car, the lateral deviation, lateral devi-
ation change, heading deviation, and heading deviation
change between the actual state and the desired tracking
trajectory are used as the input and output of the optimal
controller. (e control amount is the steering wheel angle.
(e dual-motor-driven part uses the error of the yaw rate to
calculate the additional yaw moment through the fuzzy
controller based on the fuzzy method, which obtains the
differential drive torque according to the torque conversion
principle and then obtains the drive torque of the left and
right drive wheels based on the torque distribution method.
(is integrated control method can improve the accuracy
and stability of the driverless racing car in the trajectory
tracking process.

3. Optimal Steering Control Algorithm

(is paper uses the vehicle two-degree-of-freedom model to
study the lateral and yaw motion of the vehicle, as shown in
Figure 2. Two dynamic degrees of freedom include the lateral
position y of the car and the racing angle φ of the car. (e
lateral position y of the car is the distance from the car to the
center of rotation. (e racing direction angle φ is between
the X axis of the Earth coordinate system and the front of the
car. (e longitudinal speed at the center of mass of the
vehicle is represented by Vx.

Ignoring the influence of road slope, along the y-axis:

may � Fyf + Fyr. (1)

Lateral acceleration ay is composed of movement ac-
celeration €y along the y-axis and centripetal acceleration
vv _φ:

ay � €y + vx _φ. (2)

Combine the two types to get

m €y + vx _φ( 􏼁 � Fyf + Fyr. (3)

Find the balance equation by the torque around the z-axis,
and finally get the vehicle yaw dynamic equation:
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Iz€φ � aFyf − bFyr. (4)

According to the tire dynamics characteristics, when the
side slip angle is small, the side force of the tire is pro-
portional to the “side slip angle.” From Figure 3, the side slip
angle of the driverless racing car tire can be obtained. (e
front wheel slip angle:

αf � δ − δf. (5)

From this, the vehicle lateral tracking error state
equation is built. (e rear wheel slip angle can be ap-
proximately expressed as

αr � − δr. (6)

(erefore, the lateral force of the front and rear wheels of
the driverless racing car can be expressed as

Fyf � 2Cαf δ − δf􏼐 􏼑,

Fyr � 2Cαr − δr( 􏼁.

⎧⎪⎨

⎪⎩
(7)

From the geometric characteristics of kinematics:

tan δf􏼐 􏼑 �
vy + a _φ

vx

,

tan δr( 􏼁 �
vy − b _φ

vx

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(8)

When the slip angle is small, the approximate angle and
abbreviation vy � _y, and (8) can be abbreviated to as (9).

δf �
_y + a _φ

vx

,

δr �
_y − b _φ

vx

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

Finally, the state equation model of the driverless car is
shown in (10).
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dt
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_y

φ

_φ
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. (10)

(e racing car parameters are shown in Table 1, and
Table 2 shows the definition of symbols used in the above
expressions.

(e lateral control model of the driverless racing car ob-
tained above is mainly realized by controlling the tire rotation
angle. For the driver, the steering wheel angle of the racing car
can be directly controlled. (e tracking error of the desired
path direction and distance is the system variable to build a
racing dynamics model. Let el be the lateral error; that is, it
stands for the distance between the center of mass of the car
and the desired tracking trajectory, and eφ is the heading error;

that is, the difference between the actual heading angle of the
car and the desired heading angle. It can be seen that the speed
required for the car to turn the desired angle is

_φdes �
vx

R
. (11)

(e lateral acceleration required for racing is

ades �
v
2
x

R
� vx _φdes.

(12)

(erefore, the lateral acceleration error of the car is

Tire

δf

δ

V

Car longitudinal
axis direction

Figure 3: Side slip angle of driverless car tires.

Table 1: Parameters of driverless car.

Parameters’ name Parameters’ value
Wheelbase L 1550mm
Distance from center of mass to front axle of
car a 1220mm

Distance from center of mass to rear axle b 1200mm
Vehicle quality m 310 kg
Front wheel cornering stiffness Cαf 95202
Rear wheel cornering stiffness Cαr 63947

Length/Width/Height 2860/1120/
1175mm

Front/Rear axle track 1220/1200mm
Centroid height 280mm
Moment of inertiaIz around Z-axis 340Kgm2

Tire model 18.0× 7.5–10R25 B
Wheel radius 237mm
Curb quality 310Kg

Table 2: Definition of symbols in the lateral tracking model of
driverless racing car.

ax, ay Components of acceleration on the x- and y-axes
vx, vy Racing horizontal and vertical speed
φ Heading angle
δf, δr Speed direction of front and rear wheels
αf, αr Side slip angle of front and rear wheels
δ Front wheel steering angle
R Turning radius

Table 3: Fuzzy control rule table.

Rules
Deviation

Torque NB NS ZE PS PB

Deviation change

NB PB PM PM PS ZE
NS PB PM PS ZE NM
ZE PB PM ZE NM NB
PS PM ZE NS NM NB
PB ZE NS NM NB NB
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€el � ay − ades � €y + vx _φ( 􏼁 −
v
2
x

R
� €y + vx _φ − _φdes( 􏼁. (13)

(e lateral speed error of the car is

€el � _y + vx φ − φdes( 􏼁. (14)

(en the heading error of the car is shown in (15):

eφ � φ − φdes. (15)

Combining and simplifying the above formulas (10) to
(15), (16) can be obtained:

_x � Ax + B1δ + B2wdes, (16)

where ωdes is the yaw rate in the desired trajectory,
x � el _el eθ _eθ[ ]. (e matrices A, B1, and B2 are

A �

0 1 0 0
0 − (2Cαf + 2Cαr/mvx) (2Cαf + 2Cαr/m) (− 2aCαf + 2bCαr/mvx)

0 0 0 1
0 − (2aCαf − 2bCαr/Izvx) (2aCαf − 2bCαr/Iz) − (2a

2
Cαf + 2b

2
Cαr/Izvx)

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦

B1 �

0
(2Cαf/m)

0
(2Cαfa/Iz)

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦.

Since driverless cars are highly complex nonlinear time-
varying systems using linear quadratic optimal control
methods, the above models must first be linearized and
discretized. (is paper uses the bilinear transformation
discrete method to obtain the state matrix in discrete time,
and the discrete time is set to T� 0.01s.

At �
E + T/2∗A

E − T/2∗A
􏼒 􏼓,

B1t � B1 ∗T,

B2t � B2 ∗T.

(17)

Since the lateral control is mainly for the control of the
lateral deviation, the rate of change of the lateral deviation,
the heading deviation, and the rate of change of the heading
deviation, the term B2 _φqw in the formula is ignored.(e cost
function J of steering control is

J � 􏽘
N− 1

t�0
x

T
t Qxt + δT

t Rδt􏼐 􏼑 + x
T
NQfxN, (18)

where Q is the state weighting matrix, R is the control
variable weighting matrix, Qf is the final state weighting
matrix, xt is the tracking error state variable, δt is the control
variable, and xN is the final state tracking error.

(e optimal front wheel feedback control angle form for
designing a racing car is

δ∗(t) � − K(t)x(t). (19)

Carrying out the convex optimization construction and
solving the Riccati equation to (8), the optimal feedback
control law can be obtained as

K(t) � − R(t) + B
T
1tPtB1t􏼐 􏼑

− 1
B

T
1tPAt. (20)

R (t) is combined with feedforward steering control. (e
expected steering wheel angle is

δ � δ(t) + δ∗(t). (21)

In this formula, δ∗(t) is the feedforward control amount
of the steering wheel angle.

(e weighting matrix selected in this article is
Q � [300 0 0 0; 0 50 0 0; 0 0 200 0; 0 0 0 50], R� [10],

QN � [1 0 0 0; 0 1 0 0; 0 0 1 0; 0 0 0 0].
(is section adopts the full-state feedback control of

driverless racing car, including the lateral position deviation,
lateral position deviation change rate, heading angle devi-
ation, and heading angle deviation change rate during the
tracking process.(e calculation of the lateral error is shown
in Figure 4.

(e racing tracking state error model based on the
right-hand rule is built in the lateral control of the tra-
jectory tracking of the driverless racing car, so the racing
tracking lateral error is composed of the difference be-
tween the actual running state of the racing car and the
expected trajectory curve. (e specific expression is
shown as (24).

el � dy cos φdes( 􏼁 − dx sin φdes( 􏼁,

_el � vx sin(Δφ) � vx sin eφ􏼐 􏼑,

eφ � φ − φdes,

_eφ � _φ − _φdes.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(22)

Among them, _φ is the vehicle yaw rate, which can be
obtained by the vehicle body yaw rate sensor on the racing
car, and _φdes is the expected yaw rate of the racing car, which
is obtained by the desired path line fitting and desired
tracking trajectory point solution controller.

4. Differential Drive Control Algorithm

(e yaw moment of the racing car can increase the side slip
angle of the driving wheel and reduce the side slip angle of
the steering wheel, thereby indirectly reducing the steering
radius of the racing car during high-speed driving, and has
the function of assisting steering. In this paper, a fuzzy
control method is adopted.(e difference between the actual
yaw rate and the desired yaw rate and the rate of change of
the difference are used as the input of the fuzzy controller to
output the additional yaw moment of the car, which is then
converted into the differential drivingmoment of the driving
wheels. Under the premise that the total driving torque
remains unchanged, the left and right driving wheels are
reduced or increased by 1/2 of the driving torque to realize
the redistribution of the driving torque of the driving wheels,
as shown in Figure 5.

Based on the two-degree-of-freedom vehicle model, the
desired yaw rate of the car can be calculated as
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ωqw �
vx/L

1 + Kv
2
x

δ,

K �
m

L
2

b

Cr

−
a

Cf

􏼠 􏼡.

(23)

In the formula, K is the steering stability factor of the car.

Set the ideal side slip angle of the center of mass, namely,
X � 0, so that the vehicle can track the desired trajectory as
much as possible. When calculating the yaw rate, taking into
account the limit adhesion coefficient of the road, the range
of the car’s yaw rate is

|ω|≤
μmaxg

vx

. (24)

(en the desired yaw rate is

ωqw � min
vx/L

1 + Kv
2
x

δ
􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,
μmaxg

vx

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼨 􏼩sgn(δ). (25)

In the formula, μmax is the peak adhesion coefficient
between the road and racing tires.

(is paper uses the yaw rate error and the rate of change
of the error as the input of the fuzzy controller, and the
output is the additional yaw moment. (ree membership
functions are formed by using common triangular mem-
bership functions and trapezoidal membership functions.
(e yaw rate deviation and the rate of change of the de-
viation are taken as (− 1, 1). (e range of change is [− 3, − 2,
− 1, 0, 1, 2, 3]. Each defines 5 fuzzy subsets, namely, NB (large
negative), NS (small negative), ZE (zero), PS (positive small),
and PB (positive large). Figure 6 is the membership function
of the yaw rate error, and Figure 7 is the membership
function of the yaw rate change rate.

(e fuzzy control rule table is shown Table 3. According
to the fuzzy rules formulated by experts in accordance with
the theory of racing dynamics, it includes the control
strategy of the controlled yaw moment under different
working conditions, which can significantly assist the
steering of the car and reduce the trajectory tracking error.

(e fuzzy subsets obtained by fuzzy inference based on
the fuzzy rule library need to be converted into accurate
values. Two clarification methods are commonly used: the
maximum membership method and the center of gravity
method. (e area center of gravity method is used to
defuzzify to obtain the accurate value of the inference
output. In actual control, the defuzzy output needs to be
multiplied by the corresponding scale factor to obtain the
final yaw moment for control.
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Figure 4: Schematic diagram of calculation of lateral error of driverless car.

Calculation of target
driving torque and

expected front wheel angle

Desired yaw
rate

Calculation of
target yaw moment
based on yaw rate

Desired yaw
rate

Torque distribution of
le� and right driving

wheels

Car

δqw

V

ω

T1 Tr

Tqw

Figure 5: (e driving torque distribution strategy based on the
desired yaw rate.

6 Complexity



(e designed fuzzy controller has two inputs and one
output. (e difference between the actual yaw rate and the
desired yaw rate and the change of the difference are used as
the input. (e output is the additional yaw moment Mfj,
and at this moment the differential torque is obtained
according to the dual motors independently driving the
differential torque, and the method of using the equal di-
vision method to increase or decrease the left and right
driving wheels by the same driving torque ΔT:

Mfj � ΔTrtire
h

2
+ ΔTrtire

h

2
� ΔTrtireh,

ΔT �
Mfj

rtireh
.

(26)

In the formula, rtire is the rolling radius of the driving
wheel.

In order to ensure that the total expected driving torque
of the car remains unchanged, the same torque distribution
rule is adopted to rematch the driving torque of the left and
right driving wheels, which are

Tl � Tqw − ΔT,

Tr � Tqw + ΔT.

⎧⎨

⎩ (27)

5. Simulation and Experimental
Verification Results

Firstly, CarSim and Matlab/Simulink cosimulation was used
to simulate and verify the algorithm, and then the actual car
was verified on the dual-motor-driven driverless racing car.
(erein, the detail simulator is similar to the literatures
[17, 18]. Since the width of the track during the race is 3.5m,
and there are many corners and rapid changes in curvature,
the low speed of the car in this working condition ensures

that it can drive stably. Set two working conditions to verify
the algorithm and they are straight-line trajectory tracking
and curved trajectory tracking.

5.1. Straight-Line Tracking. (e trajectory controller is built
in CarSim and Matlab/Simulink, which tracks the desired
path. Set the vehicle speed to 3m/s, and track the desired
trajectory under straight-line working conditions. (e
simulation results of straight-line working conditions are
shown in Figures 7–10. (e specific analysis is as follows.

It can be seen from Figure 8 that although the initial
position is set to a lateral deviation of 0.5m, the car can track
the desired trajectory when driving 3.5m. At the same time,
the tracking error of the longitudinal vehicle speed gradually
tends to zero after a short fluctuation, and it is shown as
Figure 9. From Figure 10, it can be seen that, during this
process, the front wheel steering angle fluctuates relatively a
little, and it is basically stable at 2s, which meets the re-
quirements of transient.

5.2. Curve Path Tracking. In curve tracking, the minimum
turning radius is set to 3.5m. (e car still tracks the desired
trajectory at the speed of 3m/s. (e comparison diagram
between the actual tracking trajectory and the expected
trajectory curve is shown in Figure 11.

Although the curve of the track is very sharp, it can be
seen that the error value is less than 0.2m from Figure 12,
which can track the expected trajectory well. From Figure 13,
it can be seen that the total steering is composed of the target
rotation angle and the feedback rotation angle. (e angle
changes smoothly. When there is a lateral tracking error, the
feedback corner will correct the target corner, which is the
expected trajectory of the racing car. It can be seen from
Figure 14 that the racing car tracks the expected speed in 3s,
and then a slight fluctuation is added to the expected speed.

1
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Figure 6: Membership function of yaw rate error.
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Figure 7: Membership function of yaw rate change rate.
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5.3. Integrated Control Simulation Verification. Establish a
CarSim/Simulink cosimulation control model. (e current
vehicle speed, total steering wheel angle, and expected drive
torque feedback by the racing car are input into the drive
torque distribution controller based on the yaw rate, and the
drive torque obtained by the left and right driving wheels is
calculated. (e rotational speed of the driving wheel and the
obtained driving torque are input to the corresponding
driving motor, and the desired driving torque of the left and
right driving wheels is output to the racing model built by
CarSim. (e simulation results are shown in Figures 15–19.

It can be seen from the simulation diagram of position
tracking in Figure 15 and the simulation diagram of lateral

position tracking error in Figure 16 that, except for the
error of 0.2m in sharp corners, the other position tracking
errors are less than 0.1m, as can be seen from the simu-
lation diagram of steering wheel angle in Figure 17. It can
be seen that the total rotation angle composed of the target
rotation angle and the feedback rotation angle changes
smoothly and meets the actual steering angle requirements.
It can be seen from the simulation diagram of running
speed in Figure 18 and the simulation diagram of left and
right wheel drive torque in Figure 19 that the initial torque
is positive. In an accelerating condition, the additional yaw
moment is provided by the differential torque to com-
pensate for the tracking error when understeer occurs at
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Figure 8: Position change during linear trajectory tracking.
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Figure 9: Straight-line tracking vehicle speed simulation diagram.
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the corner, and the driving torque on both sides is basically
the same when it is close to a straight line. (erefore, the
addition of the differential assisted steering control strategy
trajectory tracking controller not only reduces the tracking
error, but also assists the driverless racing car to pass the
tight curve track smoothly.

5.4. Actual Car Test Verification. In order to verify the effect
of the designed trajectory tracking controller, the actual car
test verification analysis is carried out. Using Liaoning
University of Technology’s dual-motor-driven driverless

racing car as an experimental platform, in the open and flat
ground, a curve simulation working condition was designed
according to the high-speed tracking project in the com-
petition, and the trajectory tracking of the driverless racing
car without differential drive was compared. In integrated
control strategy for control and trajectory tracking of
driverless cars, as shown in Figure 20, the driverless car
carries on the actual car test according to the given track.
According to the coordinate information of the cone and
barrel located by the lidar, camera, and GPS, plan the desired
tracking trajectory curve, which is shown by the visualiza-
tion interface of the ROS system and the desired trajectory
curve is shown in Figure 21.

20 25151050
Vertical position (m)

Actual horizontal tracking error
Expected horizontal tracking error

H
or

iz
on

ta
l p

os
iti

on
 er

ro
r (

m
)

–0.5

–0.4

–0.3

–0.2

–0.1

0.0

0.1

0.2

0.3

0.4

0.5

Figure 12: Simulation diagram of horizontal position tracking
error.
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Figure 13: Simulation diagram of curve tracking steering angle.
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Figure 14: Curve tracking speed simulation diagram.
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(e trajectory tracking control experiment of a driverless
car without differential drive assisted steering is carried out.
(e comparison of actual car experimental data is shown in
Figures 22–23.

(e built trajectory tracking controller can ensure that
the driverless racing car can track the expected trajectory
well, except for the fluctuation of the expected trajectory
curve curvature, which can be seen from Figures 22 and 23.
In addition to the large deviation, the lateral error between

the actual tracking trajectory and the expected tracking
trajectory is about 15 cm, which fully meets the required
tracking accuracy in the actual car verification. It can be
seen from the experimental diagram of steering angle in
Figure 24 that the target rotation angle and the total input
angle formed by the feedback angle are relatively stable at
other times except for large changes.

In order to track the desired trajectory as much as
possible at large turns, which meets the actual conditions of
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Figure 16: Simulation diagram of lateral position tracking error.
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Figure 17: Simulation diagram of steering wheel angle.
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the car, the feedback angle can always be corrected in time
when there is a lateral tracking deviation. (e target angle
follows the desired trajectory curve.

(e actual car test of the trajectory tracking control of the
driverless racing car based on the differential assisted
steering of the yaw rate is shown in Figures 25–29.

It can be concluded that the strategy which uses additional
differential drive torque to assist steering control improves the

accuracy of trajectory position tracking of driverless car, and
the effect is more effective at big turns from Figures 25 and 26.
Obviously, the average error is controlled at about 10 cm,
which is less than the tracking error when the differential
drive torque control strategy is not added, and the tracking
accuracy is improved. It can be seen from Figure 27 that the
speed fluctuates up and down the expected speed and finally
can keep up with the expected speed. When the car turns to

Figure 21: Expected trajectory curve.
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Figure 19: Left and right driving torque simulation diagram.

Figure 20: Actual car test diagram.
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the right, the driving torque of the left rear wheel is greater
than the driving torque of the rear wheel. (e differential
driving torque provides additional yaw moment for the car,
which is used to reduce the steering wheel slip angle and
understeer tendency and improve the car track accuracy.

It can be seen from Figure 28 that the total input angle
of the desired trajectory changes greatly in order to track
the desired trajectory as much as possible at a large turn,
and the other time is relatively stable. It meets the actual

conditions of the car, and when the lateral tracking de-
viation occurs, the feedback corner can always correct the
target corner to track the desired trajectory curve in time.
And when the lateral tracking deviation occurs, the
feedback angle can always correct the target angle to track
the desired trajectory curve in time.

It can be seen from Figure 29 that when the car turns to
the right, the driving torque of the left rear wheel is greater
than the driving torque of the rear wheel, and the resulting
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Figure 23: Comparison of horizontal tracking positions.
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differential driving torque provides additional yaw mo-
ment for the car to reduce the steering wheel slip angle and
insufficient steering trend improves the accuracy of racing
track tracking.

6. Conclusion

(1) Aiming at improving the accuracy of trajectory
tracking and the tracking timeliness, the tracking
accuracy and tracking targets in the process of tra-
jectory tracking of driverless racing car are analyzed.
(e optimal control theory is applied to design the
LQR active steering controller of the driverless
racing car. At the same time, the dual-motor-driven

car is introduced to enable differential drive. Based
on the fuzzy control theory, the differential drive
control method is designed to improve the accuracy
of estimating tracking degree.

(2) Simulation verification and actual car test verification
results show that, under given conditions, the lateral
tracking error of the trajectory tracking controller
designed in this paper is 0.15m and it can track
quickly when the trajectory deviation occurs. After
adding the differential drive control, the trajectory
tracking control accuracy is improved by nearly 30%
with strong accuracy and timeliness. (e developed
method can be applied in multiagent system [19] and
complex pipeline networks [20] in the future.

Data Availability

(e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

(e authors declare that they have no conflicts of interest.

Acknowledgments

(iswork was supported by theNational Science Foundation of
China (51675257 and 51305190) and Beijing Key Laboratory of
Measurement & Control of Mechanical and Electrical System
Technology, Beijing Information Science & Technology Uni-
versity (KF20202223201).

References

[1] R. Attia, R. Orjuela, and M. Basset, “Combined longitudinal
and lateral control for automated vehicle guidance,” Vehicle
System Dynamics, vol. 52, no. 2, pp. 261–279, 2014.

50

40

30

20

10

0

–10

–20

–30

–40

–50

A
ng

le
 (d

eg
)

8 1064 1220
Sample time (s)

Total angle
Feedback angle
Target angle

Figure 28: Steering angle analysis diagram.

D
riv

in
g 

to
rq

ue
 (N

·m
)

8 1064 1220
Sample time (s)

–200

0

200

400

600

800

Right rear wheel drive torque
Le� rear wheel drive torque

Figure 29: Left and right driving torque simulation diagram.

Complexity 15



[2] C. Fiho and D. Wolf, “Dynamic inversion-based control for
front wheel drive autonomous ground vehicles near the limits
of handling,” in Proceedings of the 2014 IEEE 17th Interna-
tional Conference on Intelligent Transportation Systems
(ITSC), IEEE, Qingdao, China, October 2014.

[3] N. R. Kapania and J. C. Gerdes, “Design of a feedback
feedforward steering controller for accurate path tracking and
stability at the limits of handling,” Vehicle System Dynamics,
vol. 53, no. 12, pp. 1–18, 2015.

[4] M. Brown, J. Funke, S. Erlien, and J. C. Gerdes, “Safe driving
envelopes for path tracking in autonomous vehicles,” Control
Engineering Practice, vol. 61, no. 3, pp. 307–316, 2017.

[5] J. Shah, M. Best, A. Benmimoun, and M. L. Ayat, “Auton-
omous rear-end collision avoidance using an electric power
steering system,” Proceedings of the Institution of Mechanical
Engineers, Part D: Journal of Automobile Engineering, vol. 229,
no. 12, pp. 1638–1655, 2015.

[6] S. Inoue, T. Ozawa, H. Inoue et al., “Cooperative lateral
control between driver and ADAS by haptic shared control
using steering torque assistance combined with Direct Yaw
Moment Control,” in Proceedings of the 2016 IEEE Interna-
tional Conference on Intelligent Transportation Systems, Rio de
Janeiro, Brazil, November 2016.

[7] U. Rosolia, S. D. Bruyne, and A. G. Alleyne, “Autonomous
vehicle control: a nonconvex approach for obstacle avoid-
ance,” IEEE Transactions on Control Systems Technology,
vol. 25, no. 2, pp. 1–16, 2016.

[8] J. Su, J. Wu, P. Cheng et al., “Autonomous vehicle control
through the dynamics and controller learning,” IEEE
Transactions on Vehicular Technology, vol. 67, no. 7,
pp. 9712–9726, 2018.

[9] X. Ji, J. Wang, Y. Zhao, Y. Liu, L. Zang, and B. Li, “Path
planning and tracking for vehicle Parallel parking based on
preview BP neural network PID controller,” Transactions of
Tianjin University, vol. 21, no. 3, pp. 199–208, 2015.

[10] X. Ji, X. He, C. Lv, Y. Liu, and J. Wu, “Adaptive-neural-
network-based robust lateral motion control for autonomous
vehicle at driving limits,” Control Engineering Practice, vol. 76,
no. 3, pp. 41–53, 2018.

[11] H. Guo, J. Liu, D. Cao et al., “Dual-envelop-oriented moving
horizon path tracking control for fully automated vehicles,”
Mechatronics, vol. 50, no. 3, pp. 41–53, 2018.

[12] J. Ni and J. H. C. Hu, “Envelope control for four-wheel in-
dependently actuated autonomous ground vehicle through
AFS/DYC integrated control,” IEEE Transactions on Vehic-
ular Technology, vol. 66, no. 11, pp. 9712–9726, 2017.

[13] K. Liu, J. Gong, S. Chen, Y. Zhang, and H. Chen, “Model
predictive stabilization control of high-speed autonomous
ground vehicles considering the effect of road topography,”
Applied Sciences, vol. 8, no. 5, pp. 822–837, 2018.

[14] W. Chen, J. Wang, M. Wang, and J. Wang, “Adaptive preview
control of lateral movement of intelligent vehicle with visual
navigation,” China Mechanical Engineering, vol. 25, no. 5,
pp. 698–704, 2014.

[15] G. Lie, Z. Yi-bing, L. Lin-hui, G. Ping-shu, and H. Xiao-hui,
“Antisideslip and antirollover safety speed controller design
for vehicle on curved road,” Mathematical Problems in En-
gineering, vol. 2014, no. 3, 12 pages, Article ID 253176, 2014.

[16] L. Liu, Y.-J. Liu, A. Chen, S. Tong, and C. L. Philip Chen,
“Integral barrier Lyapunov function based adaptive control
for switched nonlinear systems,” Science China Information
Sciences, vol. 63, no. 3, Article ID 132203, 2020.

[17] R.Wang, Q. Sun,W. Hu, Y. Li, D.Ma, and P.Wang, “SoC-based
droop coefficients stability region analysis of the battery for

stand-alone supply systems with constant power loads,” IEEE
Transactions on Power Electronics, vol. 36, no. 7, pp. 7866–7879,
2021.

[18] X. Hu, H. Zhang, D. Ma, and R. Wang, “A tnGAN-based leak
detection method for pipeline network considering incom-
plete sensor data,” IEEE Transactions on Instrumentation and
Measurement, vol. 70, pp. 1–10, 2021.

[19] Q. Sun, R. Han, H. Zhang, J. Zhou, and J. M. Guerrero, “A
multiagent-based consensus algorithm for distributed coor-
dinated control of distributed generators in the energy in-
ternet,” IEEE Transactions on Smart Grid, vol. 6, no. 6,
pp. 3006–3019, 2015.

[20] D. Ma, Y. Li, X. Hu, H. Zhang, and X. Xie, “An optimal three-
dimensional drone layout method for maximum signal
coverage and minimum interference in complex pipeline
networks,” IEEE Transactions on Cybernetics, 2021, In Press.

16 Complexity



Research Article
A Pinning Actor-Critic Structure-Based Algorithm for Sizing
Complex-Shaped Depth Profiles in MFL Inspection with High
Degree of Freedom

Zhenning Wu ,1,2 Yiming Deng ,2 and Lixing Wang 3

1College of Information Science and Engineering, Northeastern University, Shenyang 110004, China
2Department of Electrical and Computational Engineering, Michigan State University, East Lansing, MI 48823, USA
3College of Computer Science and Engineering, Northeastern University, Shenyang 110004, China

Correspondence should be addressed to Zhenning Wu; wuzn2003@hotmail.com

Received 14 March 2021; Revised 1 April 2021; Accepted 15 April 2021; Published 24 April 2021

Academic Editor: Rui Wang

Copyright © 2021 ZhenningWu et al.(is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

One of the most efficient nondestructive methods for pipeline in-line inspection is magnetic flux leakage (MFL) inspection.
Estimating the size of the defect fromMFL signal is one of the key problems of MFL inspection. As the inspection signal is usually
contaminated by noise, sizing the defect is an ill-posed inverse problem, especially when sizing the depth as a complex shape. An
actor-critic structure-based algorithm is proposed in this paper for sizing complex depth profiles. By learning with more in-
formation from the depth profile without knowing the corresponding MFL signal, the algorithm proposed saves computational
costs and is robust. A pinning strategy is embedded in the reconstruction process, which highly reduces the dimension of action
space. (e pinning actor-critic structure (PACS) helps to make the reward for critic network more efficient when reconstructing
the depth profiles with high degrees of freedom. A nonlinear FEM model is used to test the effectiveness of algorithm proposed
under 20 dB noise. (e results show that the algorithm reconstructs the depth profile of defects with good accuracy and is robust
against noise.

1. Introduction

Magnetic flux leakage (MFL) is one of the most widely used
NDT techniques, which has been widely used for inspection
of oil and gas pipeline since the 1960s. It is efficient in finding
defects caused by corrosion and mechanical damage and
other metal loss defects for pipelines and storage tanks [1–3].
It is helpful to give the health condition of the working
facilities to the operators, which prevents disasters to en-
vironment, industry, and human being due to the leakage of
explosive or dangerous chemicals. Estimating the shape of
defect is the key problem of inspection. (ough MFL is
efficient in finding the defects and anomalies, the recon-
struction process from inspection signal to defect depth is
not an easy task, as it is usually contaminated by sampling
noise [4]. Reconstruction results with more details such as
the detailed shape of the defect rather than only length,

width, and depth are more helpful to estimate the health
condition of the tested material [5]. Among length, width,
and depth, depth reconstruction is the most challenging part
as it is highly ill-posed. Unfortunately, reconstructing the
defect shape with details makes the ill-posed inverse
problem even harder to be solved.

(e solutions of MFL inverse problem could be classified
as either non-model-based methods or model-based
methods. Non-model-based methods solve this inverse
problem by building a mapping between sampled signal and
the shape of defect. Neural networks are usually used to
build this mapping [6–10]. (e input of this neural network
can be the signal of MFL inspection, and the sizing infor-
mation of the defect is set as the output. (ese methods are
fast but highly rely on the data set used to train the neural
network. (e accuracy is highly impacted by the quality of
training data set.
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A forward physical model is involved in the model-based
methods. (e forward model is used to give simulated signal
to a given depth profile. (e simulated signal is used for
comparison with the reference signal. (e residual error
between simulated signal and reference signal is used to give
information for the iteration strategy. By minimizing the
residual error, the size of the defect is repetitively computed
[11–16]. Numerical models and analytical models are two
categories of methods involved as forward model of MFL.
Analytical models are fast but have more limitations as the
model is derived with many simplifications, making it less
accurate [17, 18]. Numerical model provides accurate re-
sults, but it is computationally very costly especially when a
fine model is needed. (e design of the iteration policy for
numerical model is another problem that is hard to design.
Classic methods design the policy with gradient information
to minimize the residual error [19, 20]. (ese methods
usually have some limitations to assume the shape of the
defect a priori. Another kind of solution uses a mapping
which is trained to replace the numerical forward model. A
novel iterative method of inversion using adaptive wavelets
and radial basis function neural network are proposed in [5].
A RBF neural network is used as a forward model in [21].
Heuristic methods are the third kind of solution of designing
the iteration policy. Han et al. proposed a particle swarm
optimization method to solve this problem [22]. Li et al.
proposed a modified harmony search algorithm as the it-
eration policy [23]. As these heuristic methods are not
deterministic, they usually need a vast amount of forward
model evaluations.

Considering the state-of-the-art solutions, there are still
some common problems in solving the problem of sizing the
defects. First, for the non-model-based method, the map-
ping is trained according to the data without exploration to
data not included in the training set. It makes the mapping
highly rely on the distribution of the training data set. As the
MFL inverse problem is ill-posed, the mapping from signal
to defect profiles can also be troubled by the nonuniqueness
of the mapping. Second, for the model-based method, the
iteration strategy is designed based on the forward model in
use and highly relies on it. For numerical model, it has high
performance in simulating the inspection signal, but it is
hard to build an iteration strategy based on it.

(e similarity between the state-of-the-art machine
learning technique of game play [24–29] and classic model-
based iteration method inspires the study in this paper.
(ough the RL algorithm is basically a machine learning
technique which needs training, the general structure has
similarity with the classic iteration method which makes it
possible to design an iteration strategy for numerical for-
ward physics model. An actor-critic structure is adopted to
design the iteration strategy. (e actor network gives the
iteration strategy, and the performance is evaluated by the
critic network which improves the strategy given by actor
network in the coming steps. For the problem with high
dimensions in its action space, the “reward” which is used to
improve the performance by critic network does not per-
form as efficient as it does with the problem of lower action
space dimensions [30–32]. A pinning-based strategy is given

in this paper to reduce the dimension of action space, which
helps to make the critic network more efficient.

(e principle of actor-critic based structure is intro-
duced in Section 2 along with the principle of MFL in-
spection. (e detail of PACS algorithm is described in
Section 3. Simulated inspection signal from a nonlinear FEM
model is used to test the performance of the algorithm
proposed under 20 dB noise in Section 4. (e conclusion is
drawn in Section 5.

2. Model and Principle

2.1. Physics Model. (e principle of MFL inspection is
based on electromagnetic theory. By magnetizing the test
material into saturation, a magnetic flux leakage can be
detected by Hall-effect sensors where a defect is located.
Strong permanent magnets are usually used to magnetize
the testing material. (e Hall-effect sensors are usually
located close to the surface of the tested material. (e
magnetizing and sensing principles are illustrated in
Figure 1.

(e principle of MFL inspection is magnetic, where
Maxwell’s equation can be used to describe its behavior:

∇ × μ− 1∇ × A􏼐 􏼑 � J, (1)

where μ, J, and A represent the permeability of the media,
the source current density, and the magnetic vector po-
tential. In (1), μ is usually not a constant due to the property
of the material and can be described as a function of
magnetic flux density B as μ � μ(B). (e magnetic flux
density which can be collected with the Hall-effect sensors is
B � ∇ × A. For a simple defect, the magnetic flux densityB is
illustrated in Figure 2. (e x-axis component is usually
sampled as the inspection signal. (ere are two ways to solve
this Maxwell’s equation formulated as (1). Numerical so-
lution such as finite element method (FEM) is widely used to
solve this partial differential equation. Another kind of
solution is dipole model, which makes some simplification
of the forward model, which gives an analytical solution to
this forward model [19, 33, 34].

As the analytical solution cannot provide enough ac-
curacy for complex defects, numerical methods are usually
used to get a numerical solution for these problems. FEM is a
widely used method to get a numerical solution for partial
differential equation. (e general process of a FEM solution
is as follows. First, the partial differential equation is
transformed into corresponding variational functional
equation. (en, the domain that needs to be computed is
divided into certain number of finite elements. By assem-
bling all the variational functional equations of all the ele-
ments within the domain, the solution can be obtained by
solving

K · a � f , (2)

where a represents the nodal solutions of elements of dis-
crete approximation in the form of a vector, K is the sparse
element stiffness matrix, and f is the source vector con-
taining the boundary conditions and model inputs.
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Commonly, the MFL inspection model is built with
components as described in Figure 1. As the senor position is
fixed with the magnetizing components, it needs to rebuild
the defect location n times if a sequence of data with n points
are sampled. It means to repeat the forward model n times,
which is computationally very costly. A simplified model is
adopted in this paper, which is proposed in [14]. (e
simplified model is illustrated in Figure 3. As the principle of
MFL inspection is magnetizing the material into saturation,
a pair of paralleled current layers are adopted to magnetize
the testing material. (e commonly used permanent mag-
nets and yokes are removed. By adopting this model, the
principle and nonlinear character are kept. A sampled signal
with n sampling points only needs to run the forward model
once, which saves a lot computationally. (e region of in-
terest (ROI) shown in Figure 3 represents the domain where
the defect is going to be reconstructed by the algorithm
proposed. (e depth profile within ROI consists of several
subdefects, which make up a complex depth profile.

2.2. Principle of RL. Reinforcement learning considers the
paradigm of an agent interacting with its environment
aiming to learn a behavior which maximizes the reward.(e
agent consists of an actor network and a critic network. (e
actor network is trained to decide which action should be
taken at current state. (e critic network evaluates each
action based on its current state with reward and improves
the strategy of the actor network. (ere are four definitions
in RL, state xt, reward rt, action at, and environment E. An
agent takes action at at current state xt, where t is discrete
time-step. (e action at interacts with certain environment

and obtains a new state xt+1 with a reward rt, which evaluates
the performance of this action. (e action is defined by a
deterministic policy π: S⟶ A(A) which is a mapping
from states to actions. S represents the state space, and A

represents the action space. A discounted sum of future
rewards is called a return as Rt � 􏽐

T
i�t c(i− t)r(si, ai), where

c ∈ [0, 1] is a discounting factor. (e agent’s goal is to
maximize the expected returns Eπ[R1]. (e action-value
function is defined as Qπ(st, at) � Eπ[Rt|st, at]. It is also
called Q-function, which represents the expected return
after taking an action at in state st and thereafter following
the policy π. (e critic is updated byminimizing the loss L as
follows:

L �
1
N

􏽘
i

yi − Q si, ai|θ
Q

􏼐 􏼑􏼐 􏼑
2
, (3)

where

yi � ri + cQ′ si+1, π′ si+1|θπ′( 􏼁|θQ′
􏼒 􏼓. (4)

(e actor policy is updated using sampled gradient as
follows:

∇θππ|si
≈

1
N

􏽘
i

∇aQ s, a|θQ
􏼐 􏼑|s−si,a−π si( )∇θππ s|θπ( 􏼁|si

. (5)

In the problem of sizing the depth profile of MFL in-
spection, four parameters are involved in the reconstruction
process, the reference depth profile dref , reconstructed depth
profile dt at time-step t, reference signal sref , and signal of
reconstructed depth profile st at time-step t. Reference depth
profile is the target of the reconstruction, which is not
observable during the entire reconstruction process. (e
other three parameters are fully observable all the time.
During training of non-model-based method, the reference
depth profile and corresponding reference signal are used to
train the mapping. (e model-based method only involves
the reference signal during the reconstruction process. In
this paper, three parameters, reference depth profile, ref-
erence signal, and reconstructed depth profile, are used to
train the actor-critic structure-based algorithm proposed.
(e involvement of reconstructed depth profile gives more
information of the depth profile space. (e signal of
reconstructed signal is not utilized as it is computationally
costly.
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Figure 1: Principle of MFL inspection.
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Figure 2: Illustration of magnetic flux leakage of a simple defect.
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Figure 3: Illustration of simplified FEM model used in this paper
with complex depth profile.
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(is paper is inspired by the similarity between the
training process of RL and model-based iteration method.
(e similarity is illustrated as shown in Figure 4. For the
iteration structure, it starts with an initial defect depth
profile. According to the iteration strategy, a reconstructed
depth profile is given. (e signal of corresponding depth
profile is generated with the forward model. By comparing
the signal of reconstructed depth profile with reference
signal, a residual is obtained. (is process iterates until the
residual is smaller than a threshold when a final recon-
structed depth profile is obtained. (e learning process of
the actor-critic structure-based RL method proposed in this
paper has similarities with the model-based solution men-
tioned above. (e state can be that the depth profile needs to
be reconstructed in a certain form. (e agent is the strategy
controlling the iteration process. Action is the output of the
agent, which controls how to change the state until termi-
nation criteria are satisfied. (e strategy that controls the
iteration process is learned from the data given and gen-
erated during the iteration process. It solves the problem that
it is hard to design iteration strategy for numerical forward
models. (e performance of the strategy is evaluated by the
critic network with rewards from each step. By involving the
data generated during the iteration process, more data is
given, which means the training data is not limited to the
given data pairs of depth profile and corresponding signal. It
improves the problem that the non-model-based solution
highly relies on the distribution of the training data.

3. Algorithm

In this paper, an actor-critic structure-based RL method for
complex depth profile reconstruction is proposed. (e al-
gorithm of Deep Deterministic Policy Gradients (DDPG) is
adopted to train the actor-critic structure [35–37]. (e
definitions of parameters for the problem of sizing the depth
profile of MFL inspection are described as follows. (e state
is defined as st � (dt, sref ), which consists of two parts, the
normalized reconstructed depth profile and the reference
signal. dt is the normalized reconstructed depth at time-step
t. sref is the sampled reference signal. As the signal outside
the ROI has less characteristics than signal within the do-
main of ROI, most of the sampling points are selectively
removed to reduce the state dimension. (e change of dt at
each time-step is taken as action. Different from the model-
based method that uses the residual between reference signal
and signal of reconstructed depth profile to evaluate the
performance, the performance of the actor network is
evaluated with reward at each time-step. Reward is designed
as minus value of Euclidean distance between reference
depth profile and reconstructed depth profile as shown in the
following equation:

rt � − dt+1 − dref
����

����. (6)

As the target of this MFL inverse problem is sizing the
depth profile as precisely as possible, it means the subdefect
d(i) needs to approach its corresponding reference sub-
defect with small error. (en, the complexity is associated

with the dimension of the degree of freedom of this inverse
problem. (e problem when encountering a high-dimen-
sional degree of freedom comes that the reward that eval-
uates the performance of the actor network becomes less
efficient. It is because the measurement of distance becomes
less efficient in high-dimensional problems [30–32]. In this
paper, instead of giving each subdefect an action to control
its depth, limited subdefects are selected to accept action
given by the actor network. Subdefects accepting control
from actor network are called pinning subdefects in this
paper. As the defects are usually caused by corrosion or
mechanical damage, the difference between adjoining sub-
defects is usually not sharp. It means that it is possible to use
some pinning subdefects, which are controlled by the action
to represent the depth profile. Subdefects between two
pinning subdefects are interpolated. By adopting this pin-
ning strategy, the dimension of action space is reduced
significantly. (e reward is still calculated using the full
information of depth profile. As the dimension of action
space is reduced, the measurement of distance becomes
more efficient than using full space. (e entire depth profile
with pinning subdefects is illustrated in Figure 5. (e
flowchart of PACS learning process within one episode is
illustrated in Figure 6. (e entire algorithm including the
pinning strategy with the learning process of the actor-critic
structure-based reconstruction algorithm is given in
Algorithm 1.

From Algorithm 1, it can be seen that, within one
episode, sref as part of the states is combined with many
depth profiles dt generated during the iteration process. It
means that, despite the relationship between ultimate
reconstructed depth profile and reference signal, the
function in the depth profile space is also explored by
PACS proposed in this paper. It helps to have better
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Forward model

New depth

Structure of iteration-based methods

Action

State
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Structure of RL-based methods

|H-Href| < ε

Figure 4: Similarity between the learning process of reinforcement
learning and classic iteration method.
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No
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Actor-critic-based policy

Actor network Critic network
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State st, reward rt,
next state st+1

|dt – dref| < e

Q

Figure 6: Flowchart of PACS learning process within one episode.

(i) Initialize actor network μ(s|θπ), critic network Q(s, a|θQ), target network π′ and Q′, replay buffer R

(ii) For episode� 1, M do
(iii) Initialize pinning subdefects dp0 , interpolate to have the full depth profile
(iv) Get initial observation state s1 from reference signal and depth of sub-defects
(v) For t� 1, T do
(vi) Generate an action at � μ(st|θ

π) + Nt from the output of actor network and exploration noise process
(vii) Execute action at, obtain new depth of pinning sub-defects dpt
(viii) Interpolate to get the full depth profile dt within the ROI, calculate reward rt and new state st+1
(ix) Store (st, at, rt, st+1) in R

(x) If capacity of replay buffer R is full then
(xi) Randomly sample N piece of data (st, at, rt, st+1) from R

(xii) Update the critic network and actor network with (5) and (3)
(xiii) Update the target networks:

(xiv) θQ′←τθQ
+ (1 − τ)θQ′

θπ′←τθπ + (1 − τ)θπ′
(xv) end if
(xvi) If error between each reference subdefect and reconstructed subdefect is less than ε, then
(xvii) break
(xviii) end if
(xix) end for
(xx) end for

ALGORITHM 1: PACS.
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reconstruction results in an optimal way. As only com-
ponent dt in state st � (dt, sref ) is updated, no forward
model is called during one episode. It saves a lot as the call
of forward model is computationally very costly if a fine
model is required.

4. Results and Discussion

4.1. Model and Error Definitions. To test the accuracy of the
algorithm proposed along with robustness, a simplified
nonlinear numerical forward model is adopted as in [14].
(e detail of the forward model is illustrated in Figure 3 and
the dimension of the model can be found in Figure 7. (ere
are 49 subdefects within the ROI. (e adjoining subdefects
stay tight and the span between centers of adjoining two
subdefects is 2mm. 11 subdefects are selected as pinning
subdefects. (e position of each pinning subdefect is shown
in Figure 5. Subdefects between two pinning subdefects are
interpolated with cubic interpolation. (e x-component of
the signal sampled with lift-off value of 1mm above the
surface is adopted as reference signal. (e current density
carried in the paralleled layer is 40000kA/m2 with opposite
direction. (e material is set as 1010 cold rolled steel. (e
property of the material including the B–H curve can be
found in [14].

In order to test the effectiveness of the algorithm
proposed in this paper, three error measurements are
given. (ese measurements are root mean squared error
(RMSE), peak depth error (PDE), and maximum devia-
tion (MD). (ese measurements are described in (7)–(9)
and illustrated in Figure 8. dref(i) and d(i) are the ith
depths of subdefect for reference depth profile and
reconstructed depth profile, respectively. From (7)–(9)
and illustration in Figure 8, the error definitions can be
understood in an easy way. MSE is commonly used in
error measurements. PDE is the error between the
maximum depths of reconstructed depth profile and
reference depth profile. (e subdefects from the recon-
structed subdefect and the reference subdefect may not
come from the same location within ROI. (e value of 0.1
with regard to PDE means 1mm error between peak
depths if the wall thickness is 10mm. MD is the maximum
error between reconstructed subdefect and reference
subdefect with the same location of the subdefects. (e
subdefects used to calculate MD value may not be the
maximum depth of neither reconstructed depth profile
nor reference depth profile. (e value of 0.1 with regard to
MD means 1mm error if the wall thickness is 10mm.

RMSE(d) �

�������������������
1
N

􏽘
ROI

d(i) − dref(i)( 􏼁
2

􏽳

, (7)

PDE(d) �
1
D

max dref( 􏼁 − max(d)( 􏼁, (8)

MD(d) �
1
D
max dref(i) − d(i)( 􏼁. (9)

4.2. Computing Results. (e structure of actor network and
critic network of PACS algorithm is described as follows.
(ere are 82 neutrons in the input layer of actor network: 11
neutrons for the pinning subdefect normalized depth vector
and 71 neutrons for the normalized reference signal. (e
sampling position of signal used as part of the state is il-
lustrated in Figure 9. In the first hidden layer, there are 128
neutrons, and in the second hidden layer, there are 80
neutrons. 11 neutrons are set as the output layer, which
controls the action for pinning subdefects. Besides, the
activation function of output layer is set as “tanh”, and all the
activation functions are set as “ReLU.” (e input layer of
critic network has two separated parts: one is 82 neutrons as
the input layer of actor network and the other is 11 neutrons
for the action. (ere are 128 neutrons, respectively, in the
first hidden layer of critic network connecting the corre-
sponding parts. (e number of neutrons for the second and
third hidden layer is 50, respectively. (e output of critic
network is Q value with one neutron.

(e number of episodes M is 5000 with 200 time-steps
for each episode as T. (e size of replay buffer R is 1000000.
(e number of pieces of of sampling data at each time-step
N is 128. (e stop criterion ε is 0.5. (e soft updating
parameter τ is 0.01. (e discounting factor c is 0.1.

(ere are 10000 randomly generated complex defects
with corresponding sampled signal generated with COM-
SOL Multiphysics 5.3a with MATLAB. 5000 of the pieces of
data are used as training data set and 5000 others as testing
data set. (e algorithm proposed is coded with Python and
TensorFlow 1.15. All the data and algorithm are run on a
laptop with Intel i7 10750H processor and 16GB RAM.

From error definition (7)–(9), the reconstructed results
can be shown in different aspects.(e results are shown with
selected reconstruction results from the different ranking
with MD value. (e results of the 10%, 30%, 70%, and 90%
are shown in Figure 10. (e MD value is sorted from the
smallest to the largest, which means Figure 10(a)is the best
result among all the tested results shown in Figure 10 from
the aspect of MD value. (e ranking of the results in Fig-
ure 10 is tested using signal with SNR� 20 dB. Corre-
sponding reconstructed results with noise-free signal for
each depth profile and reference depth profile are also

0.2
0.18
0.16
0.14
0.12
0.10
0.08
0.06
0.04
0.02

0
–0.02
–0.04

–0.2 0.15 –0.1 –0.05 0 0.05 0.1 0.15 0.2
m

m

Figure 7: Dimension of the forward model with a defect of 49
subdefects.
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plotted in Figure 10. (e corresponding values with ranking
of each error definition are listed at the bottom of each
subfigure. From Figure 10, it can be seen that all the
reconstructed results follow the depth profile well. (e worst
result from PDE is in Figure 10(a) with the PDE ranking of
80.7% and value of -0.0786.(e worst result from RMSE is in
Figure 10(d) with the RMSE ranking of 87.2% and value of
0.1461.(ese are relatively small errors, proving the accuracy
of the algorithm proposed in this paper. From the results in
Figure 10, it can also be seen that the reconstructed results
from signal of 20 dB noise are close to the results recon-
structed from noise-free signal, which means the algorithm
proposed in this paper is robust against noise.

(e signals for corresponding reconstructed depth
profile in Figure 10 are shown in Figure 11. (e noise-free
signal and signal with 20 dB noise are plotted in different
color. (e values of three error measurements are plotted in
Figure 12 for the first 20 times-steps of reconstruction. (ey
are results generated from reconstructing process of results
in Figure 10 with noise signal of 20 dB. It can be seen from
Figure 12 that all the error measurements converge in less

than 10 time-steps. (e results in Figure 12 show that the
algorithm proposed in this paper converges fast with limited
steps to the final reconstruction results.

To show the robustness of the algorithm proposed in this
paper, the algorithm is trained with different size of training
data sets. (e size of the testing data set is 5000, which is the
same as that in Figure 10. (e sizes of training data sets are
set as 2000, 3000, 4000, and 5000, respectively. A 20 dB noise
is also added to the testing data. (e results are shown as
error distribution in Figure 13. (e error distributions of
results are shown as histogram. To make the figure clear,
they are plotted with markers in different color instead of
bars. (e y-axis value of the markers represents the prob-
ability that the results fall into corresponding span. (e
width of the span is equal to that of the span between two
adjoining markers from x-axis direction. (e marker is
located at the center of its corresponding span. (e result is
better if the error distributions are more concentrated and
closer to zero. From Figure 13, it can be seen that, in contrast
to the results from training with 2000 pieces of data, results
from 3000, 4000, and 5000 have similar error distributions.
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Figure 10: Sizing results with different ranking of MD value. (a) 10% ranking. (b) 30% ranking. (c) 70% ranking. (d) 90% ranking.
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Figure 11: Signal used to get the results in Figure 10, including the contaminated signal and corresponding noise-free signal. (a) 10%
ranking. (b) 30% ranking. (c) 70% ranking. (d) 90% ranking.
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Figure 12: Error convergence for corresponding results in Figure 10. (a) 10% ranking. (b) 30% ranking. (c) 70% ranking. (d) 90% ranking.
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From Figures 13(b) and 13(c), the results from 3000 to 4000
are even a little bit better than results from 5000. (e results
from 2000 have similar error distributions too, but it can also
be seen that the performance is obviously not as good as
results from larger training data sets from all aspects. (e
results from Figure 13 show that the quantity requirement of
training data is not high and the algorithm is robust.

(e actor-critic structured DDPG, the direct
Gauss–Newton optimization (DGNO) in [14], and RBF
neural network based iteration (RBFNNI) in [21] are se-
lected as representative methods to show the accuracy and
robustness of the algorithm proposed. (e results are shown
in Figure 14 in the form of error distribution too. (e means
of markers are the same as those in Figure 13. From
Figures 14(b) and 14(c), it can be seen that the recon-
struction results from PACS have obviously the best per-
formance that the error distributions are more concentrated
and closer to zero. From Figure 14(a), results from DDPG
and DGNO are slightly better than those from PACS.
Considering their performance on MD and RMSE, the re-
sults from PACS are still better than those from these
methods.

5. Conclusion

In this paper, a pinning actor-critic structure-based solution
for sizing complex depth profile with high degree of freedom

of MFL inspection is studied. By involving the actor-critic
structure, a novel way of utilizing the fine numerical based
forward model in reconstructing the depth profile for MFL
inspection is given. To solve the problem of the performance
of reward deficiency, which is measured as Euclidean dis-
tance, a pinning strategy is given. By introducing the pinning
subdefects, the action space has less variability than giving
every subdefect an action. (e robustness of the recon-
struction results is improved by involving PACS.

(e effectiveness of PACS proposed in this paper is
tested with simulation results from nonlinear numerical
forward models of MFL inspection with FEM. (e results
that are shown in a statistic way show the effectiveness of
PACS proposed in this paper. (e depth profiles recon-
structed from signal with 20 dB noise are close to depth
profiles reconstructed from noise-free signal, proving the
robustness of PACS proposed. (e results also show good
accuracy compared with representative solutions of depth
profile reconstruction.
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Dry port construction can reduce the cost of container transportation, and its location is the focus of existing research.
Considering dry port capacity limitations and scale advantages, this study calculates the costs associated with dry port con-
struction and operations, transportation, time, and the environment and constructs a joint optimization model of the dry port
location and transportation scheme tominimize the total cost. Taking 35 prefecture-level cities in Northeast China as the source of
container goods and Dalian port as the destination, this study conducts an empirical analysis using the Gurobi 9.0.2 optimizer of
the AMPL software to solve the problem and takes the minimum total cost as the goal to select the best dry port and container
transshipment scheme. +e research draws the following conclusions. Seven dry ports also need to be built in the road-rail (RD-
RL) mode, which shares 82.76% of the container transshipment volume, to reduce the total transportation cost by approximately
21.67%. Althoughmultimodal transport through dry ports increases the time cost slightly, it can significantly reduce the economic
and environmental costs of container transportation.

1. Introduction

In the process of economic and social development, the
deployment and optimization of Cyber-Physical Systems
play an increasingly important role. Power system, pipeline
network, and transportation network are important com-
ponents of Cyber-Physical Systems. Some achievements of
energy system and pipeline network [1–3] provide a new
idea for the study of connectivity reliability of urban
transportation network. +e joint optimization model
proposed in this study solves the optimization problem of
transportation network, which can be used as reference for
other physical network optimization such as power system
or pipe network. Similar to other networks, inland container
transportation network has the structural characteristics of a
complex network. However, the spatial entity of trans-
portation network makes it different from an abstract
network such as the social network, which is especially
apparent in inland container transportation network. Due to
the uncertainty of construction conditions, grade of dry port,

freight demand, and transshipment scheme, the joint op-
timization of dry port selection and container transshipment
presents additional complexity.

Dry ports can optimize the inland transportation system
by reducing container transportation costs, alleviating port
congestion, expanding the hinterland of the seaport, and
providing convenient services for shippers (such as customs
declaration) [4, 5]. Moreover, some studies have confirmed
that dry ports have significant effects in reducing carbon
dioxide emissions, transportation costs, and waiting time for
container trucks [6–8]. Dry ports can also effectively inte-
grate various inland transportation methods and nodes,
improve the efficiency and benefits of inland cargo trans-
portation, and promote the rapid development of inland
container multimodal transportation [9]. With rapid glob-
alization and developments in international trade, the
container throughput of China’s coastal ports has greatly
expanded, reaching 261.07 million TEU in 2019 [10]. Re-
ductions of cost, energy consumption, and carbon emissions
of inland container transportation contribute to the
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sustainable development of the Chinese economy, especially
to the logistics industry [11]. In addition, there is a negative
decoupling between China’s economic development and
freight demand, and there is a limit to the growth of freight
demand [12]. With the growth of gross domestic product
(GDP), freight demand remains stable or even declines [12],
and China’s seaports are bound to face increasing compe-
tition for supply in the future.

As a hub in the transportation network, the role and
value of the dry port depend on its location advantages. A
reasonably located dry port can attract enough goods in the
inland areas and achieve economies of scale through a
combination of rail and road transport. On the contrary,
problems such as overcapacity, waste of resources, low ef-
ficiency and utilization, and low rate of return on investment
may occur in poorly planned dry ports. Moreover, the
construction of a dry port requires a large amount of capital
investment; once it is completed, it can hardly be relocated,
and the sunk cost is high [13]. More than 150 dry ports were
built in China by December 2019 (according to the data
collected from Statistics). Most of them are not connected by
railways, and some even lack the function of customs
clearance.+e throughput of goods is not consistent with the
input of resources, and the efficiency of these dry ports is low
[14]. As an important logistics node in the inland container
transportation network, the location layout, scale, quantity,
and service area of the dry port have important contribu-
tions to the efficiency of the entire transportation chain.+is
study measures the economic and environmental benefits of
developing a dry port, considers the dry port’s carrying
capacity, sets up its construction and operational costs at
different scale levels, quantifies the time and carbon emis-
sion costs, builds the location model of the dry port, seeks
the optimal scheme of inland container transportation, and
takes Northeast China as an example. Based on the freight
distribution of the foreign trade container volume, the
optimal number of dry ports, location layout, service scope,
and transportation scheme of the region are obtained to
prove the effectiveness of the model.

2. Literature Review

2.1. Optimization of Container Transportation

2.1.1. Optimization of Transportation Mode, Route, and
Node. +e main goal of related research is cost minimiza-
tion, and the research methods mainly include (multiple)
goal, mixed integer, and bi-level programming models.
Jeong et al. [15] established a linear integer programming
model with objective functions, including operation and
transportation time costs, to reveal the potential hub loca-
tion, and Wang and Yun [16] studied the container trans-
portation problem with time windows under truck and train
transportation modes. Demir et al. [17] proposed a green
multimodal transport service network design problem with
uncertain freight transport time window and demand and,
using the sample average approximation method, provided a
flexible, reliable, and environmentally friendly alternative for
long-distance transportation of large quantities of goods.

Wang et al. [18] studied the modeling and optimization of a
combined highway-railway transportation system embed-
ded in a hub spoke network under uncertainty and proposed
a fuzzy biobjective optimization method that minimizes the
expected value of the total cost and the maximum time
demand on the critical value, so as to optimize the combined
highway-railway transportation mode. Zhao et al. [19]
established a two-stage model of combined positioning and
path planning to locate a river hub port and dry port with the
objective of minimizing total transportation cost.

2.1.2. Optimization of a Dry Port-Seaport Network. Most of
the related research considers carriers, seaports, dry port
operators, and cargo owners and integrates economic, social,
and environmental factors to maximize the interests of all
parties, so as to optimize the dry port-seaport network.
Wang et al. [20] studied the location of a dry port con-
sidering the interaction between the port and hinterland,
comprehensively considered the relationship among the dry
port, seaport, and regional logistics system, and optimized
the configuration of the dry port system. Chang et al. [21]
considered the carrying capacity limitation of the dry port,
constructed a two-stagemulticapacity-level dry port location
model with the objective of minimizing construction and
transportation costs, and optimized the layout and freight
demand distribution of the dry port in Northeast China.+e
game theory method is also introduced into the optimization
of dry port–seaport network [22–25]. Wei and Dong [26]
applied the biobjective, mixed integer programming model
to study a new type of cross-border logistics network
connecting the marine logistics network with the inland
cross-border logistics network through the dry port, and
discussed the organization optimization of inland import
and export goods under different network scenarios. Tsao
and +anh [27] used a multiobjective hybrid robust pos-
sibilistic flexible programming method to determine the
optimal number, location, and capacity of dry ports. Van
Nguyen et al. [13] combined data mining and complex
network theory and used a two-stage optimization method
to determine the location and service area of a dry port in a
large-scale inland transportation system.

2.2. Cost Accounting of Container Inland Transportation.
In recent years, the concept of sustainable development has
been deeply rooted in the hearts of people, and trans-
portation demand has become increasingly diversified.
Environment, time, and social costs are becoming in-
creasingly important in the optimization of inland container
transportation [28]. As the dry port becomes the key hub of
the inland container transportation network, the con-
struction and operation costs of the dry port get included in
the comprehensive cost of inland container transportation.
O’Kelly [29] proposed a hub location model considering the
fixed cost of infrastructure, added the fixed cost to the single
allocation hub location problem, and optimized the p-hub
location model with the number of hubs as the decision
variable. Janic [30] proposed a comparable internal and
external comprehensive cost model, and discussed the
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influence of the policy of internalizing external transport
costs on the future competition between intermodal
transport and road freight networks. Zhang et al. [31] in-
ternalized CO2 emission cost and optimized the network
configuration for different CO2 prices. Chang [32] estab-
lished a total cost optimization model including fixed and
transportation costs. Pekin et al. [33] considered the impact
of cargo types on time value, established a total cost function
including multimodal transport market price and container
time value, and improved the multimodal transport terminal
location analysis model. Rahimi et al. [34] developed a
multiobjective, multimodal queuing system considering
traffic congestion and the maximum carrying capacity of the
hub to analyze the waiting time of flow units in a trans-
portation hub; this system was used to solve the multi-
objective hub location problem of hub congestion. Wei and
Dong [26] used comprehensive costs, including economic,
environmental, and social costs, to study the long-term
sustainable development of the dry port network.

Previous studies on the locations of dry ports have many
achievements (Table 1). Based on previous studies, this study
uses a technical and economic method to convert the
construction cost of the dry port by year, brings the oper-
ation and time costs of the dry port into the comprehensive
cost, optimizes the calculation of container road trans-
portation cost, and considers the scale effect of railway
transportation, as well as the capacity level of the dry port
and the conditions of urban construction of the dry port, so
as to make the joint optimization model of the dry port
location and transportation scheme closer to the actual
problems. +en, taking China’s northeast region as the
empirical object, the empirical calculation is carried out, and
the solution is solved using the AMPL software Gurobi 9.0.2
optimizer. +e cargo flow distribution of container cargo is
examined with regard to when it can be split or not under
three transport modes: road transport, intermodal road-rail-
road transport, and intermodal road-rail transport; the total
cost of container transport under different transport sce-
narios are discussed, and the scale, location layout, and
service scope of dry port construction when the total cost is
optimal are determined, so as to realize the optimization of
dry port location and inland container transport.

3. Problem Description

+e joint optimization problem of the dry port location and
transportation scheme studied in this paper is a two-stage
and three-level inland container transportation network
(Figure 1) optimization problem, which is composed of
shippers, dry ports, and seaports. In this network, there are
three modes of transportation: the first mode is intermodal
road-rail transport (RD-RL mode), in which containers are
transported from the shipper to the dry port by road, and
then transported from the dry port to the seaport by rail.+e
second mode is intermodal road-rail-road transport
(RD-RL-RD mode). In reality, some dry ports lack railway
facilities that are directly connected with the seaport and thus
need road trucks to transport containers from the seaport
city railway station to the seaport wharf. +e third mode is

road transport (RD mode), in which the containers are
directly transported from the shipper to the seaport.

For the inland container transportation network,
Net � (Nd, E), where Netrefers to the inland container
transportation network and Nd � Nd1,Nd2,Nd3􏽮 􏽯 repre-
sents the transportation node. +ere are three types of nodes
in the network: Nd1 � Nd1i , i � 1, 2, 3, . . . , I􏽮 􏽯 refers to the
node of the shipper cityI; Nd2⊆Nd1 � Nd2j , j � 1, 2, . . . , J􏽮 􏽯

refers to the node of the dry port city J; and the dry port node
is generated in the shipper city node. Nd3 � Nd3k, k � 1􏽮 􏽯

represents the only seaport node, and Eis the arc between the
nodes Nd1,Nd2, and Nd3, which are different modes of
transportation. Eijk � Nd1i ,Nd2j ,Nd3k􏽮 􏽯 is the arc that refers to
road rail transportation through the dry port.Eik � Nd1i ,Nd3k􏽮 􏽯

is the arc that means the road is directly transported.

4. Formulation

4.1. Model Assumptions

(1) +e total cost of the inland container transportation
network includes the construction, operation, and
logistics (transportation economic, time, and carbon
emission) costs of the dry port.

(2) Under the corresponding construction level, the
container transfer capacity limits, fixed construction
cost, annual operation cost, recommended scale
range, storage waiting time, and discount coefficient
of the scale effect of rail tariff are known.

(3) +e foreign trade volume of containers in node cities,
namely, freight demand, is known (dry ports are
generated in shipper city nodes).

(4) +e containers are transferred once through a single
dry port.

(5) Without considering the transport capacity con-
straints in the freight transportation process, suffi-
cient road passing capacity and sufficient railway
trains are assumed.

(6) During container transport, trucks and trains travel
at a known average speed.

(7) +e container transport in the inland container
transport network is a one-way transport, and only
the process of transporting containers from the
shipper to the seaport is studied; reverse trans-
portation is not considered.

(8) A 20-foot box is the object of study, and the total
weight of the container is set at 24 tons according to
the standard set by ISO/TC104.

(9) +e maximum level limit of dry ports that can be
built in different cities is known.

4.2. Model Formulation. +e parameters and variables in
cost accounting and model construction and their meanings
are listed in Table 2.

Taking the minimum total cost of inland container
transportation as the objective function, this study

Complexity 3



Ta
bl

e
1:

Su
m
m
ar
y
of

th
e
lit
er
at
ur
e
on

dr
y
po

rt
lo
ca
tio

n
pr
ob

le
m
.

G
lo
ba
l

pe
rs
pe
ct
iv
e

G
ra
de

co
ns
tr
ai
nt

Fa
ct
or
s
to

be
co
ns
id
er
ed

C
on

st
ru
ct
io
n

co
st

Ro
ad

co
st
fu
nc
tio

n
Pr
ob

le
m

siz
e

M
et
ho

d
Ec
on

om
y

En
vi
ro
nm

en
t
So
ci
al

Ti
m
e

Li
ne
ar

Su
bs
ec
tio

n
M
ed
iu
m

La
rg
e

Fe
ng

et
al
.(2

01
3)

√
√

√
√

G
re
ed
y
al
go
ri
th
m
;g

en
et
ic

al
go
ri
th
m

C
ha
ng

Zh
en
g
et

al
(2
01
7)

√
√

√
√

√
M
C
H
LP

;g
en
et
ic

al
go
ri
th
m

Zh
an
g
et

al
.(2

01
8)

√
√

√
√

√
G
am

e-
th
eo
re
tic
al
;l
og
it
di
sc
re
te

se
le
ct
io
n

Ts
ao

an
d
Li
nh

(2
01
8)

√
√

√
√

√
√

√
C
on

tin
uo

us
ap
pr
ox
im

at
io
n;

ga
m
e
th
eo
ry

X
u
et

al
.(2

01
8)

√
√

√
√

√
G
am

e-
th
eo
re
tic
al
;l
og
it
di
sc
re
te

se
le
ct
io
n

Ts
ao

an
d
+

an
h

(2
01
9)

√
√

√
√

√
√

√
M
O
M
RP

FP

Zh
ao

et
al
.(2

01
9)

√
√

√
√

√
Tw

o-
st
ag
e
pl
an
ni
ng

m
od

el
V
an

N
gu
ye
n

et
al
.(2

02
0)

√
√

D
at
a
m
in
in
g;

co
m
pl
ex

ne
tw
or
k

+
is
pa
pe
r

√
√

√
√

√
√

√
√

M
C
H
LP

;A
M
PL

“G
lo
ba
lp

er
sp
ec
tiv

e”
do

es
no

ts
pe
ci
fy
th
e
al
te
rn
at
iv
e
dr
y
po

rt
ci
tie
s,
bu

td
ir
ec
tly

de
te
rm

in
es

th
e
lo
ca
tio

n
of

dr
y
po

rt
fr
om

th
e
ci
ty

no
de
s.
“P
ro
bl
em

siz
e”

re
fe
rs
to

th
e
siz

e
of

th
e
st
ud

ie
d
dr
y
po

rt
ne
tw
or
k,
w
hi
ch

is
cl
as
sifi

ed
as

m
ed
iu
m
-s
ca
le

if
th
e
st
ud

y
fo
cu
se
s
on

re
gi
on

al
-le

ve
ln

et
w
or
k
an
d
as

la
rg
e-
sc
al
e
if
th
e
fo
cu
s
is
on

th
e
na
tio

nw
id
e
ne
tw
or
k.

4 Complexity



Shippers

Potential dry ports

Seaport

Figure 1: A simple diagram of an inland container transportation network.

Table 2: +e parameters and variables and their meanings.

Symbol Category Meaning
I Indices Set of shippers
J Indices Set of candidate locations of dry ports
G Indices Set of capacity levels for dry ports
fb Parameters +e total cost of opening a dry port with capacity level b (USD)
s Parameters Investment payoff period for dry port construction (year)
u Parameters Capital discount rate (percentage)
rg Parameters +e cost of operating a dry port with capacity level g per year (USD)
Cr d

ij Parameters Economic cost of container transport from shipper i to dry port j by road (USD)
Crl

jk Parameters Economic cost of container transport from dry port j to seaport k by railway (USD)
Cr d

kk Parameters Economic cost of container transportation from the rail station in the seaport city to seaport k by road (USD)
Lr d

ij Parameters Distance of transport from shipper i to dry port j by road (km)
Lrl

jk Parameters Distance of transport from dry port j to seaport k by rail (km)
Lr d

kk Parameters Distance of container transport from the railway station in the seaport city to seaport k by road (km)
P1 Parameters Base price of railway delivery (USD)
P2 Parameters Base price of railway operation (USD)
P3 Parameters Container usage fee (USD)
P4 Parameters Container cleaning fee (USD)
P5 Parameters Container handling charges (USD)
P6 Parameters Unloading charges of containers in the yard (USD)
discg Parameters Discount coefficient of the dry port with capacity level g

W Parameters +e price of transport per container from the rail station in the seaport city to seaport s by road (USD per TEU)
Lr d

ik Parameters Distance of transport from shipper g to seaport s by road (km)
Cr dt

ij Parameters Time cost of container transport from shipper i to dry port j by road (USD)
Crlt

jk Parameters Time cost of container transport from dry port j to seaport k by rail (USD)
Cr dt

kk Parameters Time cost of container transport from the rail station in the seaport city to seaport k by road (USD)
tg Parameters Cargo storage time at the dry port with capacity level g (day)
V Parameters Average value of the cargo per container (USD)
R Parameters Current deposit interest rate (percentage)
vrl Parameters Average speed of container transport by rail (km per hour)
vr d Parameters Average speed of container transport by road (km per hour)
DN Parameters 365, the number of days in a year
HN Parameters 24, the number of hours in a day
Cr dc

ij Parameters Carbon dioxide emission cost of container transport from shipper i to dry port j by road (USD)
Crlc

jk Parameters Carbon dioxide emission cost of container transportation from dry port j to seaport k by railway (USD)
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establishes a model of a dry port location with multiple
capacity levels. +e total transportation cost, C, is composed
of the annual dry port construction cost Cc, dry port op-
erating cost per year Co, and comprehensive transportation
cost Clc, which can be expressed as

C � C
c

+ C
o

+ C
lc

. (1)

4.2.1. Annual Construction Cost of Dry Port Cc.
Assuming that the present value of investment is f, the
benchmark rate of return on investment isu, and the con-
struction calculation period of the project is syears, then the
capital recovery annuity isf × u/[1 − (1 + u)− s], and f × u/
[1 − (1 + u)− s]is the annual capital recovery coefficient [35],
fromwhich the annual construction cost of gradeg dry port can
be obtained:

C
c

� 􏽘
j∈J

􏽘
g∈G

fgyjg

u(1 + u)
s

(1 + u)
s

− 1
. (2)

4.2.2. Operating Cost of Dry Port Co. +e operating cost of
the dry port refers to the costs directly related to the op-
eration of the dry port or related to the labor services
provided by the dry port, including direct material expenses,

direct labor costs, and indirect costs of operation and
management. Transshipment is themain service provided by
dry ports. In this study, the cost of transshipment between
road and rail transport that occurs in dry port transshipment
is classified as part of the operating cost of dry ports.

C
o

� 􏽘
j∈J

􏽘
g∈G

rgyjg.
(3)

4.2.3. Comprehensive Transportation Costs of Inland Con-
tainers Clc. +e comprehensive transportation cost of in-
land containers comprises transportation, time, and
environmental costs.

+is study assumes that the scale effect of a dry port is
reflected in the economic cost of railway transportation. +e
larger the level of the dry port, the smaller is the discount
coefficient of the scale effect. +e market-oriented degree of
container road transportation is high; thus, there is no clear
formula to determine its price. Assuming that the container
freight from the railway station to the seaport in the seaport
city is constant (W), and the rest of the road freight is a
function of the road transportation distance f(L), the specific
functional relationship needs to be calculated by collecting
the actual data. +e economic cost of container transport
through dry port transshipment is

C
dp

� 􏽘
i∈I

􏽘
j∈J

C
rd
ij + 􏽘

j∈J
􏽘
i∈I

􏽘
g∈G

C
rl
ij +(n − 1) 􏽘

i∈I
􏽘
j∈J

C
rd
kk

� 􏽘
i∈I

􏽘
j∈J

f L
rd
ij􏼐 􏼑qij + 􏽘

j∈J
􏽘
i∈I

􏽘
g∈G

P
1

+ P
2
L

rl
jk + P

3
+ P

4
+ P

5
+ P

6
􏼐 􏼑qij􏽨 􏽩discg +(n − 1) 􏽘

i∈I
􏽘
j∈J

Wqij.
(4)

+e economic cost of container transportation for direct
road transport is

C
r d

� 􏽘
i∈I

􏽘
j∈J

f L
rd
ik􏼐 􏼑 Qi − qij􏼐 􏼑. (5)

In this study, the time cost of transportation is expressed
using the current interest that can be generated by the value
of the freight in the container during transportation for the
corresponding time. +e time cost of container transport
through dry port transit is calculated as

Table 2: Continued.

Symbol Category Meaning

Cr dc
kk Parameters Carbon dioxide emission cost of container transport from the railway station in the seaport city to seaport s by

road (USD)
Erl Parameters Carbon dioxide emissions per container per distance by rail (kg eq per container per km)
Er d Parameters Carbon dioxide emissions per container per distance by road (kg eq per container per km)
Err Parameters Carbon dioxide emissions per container of road and rail transshipment handling (kg eq per TEU)
Tc Parameters Unit cost of carbon dioxide emissions handling in the outside market (USD per kg eq)

n Parameters 2, RD − RL − RDmode,
1, RD − RLmode.􏼨

Capg Parameters Capacity of the dry port with capacity g (TEU)
Hj Parameters +e highest level of the dry port that the candidate dry port city j can build
M Parameters 1,000,000,000, a large enough number
Qi Parameters Volume of containers transported from shippers i ∈ I

yjg

Decision
variables

1, if dry port jwith capacity levelg is opened,

0, otherwise.􏼨

xij

Decision
variables Whether containers are transported from shippers i ∈ Ito candidate dry ports j ∈ J

qij

Decision
variables Volume of containers transported from shippers i ∈ Ito candidate dry ports j ∈ J
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C
dp t

� 􏽘
i∈I

􏽘
j∈J

C
r dt
ij + 􏽘

j∈J
􏽘
i∈I

􏽘
g∈G

C
rlt
jk + 􏽘

i∈I
􏽘
j∈J

C
r dt
kk

� 􏽘
i∈I

􏽘
j∈J

L
r d
ij

DN · v
r d

· HN
VR qij + 􏽘

j∈J
􏽘
i∈I

􏽘
g∈G

1
DN

L
rl
jk

v
rl

· HN
+ tg

⎛⎝ ⎞⎠VR qij + 􏽘
i∈I

􏽘
j∈J

L
r d
kk

DN · vr d · HN
VR qij.

(6)

+e container transportation time cost of direct road
transportation is

C
r dt

� 􏽘
i∈I

􏽘
j∈J

L
r d
ik

DN · v
r d

· HN
VR Qi − qij􏼐 􏼑. (7)

In this study, the carbon tax to be paid for CO2 emissions
is used to express the environmental cost, which depends on
the amount of CO2 emissions during the transportation,
loading, and unloading of containers. +e carbon emission
cost of container transportation by dry port transshipment is

C
dp c

� 􏽘
i∈I

􏽘
j∈J

C
r dc
ij + 􏽘

j∈J
􏽘
i∈I

C
rlc
jk + C

ss
r dc

� 􏽘
i∈I

􏽘
j∈J

E
r d

L
r d
ij qijT

c
+ 􏽘

j∈J
􏽘
i∈I

E
rl

L
rl
jk + nmqijT

c
􏼐 􏼑 + 􏽘

i∈I
􏽘
j∈J

E
r d

L
r d
kk qijT

c
.

(8)

Cost accounting of the carbon emissions of container
transportation for direct road transportation is

C
r dc

� 􏽘
i∈I

􏽘
j∈J

E
r d

L
r d
ik Qi − qij􏼐 􏼑T

c
. (9)

In summary, the logistics-related costs of inland con-
tainer transport are accounted for as

C
lc

� C
dp

+ C
r d

+ C
dp t

+ C
r dt

+ C
dp c

+ C
r dc

. (10)

+e model is as follows:

minC � C
c

+ C
o

+ C
lc

,

s.t.

Qi, qij ∈ N, ∀i ∈ I, ∀j ∈ J,

􏽘
j∈J

qij ≤Qi, ∀i ∈ I,

xijM≥ qij, ∀i ∈ I, ∀j ∈ J,

xij ≤ qijM, ∀i ∈ I, ∀j ∈ J,

􏽘
g∈G

yjg ≤ 􏽘
i∈I

xij, ∀j ∈ J,

M 􏽘
g∈G

yjg ≥ 􏽘
i∈I

xij, ∀j ∈ J,

􏽘
g∈G

yjg ≤ 1, ∀j ∈ J,

􏽘
i∈I

qij ≤ 􏽘
g∈G

yjgCapg, ∀j ∈ J,

􏽘
g∈G

yjgg≤Hj, ∀j ∈ J,

yjg ∈ 0, 1{ }, ∀j ∈ J, ∀g ∈ G.

(11)

5. Case Study of Northeast China

In 2017, Dalian Port undertook 98.5% of the volume of
foreign trade containers in Northeast China. +e sea-rail
intermodal transport channel, with Dalian port as the main
sea-rail intermodal hub, has a large-scale operation, which
delivers the sea-rail intermodal transport volume through-
out Northeast China. +e foreign trade container hinterland
of Dalian port includes three provinces in Northeast China
and four leagues in Inner Mongolia. Due to the particularity
of geographical location, the hinterland has strong inde-
pendence. In addition, in 2016, among the major ports in
China, Dalian Port’s sea-rail combined transportation vol-
ume reached 406,000 TEU, accounting for 19.16% of the
country’s total volume. To sum up, it is representative and
typical to select the northeast region to carry out the joint
optimization research of dry port planning and container
transportation.

5.1. Research Scope. +ere are 41 prefecture-level cities in
Northeast China, including six coastal port cities. +e
container transportation modes of these cities are more
diverse than those of inland cities. +ey are not included in
the scope of this study. +erefore, the scope of shippers and
alternative dry port cities in this study covers 35 prefecture-
level cities in the inland of Northeast China (Table 3), and
the destination port is Dalian Port.

5.2. Data Sources and Processing. +e core of the joint op-
timization problem of dry port with multilevel location and
container transportation is to determine the number, lo-
cation, and grade of land ports, so as to achieve the goal of
reducing inland container transportation cost. +e total
transportation cost is selected as the objective function. +e
basis of joint optimization is to determine the cost of road
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and rail transportation. +e demand and spatial distribution
of container freight also have an important influence on
joint optimization. In addition, cities with developed
economy and convenient transportation should be chosen
for the construction of dry ports. On one hand, it is con-
ducive to the support of goods and human resources; on the
other hand, it can facilitate the distribution of goods and
enhance the attraction of goods by dry port. +erefore, this
study collects data regarding the container transportation
volume of each city, the road distance and railway distance
between cities, and according to the existing research, the
average speed of road and rail transportation, and other
related parameters are set.

5.2.1. Mileage Data. +e railway distance and the highway
distance (Table 4) were taken from the “Train ticket net-
work” and the “Gaodemap,” respectively (the data for “Train
ticket network” is updated up to 2020).

5.2.2. Foreign Trade Container Weights. From custom data
statistics, this study obtained the volume of the foreign trade
containers of 35 cities (Table 4) in Northeast China in 2017.

5.2.3. Transportation Cost-Related Data. Reflecting the ac-
tual situation in Northeast China, this study sets the average
speed of highway operation as 70 km/h, and the average
speed of railway operation as 100 km/h. +e relevant
charging standards of rail transport (Table 5) come from the
railway freight tariff rules of the Ministry of Railways of the
People’s Republic of China and the notice of the National
Development and Reform Commission on issues related to
the adjustment of railway freight tariffs (2014).

+e relevant fee standard for road transport is regressed
from the cost data of 83 road containers (20-ft. containers)
transported by 29 freight forwarders in China (Table 6) [36].
+e price function of the container road transport is

f LR( 􏼁 �
1204.31, LR ≤ 50,

0.0007L
2
R + 5.7532LR + 914.9, LR > 50.

􏼨 (12)

Among them, LRis the road transport distance.
Regarding the economic cost of road transport from the

railway station to the port in the seaport city when the
seaport city lacks railway facilities that are directly connected
to the port, the container goods must be transported to the
port through the container truck. Generally, the distance
between the railway station of the port city and the port is
short, and it is easy to distribute goods back and forth; this is

classified as short-haul transportation. +rough investiga-
tion, it is concluded that the price (W) of short-distance
transshipment of containers in the seaport city is 29.61 USD/
TEU.

5.2.4. Time Cost-Related Data. According to the average
value of export containers in Dalian port, V� 29,609.01
USD/TEU; the interest rate is the current deposit interest
rate in 2020; and R� 0.35%.

5.2.5. Carbon Cost Data. According to Li and Su [37],
carbon emissions from road transport are quantified as
0.796 kg/(ton· km); that from rail transport, 0.028 kg/(ton·

km); and that from rail transit, 1.56 kg/ton. According to the
standard of the Ministry of Environmental Protection, the
carbon tax is set at 7.40 USD/ton. According to the ISO
Standard for Container, the weight of the 20-foot container
is 24 tons.

5.2.6. Calculation Parameters of Land Port Construction
Cost. In this study, the capital discount rate is 8%, and the
capital recovery period for dry port construction cost is 15
years.

5.2.7. Relevant Data of Dry Port Grade. Referring to the
relevant literature [38] and the investment and operation of
similar dry ports in China, this study estimates the con-
struction level and annual operation cost of the dry port,
recommended scale range, general storage waiting time, and
the discount coefficient of the scale effect and divides the dry
port into four levels.+e scale of the first-level dry port is the
smallest, and the scale of the fourth-level dry port is the
largest. +e specific divisions are listed in Table 7.

5.3. 7e Capacity of Cities to Build Dry Ports. +e con-
struction of a dry port is closely related to the city’s economic
development level, investment capacity, foreign trade de-
velopment level, transportation conditions, and railway
infrastructure conditions. +erefore, this study selects nine
indicators related to the construction and development of
dry ports: GDP, actual foreign investment, total retail sales of
social consumer goods, local government revenue, invest-
ment in fixed assets, total post and telecommunications
business, foreign trade import, foreign trade export, and the
score of railway station grade (the data corresponding to the
index is from the city statistical bulletin in 2018). +e factor
analysis method is used to evaluate 35 inland cities in

Table 3: +irty-five cities in Northeast China.

Research scope City name

Heilongjiang province Harbin, Qiqihar, Jixi, Hegang, Shuangyashan, Daqing, Yichun, Jiamusi, Qitaihe, Mudanjiang, Heihe,
Suihua and Daxinganling

Jilin province Changchun, Jilin, Siping, Liaoyuan, Tonghua, Baishan, Songyuan, Baicheng, and Yanbian
Liaoning province Shenyang, Anshan, Fushun, Benxi, Fuxin, Liaoyang, Tieling, and Chaoyang
Inner mongolia autonomous
region Chifeng, Tongliao, Hulunbuir, Xing’an league, and Xilin Gol League
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Northeast China, and the highest dry port grade that each
city can build is obtained. Using SPSS for dimension re-
duction factor analysis, the result of the KMO test is 0.868,
and the probability of Bartlett’s sphericity test statistical
value is less than 0.001(P≤ 0.001), which shows that the
selected variables have high correlation and are suitable for
factor analysis. In accordance with the principle of eigen-
values greater than 1, two common factors are extracted by
principal component analysis, and the cumulative contri-
bution rate of the principal component is 87.457%. Table 8
shows the scores and grade limits of the construction ca-
pacity of the dry ports in each city.

5.4. Model Solution Results. In this study, we use the AMPL
software, select the optimizer Gurobi 9.0.2 to solve the
model, and obtain the cost of different transportation modes
and the construction scale level, quantity, and hinterland
range of the dry port. Moreover, this study analyzes the
model results from two aspects: transportation cost change
and the dry port construction scheme.

5.4.1. Changes in Transportation Costs. From the perspective
of total cost, the total cost of direct transportation of containers
by road is the highest, at about 1,202.23 million USD, and the
total cost of the RD-RL mode is the lowest, at approximately
941.68 million USD (Table 9). Compared with the RD mode,
the total costs of the RD–RD-RL mode (container cannot be
split), RD-RL–RD mode, and RD-RL mode are lower by
17.85%, 18.92%, and 21.67%, respectively. +e results reveal
that the container multimodal transport mode of dry port
transshipment can effectively reduce the total transportation
cost. +e RD-RL mode is the best transport mode with the
optimal total transport cost. +is indicates that whether the
railway can reach the seaport directly has a significant impact
on reducing the cost of container transportation.

Regarding transportation economic cost, the proportion
of economic cost under different transportation modes in the
total transportation cost can reach more than 88%, and the
economic cost of the RDmode is the highest. Compared with
the RD mode, the economic costs of the RD-RL-RD (con-
tainer cannot be split), RD-RL-RD, and RD-RL modes are
lower by 18.03%, 19.82%, and 22.98%, respectively.

Table 4: Foreign trade container volume and related mileage data of cities.

Foreign trade container
weight in 2017/TEU

Road distance to
Dalian port/km Railway distance to Dalian station/km

Anshan 54799 302.2 308
Liaoyang 25145 332.3 333
Shenyang 467953 382.1 397
Fushun 31920 445.9 444
Benxi 20486 381.2 457
Tieling 8408 452.7 467
Chaoyang 30800 481.3 473
Fuxin 6793 408.4 535
Liaoyuan 7254 611.0 559
Siping 9763 582.4 585
Tongliao 17664 633.8 634
Changchun 395951 680.8 700
Jilin 36360 782.7 821
Baishan 14326 637.3 833
Songyuan 9654 812.5 849
Tonghua 3960 557.4 870
Baicheng 15547 902.5 938
Harbin 45141 948.6 946
Chifeng 20761 633.5 968
Suihua 12569 1051.9 1071
Yanbian Korean autonomous prefecture 49019 1016.7 1073
Xing’an league 293 963.5 1116
Daqing 81033 985.3 1120
Qiqihar 5300 1138.3 1156
Jiamusi 8178 1289.9 1271
Mudanjiang 38755 1055.4 1315
Yichun 2860 1262.5 1387
Qitaihe 290 1283 1460
Jixi 2740 1223 1509
Xilinguole league 11208 1026.1 1513
Hegang 467 1354 1521
Shuangyashan 2344 1358.1 1544
Heihe 5241 1510.1 1582
Daxinganling 230 1699.1 1587
Hulunbeir 32944 1474.6 1663
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In terms of time cost, the impact of the time cost of the
different transportation modes on the total transportation cost
is almost negligible (Table 10).+e time cost of the RDmode is
the lowest. Compared with the RD mode, the time cost of the
RD-RL-RD (container cannot be split), RD-RL-RD, and RD-
RL modes are higher by 4.63%, 7.12%, and 8.02%, respectively.
+is indicates that the direct road transportation mode has
greater competitive advantage in terms of transportation time.

With regard to carbon emission cost, the carbon
emission cost of the RD mode accounts for 10.82% of the
total cost, while that of the multimodal transportation mode
accounts for less than 5%. Compared with the RD mode, the
carbon emission costs of the RD-RL-RD (container cannot
be split), RD-RL-RD, and RD-RL modes are lower by
63.06%, 76.34%, and 78.37%, respectively.+is indicates that
multimodal transport can effectively reduce carbon emis-
sions and the associated costs.

5.4.2. Dry Port Construction. Tables 8 and 9 show the scale
grade, construction quantity, location layout, and hinterland
distribution of the dry port under the multimodal transport

mode of dry port transshipment. Under the RD-RL-RD
mode, seven dry ports need to be built in Northeast China,
including two fourth-level dry ports: Shenyang and
Changchun, with a utilization rate of 100%; one third-level
dry port: Harbin, with a utilization rate of 100%; one second-
level dry port: Yanbian Korean Autonomous Prefecture,
with a utilization rate of 54.17%; and three first-level dry
ports: Chaoyang, Liaoyuan, and Hulunbuir, with an average
utilization rate of 83.30%, all of which carry 79.88% of the
container transshipment volume. Under the RD-RL mode
with the optimal total transportation cost, the utilization rate
of the four-level dry ports is 100% in Shenyang and
Changchun, 100% in Harbin, 73.33% in Siping and Yanbian
Korean Autonomous Prefecture, and 74.95% in Chaoyang
andHulunbuir. In this case, the dry ports carry 82.76% of the
container transshipment volume. If the railway can reach the
seaport directly, the proportion of the containers trans-
shipped through the dry port in Shenyang will increase by
13.39%. +e newly built second-level dry port Siping will
replace Liaoyuan, the first-level dry port transshipping all
the local containers and sharing part of the containers

Table 6: Quadratic function regression results of road transportation economic cost.

Dependent variable: Y
Method: least squares
Date: 01/26/21 time: 16 :19
Sample: 1 83
Included observations: 83
Y�C(1)∗X̂2 +C(2)∗X+C(3)

Coefficient Std. Error t-statistic Prob.
C(1) 0.000733 0.000132 5.542924 0
C(2) 5.753184 0.430664 13.35888 0
C(3) 914.8968 175.7349 5.206118 0
R-squared 0.960057 Mean dependent var 4063.855
Adjusted R-squared 0.959059 S.D. dependent var 4921.867
S.E. of regression 995.8865 Akaike info criterion 16.68062
Sum squared resid 79343192 Schwarz criterion 16.76805
Log likelihood -689.2457 Hannan-Quinn criter. 16.71574
F-statistic 961.4377 Durbin-Watson stat 1.765773
Prob (F-statistic) 0

Table 5: Railway transport related charging standards.

Pay service Charge standard (20-foot box) Charging basis
Base price of railway
delivery (P1) 65.14 USD/TEU China railway Corporation: Notice on the adjustment of railway

container freight rate (2018)Base price of railway
operation (P2) 0.47 USD (TEU·km)

Container usage fee
(P3)

If it is less than 500 km, it’s 19.25 USD/TEU; if
it is less than 2000 km, it in 1.92 USD per

100 km

Notice on adjusting container usage fee and freight tarpaulin
usage fee (tyy (2008) No. 144)

Container cleaning fee
(P4) 0.74 USD/TEU

Notice on adjusting the rates of some passenger and freight
miscellaneous charges and announcing the rates of railway coal
dust suppression transportation and items (T. Y. (2009) No. 224)

Container handling
charge (P5) 28.87 USD/TEU Article 16 of the notice of the Ministry of railways on revising

and re promulgating the charging method for railway cargo
handling operationsUnloading fee of

container in yard (P6) 26.65 USD/TEU
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transshipped through Shenyang dry port in RD-RL-RD
mode. +is shows that the “last kilometer” problem has a
great impact on the distribution of cargo demand, and to a
certain extent, it also affects the location and layout of the
dry port.

+e locations of the dry ports and the spatial layout of the
hinterland in the RD-RL-RD and RD-RL modes are shown in
Figures 2 and 3. In the two transportationmodes, the hinterland
scope of the dry port is basically the same, and the location
layout of the dry port is relatively decentralized and balanced,
covering more than 85% of the inland cities in Northeast
China. +e hinterland cities of the dry ports are all

located away from the harbor, except for the city itself.
+is indicates that there is no circuitous transportation
away from the seaport when containers are transferred
through the dry port. +e competition between some dry
ports is fierce, in the RD-RL-RD mode. Mudanjiang city
is the competitive hinterland of Yanbian dry port and
Harbin dry port; Changchun City is the competitive
hinterland of Changchun dry port and Liaoyuan dry port;
and Siping City is the competitive hinterland of She-
nyang dry port and Liaoyuan dry port. In the RD-RL-RD
mode, Changchun City is the competitive hinterland of
Changchun dry port and Siping dry port Tables 10–12.

Table 8: Score and grade limit of dry port construction capacity of each city.

City Score Maximum level of dry port
Shenyang 2.51 4
Harbin 2.11 4
Changchun 1.84 4
Jilin 0.37 3
Daqing 0.36 3
Anshan 0.17 3
Mudanjiang 0.11 3
Chifeng 0.02 3
Qiqihar − 0.02 2
Benxi − 0.04 2
Hulunbuir − 0.07 2
Songyuan − 0.11 2
Tonghua − 0.11 2
Yanbian − 0.14 2
Jiamusi − 0.14 2
Tongliao − 0.16 2
Chaoyang − 0.19 2
Siping − 0.22 2
Suihua − 0.22 2
Xilin Gol League − 0.22 2
Fuxin − 0.28 1
Baicheng − 0.29 1
Liaoyang − 0.33 1
Liaoyuan − 0.33 1
Jixi − 0.35 1
Fushun − 0.36 1
Baishan − 0.38 1
Tieling − 0.38 1
Heihe − 0.41 1
Xing’an League − 0.42 1
Shuangyashan − 0.43 1
Hegang − 0.44 1
Daxinganling − 0.47 1
Qitaihe − 0.47 1
Yichun − 0.50 1

Table 7: Classification of dry port scale.

Level of dry
port

Construction cost
(million USD)

Operating cost
(million USD)

Designed carrying capacity
(10,000 TEU)

Storage waiting
time (day)

Discount coefficient of
the scale effect

1 19.25 1.11 5 2 1
2 38.49 2.22 10 1.8 0.9
3 76.98 4.44 20 1.5 0.8
4 153.97 8.88 40 1 0.7
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Figure 2: Hinterland area of the dry port under the road-rail-road mode.

Table 9: Cost changes under the different transportation modes (unit: USD).

Cost type RD mode RD-RL-RD mode (container cannot be
split) RD-RL-RD mode RD-RL mode

C 1,202,232,613.78 987,667,488.93 974,822,985.02 941,684,421.50

Cr d 1,070,569,856.88
(89.048%) 317,694,704.07 (32.166%) 145,297,084.94

(14.905%)
125,104,018.01
(13.285%)

Cr dt 1,581,666.09 (0.132%) 434,051.05 (0.044%) 198,740.18 (0.020%) 171,304.69 (0.018%)
Cr dc 130,081,090.81 (10.82%) 34,035,122.82 (3.446%) 14,337,233.56 (1.471%) 12,040,588.60 (1.279%)

􏽐i∈I􏽐j∈JCr d
ij — 194,490,393.74 (19.692%) 259,444,699.67

(26.615%)
263,679,554.78
(28.001%)

􏽐i∈I􏽐j∈JCr dt
ij — 122,188.21 (0.012%) 140,500.30 (0.014%) 135,410.69 (0.014%)

􏽐i∈I􏽐j∈JCr dt
ij — 10,451,861.70 (1.058%) 12,083,217.50 (1.240%) 11,669,116.14 (1.239%)

􏽐i∈I􏽐j∈J􏽐m∈MCrl
ij — 340,994,766.19 (34.525%) 418,724,637.15

(42.954%)
435,727,797.95
(46.271%)

􏽐i∈I􏽐j∈J􏽐m∈MCrlt
ij — 1,091,091.95 (0.111%) 1,344,020.64 (0.138%) 1,401,783.50 (0.149%)

􏽐i∈I􏽐j∈J􏽐m∈MCrlc
ij — 3,484,266.52 (0.353%) 4,250,156.61 (0.436%) 4,425,452.51 (0.47%)

􏽐i∈I􏽐j∈JCr d
kk — 24,326,913.11 (2.463%) 34,912,549.78 (3.581%) —

􏽐i∈I􏽐j∈JCr dt
kk — 7,636.87 (0.001%) 10,959.99 (0.001%) —

􏽐i∈I􏽐j∈JCr dc
kk — 75,681.03 (0.008%) 108,612.94 (0.011%) —

Cc + Co — 60,458,811.66 (6.121%) 83,970,571.75 (8.614%) 87,329,394.62 (9.274%)
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Table 10: Cost of the different transportation modes and their proportion in total cost (unit: USD).

RD mode RD-RL-RD mode (container
cannot be split) RD-RL-RD mode RD-RL mode

Economic cost 1,070,569,856.88
(89.048%) 877,506,777.12 (88.846%) 858,378,971.54

(88.055%)
824,511,370.74
(84.581%)

Time cost 1,581,666.09 (0.132%) 1,654,968.08 (0.168%) 1,694,221.12
(0.174%)

1,708,498.89
(0.175%)

Carbon emission cost 130,081,090.81
(10.82%) 48,046,932.06 (4.865%) 30,779,220.61

(3.157%)
28,135,157.24
(2.886%)

Construction and operation
cost of dry port — 60,458,811.66 (6.121%) 83,970,571.75

(8.614%)
87,329,394.62
(8.958%)

Contestable Hinterland

Hinterland of Siping

Hinterland of Changchun

Hinterland of Harbin

Hinterland of Yanbian

Hinterland of Hulunbeier

0 300 600 km150

N

Dalian port
Inland port
Main railways
Main roads
Transport by road

Hinterland of Shenyang

Hinterland of Chaoyang

Figure 3: Hinterland area of the dry port under the road-rail mode.
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6. Conclusion and Discussion

+is study uses a technical economic method to calculate the
construction cost of a dry port by year and takes the op-
eration and time costs of the dry port into the compre-
hensive cost. Considering the scale effect of railway
transportation, the capacity level of the dry port and the
conditions of urban construction of the dry port, this study
constructs a multicapacity-level model for the location of the
dry port. From an empirical analysis of the situation in
Northeast China using the AMPL software solution, the
following conclusions are made.

(1) In the context of rapid economic development and
stabilization of transport demand, dry port services
can effectively reduce transport costs and carbon
emission costs, lower the total cost, realize econo-
mies of scale in transport, and promote the trans-
formation of the RD mode to a cleaner mode of
transport.

(2) +e RD-RLmode is the optimal method of container
transportation. In this case, seven dry ports need to
be built in Northeast China—two fourth-grade dry
ports: in Shenyang and Changchun, with a utiliza-
tion rate of 100%; one third-grade dry port: in
Harbin, with a utilization rate of 100%; two second-

grade dry ports: in Siping and Yanbian, with an
average utilization rate of 73.33%; and two first-
grade dry ports: in Chaoyang andHulunbuir, with an
average utilization rate of 74.95%, carrying 82.76% of
the container transshipment volume. Compared
with the RD mode, the total, economic, and carbon
emission costs of the RD-RL mode are lower by
21.67%, 22.98%, and 78.37%, respectively, and the
time cost is higher by 8.02%.

(3) Considering that the container cargo can be split, it
has a great impact on the distribution of freight flow
and transportation cost, and if only the container in
the shipper city can be split at will in the trans-
portation process, the total transportation costs can
be optimized.

(4) In the RD-RL-RDmode, the road transportation cost
between the shipper and the dry port accounts for
27.869% of the total transportation cost, and the road
transportation cost between the seaport railway
station and the seaport accounts for 3.593% of the
total cost. +e road transportation cost accounts for
31.462% of the total transportation cost. In the RD-
RL mode, the road transport cost between the
shipper and the dry ports accounts for 29.254% of the
total transport cost. +is indicates that the road

Table 12: Construction of the dry port under the road-rail mode.

Serial
number City name Level of

dry port
Transshipment
volume (TEU)

Number of
hinterland cities Hinterland cities and transshipment volume (TEU)

1 Shenyang 4 400,000 3 Shenyang (359,672), Fushun (31,920), and Tieling (8,408)
2 Chaoyang 1 42,008 2 Chaoyang (30,800) and Xilin Gol (11,208)

3 Siping 2 92,486 6 Liaoyuan (7,254), Siping (9,763), Tongliao (17,664),
Changchun (41,965), Baicheng (15,547), and Xing’an (293)

4 Changchun 4 400,000 3 Changchun (353,986), Jilin (36,360), and Songyuan (9,654)

5 Harbin 3 200,000 13

Harbin (45,141), Suihua (12,569), Daqing (81,033), Qiqihar
(5,300), Jiamusi (8,178), Mudanjiang (33,607), Yichun
(2,860), Qitaihe (290), Jixi (2,740), Hegang (467),

Shuangyashan (2,344), Heihe (5,241), and Daxinganling
(230)

6 Yanbian 2 54,167 2 Yanbian (49,019) and Mudanjiang (5,148)
7 Hulun Buir 1 32,944 1 Hulun Buir (32,944)

Table 11: Construction of the dry port under the RD-RL-RD mode.

Serial
number City name Level of

dry port
Transshipment
volume (TEU)

Number of
hinterland cities Hinterland cities and transshipment volume (TEU)

1 Shenyang 4 400,000 7
Shenyang (317,186), Fushun (31,920), Tieling (8,408),

Siping (8,982), Tongliao (17,664), Baicheng (15,547), and
Xing’an (293)

2 Chaoyang 1 42,008 2 Chaoyang (30,800) and Xilin Gol (11,208)
3 Liaoyuan 1 50,000 3 Liaoyuan (7,254), Siping (781), and Changchun (41,965)
4 Changchun 4 400,000 3 Changchun (353,986), Jilin (36,360), and Songyuan (9,654)

5 Harbin 3 200,000 13

Harbin (45,141), Suihua (12,569), Daqing (81,033), Qiqihar
(5,300), Jiamusi (8,178), Mudanjiang (33,607), Yichun
(2,860), Qitaihe (290), Jixi (2,740), Hegang (467),

Shuangyashan (2,344), Heihe (5241), and Daxinganling
(230)

6 Yanbian 2 54,167 2 Yanbian (49,019) and Mudanjiang (5,148)
7 Hulun Buir 1 32,944 1 Hulun Buir (32,944)
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transportation cost between the shipper and the dry
port has a significant impact on the total trans-
portation cost, freight demand distribution, and
dry port selection. Compared with the RD-RL-RD
mode, the total annual transport cost of the RD-RL
mode is lower by approximately 3.340%, CO2
emissions are lower by approximately 8.590%, and
the dry port selection scheme does not change
significantly. +is indicates that although the di-
rect rail connection to the seaport does not have a
significant impact on the dry port selection
scheme, it helps in reducing the total trans-
portation cost, especially the negative impact on
the environment.

+e market-oriented reform of China’s railway opera-
tions has been intensifying, and the development of mul-
timodal transport has been accelerating. +is study
considers the scale effect (discount coefficient) of railway
transportation to make the study of dry port locations more
consistent with the actual development. In addition, the
location selection process in this study considers both the
capacity level of the dry ports and the conditions for cities to
build dry ports, which is an improvement of the two-stage
dry port location method. It ensures that the number, level,
and layout of dry ports are in line with the actual situation.

Future research may explore the following four aspects:
First, the problem of dry port location is a complex system
project involving many influential factors. More factors
(such as weight coefficient of different costs) can be con-
sidered while setting optimization objectives, and the lim-
itation of railway capacity can be considered while setting
constraints. Second, this study has solved the joint opti-
mization problem of land port planning and container
transportation for a specific port, and the land port location
problem may need to be extended to multiple ports. +ird,
this study focuses on regional-level network and intends to
solve the optimization problem of the nationwide network.
Fourth, this study focuses on the macro spatial layout of land
port planning, and future research may be extended to the
microlayout of the land port in the urban planning of the
land port city.
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[7] L. Lättilä, V. Henttu, and O.-P. Hilmola, “Hinterland oper-
ations of sea ports do matter: dry port usage effects on
transportation costs and CO2 emissions,” Transportation
Research Part E: Logistics and Transportation Review, vol. 55,
pp. 23–42, 2013.

[8] A. Carboni and F. Orsini, “Dry ports and related environ-
mental benefits: a case study in Italy,” Case Studies on
Transport Policy, vol. 8, no. 2, pp. 416–428, 2020.

[9] X. Qiu and C.-Y. Lee, “Quantity discount pricing for rail
transport in a dry port system,” Transportation Research Part
E: Logistics and Transportation Review, vol. 122, pp. 563–580,
2019.

[10] Analysis on the market situation and competition pattern of
China’s port industry in 2020, 2020. https://www.sohu.com/a/
438868608_473133.

[11] F. Liu and H. Xu, “Heterogeneity of green TFP in China’s
logistics industry under environmental constraints,” Com-
plexity, vol. 2020, Article ID 8842560, 2020.

[12] H. Wang, J. Y. Han, M. Su, S. L. Wan, and Z. C. Zhang, “+e
relationship between freight transport and economic devel-
opment: a case study of China,” Research in Transportation
Economics, vol. 85, Article ID 100885, 2020.

[13] T. Van Nguyen, J. Zhang, L. Zhou, M. Meng, and Y. He, “A
data-driven optimization of large-scale dry port location using
the hybrid approach of data mining and complex network
theory,” Transportation Research Part E: Logistics and
Transportation Review, vol. 134, Article ID 101816, 2020.

[14] Z. Chang, D. Yang, Y. Wan, and T. Han, “Analysis on the
features of Chinese dry ports: ownership, customs service, rail
service and regional competition,” Transport Policy, vol. 82,
pp. 107–116, 2019.

[15] S.-J. Jeong, C.-G. Lee, and J. H. Bookbinder, “+e European
freight railway system as a hub-and-spoke network,” Trans-
portation Research Part A: Policy and Practice, vol. 41, no. 6,
pp. 523–536, 2007.

Complexity 15

https://www.sohu.com/a/438868608_473133
https://www.sohu.com/a/438868608_473133


[16] W. F. Wang and W. Y. Yun, “Scheduling for inland container
truck and train transportation,” International Journal of
Production Economics, vol. 143, no. 2, pp. 349–356, 2013.

[17] E. Demir, W. Burgholzer, M. Hrušovský, E. Arıkan,
W. Jammernegg, and T. V. Woensel, “A green intermodal
service network design problem with travel time uncertainty,”
Transportation Research Part B: Methodological, vol. 93,
pp. 789–807, 2016.

[18] R. Wang, K. Yang, L. Yang, and Z. Gao, “Modeling and
optimization of a road-rail intermodal transport system under
uncertain information,” Engineering Applications of Artificial
Intelligence, vol. 72, pp. 423–436, 2018.

[19] Y. Zhao, Z. Yang, and H. Haralambides, “Optimizing the
transport of export containers along China’s coronary artery:
the Yangtze River,” Journal of Transport Geography, vol. 77,
pp. 11–25, 2019.

[20] X. Feng, Y. Zhang, Y. Li, andW.Wang, “A location-allocation
model for seaport-dry port system optimization,” Discrete
Dynamics in Nature and Society, vol. 2013, Article ID 309585,
9 pages, 2013.

[21] Z. Chang, Z. Qi, and J. Lu, “Study on the location of inland
port with multiple capacity levels selection,” Transportation
System Engineering and Information, vol. 17, no. 3, pp. 184–
191, 2017.

[22] Y.-C. Tsao and V. T. Linh, “Seaport-dry port network design
considering multimodal transport and carbon emissions,”
Journal of Cleaner Production, vol. 199, pp. 481–492, 2018.

[23] X. Xu, Q. Zhang, W. Wang, Y. Peng, X. Song, and Y. Jiang,
“Modelling port competition for intermodal network design
with environmental concerns,” Journal of Cleaner Production,
vol. 202, pp. 720–735, 2018.

[24] Q. Zhang, W. Wang, Y. Peng, J. Zhang, and Z. Guo, “A game-
theoretical model of port competition on intermodal network
and pricing strategy,” Transportation Research Part E: Lo-
gistics and Transportation Review, vol. 114, pp. 19–39, 2018.

[25] X. Jiang, H. Fan, M. Luo, and Z. Xu, “Strategic port com-
petition in multimodal network development considering
shippers’ choice,” Transport Policy, vol. 90, pp. 68–89, 2020.

[26] H. Wei and M. Dong, “Import-export freight organization
and optimization in the dry-port-based cross-border logistics
network under the belt and road initiative,” Computers &
Industrial Engineering, vol. 130, pp. 472–484, 2019.

[27] Y.-C. Tsao and V.-V. +anh, “A multi-objective mixed robust
possibilistic flexible programming approach for sustainable
seaport-dry port network design under an uncertain envi-
ronment,” Transportation Research Part E: Logistics and
Transportation Review, vol. 124, pp. 13–39, 2019.

[28] L. H. Kaack, P. Vaishnav, M. G. Morgan, I. L. Azevedo, and
S. Rai, “Decarbonizing intraregional freight systems with a
focus on modal shift,” Environmental Research Letters, vol. 13,
no. 8, Article ID 083001, 2018.

[29] M. E. O’Kelly, “Hub facility location with fixed costs,” Papers
in Regional Science, vol. 71, no. 3, pp. 293–306, 1992.

[30] M. Janic, “Modelling the full costs of an intermodal and road
freight transport network,” Transportation Research Part D:
Transport and Environment, vol. 12, no. 1, pp. 33–44, 2007.

[31] M. Zhang, B. Wiegmans, and L. Tavasszy, “Optimization of
multimodal networks including environmental costs: a model
and findings for transport policy,” Computers in Industry,
vol. 64, no. 2, pp. 136–145, 2013.

[32] T.-S. Chang, “Best routes selection in international inter-
modal networks,” Computers & Operations Research, vol. 35,
no. 9, pp. 2877–2891, 2008.

[33] E. Pekin, C. Macharis, D. Meers, and P. Rietveld, “Location
analysis model for Belgian intermodal terminals: importance
of the value of time in the intermodal transport chain,”
Computers in Industry, vol. 64, no. 2, pp. 113–120, 2013.

[34] Y. Rahimi, R. Tavakkoli-Moghaddam, M. Mohammadi, and
M. Sadeghi, “Multi-objective hub network design under
uncertainty considering congestion: an M/M/c/K queue
system,” Applied Mathematical Modelling, vol. 40, no. 5-6,
pp. 4179–4198, 2016.

[35] N. Mithulananthan and N. Acharya, “A proposal for in-
vestment recovery of FACTS devices in deregulated electricity
markets,” Electric Power Systems Research, vol. 77, no. 5-6,
pp. 695–703, 2007.

[36] JCTRANS. 2020, http://land.jctrans.com/.
[37] H. Li and L. Su, “Multimodal transport path optimization

model and algorithm considering carbon emission multitask,”
7e Journal of Supercomputing, vol. 76, no. 12, pp. 9355–9373,
2020.

[38] Z. Chang, T. Notteboom, and J. Lu, “A two-phase model for
dry port location with an application to the port of Dalian in
China,” Transportation Planning and Technology, vol. 38,
no. 4, pp. 442–464, 2015.

16 Complexity

http://land.jctrans.com/


Research Article
Neural Network-Based Intelligent Computing Algorithms for
Discrete-Time Optimal Control with the Application to a
Cyberphysical Power System

Feng Jiang, Kai Zhang, Jinjing Hu, and Shunjiang Wang

State Grid Liaoning Electric Power Company Limited, Shenyang 110006, China

Correspondence should be addressed to Shunjiang Wang; wangshunjiang@163.com

Received 26 February 2021; Revised 14 March 2021; Accepted 7 April 2021; Published 17 April 2021

Academic Editor: Qiuye Sun

Copyright © 2021 Feng Jiang et al. ,is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Adaptive dynamic programming (ADP), which belongs to the field of computational intelligence, is a powerful tool to address
optimal control problems. To overcome the bottleneck of solving Hamilton–Jacobi–Bellman equations, several state-of-the-art
ADP approaches are reviewed in this paper. First, two model-based offline iterative ADP methods including policy iteration (PI)
and value iteration (VI) are given, and their respective advantages and shortcomings are discussed in detail. Second, the multistep
heuristic dynamic programming (HDP) method is introduced, which avoids the requirement of initial admissible control and
achieves fast convergence. ,is method successfully utilizes the advantages of PI and VI and overcomes their drawbacks at the
same time. Finally, the discrete-time optimal control strategy is tested on a power system.

1. Introduction

Adaptive dynamic programming (ADP) [1–4], which
integrates the advantages of reinforcement learning (RL)
[5–8] and adaptive control, has become a powerful tool in
solving optimal control problems. With decades of de-
velopment, ADP has also provided many approaches to
solve other control problems, such as robust control
[9, 10], optimal control with input constraints [11, 12],
optimal tracking control [13, 14], zero-sum games [15],
and non-zero-sum games [16]. Furthermore, ADP
methods have been widely applied to the real-world
systems, such as water-gas shift reaction [17], battery
management [18], microgrid systems [19, 20], and
Quanser helicopter [21]. ,ese aforementioned papers
were all inspired and developed by the basic works of
ADP-based optimal control; i.e., optimal control is the
core research topic of ADP.

,e bottleneck of solving the nonlinear optimal control
problems is to obtain the solutions of Hamil-
ton–Jacobi–Bellman (HJB) equations. However, these
equations are generally difficult or even impossible to be

solved analytically. To overcome this difficulty, ADP has
given several important iterative learning frameworks, such
as policy iteration (PI) [2, 22, 23] and value iteration (VI)
[24–26]. PI algorithm starts from an initial admissible
control policy and then proceeds the policy evaluation step
and the policy improvement step successively till conver-
gence. ,e main advantage of PI is that it ensures all the
iterative control policies are admissible and achieves fast
convergence. ,e drawback of PI is also obvious. ,e re-
quirement of initial admissible control is a strict condition in
practice, which seriously limits its applications. Different
from PI, VI can start from an arbitrary-positive semidefinite
value function, which is an easy-to-realize initial condition.
Although the easier initial condition makes VI more
practical, it also leads to a longer iteration learning process;
that is, VI achieves convergence much slower than PI. ,us,
it is desired to develop a new method, which avoids the
requirement of initial admissible control and gets conver-
gence faster than the VI algorithm. To realize these purposes,
the multistep heuristic dynamic programming (HDP) ap-
proach [27] is presented to integrate the merits of PI and VI
algorithms and overcome their drawbacks.
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,is paper reviews the state-of-the-art ADP algorithms
for the optimal control of discrete-time (DT) systems. ,e
rest of this paper is arranged as follows. In Section 2, the
problem formulation is derived.,ree iterative model-based
offline learning algorithms along with comprehensive
comparisons are presented in Sections 3 and 4.,e proposed
DT optimal control strategy is tested on a power system in
Section 5. Finally, a brief conclusion is drawn in Section 6.

2. Problem Formulation

In this paper, we consider the general nonlinear DT system:

x(k + 1) � f(x(k)) + g(x(k))u(k), (1)

where x(k) ∈ Rn represents the system state, u(k) ∈ Rm

denotes the control input, and f(x) ∈ Rn and g(x) ∈ Rn×m

are the system functions.
,e purpose of the optimal control issue is to find out a

state feedback control policy u(x(k)), which can not only
stabilize system (1) but also minimize the following per-
formance index function:

J(x(0), u) � 􏽘
∞

p�0
r(x(p), u(p)), (2)

where r(x, u) � xTQx + uTRu. ,e matrices Q and R de-
termine the performance of system states and control inputs,
respectively. Given the admissible control policy u(x(k)),
the value function can be described by

V(x(k)) � 􏽘
∞

p�k

r(x(p), u(p)) � r(x(k), u(k))

+ 􏽘
∞

p�k+1
r(x(p), u(p))

� r(x(k), u(k)) + V(x(k + 1)).

(3)

According to the definition of optimal control, the
optimal value function can be defined by

V
∗
(x(k)) � min

u(x)
􏽘

∞

p�k

r(x(p), u(p))

� min
u(x)

r(x(k), u(k)) + V
∗
(x((k + 1))􏼈 􏼉.

(4)

By using the stationarity condition [28], the optimal
control policy can be derived as

u
∗
(x(k)) � argmin

u(x)
r(x(k), u(k)) + V

∗
(x(k + 1))􏼈 􏼉

� argmin
u(x)

r(x(k), u(k)) + V
∗
(f(x(k))􏼈

+ g(x(k))u(k))􏼉

� −
1
2
R

− 1
g

T
(x(k))∇V∗(x(k + 1)),

(5)

where ∇V∗(x(k + 1)) � zV∗(x(k + 1))/zx(k + 1).

,e key to obtaining the optimal control policy u∗(x(k))

is to solve the following DT HJB equation [27]:

V
∗
(x(k)) � r x(k), u

∗
(k)( 􏼁 + V

∗
(x(k + 1))

�
1
4
∇V∗T(x(k + 1))g(x(k))R

− 1
g

T
(x(k))∇V∗

(x(k + 1)) + x
T

(k)Qx(k) + V
∗
(x(k + 1)).

(6)

Remark 1. Figure 1 provides the relationship and difference
between discrete-time and continuous-time optimal control.
,e real-world systems generally exist in the continuous-
time forms. After mathematical modeling, they are for-
mulated by the continuous-time system models. ,rough
sampling and discretization, the continuous-time system
models are converted into the discrete-time ones. ,erefore,
the associated performance indexes and HJB equations of
discrete-time systems are in the discretization forms com-
pared with the continuous-time systems. ,e key to solving
the discrete-time optimal control issue is the discrete-time
HJB equation, which is a nonlinear partial difference
equation. ,e existing works regarding continuous-time
systems are much more than the ones regarding discrete-
time systems. In order to overcome this bottleneck, several
ADP learning algorithms along with their neural network
(NN) implementations will be introduced.

3. Model-Based PI Algorithm for the Optimal
Control Problem of DT Systems

In this section, the model-based PI algorithm along with its
NN implementation will be introduced in detail. ,e model-
based PI algorithm [2, 23] is shown in Algorithm 1.

,e actor-critic dual-network structure with the gradi-
ent-descent updating law is employed to implement Algo-
rithm 1. First, construct the critic NN to approximate the
iterative value function:

􏽢V
l,q

(x(k)) � 􏽢W
l,qT

c ϕc(x(k)), (7)

where 􏽢W
l,q

c and ϕc(x) denote the NN weights and NN ac-
tivation functions of the critic network and q is the iteration
index for the following gradient-descent method.

Define the error function for the critic NN:

􏽥V
l,q

(x(k)) � 􏽢V
l,q

(x(k)) − V
l
(x(k)), (8)

where Vl(x(k)) � 􏽐
H− 1
h�0 r(x(k + h), ul(k + h)) + Vl(x(k +

H)). If we select a large enough integer H, then, with the
admissible control ul(k), one has Vl(x(k + H))⟶ 0 [2];
that is, Vl(x(k)) can be expressed as Vl(x(k)) � 􏽐

H− 1
h�0 r

(x(k + h), ul(k + h)).
In order to minimize the error performance

E
l,q
c (k) � (􏽥V

l,q
(x(k)))2/2, the gradient-descent-based

updating law for the critic NN is given by
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􏽢W
l,q+1
c � 􏽢W

l,q

c − βc

zE
l,q
c (k)

z􏽥V
l,q

(x(k))

z 􏽥V
l,q

(x(k))

z 􏽢V
l,q

(x(k))

z􏽢V
l,q

(x(k))

z 􏽢W
l,q

c

⎡⎢⎢⎣ ⎤⎥⎥⎦

� 􏽢W
l,q

c − βc
􏽥V

l,q
(x(k))ϕc(x(k)),

(9)

where βc is the learning rate of the critic NN.

Similar to the design of critic NN, the actor network,
which is used to approximate the iterative control policy, is
expressed as

􏽢u
l,q

(x(k)) � 􏽢W
l,qT

a ϕa(x(k)). (10)

,e error function for the actor NN is defined as

􏽥u
l,q

(x(k)) � 􏽢u
l,q

(x(k)) − u
l
(x(k)), (11)
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Figure 1: Relationship and difference between discrete-time and continuous-time optimal control.

Step 1: (Initialization)
Let the iteration index l � 0.
Select an initial admissible control policy u0(x).
Choose a small enough computation precision ϵ.
Step 2: (Policy Evaluation)
With ul(x), compute the iterative value function Vl(x) by
Vl(x(k)) � r(x(k), ul(k)) + Vl(x(k + 1)).

Step 3: (Policy Improvement)
With Vl(x), update the iterative control policy ul+1(x) by
ul+1(x(k)) � − (1/2)R− 1gT(x(k))∇Vl(x(k + 1)).

Step 4: if ‖Vl − Vl− 1‖≤ ε, stop and the optimal control policy ul+1(x) is acquired;
Else, let l � l + 1 and go back to Step 2.

ALGORITHM 1: Model-based PI.

Complexity 3



where ul(x(k)) can be attained according to Algorithm 1.
To minimize the error performance

E
l,q
a (k) � 􏽥ul,qT(x(k))􏽥ul,q(x(k))/2, using the chain derivation

rule, the updating law for the actor NN is designed by

􏽢W
l,q+1
a � 􏽢W

l,q

a − βa

zE
l,q
a (k)

z􏽥u
l,q

(x(k))

z􏽥u
l,q

(x(k))

z􏽢u
l,q

(x(k))

z􏽢u
l,q

(x(k))

z 􏽢W
l,q

a

⎡⎢⎢⎣ ⎤⎥⎥⎦

� 􏽢W
l,q

a − βaϕa(x(k))􏽥u
l,qT

(x(k)),

(12)

where βa is the learning rate of the actor NN.

Remark 2. Figure 2 displays the NN implementation dia-
gram of PI algorithm. First, NN weights of the actor network
should be chosen to generate admissible control. Second,
critic and actor networks are updated via the gradient-de-
scent-based learning law to realize policy evaluation and
improvement steps, respectively. After iteration, critic and
actor networks achieve convergence, where the NN-based
approximate optimal control can be obtained. Many stability
proofs of the NN implementation procedure have been given
in the existing works. Here, we introduce the following
rigorous proof to demonstrate the optimality and
convergence.

Theorem 1. Let the target iterative value function and
control policy be described by Vl(x(k)) � WlT

c ϕc(x(k)) and
ul(x(k)) � WlT

a ϕa(x(k)), respectively. Let the critic and
actor NNs be updated via (9) and (12), respectively. If the
learning rates βc and βa are selected to be appropriately small,
then the NN weights 􏽢W

l,q

c and 􏽢W
l,q

a will asymptotically
converge to the ideal values Wl

c and Wl
a, respectively.

Proof. Let 􏽥W
l,q

c � 􏽢W
l,q

c − Wl
c and 􏽥W

l,q

a � 􏽢W
l,q

a − Wl
a.

According to (9) and (12), it can be acquired that

􏽥W
l,q+1
c � 􏽥W

l,q

c − βc
􏽥V

l,q
(x(k))ϕc(x(k)),

􏽥W
l,q+1
a � 􏽥W

l,q

a − βaϕa(x(k))􏽥u
l,qT

(x(k)),
(13)

where 􏽥V
l,q

(x(k)) � 􏽥W
l,qT

c ϕc(x(k)) and 􏽥ul,q(x(k))

� 􏽥W
l,qT

a ϕa(x(k)).
Construct the following Lyapunov function candidate:

P 􏽥W
l,q

c , 􏽥W
l,q

a􏼒 􏼓 � tr 􏽥W
l,qT

c
􏽥W

l,q

c + 􏽥W
l,qT

a
􏽥W

l,q

a􏼚 􏼛. (14)

,e difference of the Lyapunov function (14) can be
derived as

ΔP 􏽥W
l,q

c , 􏽥W
l,q

a􏼒 􏼓 � tr 􏽥W
l,q+1T

c
􏽥W

l,q+1
c − 􏽥W

l,qT

c
􏽥W

l,q

c􏼚 􏼛 + tr 􏽥W
l,q+1T

a
􏽥W

l,q+1
a − 􏽥W

l,qT

a
􏽥W

l,q

a􏼚 􏼛

≤ βc
􏽥V

l,q
(x(k))

�����

�����
2
βc ϕc(x(k))

����
����
2

− 2􏼒 􏼓

+ βa 􏽥u
l,q

(x(k))
�����

�����
2
βa ϕa(x(k))

����
����
2

− 2􏼒 􏼓.

(15)

If the learning rates are selected to satisfy βc ≤ 2/
‖ϕc(x(k))‖2 and βa ≤ 2/‖ϕa(x(k))‖2, then one has ΔP( 􏽥W

l,q

c ,

􏽥W
l,q

a )≤ 0, which implies the NN weights 􏽢W
l,q

c and 􏽢W
l,q

a will
asymptotically converge to the ideal values.

,is completes the proof. □

4. Model-Based VI Algorithm and Multistep
HDP Algorithm

With the help of the initial admissible control, the PI al-
gorithm achieves fast convergence. However, the weakness
of the PI algorithm is obvious. ,e PI algorithm requires the
initial control policy to be admissible, which is a strict
condition. How to find out an initial admissible control
policy is still an open problem, which limits the real-world
applications of the PI algorithm. To relax the strict condi-
tion, the model-based VI algorithm [24–26] is shown in
Algorithm 2, where the initial condition becomes much
easier.

Remark 3. Different from the PI algorithm, the VI algorithm
does not require the initial admissible control, and one only
needs to provide a specific initial value function, which
makes the VI algorithm more practical in the real-world
applications. However, without the help of the initial ad-
missible control, the VI algorithm generally suffers from the
low convergence speed. From the aforementioned content, it
can be observed that the PI and VI algorithms have their
own advantages and disadvantages. ,e PI algorithm can
achieve fast convergence, while it requires an initial ad-
missible control policy. ,e VI algorithm can start from an
easy-to-realize initial condition, while it generally suffers
from the low convergence speed. ,us, it is expected to
design a new approach, which can make the trade-off be-
tween the PI algorithm and the VI algorithm.

,at is, it is desired to develop an algorithm, which
achieves convergence faster than the VI algorithm and does
not require an initial admissible control policy. To realize
this goal, the multistep HDP method [27] will be introduced
in Algorithm 3.
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Construct the critic and actor NNs to approximate the
iterative value function and control policy as follows:

􏽢V
l
(x(k)) � ϕT

c (x(k)) 􏽢W
l

c,

􏽢u
l
(x(k)) � ϕT

a (x(k)) 􏽢W
l

a,

(16)

where 􏽢W
l

c and 􏽢W
l

a are the NN weights and ϕc(x) and ϕa(x)

are the associated NN activation functions.
According to Algorithm 3, using the NNs to estimate the

solutions will yield the following error:

e
l
c � ϕT

c (x(k)) 􏽢W
l+1
c − 􏽘

k+α− 1

p�k

r x(p), 􏽢u
l
(p)􏼐 􏼑 − ϕT

c (x(k + α)) 􏽢W
l

c.

(17)

Let θ � ϕT
c (x(k)) and σl � 􏽐

k+α− 1
p�k r(x(p),

􏽢ul(p)) + ϕT
c (x(k + α)) 􏽢W

l

c. Equation (17) becomes

e
l
c � θ 􏽢W

l+1
c − σl

. (18)

To minimize ‖el
c‖

2, we employ the least-square method
to update 􏽢W

l+1
c . Collect M different data sets for training,

where M is a large enough number. ,en, one has Π �

[θT
1 , θT

2 , . . . , θT
M]T and Θl � [σlT

1 , σlT
2 , . . . , σlT

M]T. ,e least-
square-based updating law for 􏽢W

l+1
c is given by

􏽢W
l+1
c � ΠTΠ􏼐 􏼑

− 1
ΠTΘl

. (19)

To minimize r(x(k), 􏽢ul(x(k))) + 􏽢V
l
(x(k + 1)), the

gradient-descent-based updating law for the actor NN is
given by

Step 1: (Initialization)
Let the iteration index l � 0.
Select an initial value function V0(x).
Choose a small enough computation precision ϵ.
Step 2: (Policy Improvement)
With Vl(x), compute the iterative control policy ul(x) by
ul(x(k)) � − (1/2)R− 1gT(x(k))∇Vl(x(k + 1)).

Step 3: (Policy Evaluation)
With ul(x), calculate the iterative value function Vl+1(x) by
Vl+1(x(k)) � r(x(k), ul(k)) + Vl(x(k + 1)).

Step 4: if ‖Vl+1 − Vl‖≤ ε, stop and the optimal control policy ul(x) is acquired;
Else, let l � l + 1 and go back to Step 2.

ALGORITHM 2: Model-based VI.

PI algorithm
Implementation

NN implementation of PI algorithm

Choose NN weightsInitial admissible
control

Admissible NN-based
control

Approximate

Policy
evaluation

Critic
network

Iteration Learning

Approximate

Approximate

Policy
improvement

Actor
network

Gradient
descent-based

update

Optimal control
NN-based approximate optimal

control

Figure 2: NN implementation diagram of PI algorithm.
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􏽢W
l,q+1
a � 􏽢W

l,q

a − βa

z r x(k), 􏽢u
l,q

(x(k))􏼐 􏼑 + 􏽢V
l
(x(k + 1))􏼒 􏼓

z􏽢u
l,q

(x(k))

z􏽢u
l,q

(x(k))

z 􏽢W
l,q

a

� 􏽢W
l,q

a − βaϕa(x(k)) 2R􏽢u
l,q

(x(k)) + g
T
(x(k))

zϕc(x(k + 1))

zx(k + 1)
􏽢W

l

c􏼢 􏼣.

(20)

Remark 4. From Table 1 and Figure 3, we can see the
performance comparison and relationship among PI al-
gorithm, VI algorithm, and multistep HDP. Due to the
existence of initial admissible control, the PI algorithm
gets fast convergence. However, the condition of initial
admissible control is difficult to realize. Different from the
PI algorithm, the initial condition of VI algorithm is easy-
to-realize. However, the initial condition may not be
admissible, which may lead to the low stability. Multistep
HDP follows the initial condition of VI algorithm and
develops the multistep policy evaluation step to obtain
more history data. ,erefore, multistep HDP is easy-to-
realize and achieves fast convergence at the same time;
that is, multistep HDP successfully combines the ad-
vantages of PI and VI algorithms.

5. Application to a Benchmark Power System

,e benchmark power system investigated in this paper is
illustrated in Figure 4. ,is power system can be regarded as
a microgrid, which is composed of nonpolluting energy
(subsystems I and II), load demand sides (subsystem III),
and regular generations (subsystem IV). ,e core control
unit is the management center, which maintains the fre-
quency stability against load variations.

5.1. SystemModel andApplication. In Figure 5, first, the real-
world power system can be formulated by a state space
function via mathematical modeling. After sampling and
discretization, the system model can be controlled by
computers. ,rough iterative ADP learning, the approxi-
mate optimal control can be obtained. Substituting the
approximate optimal control into the system model will
yield simulation results. To test the effectiveness of the

proposed DT optimal control strategy, let us consider the
following power system [19, 20]:

Δξf

.

� −
1

Tp

Δξf +
αp

Tp

Δξt,

Δξt

.

� −
1
Tt

Δξt +
1
Tt

Δξg,

Δξg

.

� −
1

αsTg

Δξf −
1

Tg

Δξg +
1

Tg

u,

(21)

where Δξf is the frequency deviation; Δξt denotes the
turbine power; Δξg represents the governor position value;
Tt, Tg, and Tp denote the time constants of turbine, gov-
ernor, and power system, respectively; αp represents the gain
of power system; αs is the speed regulation coefficient; u

denotes the control input; and x is the state variable. Let
x � [Δψf,Δψt,Δψg]T, where x1 � Δψf, x2 � Δψt, and
x3 � Δψg. ,en, the system (21) can be discretized as the
form of (1). Set the matrices in the performance index
function: Q � 2I3 and R � 1.

5.2. Simulation Results. Simulation results are shown in
Figure 6. Figure 6(a) implies the system states cannot be
stabilized without control. ,en, we apply the optimal
control strategy into the system. Figure 6(b) indicates the
system states can be stabilized after 8 time steps under
optimal control. Comparing the trajectories of the system
states, the superior control performance of optimal control
strategy can be observed. Figure 6(c) shows the 2D plot of
convergence trajectory in detail. Figure 6(d) provides the
evolution of the control input. ,e aforementioned simu-
lation results demonstrate the high stability, fast conver-
gence, and low control cost of the DT optimal control
strategy.

Let the iteration index l � 0.
Select an initial value function V0(x).
Choose a small enough computation precision ϵ.
Step 2: (Policy Improvement)
With Vl(x), compute the iterative control policy ul(x) by
ul(x(k)) � − (1/2)R− 1gT(x(k))∇Vl(x(k + 1)).

Step 3: (Multistep Policy Evaluation)
With ul(x), calculate the iterative value function Vl+1(x) by
Vl+1(x(k)) � 􏽐

k+α− 1
p�k r(x(p), ul(p)) + Vl(x(k + α)).

Step 4: if ‖Vl+1 − Vl‖≤ ε, stop and the optimal control policy ul(x) is acquired;
Else, let l � l + 1 and go back to Step 2.

ALGORITHM 3: Multistep HDP.
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Figure 3: Relationship and difference among PI algorithm, VI algorithm, and multistep HDP.
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Figure 4: ,e benchmark power system considered in this paper.

Table 1: Performance comparison among PI algorithm, VI algorithm, and multistep HDP.

Methods and performance Computation stability Initial difficulty Convergence speed
PI algorithm High Difficult High
VI algorithm Low Easy Low
Multistep HDP Medium Easy Medium
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Figure 5: Application to the benchmark power system.
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6. Conclusions

In this paper, several state-of-the-art ADP-based methods
have been reviewed to address the optimal control problem
of DTsystems. A comprehensive comparison has been made
between PI and VI. A novel multistep HDPmethod has been
introduced to integrate the advantages of PI and VI algo-
rithms with either strict requirement of initial admissible
control or longer interaction learning process. ,e simu-
lation results have demonstrated the effectiveness of our
proposed schemes.
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As one of the key technologies for accelerating the construction of the ubiquitous Internet of .ings, demand response (DR) not
only guides users to participate in power market operations but also increases the randomness of grid operations and the difficulty
of load forecasting. In order to solve the problem of rough feature engineering processing and low prediction accuracy, a short-
term load forecasting model of LSTM neural network considering demand response is proposed. First of all, in view of the strong
randomness and complexity of input features, the weighted method is used to process multiple input features to strengthen the
contribution of effective features and tap the potential value of features. Secondly, an improved genetic algorithm (IGA) is used to
obtain the best LSTM parameters; finally, the special gate structure of the LSTMmodel is used to selectively control the influence
of input variables on the model parameters and perform load forecasting..e experimental results show that the research has high
prediction accuracy and application value and provides a new way for the development of power load forecasting.

1. Introduction

In recent years, due to the shortage of fossil energy such as
oil and the serious environmental problems caused by global
carbon emissions, more andmore experts and scholars focus
on the direction of “Energy Internet [1–3].” People aim to
establish a more flexible and stable form of hybrid power
generation. As an important constraint for the safe and
stable operation of power system, accurate power load
forecasting plays an important role in the economic, safe,
and reliable operation of the power system.

Demand response (DR) serves as important means to
shift energy supply and uses across time to counter the
indeterminate variations. It is of great significance to im-
prove the overall energy efficiency of the energy system [4].
However, especially in the Regional Energy Internet System
[5], the strong uncertainty of the user-side DR will increase
the difficulty of load forecasting. Accurate load forecasting is
the basis for realizing the economic operation and scientific
management of the power system, as well as the inevitable
choice for long-term strategic planning and operational
decision-making. In fact, the fundamental requirement for

the implementation of DR programs is the load forecasting
of its participants whether they are the group of residential
consumers managed by aggregators, industrial consumers,
or commercial consumers. DR capacity and DR events to be
involved in these programs can be determined through load
forecasting [6]. Instantly, the relevant technologies of arti-
ficial intelligence (AI) and machine learning (ML) have been
widely used in renewable energy forecasting, load fore-
casting, power system fault diagnosis and optimal dis-
patching, power grid data visualization, and so forth [7]. At
the same time, with the installation and application of a large
number of measurement equipment such as smart meters
[8] and weather monitoring [9], power grid companies have
obtained unprecedented large amounts of data. It provides a
lot of data support for power load forecasting based on AI
[10]. On this basis, to improve the accuracy of load fore-
casting and the generalization ability of the load forecasting
model has become an urgent problem to be solved.

Load forecasting is one of the most widely used areas of
artificial intelligence technology in power systems. Scholars
have carried out extensive research on the theory and
methods of load forecasting. .e methods for power load
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forecasting mainly include traditional methods and artificial
intelligence methods. With the development of the times,
traditional methods [11–13] have gradually exposed prob-
lems such as poor model generalization ability, difficulty in
determining model structure, and difficulty in selecting
parameters. Artificial intelligence methods [14–18] have
gradually occupied the stage of load forecasting. Ahmad
et al. [19] used twoML algorithms to forecast regional short-
term energy demand. In [20], deep recurrent neural network
(DRNN) and deep convolutional neural network (DCNN)
were presented for day-ahead multistep load forecasting in
commercial buildings. Khan et al. used grey correlation
based on random forest (RF) and mutual information (MI)
for feature selection. Kernel principle component analysis
(KPCA) was used for feature extraction and enhanced
convolutional neural network (CNN) was used for classi-
fication [21]. .e choice of model hyperparameters affects
the entire prediction process. .e essence of optimal model
configuration is actually a combination problem. Bouktif
et al. used metaheuristic-search-based algorithms to reduce
the complexity of the search. .is method can find the
optimal LSTM hyperparameter set more accurately and
quickly [22]. For the problem of hyperparameters, Santra
and Lin have similar views. Santra and Lin proposed using
GA to optimize the initialization parameters of LSTM. .is
method improved the robustness of short-term load fore-
casting [23]. Rong and de León [24] proposed a load esti-
mation method suitable for complex power networks. In
order to solve the problem of network unobservability, Rong
and de León proposed a nonlinear power-temperature curve
to predict the load that varies with temperature. .e “ef-
fective temperature” was introduced in the paper to properly
consider the impact on the power consumption of heating
and cooling equipment. .is method has been well verified
in practice. Li et al. [25] proposed a short-term load fore-
casting method that considers demand response under an
energy Internet environment. .e grey correlation analysis
method was used to process meteorological data to obtain
similar daily characteristic variables input to the forecast
model. .e LSTM neural network model was used for load
forecasting. .is method separates the DR electricity price
that causes users to participate in DR to indirectly consider
the DR load. .is method provides a new idea for load
forecasting considering DR. .e rapid development of AI
provides more possibilities for load forecasting technology.
At the same time, it also puts forward stricter requirements
on the quality of load forecasting, which brings new chal-
lenges and opportunities to load forecasting technology.

In order to improve prediction accuracy and model
generalization ability, a short-term load forecasting model of
LSTM neural network considering DR is proposed in this
paper. Based on characteristics of engineering processing,
the weighted method [26] is used to deal with multiple input
features. In order to strengthen the contribution of effective
features and explore the potential value of effective features
in depth, this paper defines the weights of input features.
.en, IGA is used to select the optimal model parameters of
LSTM [27]. Finally, the parameter-tuned LSTM model is
used for load forecasting.

2. Feature Extraction

.is paper uses the data of New SouthWales, Australia, from
2006 to 2010 for experimental verification. .e data from
2006 to 2008 is used as the training set and the data from
2009 to 2010 is used as the verification set. In this paper, the
maximum temperature, the minimum temperature, the
average temperature, the date, and the real-time electricity
price of the area are extracted as the input features.

2.1. Extraction of Temperature Characteristics. .e average
temperature is the true average temperature of each day..e
average temperature in winter is the lowest and the average
temperature in summer is the highest. .e load in these two
quarters is higher than in other quarters due to the increase
in air conditioner usage. .erefore, the feature of average
temperature can reduce the abnormal high temperature and
low temperature to a reasonable range to reduce tempera-
ture fluctuation and then combine it with the real tem-
perature. In this paper, the average temperature weight is set
to 0.6, and the true temperature weight is set to 0.4. .e
specific formula is as follows:

T � 0.6∗Tavg + 0.4∗Ttrue. (1)

T is the input feature of temperature, Tavg is the average
temperature, and Ttrue is the real temperature. Figure 1
shows the temperature characteristic curve after weighting
treatment.

2.2. Extraction of Date Characteristics. Date type is another
important influencing factor of short-term forecasting. .e
load on the user side on weekends will be greater than the
load on workdays, and the load on the user side on holidays
will also be greater than the load on workdays. .is paper
lists the date type as one of the factors that affect load
forecasting. Considering that the parameters of the deep
neural network need to be fed back, this paper expresses
workdays as 1 and weekends and holidays as 2. Store the date
feature in the fourth column of the feature vector.

2.3. Extraction of Real-Time Electricity Price Characteristics.
.e reform of the electricity market is an inevitable trend
and requirement of national development. .e market-
ization of the electricity prices is the top priority, and real-
time electricity price is an important factor affecting load
fluctuation. First, the maximum information coefficient
(MIC) [28] is used to analyze the correlation between load
and real-time point price. MIC is used to measure the degree
of linear or nonlinear dependence between two variables.
.e greater the mutual information between the two vari-
ables is, the stronger the correlation is. MIC can overcome
the shortcoming that mutual information is inconvenient to
calculate continuous variables and can better reflect the
degree of correlation between attributes. For a binary data
set D ∈ R2 divide D into a grid of x columns and y rows. For
the divided grid G, calculate the probability of each unit in G
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to obtain the probability distribution D|G of the binary data
set D on the grid G. Save it as I∗[D(x, y)]:

I
∗
[D(x, y)] � max I[D(x, y)]. (2)

Standardize the obtained mutual information and find
the maximum mutual information coefficient as follows:

M(D)x,y �
I
∗
[D(x, y)]

log min x, y􏼈 􏼉
, (3)

s.t. xy<B(n), (4)

F(D)MIC � maxxy<B(n) M(D)x,y􏽮 􏽯, (5)

where n is the sample size; B(n) is a function of the sample
size, which represents the constraint of the total number of
grids xy in grid G, which must be less than B(n); and
generally B(n) � n0̂.6. In essence, MIC is a normalized
maximum mutual information, with a value interval of
[0, 1]. .e statistical results show that MIC> 0.4 days, ac-
count for 908 days in total, accounting for 46.69%, of which
MIC> 0.6 days account for 502 days, accounting for 26.43%.

Figure 2 is the curve of electricity price and load. It can be
seen that the trend of electricity price and load is basically the
same. Residents can check the real-time electricity price to
appropriately reduce electricity consumption and reduce the
load, which will play a role in peak clipping. When the load
reaches a trough, the electricity price will also be reduced, so
as to encourage users to increase the amount of electricity to
fill the valley. It has been proved by experiments that the
electricity price has a great correlation with the load. In this
paper, the real-time price is put into the fifth column of the
feature vector as the input feature.

3. Prediction Model

3.1. Improved Genetic Algorithm. Genetic algorithm (GA) is
a global search optimization algorithm formed according to
the selection and genetic law of “survival of the fittest” in
nature..e initial population composed of feasible solutions
is operated by three operators of selection, crossover, and
mutation. Eliminate one by one according to the fitness
value of the individual. Finally, the individuals with the best

fitness are left to form a new population, parallel calculation
of multiple solution groups by genetic algorithm. Replace
generations to achieve global convergence to obtain the
optimal solution.

Hill climbing is a good local search algorithm. Firstly, a
point is randomly selected as the initial point of iteration in
the search space, and then a point is randomly generated in
its neighborhood to calculate its function value. If the
function value of the point is better than the current point,
the current point is used to replace the initial point as a new
initial point to continue searching in the neighborhood.
Otherwise, the search process will be terminated if another
point and initial point are randomly generated in the
neighborhood until the better point is found or the better
point is not found several times in a row. Because hill
climbing is a method to optimize by randomly generating
individuals in the neighborhood, it does not need to use a
gradient. Hill climbing method can play the role of local
optimization when genetic algorithm deals with complex
problems. In the iterative process of this paper, the hill
climbing method is introduced to optimize the individuals
obtained by genetic algorithm, which greatly improves the
efficiency of optimization.

3.2. LSTM Algorithm Mechanism. LSTM is an excellent
variant of Recurrent Neural Network (RNN), which solves
the problem of short memory and difficult training of RNN.
It is very suitable for the classification and prediction of time
series and is widely used in natural language processing. As
shown in Figure 3, t is the time point; it is the input gate,
which is mainly used to control how much information
about the current state of the network needs to be saved in
the internal state; ft is the forget gate, which is mainly used
to control how much information is in the past state and
needs to be discarded; ot is the output gate, mainly used to
control how much information of the internal state at the
current moment needs to be output to the external state; ht is
the internal state of the neuron at the current moment; ct is
the external state at the current moment; xt is the external
input at the current moment; and σ is the activation layer
function..e calculation formula between each variable is as
follows:

it � σ Whi × ht−1 + Wxi × xt + Wci × ct−1 + bi􏼂 􏼃, (6)

ft � σ Whf × ht−1 + Wxf × xt + Wcf × ct−1 + bf􏽨 􏽩, (7)

ot � σ Who × ht−1 + Wxo × xt + Wco × ct−1 + bo􏼂 􏼃, (8)

ct � ftct−1 + ittanh Whg × ht−1 + Wxc × xt + bc􏽨 􏽩, (9)

ht � ottanh ct􏼂 􏼃. (10)

.rough the comprehensive application of these three
control gates, the LSTM neural network can control the
retention and discarding of the information transmitted in
the neural network. It determines howmuch of the new state
information at the current moment needs to be stored in the
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memory unit. Compared with general neural networks,
LSTM neural networks can learn dependencies with a rel-
atively long span without the problems of gradient disap-
pearance and gradient explosion [29].

3.3. Selection of LSTMOptimal Parameters. .e initial values
of the weighting matrices can affect the performance of the
LSTM. Inspired by [23], an improved genetic algorithm
(IGA) is used to assist in searching the proper initial values
for the weighting matrices of the LSTM. Figure 4 shows the
flow diagram of the proposed method.

Step 1. Initialize chromosome population.
A set of n chromosomes are randomly generated. Each

chromosome w contains the values for all the weighting
matrices in LSTM.

Step 2. Set fitness function.
For each chromosome in the current population, its

value is used to initialize the weighting matrices in the
LSTM. .e LSTM predicts the output error of the training
sample as the fitness function and calculates the fitness value
of the individual in the initial population.

Step 3. Generate the new population through genetic
operations.

.is step generates a new population that contains the
same number of chromosomes as the current population.
.e roulette wheel selection is used so that a chromosome
with a higher fitness value had a higher probability of being
selected for genetic operations..e chromosomes of the new
population are produced by reproduction, crossover, and
mutation operations on the chromosomes selected from the
current population.

Chromosomes with higher fitness in the current pop-
ulation will be selected for reproduction, and it will be added
to the new population, until the reproduction ratio is
reached. .e elitism policy is used in this article to ensure
that the best chromosome among the current chromosomes
can be added to the new population group.

Repeatedly select two chromosomes of the current
population as the parent chromosomes for the crossover
operation to generate two offspring chromosomes and add
them to the new population until the crossover ratio is
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reached. Uniform crossover is adopted in this study. With
uniform crossover, each value in the offspring chromosomes
is independently chosen from the two values at the same
corresponding position in the two parent chromosomes, as
shown in Figure 5.

.e mutation operation repeatedly selected a chromo-
some from the current population, modified the selected
chromosome to generate a new chromosome, and added the
mutant to the new population, until the mutation ratio has
reached. With one-point mutation, a small random change
is injected into the value of a randomly selected position in
the selected chromosome to generate the mutant, as shown
in Figure 6. Mutation operation makes the chromosome
population more diverse.

Step 4. Select the best chromosome.
After one evolution, the fitness value is calculated for the

retained chromosomes, and the best chromosome is
retained. Compare the fitness value of the chromosome with
the maximum fitness value and the best chromosome of the
previous generation. .e best chromosome is recorded.
Finally, the chromosome with the best fitness value is used to
initialize the weighting matrix in the LSTM, and the training
data is fed to the LSTM to generate the fitness value of the
chromosome.

Step 5. Stop criterion
If the fitness value of the best chromosome is already

optimal, then the LSTM of the best chromosome is adopted,
and the proposed method is terminated. .e parameters of
LSTM are initialized with the optimal weights to obtain the
optimal network structure.

In this paper, the original real data set is divided into
three training sets and a test set. Feature engineering pro-
cessing is carried out bymeans of the weighted discretization
method. .e input features processed by the weighting
method are more valuable, and then the IGA is used to select
the optimal parameters of the LSTM network. .e LSTM
network after parameter tuning is used to train and predict
real data. .e specific process is shown in Figure 7.

4. Case Study

In order to evaluate the prediction performance, the mean
absolute percentage error YMAPE and forecasting accuracy
YFA are set according to the load forecasting indexes eval-
uated by State Grid Corporation of China. .e specific
formulas are as follows:

YMAPE �
1
n

􏽘

n

i�1
|
Xact(i) − Xpred(i)

Xact(i)
, (11)

YFA � 1 −
Xact(i) − Xpred(i)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

Xact(i)
⎛⎝ ⎞⎠ × 100%, (12)

where n is the total number of predictions and Xact(i) and
Xpred(i) are the real value and the predicted value of the load
at time i respectively.

4.1. Analysis of Experimental Results. After training and
verification of the proposed model, this paper conducted
day-ahead short-term load forecasting from 2009 to 2010
and calculated the YMAPE and the YFA of the parameter-
tuned SVM model and RF model. .e results are shown in
Table 1. It can be seen from the table that whether it is a one-
day or half a year, YMAPE of the proposed model is the
smallest and YFA is the greatest and the goodness of fit is the
best of all models, which shows that the method proposed in
this paper is more accurate and the robustness is better.

Experimental verification shows that the comparison
between the fourmethods and the real load curve is shown in
Figure 8. It can be seen from the figure that the load curve
predicted by the model proposed in this paper has the
highest degree of fit with the real curve. .e prediction
results are more accurate than the other three methods. In
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0 0 1 0 1 1 0 0 0 1 1 0 0 1 1 1 1 0 1 1
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Figure 5: Uniform crossover.
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Figure 6: One-point mutation.
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order to further evaluate the performance of the model, this
article compares the calculation speed of each model. .e
average calculation time of this model is 7.96 s, while the
average calculation speeds of SVM, RF, and GRU are 11.14 S,
9.86 S, and 8.03 s, respectively. .rough the comparison of
average calculation time, it can also be seen that the model
proposed in this article has certain advantages compared
with other models.

5. Conclusions

In view of the phenomenon that user-side DR is highly
uncertain and load prediction becomes more difficult, this
paper selects regions with relatively perfect demand-side
management as target regions and puts forward a short-term
load prediction method that takes DR into consideration. In
this paper, the weighted discretization method is used to
process the input features and enhance the contribution
degree of input features. .en, IGA is used to select the
optimal model parameters of LSTM. After that, the LSTM
prediction model is established for load prediction. Finally,
the effectiveness and superiority of the proposed method are
verified based on the actual data, and the following con-
clusions are drawn.

(1) Considering a variety of load influencing factors,
this paper uses the weighted discretization method
to process input characteristics. And the maxi-
mum information coefficient method is used to

verify the real-time electricity price characteristics
selected in this paper have a strong correlation
with load.

(2) In this paper, the IGA algorithm is used to select the
optimal LSTM parameters.

(3) .e LSTM model has a special forgetting gate
mechanism, which can automatically screen the
input variables that are beneficial to the model
during the training process. It cuts down the pre-
diction time on the basis of improving the model
performance and prediction accuracy.
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Table 1: Comparison of model prediction results.

Prediction model
One day Half a year

YMAPE YFA(%) YMAPE YFA(%)

Proposed 0.1067 89.31 0.0901 90.99
SVM 0.2025 79.75 0.1862 81.38
RF 0.1689 83.11 0.1259 87.41
GRU 0.1219 87.81 0.1015 89.85
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Cyber-physical systems (CPSs) are characterized by integrating computation and physical processes. To cope with the challenges
of the application of the CPSs in all kinds of environments, especially the cellular vehicle-to-everything (C-V2X) which needs high
quality end-to-end communication, the robustness and reliability for CPSs are very crucial. Aiming at the technical challenges of
information transmission caused by the fading effect and the fast time-varying characteristics of the channel for C-V2X
communication, an improved Tomlinson–Harashima precoding (THP) algorithm for multiple input multiple output (MIMO)
systems is proposed. Channel state information (CSI) and correlation are exploited to compensate instantaneous CSI, which could
reflect current real-time channel status exactly. Further, the iterative water filling power allocation algorithm and the multiuser
scheduling algorithm based on the greedy algorithm are jointly optimized and applied to the THP, which could improve the
system performance. Simulation results show that the proposed algorithm can be efficiently applied to high-speed mobility
scenarios and improve bit error ratio (BER) performance as well as spectrum utilization.

1. Introduction

In recent years, the construction of global smart city is
accelerated, which makes cyber-physical systems (CPSs)
develop rapidly [1]. Large-scale networked CPSs are
deployed to address global needs in areas such as energy
[2, 3], transportation [4, 5], power system [6, 7], and auto-
control [8, 9]. As an intelligent system integrating com-
puting, communication, and control, any problems may
affect the normal operation of the CPSs. (us, the stability
of CPSs which includes system reliability and robustness
should be considered and improved. CPSs should respond
to the input of the system timely and effectively, especially
for cellular vehicle-to-everything (C-V2X) communica-
tion scenarios. (e vehicle in the C-V2X adopts short
distance wireless communication technology to com-
municate between vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2I) [10]. Ultra reliable low latency
communication (URLLC) is required for C-V2X. How-
ever, the computing and storage capabilities of vehicle

devices are limited, and it is difficult to meet the con-
straints of a large number of computing requirements and
low latency. (erefore, mobile edge computing (MEC)
can be introduced into the C-V2X. (e C-V2X based on
MEC is to move part of the computing power of the core
network to the edge of the C-V2X. Generally, the MEC
server is equipped with road side unit (RSU). (e vehicle
uploads the calculation task to the RSU through the V2I
communication, and the MEC server corresponding to
the RSU calculates the task. When the MEC server
completes the calculation, the calculation result is
transmitted from the RSU back to the vehicle [11]. And
computing requirements and delay constraints can be
effectively solved through the combination of MEC and
C-V2X. At the same time, the high-speed mobility of the
vehicle makes signal propagation attenuate fast, and the
Doppler frequency shift effect is serious. Dynamically
changing reflective objects on the road will also deteri-
orate the channel and affect the received signal strength
and quality. In order to solve the abovementioned
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problems, multiple input multiple output (MIMO)
technology has been applied in the C-V2X [12, 13].

MIMO can suppress channel fading, with two modes of
spatial multiplexing and spatial diversity [14, 15]. (e spatial
diversity can provide reliable communication, and MIMO
can obtain diversity gain by using precoding at the trans-
mitter. Precoding is divided into linear precoding and
nonlinear precoding. Compared with linear precoding,
nonlinear precoding has higher spectrum utilization.
Tomlinson–Harashima precoding (THP) is a typical non-
linear precoding algorithm, which can make a good tradeoff
between complexity and performance [16].

When the vehicle is moving at high-speed, the channel
state information (CSI) changes significantly during a
symbol transmission period. (erefore, traditional channel
estimation is not accurate. (e fast time-varying charac-
teristics of the channel cause the feedback CSI cannot ac-
curately describe the real-time channel [17, 18].

Moreover, if the transmitter adopts the unreasonable
transmission power allocation algorithm, it will not be able
to obtain communication quality of service (QoS) assurance
and better spectrum utilization when the channel has a fast
time-varying characteristic [19]. (erefore, the joint power
allocation algorithms in the precoding design can effectively
improve the transmission reliability and spectrum utiliza-
tion of the system [20].

Precoding design in high-speed mobile scene has be-
come a research hotspot currently. Zhang et al. [21] proposes
a simple precoding and detection scheme that implements
precoding by dividing modulated data symbols in the fre-
quency domain into groups and inserting multiple redun-
dant carriers on both sides of each data group. (e
simulation results show that the scheme can maintain good
performance in high-speed scenes, but it does not analyze
the influence of the scheme on spectrum utilization. Ben-
mimoune and Massicotte [22] presented a precoding
method based on Kerdock code. (e method is based on
codebook with low complexity, but its overall performance is
poor. It can be seen that precoding in high-speed mobile
scenes still faces challenges.

Based on the research and analysis, an improved THP
algorithm in high-speed mobility scenarios is proposed. (e
algorithm combines the statistical information with the
space-time correlation characteristics of the MIMO channel
to construct a dynamic CSI channel model. At the same
time, the iterative water filling power allocation algorithm
and the multiuser scheduling algorithm based on the greedy
algorithm are jointly designed with THP, which can effec-
tively improve the system transmission reliability and
spectrum utilization. (e main contributions of this paper
are as follows:

(1) In order to suppress the channel fading caused by
high-speed vehicle movement, we combine MIMO
and IoV to construct a MIMO-V2I communication
system. Moreover, since the channel in the high-
speed mobile environment of vehicles has fast time-
varying characteristics, we adopt the dynamic CSI
model that combines the statistical information with

the space-time correlation characteristics of the
channel, which can reflect the current channel
characteristics accurately.

(2) Based on the proposed dynamic CSI model, in order
to obtain the diversity gain of the MIMO system, an
improved THP algorithm is proposed. In the high-
speed vehicle moving environment, the algorithm
applies the iterative water filling power allocation
and the user scheduling based on the greedy algo-
rithm to the THP algorithm for joint optimization
design. Firstly, the user scheduling algorithm aims to
maximize spectrum utilization and selects the op-
timal user set according to the channel information
of the dynamic CSI model. Secondly, according to
the user scheduling result, the channel matrix based
on the dynamic CSI model is selected and recon-
structed. And the reconstructed channel matrix is
applied to the THP algorithm, which can effectively
eliminate multiuser interference. (e iterative water
filling algorithm allocates power to each user
according to the channel characteristics of each user
in the system, realizing the redistribution of total
power, which can effectively improve the trans-
mission efficiency and maximizing the spectrum
utilization of the system.

(e rest of this paper is organized as follows. Section 2 is
the system model. Section 3 proposes an improved THP
based on the iterative water filling algorithm in high-speed
mobility scenarios, which contains a dynamic CSI model
and user scheduling algorithm based on greedy and iterative
water filling. Section 4 is the complexity analysis and sim-
ulation results of the algorithm. Finally, the conclusion is
discussed in Section 5.

2. System Model

Assuming that in a multiuser MIMO-IoV system, the in-
frastructure has deployed NT transmission antennas. For
simplicity, it is assumed that infrastructure and N vehicles
transmit data, and each vehicle is equipped with an antenna
NR � 1. (e N vehicles data are represented by an N-di-
mensional vector a � [a1, a2, . . . , aN]T and are taken from
an M-QAM constellation with energy σ2a � 2(M − 1)/3.

(emultiuser THP systemmodel is shown in Figure 1. It
consists of a feedback matrix B, N nonlinear operators
mod ��

M
√ (x), and a feedforward matrix F with dimensions

NT × N. (e transmitting signal enters the high-speed
channel after the precoding and reaches the receiver. For
system physics to achieve, B is strictly lower triangular to
allow data precoding recursively while the modulo operator
acts independently over the real and imaginary parts of its
input according to the following rule:

mod ��
M

√ (x) � x − 2
��
M

√
·

x −
��
M

√

2
��
M

√􏼤 􏼥, (1)

where ⌊c⌋ indicates the smallest integer larger than or equal
to c. In practice, mod ��

M
√ (x) performs a periodic mapping of
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the real quantity x onto the interval (−
��
M

√
,

��
M

√
]. In this

way, the precoding symbols 􏽥an are constrained into the
square region ℵ � x(R) + jx(I)|x(R), x(I) ∈ (−

��
M

√
,

��
M

√
]􏼈 􏼉

and the transmit power is correspondingly reduced with
respect to linear prefiltering.

According to (1), we see that the precoding symbols 􏽥an

can be iteratively computed as follows:

􏽥an � an − 􏽘
n− 1

ℓ�1
[B − I]n,ℓ􏽥al + dn, n � 1, 2, . . . , N, (2)

where dn � 2
��
M

√
qn and qn is a complex-valued quantity

whose real and imaginary parts are suitable integers that
reduce 􏽥an to the square regionℵ. Equation (2) indicates that
the modulo operator in Figure 1 is equivalent to adding a
vector d � [d1, d2, . . . , dN]T to the input data symbols. Since
the feedback matrix B is set to strictly lower triangular, we
have defined the modified data vector v � a + b. Accord-
ingly, the precoding can be rewritten as

􏽥a � v − (B − I)􏽥a⟹ 􏽥a � B− 1v. (3)

(e precoding symbols 􏽥an are fed to the forward matrix
F. (e resulting NT-dimensional vector x � F􏽥a is finally
transmitted over the channel using the NT antennas of the
infrastructure. (e channel is mathematically described by a
N × NT dimensional matrix H. In particular, [H]n,i repre-
sents the channel gain from the i-th transmit antenna to the
n-th receive antenna. (e discrete-time signal at the n-th
mobile vehicle can be written as

rn � hnF􏽥a + nn, (4)

where hn indicates the n-th row of H while nn is additive
white Gaussian noise with zero-mean and variance σ2n.
Stacking the received signals of all users into a single vector
r � [r1, r2, . . . , rN]T and submitting in (3), it can be
expressed as

r � HF􏽥a + n, (5)

where n � [n1, n2, . . . , nN]T is a Gaussian vector with zero-
mean and covariance matrix σ2nI. Since the modulo and the
feedback operation are performed at the transmitter, it is
equivalent to adding a vector d. At the receiver, each sample
rn is passed to the automatic gain control (AGC) and to the
same modulo operator employed at the transmitter so as to

remove the effect of dn. Finally, the received vector can be
written as

r′ � G(HF􏽥a + n) � GHFB− 1v + Gn. (6)

3. Improved THP Based on Iterative Water
Filling Algorithm

3.1. Dynamic CSI Based on Statistical Information. In the
high-speed mobility scenarios, the channel response h of the
wireless channel has the characteristics of time-domain
selective fading and fast time-varying under the combined
influence of multipath effect and Doppler effect [23]. (e
channel is modeled according to the geometric model.
Considering one scattering, the channel impulse response
(CIR) expression of the downlink of the MIMO system can
be obtained as [23]

hpq(t) � h
LOS
pq (t) + h

SB
pq(t), (7)

where hLOS
pq and hSB

pq denote the line-of-sight (LOS) and
single-bounced (SB) component of the p-th transmit an-
tenna to the q-th receive antenna, respectively.

h
LOS
pq (t) � Ce

− j2πfcτpq(t)
e

− j2πfmaxt cos ϕLOSTp
− cR􏼐 􏼑

,

h
SB
pq(t) � C lim

N⟶∞
􏽘

N

n�1

1
��
N

√ e
− j ψn − 2πfcτpq,n(t)( 􏼁

e
j2πfmaxt cos ϕn

R(t)− cR( ),

(8)

where C �
������������
(Kpq/Kpq + 1)

􏽱
, K is the Rice factor, τ denotes

the delay on the link, and the link delays on different paths
are different, which will result in multipath effects.
e

− j2πfmaxt cos(ϕLOSTp
− cR) and ej2πfmaxt cos(ϕn

R(t)− cR) denote the
Doppler shift. fmax is the maximum Doppler shift of the
channel, which is determined by the moving speed of the
vehicle. Due to the different angles of arrival (AoA) of the
beams on different paths, a Doppler spread effect will be
produced, resulting in time-domain selective fading. (e
coherence time is inversely proportional to the Doppler
spread. (e larger the Doppler shift, the shorter the co-
herence time. When the coherence time is less than a symbol
transmission period, the current transmission signal

Feedback
matrix
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Channel
H

Feedforward 
matrix

F

Modulo
and 

decision

Modulo
and 

decision

User 1

User N

AGC
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–
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rN r′N
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n1 g1
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Figure 1: Multiuser THP system model.
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experiences fast fading. When the channel has a fast time-
varying characteristic, the CSI changes significantly.
According to the above channel model, the channel matrix
can be expressed as

H �

h11 · · · h1NT

⋮ ⋱ ⋮

hNR1 · · · hNRNT

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (9)

Since the CSI is dynamically changed, the channel matrix
H in (9) is corrected by using the statistical characteristics of
the channel. In order to distinguish, we useHD to denote the
corrected channel. (e channel HD can be decomposed as
into fixed and variable parts as [24]

HD
� Hm + H, (10)

whereHm is the channel mean and H is the changing part of
the channel, which consists of the channel instantaneous
value and the correlation value.(emean and instantaneous
measurements of the channel constitute the estimated value
of the channel 􏽢Hs. (e correlation value can be represented
by the error covariance of the channel Re. (us, at the s

moment of transmission time, the channel matrixHs can be
composed of the channel’s estimated value 􏽢Hs and its error
covariance Re, which is expressed as

Hs � 􏽢Hs + R(1/2)
e . (11)

Assuming that the transmitter has an initial channel
measurement H0 at time 0, together with the channel mean
Hm, the channel covariance R0 which represent the spatial
correlation between all pairs of transmit and receive an-
tennas in the MIMO system, and the autocovariance of the
channel Rs. Based on minimum mean squared error
(MMSE) estimation theory, an optimal estimate 􏽢hs of the
channel at time s and the estimation error covariance Re,s

can be established as

􏽢hs � E hs|h0􏼂 􏼃 � hm + R∗s R
− 1
0 h0 − hm􏼂 􏼃,

Re,s � cov hs|h0􏼂 􏼃 � R0 − R∗s R
− 1
0 Rs,

(12)

where 􏽢hs � vec( 􏽢Hs). Based on the premise that the channel
temporal statistics can be the same for all antenna pairs, it
may be assumed that the temporal correlation is homoge-
neous and identical for any channel element [25, 26]. (e
assumption has been used to construct a channel model and
verify its existence by measuring the data. (en, the spatial
and temporal correlation effects are separable, and the
channel autocovariance can be expressed as

Rs � βsR0, (13)

where βs � J0(2πfmaxTs) is the temporal correlation of
channel, which can be obtained according to the Jakes fading
model [27, 28]. J0(·) denotes the first-kind zero-order Bessel
function and Ts is the channel sampling time interval.
According to (13), we know that all the NNR × NT channels

between the NT transmit and NNR receive antennas have
the same temporal correlation function.

(en, we apply the simplified temporal correlation
model (12). (is model helps to isolate the effect of temporal
channel variation on the CSI. (e channel estimate 􏽢Hs and
its error covariance Re are rewritten as

􏽢Hs � βsH0 + 1 − βs( 􏼁Hm,

Re � 1 − β2s􏼐 􏼑R0,
(14)

where Hm � (1/L) 􏽐
0
j�− L+1 Hj, L is the window length of the

CSI mean, and Hj is the instantaneous channel measure-
ment at j sampling time. (en, the transmitter CSI can be
briefly characterized as a function of the temporal corre-
lation coefficient of the channel βs, the measured value of the
channel H0, the mean of the channel Hm, and covariance of
the channel R0.

R0 is a semidefinite Hermitian matrix. Its diagonal el-
ements represent the power gain of the NNR × NT channels,
and the off-diagonal elements are the cross-coupling be-
tween these scalar channels. In the channel model con-
structed based on the Kronecker structure, R0 can be
decomposed into the Kronecker product of the transmitter
antenna correlation RT

t and the receiver antenna correlation
Rr:

R0 � RT
t ⊗Rr, (15)

where Rt and Rr both are semidefinite Hermitian matrix.
Rt � (1/NNR)((1/L) 􏽐

0
j�− L+1 H

∗
jHj − H∗mHm) and

Rr � (1/NT)((1/L) 􏽐
0
j�− L+1 H

∗
jHj − H∗mHm). Substituting

(14) and (15) into (11), the channel matrix HD based on
dynamic CSI can be obtained:

HD
� βsH0 + 1 − βs( 􏼁Hm + 1 − β2s􏼐 􏼑RT

t ⊗Rr􏽨 􏽩
(1/2)

. (16)

3.2. Greedy Algorithm Based on Maximizing Spectrum
Utilization. (is paper uses greedy algorithms to select and
rank users to maximize spectrum utilization while reducing
system bit error ratio (BER). Firstly, a user with the largest
spectrum utilization is selected from all N users. (en, we
select the next user. Each time the newly selected user and
the previously selected user are combined to get the largest
spectrum utilization. When the number of selected users
reaches the upper limit we set, the selection is stopped and
the algorithm ends. (e specific process of the algorithm is
shown in Algorithm 1.

(e greedy algorithm used in this section determines
whether to select the joint channel composed of each user
and the selected user by continuously calculating whether it
has the maximum spectrum utilization. Compared with the
traversal algorithm, the search numbers are greatly reduced,
and the result is equal to or close to the optimal solution.
When the greedy algorithm selects a user, the joint channel
matrix is generated, which means the user is synchronously
sorted. It can improve the system performance to a certain
extent.
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3.3. Iterative Water Filling Power Allocation Algorithm.
(e water filling algorithm is a classic power allocation
algorithm [29]. (e algorithm allocates power to each user
based on the channel characteristics to improve the spec-
trum utilization of the system.

Figure 2 is a diagram of power allocation for a multiuser
MIMO precoding system. Pj(j � 1, . . . , K) represent the
power allocated to each user, hj represents the j-th row of
the channel matrixHK, and fj represents the j-th column of
the feedforward matrix F, so the spectrum utilization can be
expressed as

C � 􏽘
K

j�1
log2 1 +

gjhjfj

�����

�����
2

F
Pj

􏽐
K
i�1,i≠j gjhjfj

�����

�����
2

F
Pj + nRj

gj

�����

�����
2

F
σ2

⎛⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎠.

(17)

To maximize spectrum utilization, we can construct
objective function and constrain as follows:

maxC � 􏽘
K

j�1
Cj Pj􏼐 􏼑,

s.t. 􏽘
K

j�1
Pj � P andPj ≥ 0, j � 1, . . . , K.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(18)

An iterative water filling algorithm suitable for multiuser
MIMO systems is designed. Firstly, the power of each user is
initialized, and the power is distributed equally after
obtaining the precoding matrix. (en, the user power is
iteratively updated according to the objective function. In

each iteration, the interference is equivalent to noise and
processed, and the user power allocation is optimized
through the water filling algorithm. When the power allo-
cated by each user basically does not change, the iteration
stops and the algorithm ends. (e specific process of the
iterative water filling power allocation algorithm is as
follows.

(e iterative water filling algorithm takes full account of
the influence of interference and treats it as noise. When
there is no spatial correlation in the channel, the singular
value distribution of each user channel is relatively average,
and the system using the iterative water filling algorithm
does not have significant channel capacity. If the channel
correlation exists, the channel condition number is large, or
even the channel rank is not satisfied, the channel capacity
advantage of the iterative water filling algorithmwill be more
obvious.

Input: number of transmitting antennas NT, signal-to-noise ratio (SNR) P/N0, number of candidate users N, candidate user channel
matrix HD, number of target users K;

Output: channel matrix of selected users HK.
Step 1. Initialization: Set candidate user set Γ � 1, 2, . . . , N{ }, selected user setΩ � ∅, channel matrixHK �, which is an emptymatrix;
Step 2. Calculate the spectrum utilization of each user in the candidate user, and select the user with the largest spectrum utilization.
s1 � argmaxk1∈Γlog2 det(I + (P/NTN0)Hk1HH

k1) bps/Hz;
Step 3. Update the sets. Γ � Γ − s1􏼈 􏼉, Ω � Ω + s1􏼈 􏼉, and update the channel matrix HK � [Hk1];
Step 4. (e users in the updated set Γ are combined with the selected users to form a new joint channel matrix. (en, calculate the
spectrum utilization of the joint channel, and select the user with the largest combined spectrum utilization;
Step 5. Repeat step 3 until the number of target users is selected;
Step 6. End and output the channel matrix of the selected users HK.

ALGORITHM 1: User scheduling based on the greedy algorithm.

Input: system total power P, user number K, the weighting matrix G, the feedforward matrix F, the channel matrix HK, threshold ε,
water filling line μ;

Output: power allocation matrix for each user PK.
Step 1. Initialize the power distribution, P

(0)
j � (P/K), j � 1, . . . , K;

Step 2. Update power P
(m)
j � (μm

j − (􏽐
K
i�1,i≠j ‖gjhjfj‖

2
F
Pj + nRj

‖gj‖
2
F
σ2/‖gjhjfj‖

2
F
))j � 1, . . . , K, 􏽐

K
j�1 P

(m− 1)
j � P ;

Step 3. If (|P
(m)
j − P

(m− 1)
j |/P(m)

j )≤ ε, j � 1, . . . K, go to step 4, or go back to step 2;
Step 4. Iterated over, output user power allocation matrix PK � diag(P

(m)
1 , P

(m)
2 , . . . , P

(m)
K );

ALGORITHM 2: Iterative water filling power allocation algorithm.

f1

f2

fK
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h2

hK

g1

g2

gK

n1

n2

nK
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a2

aK PK

P1
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a1

a2

aK

Figure 2: Diagram of power allocation for the multiuser precoding
system.
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3.4. Precoding Design. (e diagram of improved THP based
on the iterative water filling algorithm is shown in Figure 3.
(e original transmission signal is a � [a1, a2, . . . , aN]T. (e
transmission signal after user scheduling and sorting by the
greedy algorithm proposed in subsection B is
a′ � [a1′, a2′, . . . , aK

′]T, and the transmission signal after
power allocation by the iterative water injection algorithm
proposed in subsection C is a″ � [a1″, a2″, . . . , aK

″]T. After
the user scheduling, reconstructed channel matrix HK will
generate the corresponding feedback matrix BK, a weighting
matrix GK, and a feedforward matrix FK. (en, the received
vector rK

′ is

rK
′ � GK HKFK􏽥a + nK( 􏼁 � GKHKFKB

− 1
K vK + GKnK, (19)

where rK
′ � [r1′, r2′, . . . , rK

′]T, nK
′ � [n1, n2, . . . , nK]T, and

vK
′ � BK
′􏽥a are the equivalent transmit data vector. As can be

seen from Figure 3, the error e between the received vector
rK
′ and the equivalent transmitted vector vK is expressed as

e � rK
′ − vK
′

� GK HKFK􏽥a + nK( 􏼁 − vK

� GKHKFK − BK( 􏼁􏽥a + GKnK.

(20)

According to the MMSE algorithm, we can construct
objective functions and constraints as follows:

argmin
BK,GK,FK

E GKHKFK − BK( 􏼁􏽥a + GKnK

����
����
2

􏼔 􏼕,

s.t. ‖􏽥a‖
2 ≤P,

⎧⎪⎪⎨

⎪⎪⎩
(21)

where P represents the total transmit power at the trans-
mitter. By using the orthogonal principle, we have

E erH
K􏽨 􏽩 � E rK

′ − vK( 􏼁rH
K􏽨 􏽩

� E GKrKr
H
K − BK􏽥arH

K􏽨 􏽩

� 0.

(22)

Substituting (20) into (22), we have

GK HKFKF
H
KH

H
K + ξIK􏼐 􏼑 � BKF

H
KH

H
K , (23)

where ξ � (σ2nK
/σ2􏽥a) � (E[nKnH

K ]/E[􏽥a􏽥aH]). Assuming that
the feedforward matrix FK is a unitary matrix which satisfies
FKFH

K � I, then we have

G− 1
K BKB

H
KG

− H
K � HKH

H
K + ξI􏼐 􏼑H− H

K H− 1
K HKH

H
K + ξI􏼐 􏼑

H
.

(24)

Let LK � G− 1
K BK, then (25) can be expressed as

LKL
H
K � HKH

H
K + ξI􏼐 􏼑H− H

K H− 1
K HKH

H
K + ξI􏼐 􏼑

H
. (25)

We perform a LQ decomposition of (HKHH
K + ξI)H− H

K

and obtain the main diagonal element of the lower triangular
matrix LK. (en, we can obtain the precoding matrices.

GK �

l
− 1
11

l
− 1
22

⋱

l
− 1
KK

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

BK � GKLK,

FK � QK.

(26)

4. Complexity and Simulation Analysis

(is section mainly analyzes the complexity of the proposed
algorithm and several other classical precoding algorithms.
(e simulation is performed by Matlab, and finally the
simulation results are analyzed.

4.1. Complexity Analysis. We compare the computational
complexity of the classical linear precoding algorithm, the
THP, and the improved THP algorithm in Table 1. It should
be noted that the complexity in this paper mainly refers to
the number of times the algorithm performs the product
operation once.

(e zero force (ZF) and MMSE algorithms in Table 1 are
classical linear precoding algorithms. (e linear precoding
algorithm has lower complexity, but its BER performance is
poor and the spectrum utilization is low. Compared with ZF,
MMSE has a matrix inverse operation, so its complexity is
slightly higher than the ZF. (e traditional THP algorithm
without user scheduling introduces QR decomposition of
matrix, so its complexity is higher than that of linear al-
gorithms. Furthermore, the user-scheduled THP algorithm
introduces a user scheduling algorithm based on the greedy
algorithms, which is less complex than the traversal search.
(e THP algorithm with the dynamic CSI model introduces
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Figure 3: Diagram of improved THP based on the iterative water filling algorithm.
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Kronecker product operation with complexity N4
T, so its

complexity is higher than traditional THP algorithm. (e
proposed algorithm not only adds the dynamic CSI model
and user scheduling but also adds the iterative water filling
power allocation algorithm, so the complexity is higher than
other algorithms. However, from a practical point of view,
the computational complexity of the proposed algorithm is
still within acceptable limits.

4.2. Simulation Analysis. In order to verify the rationality of
the proposed algorithm, we construct a MIMO-V2I com-
munication system to simulate and verify the proposed
algorithm in a high-speed mobile scenario. In the simula-
tion, a 4 × 1 multiuser MIMOmodel is adopted.(e channel
model is WINNER II channel [23]. (e simulation system
parameters are shown in Table 2.

(is paper mainly introduces BER and spectrum utili-
zation of linear precoding [30], the traditional THP algo-
rithm [16], and the proposed algorithm in different speed
scenarios.

Figures 4(a) and 4(b) show the BER of linear precoding,
traditional THP, and the proposed algorithm when the
vehicle speed is 120 km/h and 30 km/h.

In high-speed scenarios, the proposed algorithm is the
best. (e traditional THP algorithm based on the dynamic
CSI model is second, and the traditional THP algorithm
combined with the user scheduling algorithm is better than
the traditional THP.(e linear precoding is the worst.(is is
because the dynamic CSI model compensates for the in-
stantaneous channel through channel correlation, so the CSI
model obtained through feedback is closer to the actual
channel, thereby improving system performance. (e user
scheduling algorithm based on the greedy algorithm pref-
erentially selects the user with the highest spectrum utili-
zation rate for priority transmission, which not only
improves the spectrum utilization rate of the system but also
effectively filters out noise and interference, thereby re-
ducing BER.

In low-speed scenarios, the BER of various precoding
algorithms is consistent with the trend of BER in high-speed
scenarios. We observe that the precoding algorithm com-
bined with the dynamic CSI model is close to that of the
precoding algorithm without the dynamic CSI model.(is is
because the moving speed is low, there is no strong

correlation between channels, and the BER advantage
brought by the dynamic CSI model is not obvious.

In summary, the proposed algorithm is suitable for high-
speed mobile scenarios.

Figures 5(a) and 5(b) show the spectrum utilization of
linear precoding, traditional THP, and the proposed algo-
rithm at a vehicle speed of 120 km/h and 30 km/h.

In high-speed scenarios, the proposed algorithm has the
best spectrum utilization performance. (is is because the
multiuser scheduling algorithm based on the greedy algo-
rithm optimizes the target by maximizing the channel ca-
pacity, thereby improving the spectrum utilization of the
system. Moreover, the dynamic CSI model makes the
channel closer to the actual channel, and the accurate CSI
can design a better precoding matrix and further improve
the spectrum utilization.

In low-speed scenarios, the trend of precoding algorithm
spectrum utilization is consistent with that in high-speed
scenarios. However, in low-speed scenarios, the spectrum
utilization of each precoding algorithm is higher than that of
similar algorithms in high-speed situations. According to
information theory, when the SNR is determined, the
spectrum utilization is only related to the channel matrix. In
the low-speed scene, the channel is corrected by channel
correlation, and the channel gain is improved so that the
spectrum utilization is effectively improved to a certain
extent.

Figure 6 shows the spectrum utilization comparison
between the precoding algorithm using the iterative water
filling algorithm and the precoding algorithm using equal
power allocation. As illustrated, spectrum utilization is
improved by using iterative water filling power allocation.
(e adopted iterative water filling algorithm carries out
adaptive power allocation for users. More power is allocated

Table 1: Complexity comparison.

Algorithm Complexity
ZF [30] N3

T

MMSE [30] 4N3
T + NT

ZF-THP (without user scheduling) [16] 3N3
T + 3N2

T + NT

MMSE-THP (without user scheduling) [16] 7N3
T + 3N2

T + 2NT

ZF-THP (with user scheduling) 3N3
T + 3N2

T + NT + K(K + 1)(2K + 1)(NT/6)

MMSE-THP (with user scheduling) 7N3
T + 3N2

T + 2NT + K(K + 1)(2K + 1)(NT/6)

ZF-THP (dynamic CSI model) N4
T + 3N3

T + 3N2
T + 3NT

MMSE-THP (dynamic CSI model) N4
T + 7N3

T + 3N2
T + 4NT

(e proposed algorithm (ZF) N4
T + 3N3

T + 3N2
T + 3NT + K(K + 1)(2K + 1)(NT/6)

(e proposed algorithm (MMSE) N4
T + 7N3

T + 3N2
T + 4NT + K(K + 1)(2K + 1)(NT/6)

Table 2: Simulation parameters.

Parameters Value
Carrier frequency 5.9 GHz
Moving speed 30 km/h, 120 km/h
Transmitting antennas NT 4
Receiving antennas NR 1
Total users N 10
Target users K 4
Modulation QPSK
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Figure 5: Spectrum utilization of several precoding algorithms: (a) 120 km/h; (b) 30 km/h.
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Figure 4: BER of several precoding algorithms: (a) 120 km/h; (b) 30 km/h.
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to users with good channel conditions while less or no power
is allocated with poor channel conditions. (e power re-
sources are effectively utilized so that the spectrum utili-
zation of the system is improved as a whole. At the same
time, with the increase in the antennas number, the spec-
trum utilization of the iterative water filling power allocation
algorithm has obvious advantages. It is verified that the
iterative water filling power algorithm is suitable for the
MIMO systems with multiple antennas at the transmitter
and receiver.

5. Conclusion

(is paper studies the precoding of the ultra reliable com-
munication for V2I of CPSs. Aiming at the fast time-varying
characteristics of the channel in high-speed mobility sce-
narios, we propose an improved THP algorithm. By con-
structing a dynamic CSI model based on channel statistic
information and related characteristics, the obtained dynamic
CSI is closer to the current actual channel. At the same time,
the iterative water filling power allocation algorithm and the
user scheduling algorithm based on the greedy algorithm are
combined with the THP algorithm to carry out joint opti-
mization design. (e simulation results show that the pro-
posed algorithm has better BER and spectrum utilization than
the traditional THP algorithm and linear precoding algorithm
and is more suitable for fast time-varying channel environ-
ment in high-speed mobility scenarios.

Data Availability

(e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

(e authors declare that they have no conflicts of interest
regarding the publication of this manuscript.

Acknowledgments

(is work was supported by the National Natural Science
Foundation of China (no. 61501066) and Natural Science
Foundation of Chongqing (no. cstc2019jcyj-msxmX0017).

References

[1] Y. Zhou, F. R. Yu, J. Chen, and Y. Kuo, “Cyber-physical-social
systems: a state-of-the-art survey, challenges and opportu-
nities,” IEEE Communications Surveys & Tutorials, vol. 22,
no. 1, pp. 389–425, 2020.

[2] Q. Sun, Y. Zhang, H. He, D. Ma, and H. Zhang, “A novel
energy function-based stability evaluation and nonlinear
control approach for energy internet,” IEEE Transactions on
Smart Grid, vol. 8, no. 3, pp. 1195–1210, 2017.

[3] Q. Sun, S. Chen, L. Chen, and D. Ma, “Quasi-Z-source
network-based hybrid power supply system for aluminum
electrolysis industry,” IEEE Transactions on Industrial In-
formatics, vol. 13, no. 3, pp. 1141–1151, 2017.

[4] L. Zhu, F. R. Yu, Y. Wang, B. Ning, and T. Tang, “Big data
analytics in intelligent transportation systems: a survey,” IEEE
Transactions on Intelligent Transportation Systems, vol. 20,
no. 1, pp. 383–398, 2019.

[5] R. Ghosh, R. Pragathi, S. Ullas, and S. Borra, “Intelligent
transportation systems: a survey,” in Proceedings of the 2017
International Conference on Circuits, Controls, and Com-
munications (CCUBE), pp. 160–165, Bangalore, India, De-
cember 2017.

[6] W. Hu, C. Ruan, H. Nian, and D. Sun, “Zero-sequence current
suppression strategy with common-mode voltage control for
open-end winding PMSM drives with common DC bus,”
IEEE Transactions on Industrial Electronics, vol. 68, no. 6,
pp. 4691–4702, 2021.

[7] W. Rui, S. Qiuye, M. Dazhong, and H. Xuguang, “Line im-
pedance cooperative stability region identification method for
grid-tied inverters under weak grids,” IEEE Transactions on
Smart Grid, vol. 11, no. 4, pp. 2856–2866, 2020.

[8] R. Wang, Q. Sun, W. Hu, Y. Li, D. Ma, and P. Wang, “SoC-
based droop coefficients stability region analysis of the battery
for stand-alone supply systems with constant power loads,”
IEEE Transactions on Power Electronics, vol. 36, no. 7,
pp. 7866–7879, 2021.

[9] R.Wang, Q. Sun, D.Ma, and Z. Liu, “(e small-signal stability
analysis of the droop-controlled converter in electromagnetic
timescale,” IEEE Transactions on Sustainable Energy, vol. 10,
no. 3, pp. 1459–1469, 2019.

[10] T. Wang, X. Wang, Z. Cui, Y. Cao, and C. Suthaputchakun,
“Survey on cooperatively V2X downloading for intelligent
transport systems,” IET Intelligent Transport Systems, vol. 13,
no. 1, pp. 13–21, 2019.

[11] I. Shaer, A. Haque, and A. Shami, “Multi-component V2X
applications placement in edge computing environment,” in
Proceedings of the 2020 IEEE International Conference on
Communications (ICC 2020), pp. 1–6, Dublin, Ireland, June
2020.

[12] S. Moon and I. Hwang, “Design and performance analysis of
vehicle MIMO system for NR-based enhanced V2X,” in
Proceedings of the 2018 International Conference on

124 6 8 14 202 16 18100
SNR (dB)

NT = NR = 1 (iter water-filling)
NT = NR = 2 (iter water-filling)
NT = NR = 4 (iter water-filling)
NT = NR = 1 (average power)
NT = NR = 2 (average power)
NT = NR = 4 (average power)

0

5

10

15

20

25

30
Sp

ec
tr

um
 u

til
iz

at
io

n 
(b

ps
/H

z)

Figure 6: Spectrum utilization under different power allocation
algorithms.

Complexity 9



Information and Communication Technology Convergence
(ICTC), pp. 351–355, Jeju, Korea (South), October 2018.

[13] B. Wang, R. Shi, C. Ji, and J. Hu, “Joint precoding and user
scheduling for full-duplex cooperative MIMO-NOMA V2X
networks,” in Proceedings of the IEEE Vehicular Technology
Conference (VTC2019-Fall), pp. 1–6, Honolulu, HI, USA,
September 2019.

[14] Y. Wu, C. Xiao, Z. Ding, X. Gao, and S. Jin, “A survey on
MIMO transmission with finite input signals: technical
challenges, advances, and future trends,” Proceedings of the
IEEE, vol. 106, no. 10, pp. 1779–1833, 2018.

[15] E. Castañeda, A. Silva, A. Gameiro, and M. Kountouris, “An
overview on resource allocation techniques for multi-user
MIMO systems,” IEEE Communications Surveys & Tutorials,
vol. 19, no. 1, pp. 239–284, 2017.

[16] X. Guo, D. Yang, H. Wang, J. Kuang, and X. Wen, “MMSE-
THP with QoS requirements for the downlink of multiuser
MIMO systems,” in Proceedings of the 2018 88th IEEE Ve-
hicular Technology Conference (VTC-Fall), pp. 1–5, Chicago,
IL, USA, August 2018.

[17] M. Vu and A. Paulraj, “On the capacity of MIMO wireless
channels with dynamic CSIT,” IEEE Journal on Selected Areas
in Communications, vol. 25, no. 7, pp. 1269–1283, 2007.

[18] J. Wang, M. Bengtsson, B. Ottersten, and A. P. Palomar,
“Robust MIMO precoding for several classes of channel
uncertainty,” IEEE Transactions on Signal Processing, vol. 61,
no. 12, pp. 3056–3070, 2013.

[19] C. Kotchasarn, “Power allocation for multi-user downlink
MIMO transmissions,” in Proceedings of the IEEE Interna-
tional Conference on Innovative Research and Development
(ICIRD), pp. 1–5, Bangkok, (ailand, May 2018.

[20] K. A. Bonsu, W. Zhou, S. Pan, and Y. Yan, “Optimal power
allocation with limited feedback of channel state information
in multi-user MIMO systems,” China Communications,
vol. 17, no. 2, pp. 163–175, 2020.

[21] R. Zhang, B. Ai, L. Yang, H. Song, and Z.-Q. Li, “A precoding
and detection scheme for OFDM based wireless communi-
cation system in high-speed environment,” IEEE Transactions
on Consumer Electronics, vol. 60, no. 4, pp. 558–566, 2014.

[22] M. Benmimoune and D. Massicotte, “Multi-user MIMO
precoding with Kerdock codebook,” in Proceedings of the 2010
7th International Symposium on Wireless Communication
System, pp. 71–75, York, UK, September 2010.

[23] A. Ghazal, Y. Yuan, C.-X. Wang et al., “A non-stationary
IMT-advanced MIMO Channel Model for high-mobility
wireless communication systems,” IEEE Transactions on
Wireless Communications, vol. 16, no. 4, pp. 2057–2068, 2017.

[24] M. Vu and A. Paulraj, “Optimal linear precoders for MIMO
wireless correlated channels with nonzero mean in space-time
coded systems,” IEEE Transactions on Signal Processing,
vol. 54, no. 6, pp. 2318–2332, 2006.

[25] Y. Li, X. Cheng, and N. Zhang, “Deterministic and stochastic
simulators for non-isotropic V2V-MIMO wideband chan-
nels,” China Communications, vol. 15, no. 7, pp. 18–29, 2018.

[26] Y. Yuan, C.-X. Wang, Y. He, M. M. Alwakeel, and
E.-H. M. Aggoune, “3D wideband non-stationary geometry-
based stochastic models for non-isotropic MIMO vehicle-to-
vehicle channels,” IEEE Transactions on Wireless Communi-
cations, vol. 14, no. 12, pp. 6883–6895, 2015.

[27] C. Kong, C. Zhong, A. K. Papazafeiropoulos, M. Matthaiou,
and Z. Zhang, “Sum-rate and power scaling of massive MIMO
systems with channel aging,” IEEE Transactions on Com-
munications, vol. 63, no. 12, pp. 4879–4893, 2015.

[28] L. Zhao, K. Zheng, H. Long, H. Zhao, and W. Wang, “Per-
formance analysis for downlink massive multiple-input
multiple-output system with channel state information delay
under maximum ratio transmission precoding,” IET Com-
munications, vol. 8, no. 3, pp. 390–398, 2014.

[29] P. He, L. Zhao, and B. Venkatesh, “Novel water-filling for
maximum throughput of power grid, MIMO, and energy
harvesting coexisting system with mixed constraints,” IEEE
Transactions on Communications, vol. 65, no. 2, pp. 827–838,
2017.

[30] T. K. Lyu, “Capacity of multi-user MIMO systems with
MMSE and ZF precoding,” in Proceedings of the 2016 IEEE
Conference on Computer Communications Workshops
(INFOCOM WKSHPS), pp. 1083-1084, San Francisco, CA,
USA, April 2016.

10 Complexity



Research Article
An Optimal DoS Attack Strategy Disturbing the Distributed
Economic Dispatch of Microgrid

Yihe Wang ,1 Mingli Zhang,2 Kun Song,2 Tie Li,3 and Na Zhang2

1School of Information Science and Engineering, Northeastern University, Shenyang 110819, China
2State Grid Liaoning Electric Power Company Limited Economic Research Institute, Shenyang 110015, China
3State Grid Liaoning Electric Power Supply Co. Ltd., Shenyang 110004, China

Correspondence should be addressed to Yihe Wang; 1710247@stu.neu.edu.cn

Received 20 January 2021; Revised 15 February 2021; Accepted 6 March 2021; Published 2 April 2021

Academic Editor: Rui Wang

Copyright © 2021 Yihe Wang et al. )is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

As a promising method with excellent characteristics in terms of resilience and dependability, distributed methods are gradually
used in the field of energy management of microgrid. However, these methods have more stringent requirements on the working
conditions, which will make the system more sensitive to communication failures and cyberattacks. As a result, it is both
theoretical merits and practical values to investigate the malicious effect of cyber attacks on microgrid. )is paper studies the
distributed economic dispatch problem (EDP) under denial-of-service (DoS) attacks for the microgrid, in which each generator
can communicate with its neighbors and has the computational capability to implement local operation. Firstly, a DoS attack
model is proposed, in which the DoS attacker intentionally jams the communication channel to deteriorate the performance of the
microgrid. )en, the evolution mechanism of the dispatch system of the microgrid under different attack scenarios is adequately
discussed. On this basis, an optimal attack strategy based on enumerating-search algorithm is presented to allocate the limited
attack resources reasonably, so as to maximize the effect of DoS attacks. Finally, the validity of the theoretical studies about the
attack effect under different scenarios and the effectiveness of the proposed enumerating-search-based optimal attack strategy are
illustrated through the simulation examples on the IEEE 57-bus system and IEEE 39-bus system, respectively.

1. Introduction

)e intelligent microgrid integrates various renewable
generators and energy storage systems within a distributed
system to achieve the goal of energy-saving and efficient
operation and has been widely recognized as the future of
power system. As a multidimensional complex system, the
microgrid includes widely distributed sensors, capacity of
control and optimization computation, and well-developed
communication networks [1]. Now, it has been widely
recognized as a typical cyber-physical system (CPS), and
various fundamental problems of the microgrid have been
reinvestigated in the perspective of CPS in the last few years,
such as droop control [2], economic dispatch [3], and zero-
sequence current suppression control [4].

Like the traditional power system, economic dispatch is
one of the most concerned issues in the operation of the
microgrid. Economic dispatch of the microgrid with the goal

of minimizing operating costs can realize the collaborative
optimization and energy distribution among units. Generally
speaking, themethods to solve the economic dispatch problem
(EDP) of the microgrid can be classified into centralized
methods and distributed methods. Although the centralized
methods are efficient, they need central authorities to collect
global information of all the controlled units. )ese methods
are sensitive to single-point failure and increase the com-
munication burden of system [5]. On the opposite, the dis-
tributed methods without central authorities can carry out the
economic dispatch with less communication burden and
better scalability and privacy [6]. As a consequence, scholars
have investigated the EDP for the microgrid based on various
distributed methods in the past few years [7–10]. For example,
a fully distributed algorithm proposed in [7] can fit well with
arbitrary initializations. Moreover, it enabled generators to
collectively obtain the mismatch between demand and total
power output as a feedback mechanism to adjust actual power
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generation. In order to maximize the social welfare, a dis-
tributed consensus algorithm based on augmented Lagrangian
and projection penalty function was proposed in [8]. Litera-
ture [9] presented a distributed double-Newton descent al-
gorithm for cooperative energy management with faster
convergence speed in a fully distributed fashion. In [10], a
novel distributed primal-dual augmented subgradient algo-
rithm was investigated, which can solve a class of distributed
constrained optimization problems over a general unbalanced
directed communication network. However, the above liter-
ature assumes that these algorithms are executed under ideal
communication conditions and the possible cyberattacks in
the communication network are not considered. In practice,
once the malicious cyberattacks occur in the communication
network of the microgrid, the data transmission will be dis-
turbed, and the execution of those algorithms will be affected.
Consequently, the optimal operation points of the system
cannot be obtained, and even the stability is destroyed [11].
)erefore, it is of theoretical and practical significance to
investigate the EDP under various cyberattacks.

Until now, two types of cyberattacks have received the
most attention: denial-of-service (DoS) attacks and decep-
tion attacks [12]. As a common type of cyberattacks in CPS,
DoS attacks attempt to make the network resource un-
available for its intended users. )is kind of attack blocks
real traffic by sending a mass of invalid information that
takes up all the communication bandwidth. Currently, re-
search on DoS attacks has two main perspectives as follows.
(1) From the perspective of system defense, in order to
mitigate the vulnerability of system under attacks, many
robust methods have been investigated in recent years
[13–15], such as event/self-triggered control [13], the con-
fidence-level-based resilient strategy [14], and intensity-
dependent consensus protocol [15]. (2) From the perspective
of DoS attacker, in order to increase the probability of
successful attacks and enhance the effect of attacks, the
attacker tends to formulate various optimal attack strategies
according to their working conditions. Recently, there are
some studies on formulating optimal attack strategies. For
example, literature [16] proposed an optimal attack strategy
under limited attack resources, and this strategy can damage
the estimation performance of the system by deciding which
sensor to attack. And, on this basis, the optimal attack time
and attack mode are determined in [17] to maximum the
impact of DoS attacks on the remote state estimation of the
power system. However, the above research on the optimal
attack strategies only discusses the DoS attacks against the
state estimation, and the goal of it is to undermine the
security and stability of systems. Until now, there are few
literatures on designing the optimal DoS attacks strategies to
damage the economic performance of the power system.
However, the degradation caused by DoS attacks to the
economic performance of the power system cannot be ig-
nored, which may have a great impact on the national
economy. As a result, it is necessary to study under what
strategy the attack will cause the maximum degree of eco-
nomic performance degradation, i.e., the optimal attack
strategy disturbing the distributed economic dispatch of the
microgrid.

Based on the above analysis, the motivation of the
current work is in the following three aspects:

(1) As a common type of cyberattacks, DoS attacks are
highly destructive, which may cause severe conse-
quences for the power system.

(2) As far as we know, there are few literatures about the
impact of DoS attacks on the economic dispatch of
the power system. However, it is essential to analyze
potential consequences of these attacks on the
economic performance of the system.

(3) Research on optimal attack strategies can guide the
formulation of defense measures for energy systems,
and one needs to understand what the worst effect of
attacks might be.

In this paper, we investigate the economic dispatch
problem of the microgrid under DoS attacks. Firstly, the
model of DoS attacks is established according to their
working mechanism.)en, the impact of DoS attacks on the
economic dispatch of the microgrid under different sce-
narios is investigated. On this basis, an optimal attack
strategy that can maximize the effect of attacks with limited
attack resources is proposed. )e main contributions of this
paper are summarized as follows:

(1) In this paper, the EDP of the microgrid under DoS
attacks is investigated, which further enriches the
theoretical research on DoS attacks in the power
system.

(2) )e time-varying communication network caused by
DoS attacks can be divided into two types, i.e.,
connected and disconnected. How the two scenarios
of attacks affect economic dispatch is analyzed in this
paper ()eorems 1 and 2).

(3) Different from the existing literatures, where optimal
attack strategies were always put forward to increase
the state estimation error of the power system, the
optimal attack strategy proposed in this paper aims
at damaging economic performance of the
microgrid.

(4) An enumerating-search algorithm is proposed to
find out the optimal attack strategy for DoS attacker
(Algorithm 1).

)e rest of the paper is organized as follows. Section 2
revisits some preliminaries, and the problems of interest are
summarized. Section 3 illustrates the degradation of system
economic performance under the different scenarios of
attacks through complete theoretical analysis. Section 4
derives the optimization model of attack strategy and its
corresponding algorithm to find out the solution. )e
simulation examples and conclusion are appeared in Sec-
tions 5 and 6, respectively.

2. Preliminaries

2.1. Graph *eory. A graph G is always used to model the
network topology of a system. A graph can be denoted as
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G � V, E, A{ }, where V � 1, 2, 3 . . .{ } is a finite set of points,
and E⊆V × V is an edge set of pairs of nodes. In a directed
graph, the edge from i to j is denoted by an ordered pairs
(i, j) ∈ E, which means information can be transferred from
i to j. A � [aij] is a matrix named adjacency matrix, aij

denotes the weight of the edge (i, j). If the agent i and j can
communicate with each other, they will be defined as
neighbors. )e in-neighbors of the ith node are denoted by
the set N+

i � j|(j, i) ∈ E􏼈 􏼉. Similarly, the out-neighbors of
the ith node are denoted by the set N−

i � j|(i, j) ∈ E􏼈 􏼉. Es-
pecially, each vertex belongs to both its in-neighbor and out-
neighbor, i.e., i ∈ N+

i as well as i ∈ N−
i . )e in-degree and

out-degree of the ith vertex are defined as d+
i � |N+

i | and
d−

i � |N−
i |, respectively. Strongly connected graph can be

defined if there are paths between any pair of two vertices in
a directed graph, i.e., each vertex is reachable for all the other
vertices.

2.2. Stochastic Matrix. A nonnegative square matrix M is
defined as row stochastic matrix if M1 � 1, where 1 is a
column vector with all the elements equal to 1. Similarly, a
nonnegative square matrix N is defined as column stochastic
matrix if 1TN � 1T, and a nonnegative square matrix H is
double stochastic matrix if it satisfies both H1 � 1 and
1TH � 1T.

Moreover, based on the Perron–Frobenius theorem [18],
for a row stochastic matrix M, there exists such an identity
column vector μ satisfying μTM � μT. Similarly, for a col-
umn stochastic matrix N, there also exists an identity col-
umn vector ξ satisfying Nξ � ξ.

2.3. Analytic Solution to EDP. )e microgrid is essentially a
typical multiagent system, in which each generator can be

regarded as an agent. )e operation cost function of the ith

generation is given by the following quadratic form [19]:

Ci Pi( 􏼁 � αiP
2
i + βiPi + ci, (1)

where Pi is the power generated by generator i and βi, ci, and
αi > 0 are the operation cost parameters of generator i.

Assume there is a microgrid system with n generators,
the objective of the economic dispatch of the microgrid is to
minimize the total operation cost, which is given by

min􏽘
n

i�1
Ci Pi( 􏼁. (2)

)e EDP of the microgrid needs to be solved under the
power balance constraint and power generation constraint
as follows:

􏽘

n

i�1
Pi � PD, (3)

P
min
i ≤Pi ≤P

max
i , for i � 1, 2, 3 . . . n, (4)

where Pmin
i and Pmax

i are the lower bound and upper bound
of the output power associated with the ith generation,
respectively. PD denotes the total power demand satisfying
􏽐

n
i�1 Pmin

i ≤PD ≤ 􏽐
n
i�1 Pmax

i , i.e., the problem is solvable.
)e above optimization problem can be solved by the

Lagrange multiplier method [20]. )e Lagrange multiplier
can be expressed as follows:

λi �
tialCi Pi( 􏼁

tialPi

� 2αiPi + βi. (5)

Because the Lagrange multiplier λi is equal to the in-
cremental cost (tialCi(Pi)/tialPi), we directly use λi to

Input: PD; αi; βi; Pmax
i ; Pmin

i ; Pcut � 0; δmax � 0;ϕ;Λ
Compute λ∗ � (PD + 􏽐

N
i�1(βi/2αi)/􏽐

N
i�1(1/2αi))

Enumerate the set of all attack schemes X � X1, X2, . . .􏼈 􏼉 according to constraints (31) and (33), and each attack strategy Xj can be
further represented as Xj � i|∃i ∈ V{ }, which represents the units’ isolated set caused by an attack action

Define m � card|X|

for j� 1:m do
for i� 1:N do
if i ∈ Xj then

Compute total output lower limit of isolated generators Pcut � Pcut + Pmin
i ;

else
Compute (β/2α) � (β/2α) + (βi/2αi);
Compute (1/2α) � (1/2α) + (1/2αi);

end if
end for
Compute δ � (PD − Pcut + (β/2α)/(1/2α)) − λ∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌;

if δ > δmax then
Update δmax � δ;
Update X∗ according to Xj and ϕ;

end if
end for

Output: δmax; X∗.

ALGORITHM 1: Solution of optimal attack strategy.
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represent the incremental cost of units in the following
paragraphs.

With the consideration of generation constraint in (4),
the power generated by generator i is given by

2αiPi + βi � λ∗, forP
min
i ≤Pi ≤P

max
i ,

2αiPi + βi < λ
∗
, forPi � P

max
i ,

2αiPi + βi > λ
∗
, forPi � P

min
i ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(6)

where λ∗ is the incremental cost corresponding to the op-
timal solution of the EDP.

2.4. Problems of Interest. Based on a well-developed dis-
tributed algorithm to solve the EDP of the smart grid, the
main problems we are interested in consist of the following:

(1) What is the possible effect of DoS attacks on EDP
when the attacker can be detected hardly by the
monitor in the smart grid?

(2) How to quantify the degradation of economic per-
formance caused by DoS attacks?

(3) Does there exists an optimal attack strategy that
renders maximum degradation of economic per-
formance caused by the attacker?

3. Performance Analysis of Dispatch
System under DoS Attacks

3.1. DoSAttacks’Model. Assume the DoS attacker is a single
source of attacks in the communication network environ-
ment of the microgrid, and the DoS attacker sends the
invalid requests to occupy the network resources. )e DoS
attacks target various components including smart meters
and communication links, resulting in limited availability of
these components. In this paper, the objectives of DoS at-
tacks are to hinder the transmission of information on the
communication links, thereby degrading the economic
performance of the microgrid.

Stochastic DoS attacks can occur at any communication
moment and any communication link. To clearly describe
the effect of DoS attacks on the economic dispatch of the
microgrid, the model of DoS attacks needs to be established.
Define an edge set Ue(k)⊆E to represent the communi-
cation links attacked at iteration k, k ∈ 0, 1, . . .{ }. )e in-
formation transmission over the compromised
communication links is impeded.

)e effect of DoS attacks on the communication network
is equal to packet dropout, which fails the information
transmission among agents. Actually, the communication
path (i, j) ∈ E can be regarded as unconnected if the in-
formation transmission on the edge is failed. It is reasonable
to assume that the network topology could be time-varying
and possibly disconnected when the communication net-
work is attacked by the DoS attacker. In this paper, EDP over
unreliable network with DoS attacks is regarded as the EDP
under time-varying communication topology. Moreover, we
assume that once DoS attacks disappear, any disconnected

links caused by attacks will be recovered into the connected
state by communication restoration mechanism.

A(k) � [aij(k)] ∈ Nn×n is the adjacency matrix corre-
sponding to the communication network topology under
DoS attacks at iteration k. It can be defined as the following
form:

aij(k + 1) �
0, (i, j) ∈ U

e
(k + 1),

1, (i, j) ∉ U
e
(k + 1).

􏼨 (7)

)e updating matrices M(k) � [mij(k)], N(k)

� [nij(k)] ∈ Rn×n can be defined according to A(k) as
follows:

mij(k) �

1
d

+
i (k)

, j ∈ N
+
i ,

0, otherwise

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∀i, j ∈ V,

nij(k) �

1
d

−
j (k)

, i ∈ N
−
j ,

0, otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∀i, j ∈ V.

(8)

It can be deduced that M(k) is a row stochastic matrix
and N(k) is a column stochastic matrix.

Lemma 1. Based on the definition, row stochastic matrix M

and column stochastic matrix N both have the eigenvalues 1,
and the rest eigenvalues are within the unit circle on the
complex plane.

In this paper, a fully distributed algorithm proposed in
[20] to solve the EDP of power system can be transformed
into the following form with the consideration of DoS
attacks:

λi(k + 1) � 􏽘
n

j�1
mij(k)λj(k) + εyi(k), (9)

Pi(k + 1) �

P
max
i , λ∗ > λmax

i ,

λi(k + 1) − βi

2αi

, λmin
i ≤ λ

∗ ≤ λmax
i ,

P
min
i , λ∗ < λmin

i ,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(10)

yi(k + 1) � 􏽘
n

j�1
nij(k)yj(k) − Pi(k + 1) − Pi(k)( 􏼁, (11)

where yi is an auxiliary variable which denotes the estimated
local power mismatch and ε is a sufficiently small positive
constant named learning gain. λmax

i � ((Pmax
i − βi)/2αi) and

λmin
i � ((Pmin

i − βi)/2αi). )e distributed algorithms (9)–(11)
can solve the economic dispatch problem (2) under constraints
(3)-(4). Moreover, the following formula can be derived from
(11):
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􏽘

n

i�1
yi(k + 1) � 􏽘

n

i�1
􏽘

n

j�1
nij(k)yi(k) − Pi(k + 1) − Pi(k)( 􏼁⟹􏽘

n

i�1
yi(k + 1) + Pi(k + 1)( 􏼁 � 􏽘

n

i�1
yi(k) + Pi(k)( 􏼁

⟹􏽘
n

i�1
yi(k + 1) + Pi(k + 1)( 􏼁 � 􏽘

n

i�1
yi(0) + Pi(0)( 􏼁.

(12)

It is easy to deduce that 􏽐
n
i�1(Pi(k + 1) + yi(k + 1)) �

PD will be guaranteed if 􏽐
n
i�1(Pi(0) + yi(0)) � PD. In other

words, the equilibrium between power supply and demand
can be guaranteed when the algorithm converges only if the
selection of initial value satisfies certain conditions.

Most of the existing literature analyzes the impact of
attacks based on the assumption of known attack proba-
bilities [17]. In fact, the probability of an attack is generally
not fully grasped by the system [21]. In this paper, we explore
the effect of DoS attacks without the knowledge of proba-
bility distribution information. To this end, a communica-
tion network attacked by the DoS attacker is classified into
two types:

(1) )e communication network topologies keep
strongly connected

(2) )ere exist communication network topologies
disconnected, i.e., some units are isolated from the
communication network

3.2. Strongly Connected Scenario under DoS Attacks. )is
section investigates the performance analysis of the dispatch
system in the scenario which communication topology graphs
of the microgrid keep strongly connected under DoS attacks.

Under this attacks, the communication topology graphs
of the microgrid are time-varying, as shown in Figure 1(a),
where the solid line represents the normal connected
communication links and the dotted line represents com-
promised communication links caused by DoS attacks.
Although the communication network topology no longer
maintains a fixed form under DoS attacks, it still keeps
strongly connected. In this case, the distributed economic
dispatch algorithm (9)–(11) can be carried out to solve the
EDP of the microgrid.

Theorem 1. In the scenario of attacks that the communication
network topologies keep strongly connected, if the positive
constant ε in algorithm (9)–(11) is sufficiently small and the
variables satisfy the initial condition 􏽐

n
i�1(Pi(0) +

yi(0)) � PD, then the distributed algorithm is stable, and all the
variables converge to the solution of the EDP, i.e.,

λi(k)⟶ λ∗,

Pi(k)⟶ P
∗
,

yi(k)⟶ 0, as k⟶∞,∀i ∈ V.

(13)

Proof. Use the eigenvalue perturbation approach [18] to
analyze the convergence performance of algorithms
(9)–(11). Substituting (9) and (10) into (11), we can obtain

λ(k + 1) � M(k)λ(k) + εy(k), (14)

y(k + 1) � (N(k) − εB)y(k) + B(I − M(k))λ(k), (15)

where λ and y are the column stack vectors of λi and
yi, respectively, I is an identity matrix, and B � diag
1/2α1 1/2α2 . . . 1/2αN( 􏼁. Algorithms (14)–(15) can be

written in the following form:

λ(k + 1)

y(k + 1)
􏼢 􏼣 �

M(k) εI

B(I − M(k)) N(k) − εB
􏼢 􏼣

λ(k)

y(k)
􏼢 􏼣.

(16)

Define C(k) �
M(k) 0

B(I − M(k)) N(k)
􏼢 􏼣, Δ �

0 I

0 −B
􏼢 􏼣,

and updating matrix D(k) �
M(k) εI

B(I − M(k)) N(k) − εB􏼢 􏼣

� C(k) + εΔ.
)e updating matrix D(k) in (16) can be regarded as

C(k) perturbed by εΔ. It is easy to deduce that C(k) is a
lower triangular block matrix with the matrices M(k) and
N(k) in its diagonal line. As a result, the eigenvalues of C(k)

include that of matrices M(k) and N(k). According to
Lemma 1, it can be obtained that C(k) has two eigenvalues
]1(k) � ]2(k) � 1 at any iteration k.

Assume zi(k) and xi(k) are left and right eigenvectors of
matrix C(k) with respect to eigenvalues ]i, and they satisfy
the following conditions:

z
T
i C(k) � z

T
i vi(k),

C(k)xi(k) � vi(k)xi(k),

z
T
i xi(k) � 1,

z
T
i xj(k) � 0.

(17)

According to formula (17), it is not hard to find that
zT
1 (k) � 1T

B 1T􏽨 􏽩 and zT
2 (k) � u

T
(k) 0􏽨 􏽩 both are the

left eigenvectors of C(k); x1(k) � 0T ξ(k)
TT􏽨 􏽩 and

x2(k) � 1T −ηξ(k)T􏽨 􏽩
T
both are the right eigenvectors of

C(k) associated with eigenvalues ]1(k) � ]2(k) � 1, where
η � 􏽐

N
i�1(1/2αi) is defined. If ε≠ 0, the eigenvalues of C(k) is

perturbed by εΔ. According to the eigenvalue derivation
theory, the partial derivative of ]i corresponding to ε can be
expressed as follows:

z]i(k)

zε
� z

T
i (k)

zD(k)

zε
xi(k). (18)

)us, it can be deduced that
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z]1(k)

zε
� z

T
1 (k)

zD(k)

zε
x1(k) � 1T

B 1T􏽨 􏽩

0 I

0 −B(k)

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

0

ξ(k)

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ � 0,

z]2(k)

zε
� z

T
2 (k)

zD(k)

zε
x2(k) � μT

(k) 0􏽨 􏽩

0 I

0 −B(k)

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

1

−ηξ(k)

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

� −ημT
(k)ξ(k)< 0.

(19)

)at means ]1(k) � 1 does not change with ε, and as ε
goes up, ]2(k) goes down from 1. )erefore, there is a small
constant σ1 satisfying 0< ε< σ1, and ]2(k) is restricted to less
than 1. Based on the Bauer–Fike theorem [22], there exists
an upper bound σ2 such that 0< ε< σ2, then ]i(k)< 1,
i � 3, 4 . . . 2n, i.e., other eigenvalues of C(k) lie in the open
unit disk. Because the eigenvalues of D(k) � C(k) + εΔ
depend on ε, given a constant σ � min σ1, σ2􏼈 􏼉, if 0< ε< σ, all
the eigenvalues of D(k) are less than 1, except for one ei-
genvalue equal to 1.

It is not hard to deduce that 1T 0T􏼂 􏼃
T ∈ N2n is the right

eigenvector of D(k) corresponding to ]1(k) � 1 at any time

k, i.e., D(k)
1
0􏼢 􏼣 �

1
0􏼢 􏼣. )e rest of the eigenvalues are

within the open unit disk, and matrix D(k) has 2n inde-
pendent eigenvectors.

It is reasonable to assume that the initial value can be
expressed as a linear combination of all the eigenvectors as
shown in the following:

λ(0)

y(0)
􏼢 􏼣 � c1θ1 + c2θ2 + · · · + c2nθ2n, (20)

where c1, c2, . . . c2n􏼈 􏼉 is a set of constant and θ1, θ2, . . . θ2n􏼈 􏼉

is a set of eigenvectors of D(k). According to formula (16),
we can obtain

λ(1)

y(1)
􏼢 􏼣 � D(0)

λ(0)

y(0)
􏼢 􏼣 � ]1c1θ1 + ]2c2θ2 + · · · + ]2nc2nθ2n.

(21)

)us, it can be deduced that

λ(k)

y(k)
􏼢 􏼣 � 􏽙

k

p�1
D(k − p)

λ(0)

y(0)
􏼢 􏼣. (22)

According to the above analysis, because all the eigen-
values of D(k) are less than 1, except for one eigenvalue
equal to 1, and the vector 1T 0T􏼂 􏼃

T corresponds to the
eigenvalue 1. It can be conducted that

g1

g2

Attacker Attacker

g5 g5

g4 g4g3 g3

g1

g2 g5

g4g3

g1

g2

(a)

Attacker Attacker

g5

g4g3

g1

g2g5

g4g3

g1

g2g5

g4g3

g1

g2

(b)

Figure 1: Two scenarios caused by DoS attacks. (a) Communication network topologies are still strongly connected. (b) Communication
network topologies are disconnected.
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lim
k⟶+∞

λ(k)

y(k)
􏼢 􏼣 � span

1

0
􏼢 􏼣. (23)

As k⟶∞ and yi(k)⟶ 0, 􏽐
n
i�1(Pi(k) + yi(k)) �

􏽐
n
i�1(Pi(0) + yi(0)) is always satisfied. Because the initial

condition 􏽐
n
i�1(Pi(0) + yi(0)) � PD is guaranteed, it can be

derived that the power supply-demand balance of the system
is satisfied ultimately. )us, )eorem 1 can be obtained.

It worth noting that the research in this paper is aimed at
day-ahead economic dispatch of the smart grid, and our
concern is whether the algorithm can converge to the op-
timal solution of the EDP rather than the convergence time.
)is is also the focus of another attack scenario we discuss in
Section 3.3. According to)eorem 1, it is not very difficult to
obtain that the distributed algorithm executed in the
communication environment with DoS attacks still con-
verges to the point which corresponds to the optimal op-
eration point of the microgrid. )rough the above analysis,
we can get the following inference that, in this scenario of
attack that keeps the communication topologies still strongly
connected, the DoS attack shows little benefit to the deg-
radation of economic performance for the microgrid. It is a
situation that is unwilling to accept by the DoS attacker,
whose intent is to disrupt the economic operation of the
microgrid as much as possible. □

3.3. Disconnected Scenario under DoS Attacks. )is section
investigates the performance analysis of the dispatch system
in the scenario that communication topology graphs of the
microgrid are disconnected under DoS attacks.

If the DoS attacker concentrates on disconnecting all the
communication links of a generator, it will briefly prevent
the generator from communicating with its neighbors.
Under these attacks, at least one generator is isolated from
the communication network. It means the time-varying
matrix A(k) has the rows and columns in which all the
elements are zero, i.e., the in-degree and out-degree of some
vertexes in the communication topology graph are zero. For
the convenience of analysis, it is necessary to reduce the
dimension of A(k) to obtain A′(k) by removing the rows
and columns whose elements are all equal to 0. )e cor-
responding matrices M(k) and N(k) are transformed to
M′(k) and N′(k), respectively.

In this scenario, all the generators can be divided into
two types, misbehaving generators and well-behaving gen-
erators, respectively. Define An(k)⊆V as the set of mis-
behaving generators at iteration k, i.e., the units isolated
from communication network, and Nn(k) � |An(k)| is the
number of misbehaving generators. It is worth noting that
An(k) presents isolated generators only due to DoS attacks
in unreliable communication network, and isolation of units
caused by other abnormal factors is beyond the scope of this
paper. If i ∉ An(k), the generator i is involved in economic
dispatch as a well-behaving generator, which updates its
output power and incremental cost normally; otherwise, the
generator i is a misbehaving generator, which maintains its
output power and incremental cost until it is reconnected to
the communication network after the disappearance of DoS
attacks on it.

Under these attacks, algorithms (9)–(11) can be rewritten
as the following dynamics (24)–(26):

λi(k + 1) �
􏽘

j∉An(k)

mij
′(k)λj(k) + εyi(k), i ∉ A

n
(k), λi(k), i ∈ A

n
(k),

􏼨 (24)

Pi(k + 1) �

P
max
i , λi > λ

max
i ,

λi(k + 1) − βi

2αi

, λmin
i ≤ λi ≤ λ

max
i ,

P
min
i , λi < λ

min
i ,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(25)

yi(k + 1) �
􏽘

j∉An(k)

nij
′(k)yj(k) − Pi(k + 1) − Pi(k)( 􏼁, i ∉ A

n
(k), 0, i ∈ A

n
(k),

􏼨 (26)

􏽘
j∉An(k)

P
min
i ≤PD − 􏽘

j∈An(k)

Pi(k)≤ 􏽘
j∉An(k)

P
max
i .

(27)

Theorem 2. In the scenario of attacks where there exist the
communication network topologies disconnected, if the var-
iables satisfy the initial condition 􏽐

n
i�1(Pi(0) + yi(0)) � PD,

the learning gain ε in algorithms (24)–(26) is sufficiently

small, and there exist enough output power satisfying total
power demand, as shown in formula (27); then, the algorithm
is stable and the variables of well-behaving generators con-
verge to the suboptimal solution of the EDP, i.e.,
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λi(k)⟶ λ′, i ∉ A
n
(k),

λi(k)⟶ λi, i ∈ A
n
(k),

⎧⎪⎨

⎪⎩

Pi(k)⟶ P′, i ∉ A
n
(k),

Pi(k)⟶ Pi, i ∈ A
n
(k),

⎧⎪⎨

⎪⎩

yi(k)⟶ 0, as k⟶∞,∀i ∈ V,

(28)

where λ′ ≠ λ∗ and P′ ≠P∗ denote the suboptimal incremental
cost vector and output power vector of well-behaving gen-
erators, respectively, and λi and Pi denote the incremental cost
and output power of the misbehaving generator i, respectively.
Note that convergence results shown in (28) depend on the
attack strategies chosen by the DoS attacker.

Proof. )e proof is similar with )eorem 1. )e process is
omitted here for convenience. □

Remark 1. )e attacker deliberately causes algorithms
(24)–(26) to be executed on the premise that formula (27) is
satisfied in the microgrid. As a result, the algorithm con-
verges to a stable but not optimal point as shown in)eorem
2, the attacks will be considered online stealthily [23]. )e
attacks are especially hard to detect by the system, and they
can keep stealthy and damage the performance of the
microgrid.

It worth noting that misbehaving generators isolated
from the communication network will continue to supply
electricity to local demand because the isolation action
caused by DoS attacks cannot directly disconnect the
transmission lines of the misbehaving generators in the
physical network. Under this scenario of attack, the dis-
tributed algorithm cannot be executed consistently due to
the absence of the real updating information of the mis-
behaving units. According to )eorem 2, it is not very
difficult to obtain that the distributed algorithm converges to
the other convergence point, which is not equal to the
optimal operation point of the microgrid. )e conclusion
can be drawn that, in this attack scenario which make the
communication topology graphs disconnected, DoS attacks
can interfere with the economic dispatch process of the
microgrid to degrade the economic performance of the
system. )rough the above analysis, this scenario of attacks
is a benefit to the DoS attacker. Only if DoS attacks isolate
some generators from the communication network can such

attacks will be effective for the destruction of economic
operation of the microgrid.

Based on the analysis of the effect of attacks on the EDP,
the problem that the authors are interested in is to find the
largest degradation of economic performance of the
microgrid under DoS attacks. In order to quantify the effect
of attacks, the change of incremental cost in the attacks’
situation compared to the ideal situation is exploited.

4. Attack Strategy Formulation

4.1. Attack Capacity Formulation. According to the analysis
in Section 3.1, DoS attacks can occur at any communication
moment and communication link. In practice, the launch of
DoS attacks cannot be unrestrained, which is reflected in the
constrained attack frequency and attack duration [24]. On
the one hand, it is due to the inherent characteristics of DoS
attacks, and on the other hand, several technologies of the
power system can effectively resist jamming attacks [25]. As
a consequence, the DoS attacker needs to formulate an
optimal attack strategy on the premise of satisfying its own
resource constraints to maximize the attack efficiency and
attack effect.

We define the total attack resource as Λ, and δn(k) is the
attack level at iteration k, which represents the proportion of
isolated units to the total number of units, i.e.,
δn(k) � (Nn(k)/n), 0≤ δn(k)≤ 1. It implies that the more
generators that are isolated due to DoS attacks, the higher
the attack level the attacks have. Define ϕ � ϕk􏼈 􏼉,
k ∈ 0, 1, . . .{ } as the attack decision vector in which ϕk is the
decision of the attacker at iteration k, and ϕk � 1 indicates
that the attacker decides to jam the wireless channel; oth-
erwise, ϕk � 0. Define ρk(ϕk, δa

k(k)) as the indicator function
to represent whether the attacker implements DoS attacks
successfully, and the indicator function can be formulated as
follows:

ρk ϕk, δn(k)( 􏼁 �
1, ϕk � 1, δn(k)≠ 0,

0, otherwise.
􏼨 (29)

4.2. Optimal Attack Strategy. )e definition of the incre-
mental cost in (5) implies that incremental cost is the value
of the operation cost changing with the generated power.
)e incremental cost can be regarded as an indicator of
economic performance for the power system:

argmax
An(k)

􏽘

k2

k�k1

ρk λ′ − λ∗
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 � argmax
An(k)

􏽘

k2

k�k1

ρk

PD − 􏽐i∈An(k)Pi(k) + 􏽐i∉An(k) βi/2αi( 􏼁

􏽐i∉An(k) 1/2αi( 􏼁
− λ∗

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (30)

)us, the change of incremental cost in the attacks’
situation compared to the ideal situation can be used for a
metric to quantify the effect of attacks. On this basis, the
problem of designing an optimal attack strategy can be

formulated as an optimization problem, for which the op-
timal solution can be obtained mathematically. )is opti-
mization problem aims to maximize the incremental cost
deviation. At the same time, in order to ensure the DoS
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attacks are online stealthy, the attacker should ensure that all
the units canmeet the power balance requirement after some
units are isolated. Furthermore, the DoS attacker needs to
formulate an optimal attack strategy on the premise of
satisfying its own resource constraints. In the iteration in-
terval k ∈ [k1, k2], the formulation of an optimal DoS at-
tacks’ strategy can be transformed to the optimization
problem as follows:

s.t. 􏽘

k2

k�k1

ϕkδn(k)≤Λ,

and(27).

(31)

)e design of optimal strategy is completely reasonable
because the purpose of the DoS attacks against economic
dispatch process is to violate the economy principle and
result in the largest degradation of the economic perfor-
mance of the microgrid. As shown in previous analysis, λ∗
corresponds to the optimal economic dispatch results
without DoS attacks and λ′ reflects the solution of the EDP
under DoS attacks, and the value of λ′ is related to the attack
strategies chosen by the attacker. )erefore, the more λ′
deviates from λ∗, the worse economic performance of the
system can be obtained, and the objective function can be
formulated as (30). Moreover, if the attack strategy selected
violates the power supply-demand principle in (27), the
attacks will be detected easily by the monitoring mechanism
in the system, which goes against the intention of the at-
tacker to hide its behaviors. Formula (31) considers the
constraint of the attack resources from the practical point of

view, and the formulation of attack strategy must be limited
by it.

In this paper, the static attack problem is investigated,
and the optimal attack strategy is decided before the attack
actions begin. However, the solution of the above objective
function is inaccessible because the output power of isolated
generators is unknown at that time. )ere are only some
static parameters available for the attacker to formulate the
attack strategies; thus, we put forward the following as-
sumptions about DoS attacks and reformulate the optimi-
zation model according to them.

Assumption 1. Attacker can collect pivotal information of
the microgrid such as operation cost parameters of gener-
ators, power upper and lower limits, and the total power
demand. )e information can be obtained by monitoring
normal process of economic dispatch and collecting the
relevant information published by authoritative organiza-
tions or manufacturers.

Assumption 2. For the objective to maximize the change of
incremental cost in the attacks’ situation compared to the
ideal situation, the attacker tends to attack the unit when its
output power is the lower limit, which increases the burden
on well-behaving generators and their incremental cost
value.

Based on the assumption of attack pattern and objective
shown above, the attacker pursues an expression of the
optimal attack strategy X∗. Reformulate (27) and (30),
􏽐i∈An(k)Pi can be replaced by 􏽐i∈An(k)P

min
i , and the opti-

mization problem can be reformulated as follows:

X
∗

� argmax
An(k)

􏽘

k2

k�k1

ρk λ′ − λ∗
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 � argmax
An(k)

􏽘

k2

k�k1

ρk

PD − 􏽐i∈An(k)P
min
i + 􏽐i∉An(k) βi/2αi( 􏼁

􏽐i∉An(k) 1/2αi( 􏼁
− λ∗

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
, (32)

s.t. 􏽘
i∉An(k)

P
min
i ≤PD − 􏽘

i∈An(k)

P
min
i ≤ 􏽘

i∉An(k)

P
max
i ,

and(31),

(33)

where the parameters’ information of (31)–(33) is available
in advance, and it means the optimal attack strategy can be
decided before the attack actions begin.

Remark 2. According to the above analysis, in the nonideal
communication environment with DoS attacks, the in-
cremental cost λ′ obtained by the calculation is related to
the selected attack strategy. Because the EDP of the
microgrid (2)–(4) is a convex optimization problem, the
incremental cost is positively correlated with its corre-
sponding output of the generator, which means that the
greater the deviation of λ′ and λ∗ obtained under different
attack strategies, the higher the operation cost of the
system is. )e above optimal attack strategy models
(31)–(33) are essential to increase the operating cost of the
system, thereby destroying the economic performance of
the microgrid.

Based on the analysis of the optimal attack strategy
formulation, an algorithm used to obtain this optimal
strategy needs to be developed.

4.3. Algorithm to Obtain the Optimal Attack Strategy. )e
above optimization problem is not a simple convex opti-
mization problem, and it cannot be directly solved by an-
alytical methods or CVX toolbox in MATLAB [26]. As a
result, this paper proposes an enumerating-search algorithm
to solve the above optimization problem, which is described
in Algorithm 1.

)e essence of Algorithm 1 is to use the recursive
process to exhaustively search for the optimal solution,
i.e., the optimal attack strategy which damages the eco-
nomic performance of the microgrid to the greatest ex-
tent. Firstly, enumerate all the possible attack schemes
satisfying constraints (31) and (33), where the attack
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schemes are represented by the sequence number of the
isolated units caused by each attack action. )en, we
compute the deviation value of incremental cost corre-
sponding to each attack scheme. By comparing all the
deviation value, the attack scheme corresponding to the
maximum deviation value is pursued by the DoS attacker.
Finally, combine this optimal attack scheme with the
attack decision vector; the attacker can decide the optimal
attack strategy. It is worth noting that, for developing the
optimal attack strategy before launching attacks so that
the DoS attacks achieve the best effect of attacks, the
attacker needs to further decide the attack moments,
which can be represented by the attack decision vector ϕ

[17]. )is part is not the focus of the EDP for the
microgrid, so it will not be detailed here.

5. Simulation Examples

Numerical simulation is a common method to verify the-
oretical analysis results as well as the effectiveness of the
algorithm proposed. In this section, we firstly chose the IEEE
57-bus system to simulate themicrogrid to compare the EDP
under the different communication situations. )en, on the
IEEE 39-bus system, we discuss the effect of DoS attacks
adopting various attack strategies on economic performance
of the microgrid.

Table 1: Parameters of generators.

αi βi ci Pmin
i (MW) Pmax

i (MW)

0.001562 7.92 561 150 600
0.00194 7.85 310 100 400
0.00482 7.8 78 50 200
0.00234 7.85 300 100 300
0.00312 7.88 100 50 300

Table 2: Initialization.

λi(0)($/MWh) Pi(0)(MW) yi(0)(MW)

8.8572 300 100
8.82 250 −100
8.764 100 50
7.85468 200 −50
7.88624 100 50
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Figure 2: IEEE 57-bus system.

10 Complexity



5.1. Case 1:*e EDP under Ideal Communication Conditions.
)ere is an IEEE 57-bus system for simulation, and the
communication network corresponding to the physical
power network is shown in Figure 2. )is test system in-
cludes five generators, whose parameters and initial state
values are listed in Tables 1 and 2, respectively. )e total
power demand of the system is set to 1000MW.

In this case, under the ideal communication conditions
without DoS attacks, the EDP can be solved with the al-
gorithm proposed in [20]. In the iteration interval
k ∈ [0, 350], the evolution of the output power Pi, incre-
mental cost λi, the total power generated 􏽐 P, and power
demand PD is shown in Figure 3. Ultimately, the incre-
mental cost λi, i � 1, . . . , 5, converges to a common value

λ∗ � 8.8183 $/MWh; meanwhile, the output power P∗1 �

287.5440MW, P∗2 � 249.5587MW, P∗3 � 105.6315MW,
P∗4 � 206.8991MW, and P∗5 � 150.3666MW, all the gen-
erators are operating within their generation constraints,
and also the total power demand is satisfied by these power
output. )e convergence results of the distributed algorithm
are the same as that calculated by the centralized algorithm
in [27]. )e total operation cost is 9692.8 $/h, which is the
minimum operation cost of the system.

According to the above analysis, the optimal solution of
the EDP can be solved through the distributed economic
dispatch algorithm under ideal communication conditions.
)is case can be used as a comparison of the subsequent
simulation cases.
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Figure 3: )e convergence results of the dispatch system under ideal communication conditions. (a) )e power output of each generator.
(b) )e incremental cost of each generator. (c) Auxiliary variable y of each generator. (d) Total power output and load demand.
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5.2. Case 2:*eEDPwith StronglyConnectedCommunication
Topology under DoS Attacks. Simulation case is performed
with the same system model and parameters as those in
Section 5.1. In this case, we consider the scenario that
communication topology graphs keep strongly connected
under DoS attacks. Assuming the communication topology
changes two times resulted by DoS attacks, the attacker
launches DoS attacks firstly in the communication link (1,3)
at iteration k � 50 until k � 100; then, the attacker launches
DoS attacks in the communication link (1,4) at iteration k �

100 until k � 350.
In this case, the EDP can be solved with algorithms

(9)–(11). In the iteration interval k ∈ [0, 350], the evolution of
the output power Pi, incremental cost λi, the total power
generated 􏽐 P, and power demand PD is shown in Figure 4.

Ultimately, the incremental cost λi, i � 1, . . . , 5, converges to a
common value λ∗ � 8.8183 $/MWh and the output power
P∗1 � 287.5440MW,P∗2 � 249.5587MW,P∗3 � 105.6315MW,
P∗4 � 206.8991MW, and P∗5 � 150.3666MW. It can be con-
cluded that the final convergence results in this case are the
same as the results of Case 1.

According to Figure 4, it can be observed that the dis-
tributed algorithms (9)–(11) can finally converge to the
optimal solution of EDP, although the existences of DoS
attacks interfere with the convergence process of the algo-
rithm. As a result, the correctness of the conclusion in
Section 3.2 is verified, i.e., this attack scenario where the
communication network still keeps strongly connected
shows little benefit to the degradation of economic per-
formance of the microgrid.
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Figure 4: EDP with strongly connected topology under DoS attacks. (a) )e power output of each generator. (b) )e incremental cost of
each generator. (c) Auxiliary variable y of each generator. (d) Total power output and load demand.
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5.3. Case 3: *e EDP with Disconnected Communication
Topology under DoS Attacks. Simulation is performed with
the same system model and parameters as those in Section
5.1. In this case, we consider the scenario that there exist
communication topology graphs disconnected under DoS
attacks. If all the communication paths of a generator are
attacked for a certain period of time, the generator is briefly
isolated from the communication network. It is important to
note that the generator will reconnect to the communication
network when the attacks disappear.

Assuming the communication topology changes two
times because of DoS attacks, the attacker launches DoS
attacks on generator 5, firstly, at iteration k � 50 until
k � 100; then, the attacker launches DoS attacks on
generator 4 and 5 at iteration k � 100 until k � 350. In

this scenario, these two generators are misbehaving
generators because of the DoS attacks on them, which
lead to the disconnected communication topology
graphs.

In this case, algorithms (24)–(26) are carried out to solve
the EDP. )e evolution of the output power Pi, incremental
cost λi, the total power generated􏽐 P, and power demand PD
is shown in Figure 5. Under these DoS attacks, misbehaving
generator 5 is isolated from the communication network at
the iteration interval k ∈ [50, 350], and misbehaving gen-
erator 4 is isolated at the iteration interval k ∈ [100, 350],
while the output power of the well-behaving generators can
still satisfy the power demand remained. )e incremental
cost λi, i � 1, 2, 3, converge to a common value λ′ �
8.8562 $/MWh, λ4 converges to λ4 � 8.7934 $/MWh, and λ5
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Figure 5: EDP with disconnected topology under DoS attacks. (a) )e power output of each generator. (b) )e incremental cost of each
generator. (c) Auxiliary variable y of each generator. (d) Total power output and load demand.
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converges to λ5 � 8.6893 $/MW. )e ultimate generators’
output P1′ � 299.6912MW, P2′ � 259.3390MW, P3′ �
109.5680MW, P4′ � 201.5769MW, and P5′ � 129.6879MW.
All the generations are operating within their generation
constraints, and the total load requirement is satisfied ul-
timately by generators participating in economic dispatch
and the generators isolated. )e total operation cost of the
system is 9693.5 $/h, which is higher than that of Case 1, the
economic performance of the system declines.

According to Figure 5 and the total operation cost, it can
be observed that the distributed algorithms (24)–(26) cannot
finally converge to the optimal solution of the EDP, and the
economic dispatch process is disrupted by malicious attacks.
It implies the correctness of conclusion in Section 3.3 is
verified, i.e., the attack scenario that makes the communi-
cation network disconnected leads to the suboptimal solu-
tion of the EDP, which degrades the economic performance
of the microgrid.

5.4. Case 4: *e Optimal Attack Strategy. In this case, we
discuss the different attack strategies, which can cause
varying degrees of damage to economic performance of the
microgrid. We chose the IEEE 39-bus system to simulate
the microgrid, and its communication network corre-
sponding to the physical power network is shown in
Figure 6. )is system includes four generators, whose
parameters can be chosen in Table 1. )e total power load
in the microgrid is set to 500MW. Assuming the total
attack energy Λ � 1 and attack decision vector
ϕ � 0 . . . 0 1 0 . . . 0 1 0 . . . 0􏼈 􏼉, it is easy to deduce
that δn(k) must be smaller than 1/2, which means the
number of generators isolated caused by each attack action
cannot exceed two for the communication network in
Figure 6. )en, the set of attack strategies can be obtained
according to constraints (31) and (33).

For the communication network in this case, we can
enumerate the set of all attack schemes
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Figure 6: IEEE 39-bus system.
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X � X1, X2, . . . X10􏼈 􏼉, which include X1 � 1{ }, X2 � 2{ },
X3 � 3{ }, X4 � 4{ }, X5 � 1, 2{ }, X6 � 1, 3{ }, X7 � 1, 4{ },
X8 � 2, 3{ }, X9 � 2, 4{ }, and X10 � 3, 4{ }; an attack scheme is
represented by the serial numbers of the misbehaving
generators caused by each attack action. Establishing the
objective function and constraints as (31)–(33), the opti-
mization problem can be solved by Algorithm 1, and the
calculation results are shown in Figure 7(a). According to
Figure 7(a), if X5 � 1, 2{ } is adopted, the deviation of in-
cremental cost will be maximized. It means the execution of
the optimal attack strategy X∗ is to repeat the attack scheme
X5 � 1, 2{ } at each attack moment. Combining the attack
decision vector ϕ and attack schemes, different attack
strategies can be obtained. )e comparison of different
attack strategies is shown in Figure 7(b), from which we can
easily sum up that optimal attack strategy obtained by using
Algorithm 1 indeed causes the most degradation of eco-
nomic performance compared with other attack strategies.
As a result, it is feasible to carry out the proposed enu-
merating-search algorithm to obtain the optimal attack
strategy.

6. Conclusion

)is paper considers an optimal attack strategy against the
economic dispatch for the microgrid. Firstly, according to
the operating principle of DoS attacks, the unreliable
communication network under DoS attacks can be classified
into two scenarios, i.e., disconnected and strongly connected
scenarios. )e theoretical analysis results show that econ-
omy performance of the microgrid is damaged in the former

case. On this basis, the optimal DoS attack strategy con-
sidering the resource constraints of the attacker is formu-
lated tomaximize the effect of attacks, which can be obtained
by using the enumerating-search algorithm. Finally, the
correctness of the theoretical analysis results with respect to
the effect of attacks is verified by the simulations on the IEEE
57-bus system, and the effectiveness of the proposed enu-
merating-search-based optimal attack strategy is illustrated
through the simulations on the IEEE 39-bus system. )is
paper delivers the message that, besides the efforts of de-
signing novel distributed economic dispatch algorithms to
guarantee the economic operation for the microgrid, it is
equally important to protect the economic dispatch process
from malicious attacks and evade potential economic losses.

For the future work, how to build the rational model of
DoS attacks is the key to solving the EDP of the energy
system under DoS attacks. Furthermore, we will syntheti-
cally consider the impact of other attacks on the EDP, such
as false data injection attacks and replay attacks. Moreover,
research on the dynamic optimal attack strategy disrupting
the economic dispatch of the energy system is also the focus
of our future work.
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Security issue against different attacks is the core topic of cyberphysical systems (CPSs). In this paper, optimal control theory,
reinforcement learning (RL), and neural networks (NNs) are integrated to provide a brief overview of optimal robust control
strategies for a benchmark power system. First, the benchmark power system models with actuator and sensor attacks are
considered. Second, we investigate the optimal control issue for the nominal system and review the state-of-the-art RL methods
along with the NN implementation.)ird, we propose several robust control strategies for different types of cyberphysical attacks
via the optimal control design, and stability proofs are derived through Lyapunov theory. Furthermore, the stability analysis with
the NN approximation error, which is rarely discussed in the previous works, is studied in this paper. Finally, two different
simulation examples demonstrate the effectiveness of our proposed methods.

1. Introduction

With the development of cloud computing, artificial intel-
ligence, and 5th-generation, the power systems regarded as
the primary infrastructures in society become typical CPSs
[1, 2]. Since there are numerous physical sensors, complex
interaction mechanisms, and massive signals in cyber-
physical power systems [3], the security of CPSs is inevitably
threatened. For example, a large-scale blackout caused by
cyberattacks in Ukraine had disrupted the normal lives of
many people [4, 5]. Despite there are many advanced control
strategies in CPSs, the imperfection of security has not been
sufficiently addressed. Meanwhile, the power system com-
posed of distributed energy and multiple loads is multidi-
mensional [6]. It is urgent to further strengthen the security
of CPSs.

Generally, the security of CPSs is threatened by attacks
from the perception layer, cyberlayer, and decision layer. In
particular, the attacks at the perception layer and cyberlayer,
known as cyberattacks, severely disrupt the system. In recent
years, reliable control strategies against various cyberattacks,

such as false data injection attacks, time-delay switch attacks,
and denial-of-service attacks, have been presented by many
scholars. Denial-of-service attacks, which can jam infor-
mation transmission channel, are an aggressive threat to
CPS security [7–9]. A novel control strategy based on the
game theoretic approach was proposed to resist the attacks
in discrete systems [7]. Similar to the theory of literature [7],
Seo et al. [9] primarily solved jamming attack in the com-
munication between sensor and network, where an adaptive
scheduling with energy constraints was presented. Using an
evaluation function that quantitatively analyzes the impact
of attacks, the optimal attack strategy was investigated under
energy constraint in a wireless network, which can maxi-
mally destroy the stability of the system [10]. Besides, false
data injection attacks, which generally cause state estimation
errors, have received widespread attention because these
attacks can send inaccurate control signals to the executor
[11–14]. Moreover, the critical detection technology for
unknown attacks and unpredictable attack areas was pro-
posed in the previous works [9, 15–20]. For instance,
considering the characteristics of the network topology and
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transmission media, a risk prediction method based on a
predictive model was proposed to accurately obtain the
characteristics of the physical system, which can judge the
fault area in the CPSs [16]. In [20], focusing on undetectable
attacks, a dynamic attack detector was proposed.

With the integration of multiple energy sources, the
control platform and information transmission are ex-
tremely complicated [21]. )us, other irresistible attacks,
sensor, and actuator attacks are a topic of research. For
example, in [22], a reliable control with the attack com-
pensator was investigated which can withstand sensor and
actuator attacks. In [1], the resilient control strategies were
proposed to ensure that the variables converge to the
equilibrium point in presence of sensor and actuator attacks.

)is paper concentrates on the study of an optimal
robust control strategy, where the designed unified control
method makes the power system immune to the actuator
and sensor attacks. We use optimal control theory, rein-
forcement learning (RL), and neural networks (NNs) to
design the controller under the assumed attacks of multiple
characteristics. )e main works and contributions can be
summarized as follows:

(1) Optimal control theory, RL, and NNs are integrated to
address the security issue of a benchmark power system.

(2) A unified way is proposed to deal with the sensor and
actuator attacks via the optimal control design.

(3) )e stability analysis with the NN approximation
error, which is rarely discussed in the previous
works, is studied in this paper.

)e rest of this paper is arranged as follows.
First, the benchmark power systemmodels with actuator

and sensor attacks are formulated. Second, the optimal
control issue for the nominal system is investigated, and the
state-of-the-art RL methods along with the NN imple-
mentations are reviewed. )ird, several robust control
strategies are proposed for different types of cyberphysical
attacks via the optimal control design, and stability proofs
are derived through Lyapunov theory. )en, two different
simulation examples demonstrate the effectiveness of our
proposed methods. Finally, a brief conclusion is given.

2. Problem Statement for Power System

Let us consider the following benchmark power system:

Δ _ψf � −
1

Tp

Δψf +
kp

Tp

Δψt,

Δ _ψt � −
1
Tt

Δψt +
1
Tt

Δψg,

Δ _ψg � −
1

ksTg

Δψf −
1

Tg

Δψg +
1

Tg

u,

(1)

where Δψf, Δψt, and Δψg represent the deviations of fre-
quency, turbine power, and governor position value, re-
spectively; Tt, Tg, and Tp denote the time constants of
turbine, governor, and power system, respectively; kp and ks

represent the gain of power system and the speed regulation
coefficient, respectively; and u is the control input.

Let x � [Δψf,Δψt,Δψg]T. )e nominal system (1) can
be rewritten as

_x � Ax + Bu, (2)

where A �

− (1/Tp) (kp /Tp) 0
0 − (1/Tt) (1/Tt)

− (1/ksTg) 0 − (1/Tg)

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦ and

B �

0
0

(1/Tg)

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦.

However, the attacks on the system are generally inev-
itable, which may affect the control performance. System
dynamics (2) suffers from the actuator and sensor attacks,
which can be, respectively, described by

_x � Ax + B(u + tΛ), (3)

_x � Ax + Bu + Λ, (4)

where u is the robust control policy, which will be designed
later. Λ denotes the system uncertainties. In this paper, we
will consider different types of attacks.

Due to the existence of unknown attacks, it is difficult or
even impossible to investigate the systems (3) and (4) di-
rectly. Inspired by the idea of classical works [23–26], we
convert this robust control issue of the systems (3) and (4)
into the optimal control problem of the nominal system (2).
)e main idea is that, with the system data and models, we
can first attain the optimal control policy through ADP
algorithms. Subsequently, based on the optimal control
form, we can develop different robust control strategies for
the systems with various attacks.

3. Optimal Control for the Nominal System

Define the performance index function as

J(x(0), u) � 􏽚
∞

0
r(x(τ), u(τ))dτ, (5)

where r(x, u) � xTQx + uTRu with positive definite sym-
metric matrices Q andR. Given the admissible control policy
u(x), the value function is expressed as

V(x(t)) � 􏽚
∞

t
r(x(τ), u(x(τ)))dτ. (6)

)e optimal value function can be defined as

V
∗
(x(t)) � min

u
􏽚
∞

t
r(x(τ), u(x(τ)))dτ􏼒 􏼓. (7)

According to the stationarity condition [27], the optimal
control policy is derived by

u
∗
(x) � −

1
2
R

− 1
B

T∇V∗(x), (8)

where ∇V∗(x) � zV∗(x)/zx and V∗(x) should satisfy the
following Hamilton–Jacobi–Bellman (HJB) equation.
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0 � r x, u
∗
(x)( 􏼁 + ∇V∗T(x) Ax + Bu

∗
(x)( 􏼁. (9)

)us, the key point to obtain the optimal control policy is
to solve the HJB equation.

ADP is a powerful tool to solve the optimal control
problems. Traditional ADP methods include two iterative
algorithms: policy iteration (PI) and value iteration (VI).
Afterwards, two noniterative RL methods are developed.

3.1. Online RL method. )e aforementioned iterative ADP
methods belong to the offline learning field because the value
function and control policies are updated with the iteration
index. Quite different from offline algorithms, online RL
methods [27, 28] do not involve any iteration processes, and
the value function and control policies are updated in real
time.

3.2. Event Trigger-Based RL Method. In the online RL
methods, the update and delivery of information must be
continuous, which causes a waste of communication re-
sources. For this phenomenon, the event trigger-based RL
methods [29, 30] are developed. Here, the value function and
control policies are updated only once when the system state
error reaches the set point, which reduces the communi-
cation burden.

By using the aforementioned ADP methods, we can
obtain the optimal control form of the nominal system,
which will be employed in the following sections.

To implement the proposed algorithms, a critic NN and
an actor NN are employed to approximate the iterative value
function and control policy:

􏽢V
(i)

(x) � ϕT
c (x)W

(i)
c , (10)

􏽢u
(i)

(x) � ϕT
a (x)W

(i)
a , (11)

where ϕc(x) and ϕa(x) denote the NN activation functions
and W(i)

c and W(i)
a represent the NN weights.

Hence, the optimal value function and control policy
have NN representation as

V
∗
(x) � ϕT

c (x)Wc, (12)

u
∗
(x) � ϕa(x)Wa, (13)

where Wc and Wa denote the ideal NN weights.
In previous works, the NN approximation error was

rarely discussed. In this paper, we attempt to consider its
effect in the stability analysis.

In Figure 1, the sensor attacks, tampering the state values
collected by sensors, occur in the sensor and communication
network. Meanwhile, the actuator attacks, which generally
modify the control instructions in actuator, occur between
the decision and physical layer. )e changed system state
and control command can be eliminated by the robust
control strategy which is calculated by RL based on the
performance index function. Ultimately, the power system

can work at the scheduled operating point under the sensor
and actuator attacks.

4. Robust Control Strategies for
Actuator Attacks

First, let us consider the system (3) with Λ � Γ(x), where
‖Γ(x)‖≤ kd‖x‖. )e robust controller is designed by

u(x) � u
∗
(x), (14)

where the parameters for generating u∗(x) will be deter-
mined later.

Theorem 1. If the positive definite matrices Q and R are
selected appropriately, then system (3) is asymptotically stable
under the robust controller (14).

Proof. Choose the Lyapunov function candidate as follows:

V � V
∗
(x), (15)

which, according to (9), implies

_V � _V
∗
(x)

� ∇V∗T(x) Ax + B u
∗
(x) + Γ(x)( 􏼁( 􏼁

� ∇V∗T(x) Ax + Bu
∗
(x)( 􏼁 + ∇V∗T(x)BΓ(x)

� − x
T
Qx − u

∗T
(x)Ru

∗
(x) + ∇V∗T(x)BΓ(x).

(16)

Substituting (8) into (16) yields

_V � − x
T
Qx −

1
4
∇V∗T(x)BR

− 1
B

T∇V∗(x) + ∇V∗T(x)BΓ(x)

≤ − x
T
Qx +

1
2
ΓT(x)Γ(x) −

1
4
∇V∗T(x)BR

− 1
B

T∇V∗(x)

+
1
2
∇V∗T(x)BB

T∇V∗(x)

≤ − λmin(Q) −
1
2
k
2
d􏼒 􏼓‖x‖

2
−

1
4
λmin R

− 1
􏼐 􏼑 −

1
2

􏼒 􏼓 B
T∇V∗(x)

����
����
2
,

(17)

where λmin(·) denotes the minimum eigenvalue of a matrix.
To guarantee _V≤ 0, one should choose the parameters Q

and R to satisfy the following inequalities:

λmin(Q)≥
1
2

k
2
d,

λmin R
− 1

􏼐 􏼑≥ 2.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(18)

)e proof is completed. □

Remark 1. By using ADP methods, one can obtain the
approximate optimal control policy. However, these ADP
methods are finally implemented by NNs or other universal
approximators, which will bring approximation errors. In
the previous works, NN approximation errors were rarely
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discussed. In this paper, we attempt to present the corre-
sponding error analysis.

When NNs finish learning, NN weights will achieve
convergence. Based on (11), the NN-based approximate
optimal control policy, which is actually applied to the
system, is expressed as

􏽢u(x) � ϕa(x) 􏽢Wa, (19)

where 􏽢Wa is the estimation of the ideal NN weight Wa. Let
the approximation error be 􏽥Wa � 􏽢Wa − Wa with
‖ 􏽥Wa‖≤ 􏽥Wam.

By means of (13) and (19), one gets

􏽢u(x) � ϕa(x)Wa + ϕa(x) 􏽢Wa − ϕa(x)Wa

� u
∗
(x) + ϕa(x) 􏽥Wa.

(20)

Corollary 1. If the positive definite matrices Q and R are
selected appropriately, then the system (3) is asymptotically
stable under the NN-based approximate optimal controller
(19) as the NN weight approximation error 􏽥Wa goes to zero.

Proof. Utilizing the Lyapunov function candidate (15) yields

_V � ∇V∗T(x)(Ax + B(􏽢u

� ∇V∗T(x) Ax + B u
∗
(x) + Γ(x)( 􏼁( 􏼁 + ∇V∗T(x)Bϕa(x) 􏽥Wa.

(21)

)rough the result of (17), equation (21) becomes

_V≤ − λmin(Q) −
1
2
k
2
d􏼒 􏼓‖x‖

2
−

1
4
λmin R

− 1
􏼐 􏼑 −

1
2

􏼒 􏼓 B
T∇V∗(x)

����
����
2

+
1
2

B
T∇V∗(x)

����
����
2

+
1
2
ϕa(x) 􏽥Wa

����
����
2 ≤ − λmin(Q) −

1
2

k
2
d −

1
2

k
2
a

􏽥W
2
am􏼒 􏼓‖x‖

2
−

1
4
λmin R

− 1
􏼐 􏼑 − 1􏼒 􏼓 B

T∇V∗(x)
����

����
2
,

(22)

Decision layer
Nominal system model

Performance index function

Communication
network

Communication
network

RL methods Optimal
control u∗ 

Robust
control u– 

Cyberlayer

Attackers

Physical layer

Sensor ActuatorPower
system

Figure 1: Block diagram of proposed robust control.
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where ‖ϕa(x)‖≤ ka‖x‖. If _V≤ 0, the following condition
should be satisfied:

λmin(Q)≥
1
2

k
2
d +

1
2

k
2
a

􏽥W
2
am,

λmin R
− 1

􏼐 􏼑≥ 4.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(23)

It can be observed that if the NN weight approximation
error 􏽥Wa goes to zero or is small enough, condition (23) can
be easily realized with the chosen parameters. )at is, the
NN-based approximate optimal control policy can stabilize
system (3). □

5. Robust Control Strategies for Sensor Attacks

In this section, the proposed robust control schemes are
modified and extended to deal with sensor attacks [31].

5.1. Extension to Nonlinear Sensor Attacks. Consider the
system (4) with nonlinear sensor attacks:

_x � Ax + Bu + Γ(x). (24)

)e robust controller for (24) is designed the same as
(14), i.e., u(x) � u∗(x).

Corollary 2. If the matrix Q is selected appropriately, then
the system (24) is asymptotically stable under the robust
controller u(x).

Proof. Choose the Lyapunov function candidate as (15).
)en, one attains

_V � ∇V∗T(x) Ax + Bu
∗
(x) + Γ(x)( 􏼁

� − x
T
Qx − u

∗T
(x)Ru

∗
(x) + ∇V∗T(x)Γ(x)

≤ − x
T
Qx − u

∗T
(x)Ru

∗
(x) +

1
2
ΓT(x)Γ(x) +

1
2
∇V∗T(x)∇V∗(x)

≤ − λmin(Q) −
1
2
k
2
d −

1
2
k
2
v􏼒 􏼓‖x‖

2
− u
∗T

(x)Ru
∗
(x),

(25)

where ‖∇V∗(x)‖≤ kv‖x‖.
To guarantee _V≤ 0, select the matrix Q to satisfy the

following inequality:

λmin(Q)≥
1
2

k
2
d +

1
2

k
2
v. (26)

)e proof is completed.
Note that the robust load frequency control problem is a

special case of sensor attacks.
Let (24) be rewritten as

_x � Ax + Bu + ΔPd(t), (27)

where ΔPd(t) denotes the disturbance caused by the load
demand change with ‖ΔPd(t)‖≤ΔPdm. □

Corollary 3. If the matrix Q is selected appropriately, then
the system states of (27) are uniformly ultimately bounded
under the robust controller u(x).

According to (15), one gets

_V � ∇V∗T(x) Ax + Bu
∗
(x) + ΔPd(t)( 􏼁

≤ − λmin(Q) −
1
2
k
2
v􏼒 􏼓‖x‖

2
− u
∗T

(x)Ru
∗
(x) +

1
2
ΔP2

dm.

(28)

Let z �
x

u
∗
(x)

􏼢 􏼣,Θ �
(λmin(Q) − (1/2)k

2
v)Ix 0

0 R
􏼢 􏼣

with the identity matrix Ix, and cm � (1/2)ΔP2
dm. If there

exists a matrix Q which guarantees Θ to be positive definite,
then (28) can be rewritten as

_V≤ −
x

u∗(x)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

T λmin(Q) −
1
2
k
2
v􏼒 􏼓Ix 0

0 R

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

u
∗
(x)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ +
1
2
ΔP2

dm

≤ − λmin(Θ)‖z‖
2

+ cm.

(29)

From (29), it can be observed that _V≤ 0 if
‖z‖≥

�����������
(cm/λmin(Θ))

􏽰
. )at is, the system states are uni-

formly ultimately bounded according to the Lyapunov ex-
tension theorem [27, 32, 33].

5.2. Extension to Constant Sensor Attacks. Consider the
system (2) with constant sensor attacks:

_x � Ax + Bu − Ξ, (30)

where _Ξ � 0.
Let u � u∗ and add an attack compensator 􏽢Ξ to (30).

)en, (30) becomes

_x � Ax + Bu
∗

+ 􏽢Ξ − Ξ, (31)

where _􏽢Ξ � β(− xT − ∇V∗T(x))T.

Theorem 2. If the positive definite matrices Q and R are
selected appropriately, then the system (31) is asymptotically
stable under the optimal controller and the attack
compensator.

Proof. Construct a Lyapunov function candidate as follows:

V �
1
2
x

T
x + V

∗
(x) +

1
2β

􏽥ΞT 􏽥Ξ, (32)

where 􏽥Ξ � Ξ − 􏽢Ξ. )en, one has
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_V � x
T

Ax + Bu
∗

− 􏽥Ξ( 􏼁 + ∇V∗T(x) Ax + Bu
∗

− 􏽥Ξ( 􏼁 −
1
β

_􏽢Ξ
T

􏽥Ξ

� x
T

Ax + x
T
Bu
∗

− x
T

+ ∇V∗T(x)􏼐 􏼑􏽥Ξ + ∇V∗T(x) Ax + Bu
∗

( 􏼁 −
1
β
β − x

T
− ∇V∗T(x)􏼐 􏼑􏽥Ξ.

(33)

After some mathematical derivation, equation (33)
becomes

_V � x
T
Ax + x

T
Bu
∗

− x
T

Qx − u
∗T

Ru
∗

≤Am‖x‖
2

+
1
2
‖x‖

2
+
1
2
B
2
m u
∗����
����
2

− λmin(Q)‖x‖
2

− λmin(R) u
∗����
����
2

� − λmin(Q) − Am −
1
2

􏼒 􏼓‖x‖
2

− λmin(R) −
1
2
B
2
m􏼒 􏼓 u
∗����
����
2
,

(34)

where ‖A‖≤Am and ‖B‖≤Bm.
To ensure _V≤ 0, one should set the parameters Q and R

to satisfy the following inequalities:

λmin(Q)≥Am +
1
2
,

λmin(R)≥
1
2
B
2
m.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(35)

)is completes the proof.
When NNs finish learning, the approximate optimal

value function can be acquired:

􏽢V(x) � ϕT
c (x) 􏽢Wc, (36)

where 􏽢Wc is the estimation of the ideal NN weight Wc. Let
the approximation error be 􏽥Wc � 􏽢Wc − Wc with
‖ 􏽥Wc‖≤ 􏽥Wcm.

Based on (31) and (36), the NN-based robust control
scheme should be designed by

_x � Ax + B􏽢u + 􏽢Ξ − Ξ

� Ax + Bu
∗
(x) + Bϕa(x) 􏽥Wa + 􏽢Ξ − Ξ,

(37)

where

_􏽢Ξ � β − x
T

− ∇􏽢V
T
(x)􏼒 􏼓

T

� β − x
T

− ∇V∗T(x) − 􏽥W
T

c ∇ϕc(x)􏼒 􏼓
T

.

(38)

□

Corollary 4. If the positive definite matrices Q and R are
selected appropriately, then the NN-based robust control
scheme can stabilize the system (37) as the NN weight ap-
proximation errors 􏽥Wa and 􏽥Wc go to zero.

Proof. Employing the Lyapunov function candidate (32)
yields

_V � x
T

Ax + B u
∗

+ ϕa(x) 􏽥Wa( 􏼁 − 􏽥Ξ( 􏼁 + ∇V∗T(x) Ax + B u
∗

+ ϕa(x) 􏽥Wa( 􏼁 − 􏽥Ξ( 􏼁

−
1
β
β − x

T
− ∇V∗T(x) − 􏽥W

T

c ∇ϕc(x)􏼒 􏼓􏽥Ξ

� x
T
Ax + x

T
Bu
∗

+ ∇V∗T(x) Ax + Bu
∗

( 􏼁 + x + ∇V∗(x)( 􏼁
T
Bϕa(x) 􏽥Wa + 􏽥W

T

c ∇ϕc(x)􏽥Ξ

≤ − λmin(Q) − Am −
1
2

􏼒 􏼓‖x‖
2

− λmin(R) −
1
2
B
2
m􏼒 􏼓 u
∗����
����
2

+ x + ∇V∗(x)( 􏼁
T

Bϕa(x) 􏽥Wa + 􏽥W
T

c ∇ϕc(x)􏽥Ξ.

(39)

From (39), in the limit as the NN weight approximation
errors go to zero, i.e., 􏽥Wa⟶ 0 and 􏽥Wc⟶ 0, one can
easily set the parameters Q and R to guarantee _V≤ 0. If the
NN approximation errors are not small enough or NNs fail

to approximate optimal values, the result may not be as-
ymptotically stable and the robust control scheme may be
invalid. )erefore, the design of ADP learning algorithm is
the key point. □
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6. Simulation Example

In this section, to verify the proposed robust control strategy,
two simulation examples of power systems are presented for
two different types of attacks, respectively.

6.1. Design against Actuator Attacks. In this case, the actu-
ator attack affecting the controller is considered in power
system. )e values of system parameters for this simulation
are given in Table 1. )en, we can obtain system matrices

A �

− 1 2 0
0 − 1 1

− 5 0 − 1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ and B �

0
0
1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦.

Let the initial system state values be
x(0) � [0.2; − 0.3; 0.4]. When we insert the actuator attacks
Λ � Γ(x) into the system, the states of power systems be-
come unstable, which is shown in Figure 2.

In this case, the parameters are selected as Q � 10I3 and
R � 0.2, respectively. One can attain the optimal control
u∗(x) via Matlab command CARE or other RL methods. By
using the robust controller (14), the system states under

actuator attacks can be stabilized within 6 seconds in Fig-
ure 2. )e 2D plot of state convergence trajectory is given in
Figure 3, which indicates the nice performance of our
control design.

6.2. Design against Constant Sensor Attacks. In this case, the
designed controller is proved by numerical simulation re-
sults that it can effectively resist the sensor attacks. )e
values of system parameters for this simulation are given in
Table 2.

)en, we can obtain system matrices A �

− 2 2 0
0 − 2 2

− 2 0 − 2

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

andB �

0
0
2

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦.)e controller parameters are selected asQ � 8I3

and R � 5. Let the initial system state values be

Table 1: Values of system parameters.

Parameters Tg Tt Tp ks kp

Values 1 1 1 0.2 2

654320 1
Time (s)
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Figure 2: System states under actuator attacks.
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Figure 3: 2D plot of Δψf and Δψt.

Table 2: Values of system parameters.

Parameters Tg Tt Tp ks kp

Values 0.5 0.5 0.5 1 1
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x(0) � [0.2; − 0.2; 0.4] and constant sensor attack be Ξ �

[0, 0, 0]
T 0s≤ t≤ 5s

[2, − 2, 1]
T 5s< t≤ 15s

[− 2, 2, − 1]
T 15s< t≤ 30s

⎧⎪⎨

⎪⎩
.

First, we present the simulation result without the attack
compensator in Figure 4, which implies the system states
affected by constant attacks converge to unexpected values.
)en, we employ the attack compensator-based robust
control scheme, and simulation results are obtained in
Figure 5, which shows the proposed scheme can quickly
stabilize the system after the attacks occur. Figure 6 displays
the dynamics of the attack compensator. Compared with the
given attack, the compensator can estimate the attack value
in a short time, which indicates the compensator can

successfully get rid of the impact caused by the constant
sensor attacks.

7. Conclusions

)is paper has integrated optimal control theory, RL, and
NNs to address the robust control issues of a benchmark
power system. )e optimal control theory for nominal
systems and state-of-the-art RL methods along with the NN
implementations have been reviewed. Multiple types of
attacks in power systems, such as actuator attacks, nonlinear
sensor attacks, and constant sensor attacks, are discussed.
)en, several robust control schemes have been designed for
different types of attacks, respectively. )e control param-
eters have been derived through the Lyapunov stability
theory. Furthermore, the stability analysis with the NN
approximation error, which is rarely discussed in the pre-
vious works, has been presented in this paper. Simulation
results have demonstrated the effectiveness of our proposed
schemes.
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At present, integrated energy systems have received extensive attention, but there is no basic framework for stability analysis of
coupled systems. +e injection of a large amount of renewable energy also has a great impact on the stability of the system. +is
paper focuses on how to analyze the static stability of the coupling system with uncertainty, which mainly considers the un-
certainty of wind power generation and photovoltaic power generation and also considers the influence of P2G technology on the
whole system. Firstly, this paper analyzes the principles of wind power generation and photovoltaic power generation and
constructs the probability model of renewable energy power generation power.+en, the three-point estimationmethod is used to
process the data, and the probability distribution of the unknown quantity is obtained by probabilistic power flow analysis. Finally,
the probability distribution of each eigenvalue is obtained by analyzing the sensitivity of the characteristic roots to the voltage.
+us, the static stability of the system is judged. +e applicability of proposed methodology is demonstrated by analyzing an
integrated IEEE 14-bus power system and a Belgian 20-node gas system in this paper.

1. Introduction

With the in-depth study of renewable energy [1, 2], wind
power generation and photovoltaic power generation are
connected to the grid in large numbers. But, the intermittent
and random nature of renewable energy will have a great
impact on the power grid.

+e peak period of renewable energy is probably the low
valley period of power grid load resulting in great waste.
Considering that the reaction is unlikely to be complete, P2G
technology will eventually produce a gas mixture of hydrogen
and methane [3–6]. At present, many studies show that
existing natural gas pipelines can be used to accept mixed
gases generated by P2G technology [7]. Moreover, the mixed
gas can be fed into the gas network to realize the bidirectional
conversion between gas and electricity, which increases the
coupling between the gas network and the power network. In
this way, cross-regional and large-scale interconnection be-
tween electricity and gas can be realized, and the advantages
of optimal energy allocation can also be realized [8, 9].

And, randomness is the uncertainty of exponential value.
+e generation power of renewable energy depends on the

amount of energy at that time, and the amount of renewable
energy is affected by many natural factors and is not con-
trollable, which brings uncertain data to the system. +is
makes it difficult to judge the state of the system. It is very
important whether the system can run stably [10, 11]. +e
common way to obtain the running state of the system is the
traditional power flow calculation, but the traditional power
flow can not deal with the uncertain data brought by re-
newable energy, so it is necessary to use the uncertain power
flow calculation to obtain the running state of the system.

At present, there are three methods for calculating
probabilistic power flow: fuzzy mathematics method
[12, 13], probabilistic power flow method [14], and interval
analysis power flow method. +e basic assumption of fuzzy
distribution power flow is that the power demand boundary
of the system bus is uncertain and obeys a certain probability
distribution. Its solution set is some set of uncertain
boundaries. +e basic assumption of probabilistic power
flow and interval power flow is that the power demand of the
system bus is uncertain in a given interval. Among them, the
basic mathematical theory of probabilistic power flow is
probability theory. It represents uncertain data as a
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probability distribution and calculates its mean and vari-
ance. +e uncertainty of known quantities is dealt by the
Monte Carlo simulation method, semi-invariant method,
point estimation method, and other data processing
methods. +en, the probability distribution of the unknown
quantity can be calculated by the power flow. It takes into
account the random factors in system operation and can
better represent the characteristics of power system oper-
ation than traditional power flow calculation, so as to fa-
cilitate us to find out the potential dangers and weak links of
system operation.

Many papers have studied the probabilistic power flow
calculation of wind power generation and photovoltaic power
generation. In [15], the definition of probabilistic power flow
calculation is proposed, and the most basic solution method is
given. In [16], using the knowledge of probability theory, the
probability distribution of the known quantity is analyzed, and
the probability distribution of the unsolved quantity is finally
obtained. +e Markov chain quasi-Monte Carlo sampling
method is adopted, and the correlation of power generation
efficiency of multiple wind farms is considered to obtain the
final probabilistic optimal power flow, in [17]. In consideration
of the incomplete acceptance of wind power generation, in [18],
a probabilistic power flow calculation method is propose based
on the principle of proportional distribution and Latin hy-
percube sampling, which ensures the calculation accuracy and
greatly improves the calculation speed.

+e state of the system is often obtained by power flow
calculation to judge the static stability of the system. Static
stability refers to the ability of a system to operate stably after
a small disturbance, which can be used to find the weak
points of the system. In order to ensure the safe and reliable
operation of the system, it is necessary to analyze the static
stability of the system [19–21]. +e randomness and in-
termittency of renewable energy will bring great fluctuation
to the system and affect the static stability of the system.
However, probabilistic power flow calculation is different
from traditional power flow calculation. +e result of un-
certain power flow calculation is the probability distribution
of system running state, not a set of fixed running values. So,
this causes some difficulties to the static stability analysis.

Not only the power grid has static stability but also the
gas network has static stability. Because the gas transported
in the gas network is flammable and explosive, the stability of
the gas network is also very important. But, P2G technology
will use extra power to electrolyze water to get combustible
gas and put the resulting mixture into the gas network. It will
lead to changes in gas characteristics specific gravity (SG)
and gross calorific value (GCV) and influence the operation
of the gas grid. If a more accurate stability analysis of the
integrated power-gas System is required, we should further
the model of the gas network with gas mixture and calculate
the power flow according to the newmodel.+ere are several
papers on integrated power-gas systems. Yang et al. [22]
modeled integrated power-gas systems, taking into account
the uncertainty of pipeline parameters. Considering the
different response time of gas network and power network,
the optimal operation strategy is studied by power flow
calculation, in [23].

To the best of authors’ knowledge, there is little con-
sideration that the stability of a system with uncertain data,
and no consideration that the uncertainty of renewable
energy and the consumption of renewable energy by P2G
technology’s together. Of course, there also is no consid-
eration that the static stability of integrated power-gas
systems static with wind power generation and photovoltaic
power generation. To solve these problems, the main con-
tributions of this paper can be concluded as follows:

(1) An probabilistic power flow calculation method
considering P2G technology is proposed. It not only
considers the impact of the uncertainty of renewable
energy on the system but also considers the impact of
the gas mixture produced by P2G on the gas net-
work. +is makes the static stability analysis of the
system more practical and more accurate.

(2) Based on probabilistic power flow calculation, the
probability distribution of the power system static
stability probability distribution of power system is
analyzed. Considering the influence of uncertain
data on power system, the confidence level of system
stability can be obtained by analyzing the probability
distribution of the unknown quantity. +e potential
dangers and weak links of power system operation
can also be judged through the data.

(3) Not only the stability of electric power network but
also the stability of gas network is considered. +e
uncertainty of renewable energy is analyzed, and its
influence on the stability of gas network is obtained.
In this way, it can effectively judge whether there is
pipe blocking phenomenon in the gas network, so as
to prevent accidents to some extent.

+is paper is described in detail as follows. Treatment of
uncertain data on wind and photovoltaic power generation
is described in Section 2. An uncertain power flow calcu-
lation method considering P2G technology is described in
Section 3. Static stability analysis based on uncertain power
flow calculation is described in Section 4. Finally, the case
studies are carried out on the integrated IEEE 14-bus power
system and a Belgian 20-node gas system in Section 5, and
conclusions are given in Section 6.

2. Data Processing

2.1. Wind Power Generation. +e height of the weather
station wind meter may not be the same as the height of the
fan wheel shaft, so it is necessary to convert the wind speed
measured by the wind meter into the wind speed at the fan
wheel shaft height when calculating the wind power gen-
erated. +e relationship between them can be expressed as

v � v0
h

h0
􏼠 􏼡

a

, (1)

where v is the wind speed at fan shaft height, h is the height
of fan shaft, v0 is the wind speed as measured by a wind
gauge, h0 is the height of the wind gauge, and a is the
roughness of the ground, which is usually 1/7 in the open
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space. Some studies have shown that the average hourly
wind speed in a year conforms to the Weibull distribution
[24], but the study, which looked at 24 hours a day, suggests
that turbulence, which varies in wind speed over short
periods of time, cannot be ignored [25]. +e intensity of
turbulence can be expressed as

I �
σv

μv

, (2)

where μv is the mean of wind speed and σv is the standard
deviation of the wind speed. Considering the influence of
turbulence on wind speed, wind speed distribution can be
expressed as a normal distribution. So, the wind speed
probability density can be expressed as

f(v) �
1

���
2π

√
σv

e
− v− μv( )

2/2σ2v . (3)

+e relationship between the output power of wind
power generation and wind speed can be expressed as

Pw �

0, v< vin,

v − vin

vN − vin
PN, vin ≤ v≤ vN,

PN, vN ≤ v≤ out,

0, v> vout,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

where PN is the rated power of wind turbines, vin, vN, and
vout are cut in wind speed, rated wind speed, and cut out
wind speed, respectively. +e mean and the standard de-
viation of the output of the wind power generation can be
expressed as

μpw � 􏽚
+∞

0
Pw(v)f(v)dv,

σpw �

�����������������������

􏽚
+∞

0
Pw(v) − μpw􏼐 􏼑

2
f(v)dv

􏽳

.

(5)

2.2. Photovoltaic Power Generation. Daily exposure hours
can be obtained from the data from weather stations. +e
total amount of daylight radiation throughout the day can be
expressed as

H � HL a + b
s

sL

􏼠 􏼡,

SL �
2
15

Ws,

HL � τH0,

(6)

where HL is the intensity of solar radiation entering the
Earth’s atmosphere, a and b are constant coefficients, SL is
day length, Ws is hour angle, H0 is the radiation angle of the
outer layer of the Earth’s atmosphere, and τ is the air

transparency coefficient. +e air transparency coefficient
generally fluctuates between 0.4 and 0.8. Its probability
density function can be expressed as

f(τ) � c
τmax − τ
τmax

e
λτ

, (7)

where τmax is the maximum air transparency coefficient and
c and λ are determined by the maximum air transparency
coefficient and the mean value of air transparency coeffi-
cient. +ey can be represented as

c �
λ2τmax

e
λτmax − λτmax − 1

,

λ �
2r − 17.5119e

− 1.3118r
− 1062e

− 5.0426r

τmax
,

r �
τmax

τmax − μτ
,

(8)

where μτ is the mean of the air transparency coefficient.
+erefore, if the total daily radiation amount is known, the
probability density function of a day’s light intensity can be
expressed as

R(t) �
1

���
2π

√
σR

e
− t− μR( )

2/2σ2
R( 􏼁

. (9)

Most of the existing studies use peak watt power to
calculate the photovoltaic power generation. +e daily ex-
posure hours can be converted to peak watt hours and
expressed as

D(t) � 0.0116H(t), (10)

where D (t) is watts peak hours and 0.0116 is the conversion
factor and in h·cm2/cal. +erefore, the output power of the
photovoltaic power can be expressed as

PR(t) � Pfη D(t), (11)

where Pf and η are the peak watt power and efficiency of the
photovoltaic power generation respectively.

2.3. /ree-Point Estimation Method. +e three-point esti-
mation method is the Taylor series expansion of the function
Y� h (X) associated with the n-dimensional random variable X.
+e probability density of Y is obtained by estimating Y at three
points using the higher order moments of X. +e taking po-
sitions and probabilities of these three points can be expressed as

Xi � μx + ξi · σx( 􏼁, i � 1, 2, 3,

Pi �
(−1)

3− i

ξi ξ1 − ξ2( 􏼁
, i � 1, 2,

P3 � 1 − P1 − P2,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

where μx and σx are the mean value and variance of x
variable, respectively, Pi is the probability of taking the ith
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point position, and ξi is the measurement coefficient of the
position of the ith point; it can be represented as

ξi �
α3
2

+(−1)
3− i

�������

α4 −
3α23
4

􏽳

, i � 1, 2,

ξ3 � 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(13)

where αi can be expressed as

αi �
Mi(X)

σi
x

,

Mi(X) � 􏽚
+∞

−∞
X − μi

x􏼐 􏼑f(x)dx,

(14)

where Mi(X) is the center distance and f (x) is the
probability density function. Because the three-point
estimation method is used, the center distance and lambda
coefficient are only required up to the fourth order. So, we
know that α1 � 0 and α2 � 1 from the above formula. After
determining the position of the point, the value of the
unknown quantity at each point can be obtained by the
function Y � h (X). According to the probability of each
point, the estimated values of the center distances of Y can
be expressed as

E Y
j

􏼐 􏼑 ≈ 􏽘
3

i�1
Pi · [h(X)]

i
. (15)

So, the standard deviation of Y can be expressed as

σY �

�������������

E Y
2

􏼐 􏼑 − E
2
(Y)

􏽱

. (16)

+e uncertain data in the system are processed by the
three-point estimation method, and the three pick-point
positions of each uncertain node can be obtained. +en,
substituting these three points into the power flow calcu-
lation, respectively, can obtain the estimated value of each
point. Because one of the three pick points for each un-
certain data is the mean, so if the number of the uncertain
nodes in the system is N, the number of power flow cal-
culations will be 2N−1.

3. Probabilistic Power Flow Calculation

3.1.ElectricNetwork. In the electric network, in addition to
the line parameter resistance and reactance, each node
also corresponds to four variables, which are active power,
reactive power, voltage amplitude, and voltage phase
angle. According to Kirchhoff’s law, the iterative equation
of power flow calculation in electric network can be
written as

ΛPi � P
sp
i − Pi � P

sp
i − Vi 􏽘

j∈i
Vj Gij cos θij + Bij sin θij􏼐 􏼑,

ΛQi � Q
sp
i − Qi � Q

sp
i − Vi 􏽘

j∈i
Vj Gij cos θij + Bij sin θij􏼐 􏼑,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(17)

where G is the electric conductance, B is the electric in-
ductance, P is the active power, Q is the reactive power, V is
the voltage amplitude, and θ is the voltage phase angle.

3.2. Gas Network. In the gas network, in addition to the line
parameters, pipe length, pipe diameter, and friction coef-
ficient, each node also corresponds to two variables, namely,
air pressure and gas flow rate. +e pressure drop function
due to line parameters can be written as

f
GL
ij � C

GL
ij sign πi, πj􏼐 􏼑 sign πi, πj􏼐 􏼑 · π2i − π2

j􏼐 􏼑􏼐 􏼑
0.5

, (18)

where CGL
ij is the pipeline coefficient, f is the gas-flow rate, π

is the gas pressure, and sign(πi, πj) is the sign function.
According to Kirchhoff’s law, considering element

characteristics and network topology constraints, the flow
deviation equation of gas network nodes can be written as

Δfi � f
GD
i + f

GG
i + f

CHP
i + f

GB
i + f

GS
i + 􏽘

NGN

j�1
f
GL
ij + 􏽘

NGN

j�1
τGCij ,

(19)

where fGD
i is the gas flow from gas grid load consumption,

fGG
i is the gas flow from gas generator, fCHP

i is the gas flow
from gas turbines, fGB

i is the gas flow from gas fired boiler,
fGS

i is the gas flow from gas source, fGL
ij is the pipeline flow,

and τGCij is the flow rate consumed by gas compressors.

3.3. P2G. Because the gas mixture makes the SG and GCV
in different positions of the gas network different, there is
not only one variable of pressure at each gas node; but two
variables of SG and GCV need to be increased. +erefore,
the known quantities of relaxation nodes in the gas
network are pressure, SG, and GCV, and the unknown
quantities are gas flow rate, the known quantities of the
load nodes in the gas network are the energy require-
ments, and the unknown quantities are the pressure, SG,
and GCV. +ere will also be nonmixed air source and
mixed air source in the gas network. +e known quan-
tities of nonmixed air sources are gas flow rate, SG, and
GCV, and the unknown quantities are pressure. +e
known quantities of the mixed air source are the gas flow
rate, and the unknown quantities are the pressure, SG,
and GCV.
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According to the knowledge of fluid mechanics, SG
and GCV of each node of gas network can also be obtained
by iteration. +is paper mainly considers the influence of

the gas mixture of natural gas, hydrogen, and methane
generated by P2G on the gas network. So, SG and GCV
can be expressed as

ΔSGi � SGi f
N
i + f

H
i + f

M
i + 􏽘

N0

j�1
sg fji􏼐 􏼑 · fji

⎛⎝ ⎞⎠

− f
N
i SGN + f

H
i SGH + f

M
i SGM + 􏽘

N0

j�1
sg fji􏼐 􏼑 · fjiGCVj􏼐 􏼑⎛⎝ ⎞⎠ � 0, ∀i � 1, 2, . . . , NG − 1 − Nnon−mixed( 􏼁,

ΔGCVi � GCVi f
N
i + f

H
i + f

M
i + 􏽘

N0

j�1
sg fji􏼐 􏼑 · fji

⎛⎝ ⎞⎠

− f
H
i GCVN + f

H
i GCVH + f

M
i GCVM + 􏽘

N0

j�1
sg fji􏼐 􏼑 · fjiGCVj􏼐 􏼑⎛⎝ ⎞⎠ � 0, ∀i � 1, 2, . . . , NG − 1 − Nnon−mixed( 􏼁,

(20)

where SG and GCV, whose subscripts are i and j, represents
the value of the variable at node i and node j, respectively,
and sg(fji) is a sign function of gas flow where sg(fji) � 1 if
sg(fji)≥ 0 and 0 otherwise. fN

i , fH
i , and fM

i represent the
gas flow of natural gas, hydrogen, and methane at node i,
respectively. For more information, please refer to [3].

+erefore, the Jacobian matrix of power flow calculation
for the gas mixture system can be expressed as

J �

zΔ P

zP

zΔ P

zθ
zΔ P

zV

zΔ P

zπ
zΔ P

zSG
0

0
zΔ P

zθ
zΔ P

zV
0 0 0

zΔ f

zP
0 0

zΔ f

zπ
zΔ f

zSG
zΔ f

zGCV

zΔSG
zP

0 0
zΔSG

zπ
zΔSG
zSG

0

zΔGCV
zP

0 0
zΔGCV

zπ
0

zΔGCV
zGCV

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(21)

4. Static Stability Analysis

4.1. Confidence Interval and Confidence Level. A confidence
interval of a probability sample is an interval estimate of a
population parameter of this sample.+e confidence interval
shows the degree to which the true value of this parameter
has a certain probability of falling around the measurement
result. +e confidence interval gives the confidence of the
measured value of the measured parameter, that is, the
“certain probability”. +is probability is called the confi-
dence level.

For any system, there is no unique state in which it can
reliably operate. Instead, there will be a range within which
the system can operate stably. +e static stability analysis is
to judge whether the running state of the system at that time
is within this stable range. And, the uncertainty of data will
cause the fluctuation of system running state, so it is im-
possible to directly judge whether the running state of the
system can be in a stable range. In this case, whether the
running state of the system is within this range becomes a
probabilistic problem. To analyze the static stability of such
uncertain system is to analyze the probability that its run-
ning state is within the stable range. +ese are confidence
intervals and confidence levels in probabilistic knowledge.
+e confidence interval we choose is the range that the
system can operate stably. +e confidence level of system
stability is the probability that the system operating state is
within this confidence interval.

4.2. Electric Grid Stability Judgment. Existing studies have
shown that the static stability of the power system can be
judged by calculating the eigenvalue of the Jacobian
matrix of power flow [26]. In this paper, the probability
distribution of the characteristic roots of the system can
be obtained by analyzing the results of the probabilistic
power flow. +en, the confidence level of the stability of
the whole system can be obtained by the stability cri-
terion. First, the characteristic roots of the Jacobian
matrix calculated by each power flow are obtained, and
then the mean value of each eigenvalue is obtained
according to the probability of taking points. It can be
represented as

λk ≈ 􏽘
3

i�1
Pi · λ(x). (22)

And, the covariance matrix of the characteristic roots
can be expressed as
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Cλ � JλCvJ
T
λ , (23)

where Cλ is the covariance matrix of the characteristic roots,
Jλ is the Jacobianmatrix between the characteristic roots and
the voltage, and Cv is the covariance matrix of voltage. +ey
can be represented as

λ1
⋮

λn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Jλ

V1

⋮

Vn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦Cvab � cov Va, Vb( 􏼁, a, b � 1, 2, . . . , n,

Cvab � cov Va, Vb( 􏼁, a, b � 1, 2 . . . , n.

(24)

+e probability distribution of each node voltage can be
obtained by the above formula, so as to determine howmuch
probability the whole power network can run stably.

4.3. Gas Grid Stability Judgment. +e gas transmission
pressure of natural gas will affect the operating pressure of the
pipeline itself. Appropriate operating pressure is an important
guarantee to ensure the stable work and safety of the pipeline.
When the gas transmission pressure of natural gas is too large
or greater than the normal gas transmission pressure, the gas
transmission pressure will have a great impact on the pipeline,
increase the flow rate of the fluid, and may directly lead to the
fall off or rupture of the pipeline interface. If the gas trans-
mission pressure of the pipeline is too small and the pressure is
not enough to reach the normal operating pressure, then the
gas transmission pressure cannot make the pipeline carry out
normal pipeline transportation.

+erefore, in the transportation of the gas network, the
pressure value of each node of the gas network has the
greatest influence on the safety. +e influence of the
fluctuation brought by renewable energy on the stability
of the gas network can be judged by judging the proba-
bility distribution of pressure of each node in the gas
network:

Ep ≈ 􏽘
3

i�1
Pi · pk,

σp �

������������

E p
2

􏼐 􏼑 − E
2
(p)

􏽱

,

(25)

where Ep and σp are the mean value and variance of
pressure.

5. Numerical Simulations

In this paper, the feasibility of this method is verified by an
integrated IEEE 14-bus power system and a Belgian 20-node
system, which is shown in Figure 1. For the IEEE 14-bus
power system, it has two GfG units (GfG1 at E1 and GfG2 at
E2), one wind turbine at E3 and one photovoltaic generator
at E6 in this paper. For the Belgian 20-node gas system [27],
the gas well at G1 provides traditional natural gas and serves
as a slack node with the reference pressure of 56 bar. +e gas
well at G5 and G8 provides synthetic natural gas and its SG

and GCV are known. And, the gas well at G2, G13, and G14
provides the mixture of synthetic natural gas and hydrogen
whose SG and GCV are unknown. It is assumed that there is
no gas leakage and the gases are completely mixed without
chemical reaction. +e pipeline parameters and gas load
demands are given in [28]. +e SG and GCV of different gas
supply source are shown in Table 1.

5.1. Renewable Energy Power Probability Density. +e data
used in this paper are from a group of wind power gen-
eration with 30 wind turbines. +e rated power of each wind
turbines is 2.5MW.+e cut in wind speed, rated wind speed,
and cut out wind speed are, respectively, 13m/s, 7.3m/s, and
13m/s. +e mean value of wind speed data is 5m/s, and the
standard deviation is 8m/s. +us, the probability density
function of the output power of the wind generator can be
obtained, which is shown in Figure 2.

In this paper, the photovoltaic generator is located at
104.4°E and 30.4°N. +e loss coefficient is 0.85. +e average
temperature during the day is 24°C. It is also possible to plot
the probability density of the output power of the photo-
voltaic generator, which is shown in Figure 3.

5.2. Static Stability Analysis of Electric System. Using the
three-point estimation method to process the data, we can
obtain the three-point location and probability of wind
power generation and photovoltaic power generation. And
then, plugging those points into the power flow equation
can get five sets of results. Finally, the probability distri-
bution of eigenvalues calculated by each power flow can be
analyzed. Because the whole power system has 14 nodes,
including one slack node, four PV nodes, and nine PQ
nodes, there are 22 power flow equations in the power
system, namely, 22 characteristic roots. +ere are nine pairs
of conjugate characteristic roots, the 1st and 2nd, the 4th
and 5th, the 7th and 8th, the 10th and 11th, the 12th and
13th, the 14th and 15th, the 16th and 17th, the 19th and
20th, and the 21st and 22nd. Since the static stability of the
system depends on the real part of each characteristic root,
the effect of a pair of conjugate characteristic roots on the
stability of the system is the same. +e probability distri-
bution of the characteristic root real part can be obtained by
analyzing the five groups of characteristic root values,
which is shown in Figure 4. According to the curve in the
figure, it can be found that each characteristic root has a
high probability of falling on the negative axis, so the power
system has a good stability.

5.3. Static Stability Analysis of Gas System. +e impact of
renewable energy uncertainty on SG and GCV of each node
can be analyzed through the data obtained from the above
power flow calculation. Finally, the mean values of SG and
GCV at each node is shown in Table 2. +e fluctuation trend
of SG of node 14 affected by uncertain information is shown
in Figure 5, and the fluctuation trend of GCV is in Figure 6.

By analyzing the pressure value of each node in the gas
network, the probability distribution can be obtained, which
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is shown in Figure 7. It can be seen that the pressure of each
node fluctuates in a certain range. +e higher the ordinate,
the greater the possibility that the pressure of the node falls
there, the more stable the node is. It is obvious that the
pressure of Node 3 is the most stable, and Figure 8 is the
curve of Node 3.

Figure 9 compares Node 3, Node 19, and Node 20. It can
be clearly seen that compared with Node 3, node 19, and
Node 20 have great pressure changes. It can be seen that the
stability of node 19 and node 20 is very poor, which is the
weak link of the system.+is shows that the nodes at the end
of the network are very fragile. When we pay attention to the
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Figure 1: Integrated IEEE 14-bus system and Belgian 20-node gas system.

Table 1: SG and GCV of gas sources.

Natural gas Synthetic natural gas Hydrogen
SG 0.6048 0.58 0.0696
GCV 41.04 37.4 12.75
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Figure 2: Probability density function of wind photovoltaic power generation.
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Table 2: SG and GCV at different nodes.

Node SG GCV Node SG GCV
1 0.6048 41.04 11 0.58 37.4
2 0.5972 39.9413 12 0.58 37.4
3 0.5972 39.9413 13 0.58 37.398
4 0.5972 39.9413 14 0.5883 38.6338
5 0.58 37.4 15 0.5883 38.6338
6 0.5861 38.2952 16 0.5883 38.6338
7 0.5972 39.9413 17 0.58 37.4
8 0.58 37.4 18 0.58 37.4
9 0.58 37.4 19 0.58 37.4
10 0.58 37.4 20 0.58 37.4
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Figure 3: Probability density function of photovoltaic power generation.
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stability of the whole gas network, we should pay attention to
the stability of the terminal nodes.

6. Conclusion

+is paper constructed a coupling network model considering
renewable energy generation and P2G technology and did a
static stability analysis of this model. +is model takes into
account the influence of renewable power generation uncer-
tainty on the system. It also takes into account the impact of
P2G technology on the gas characteristics specific gravity and
gross calorific value of the whole network. In this paper, the
static stability of this model is analyzed by probabilistic power
flow calculation and characteristic root sensitivity method.+e
influence of data uncertainty on the stability of power network
and gas network is analyzed, respectively. +e confidence level
of the system can be obtained by determining the confidence
interval of power network and gas network.+us, the potential
danger and weak link of the system can be further judged. +e
feasibility of this method is verified by simulation based on
actual data.+e effects of the randomness and intermittency of
renewable energy on the stability of the system are visually
demonstrated.

Data Availability

+e data used to support the findings of this study are in-
cluded within the article.
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Transportation cyber-physical systems are constrained by spatiality and real-time because of their high level of heterogeneity.
+erefore, applications like traffic control generally manage moving objects in a single-machine multithreaded manner, whereas
suffering from frequent locking operations. To address this problem and improve the throughput of moving object databases, we
propose a GPU-accelerated indexing method, based on a grid data structure, combined with quad-trees. We count object
movements and decide whether a particular node should be split or be merged on the GPU. In this case, bottlenecked nodes can be
translated to quad-tree without interfering with the CPU. Hence, waiting time of other threads caused by locking operations raised
by object data updating can be reduced. +e method is simple while more adaptive to scenarios where the distribution of moving
objects is skewed. It also avoids shortcomings of existing methods with performance bottleneck on the hot area or spending plenty
of calculation resources on structure balancing. Experiments suggest that our method shows higher throughput and lower
response time than the existing indexing methods. +e advantage is even more significant under the skewed distribution of
moving objects.

1. Introduction

In modern economic infrastructure, a very important part is
the transportation network. It connects cities, manufacturers,
retailers, and nations by moving large volumes of freight and
passengers through a complex network [1] (highway, rail-
ways, and so on). For better utilizing this network, the
transportation system generally consists of the physical and
cyber system (i.e., transportation cyber-physical systems,
TCPSs) to provide innovative services. However, TCPS with
mobile devices presents additional complexity because of the
uncertainty of the object (vehicles and mobile devices).
Many important applications such as traffic control and
autonomous driving relay on the moving object satabase
(MOD) [2], whose main goal is to provide users with a
certain range of query results of mobile objects under the
premise of meeting certain time accuracy and spatial ac-
curacy. For example, in taxi applications, mobile users and
taxis are mobile objects, and recommending a taxi within a

certain distance for users is a typical mobile object query
operation [3].

TCPS, in general, demonstrates a high level of het-
erogeneity, including sensor nodes, mobile devices, high-
end workstations, and servers. +e different components
of TCPS probably have a nonuniform granularity of time
and spatiality, TCPS is constrained by spatiality and real-
time [4], and traditional single-threaded spatial data
management methods are difficult to meet practical ap-
plication requirements in terms of efficiency for massive
mobile object data. Although considerable data process-
ing platforms such as Hadoop and Spark have the ad-
vantage in dealing with massive data, their platform
structures are mostly distributed and thus required for
mutual communication between nodes. +e time cost of
these platforms cannot meet the real-time requirements of
mobile spatial data management. +erefore, mobile object
management is currently implemented in a single-ma-
chine multithreaded manner.
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+e facets of TCPS mentioned above require MOD to
process large amounts of updates and queries in real-time,
and thus spatial indexes are generally used to enhance its
performance. +ere are currently two major categories of
mobile object indexing structures: tree-based index and
grid-based index. In the beginning, most of the indexes
resided in disks since the index itself can be too large to fit in
memory. +us, tree-based indexes [5–7] are more popular
structures because of sophisticated improvements that re-
duce disk I/O. Recently, the rapid development of computer
hardware has made low-cost and high-capacity main
memory capable of processing millions of moving objects. In
fact, due to the high frequency of object position changes,
the in-memory data structure for storing moving objects is
much better than the on-disk one to improve IO efficiency
[8]. +erefore, many works have been done to extend tree-
based indexes to in-memory variants, such as [9–11].
However, the tree-based index update operation is specially
constructed to reduce disk I/O, thus complicated and time-
consuming.

On the other hand, compared with the tree-based index
covering the space with its leaf nodes, the grid-based index
divides space into uniform grids of uniform size. In the in-
memory environment, these simple uniform grids are easy
to update and maintain and thus more efficient than its tree-
based competitor. Šidlauskas et al. [9] proposed u-Grid, an
update efficient grid-based structure where a secondary
index is employed to support the bottom-up updates. Xu
et al. [12] proposed D-grid that takes advantage of the ve-
locity information for further improving query perfor-
mance. +ey also proposed the lazy deletion and garbage
cleaning mechanism for accelerated update processing.
Šidlauskas et al. [13] proposed PGrid, a parallel main
memory indexing technique that supports heavy location-
related query and updates operation by exploiting the
parallelism of modern processors.

+e grid-based index structure indeed is simple and easy
to implement, but it is not suitable for uneven distribution,
which is widespread in real-world applications [14]. For
example, in the traffic monitoring applications, downtown
compared with suburban (or in morning and evening peaks
compared with other periods), the load on mobile objects’
space and time is uneven. Although the tree-based index can
make every leaf node contain approximately the same number
of moving objects, the experimental results show that its
performance is not as good as grid-based indexing [9].

In fact, the performance bottleneck of single-machine
multithreaded mobile object management in main memory
is no longer the I/O operation but the delay caused by the
coordination among multiple threads, the most crucial in-
fluence of which is thread’s locking operation on data
structure on other threads. Reducing locking operations on
other threads is the research direction of mobile object
management. We observe that the objects need to be locked
only when entering and leaving the leaf nodes. +us, the
division of leaf nodes in the tree index should not be de-
termined by the total number of moving objects but the
number of objects entering and leaving the leaf nodes in a
unit time. However, counting the incoming and outgoing

objects involves atomic operations, which will frequently
lock the counters.We also need to decide whether to split the
leaf nodes or merge the adjacent leaf nodes according to the
changing count results that require continuous calculations,
which will seriously affect the efficiency of object data up-
date. +erefore, the existing research does not adopt the
index method of dividing the leaf nodes by the entry and exit
object counts [15].

+erefore, this paper proposes an adaptive parallel GPU-
accelerated transportation moving object indexing method,
which uses a grid-integrated quad-tree structure and in
which GPU process counts the number of incoming and
outgoing objects of leaf nodes and whether the leaf nodes
need to be split or merged. +is method only occupies a
small amount of CPU computing resources and achieves the
goal of continuously optimizing the index structure without
affecting data update and query efficiency. +e experimental
results show that the performance of this index method is
better than that of the best existing method for moving
object updating.

2. Index Structure

2.1. Problem Definition. Given space plane S, moving object
set Ο � o1, . . . , on􏼈 􏼉, any of them oi � oid

i , ox
i , o

y
i , ot

i􏼈 􏼉, oidi is
the unique identifier of oi, (ox

i , o
y
i ) is its location, and ot

i is the
last update time. Query operation set Q � q1, . . . , qe􏼈 􏼉, in
which any query request qj � xmin, ymin, xmax, ymax, tq􏽮 􏽯.
+e first four items define a rectangular query box and tq is
the time when the query started. +e purpose of moving the
object database is to return the mobile object located in the
query box to the user when the query qj arrives in Q.

+is query method is called Range Query. Since other
types of queries such as kNN queries can be converted into a
series of range queries, this article only needs to discuss the
support of the index structure for such queries.

2.1.1. Index Structure Design. +e main task of moving the
object database is to constantly update the position of the
moving object and return the result according to the query
requirement. +erefore, the mobile object index structure
needs to meet the two basic conditions:

(1) Find object by object identification oidi

(2) Find and update moving objects based on object
position (ox

i , o
y

i )

An auxiliary index based on the hash table can be used to
support condition (1).

Definition 1. Auxiliary index: all spatial objectsusing hash
table H according to oidi d save key-value pairs like (oidi
p_bkt, idx) in H. p_bkt is the location of the memory space
of the bucket in which oi is located in the hybrid index (see
Definition 2). idx represents its relative position in the
bucket.

Figure 1 shows an example of an auxiliary index. +e
nature of the hash table shows that using an auxiliary index
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can find the memory location of oi in memory in a constant
time based on oidi .

Both grid-based and tree-based indexes have advantages
and disadvantages in satisfying condition (2).+e grid-based
indexing method directly calculates the grid to which oi

belongs according to (ox
i , o

y

i ). However, when the moving
object space is not uniformly distributed, the number of
moving objects is excessive in the grid of hotspot region, and
updating the location information of the object will cause the
grid in the hotspot region to be locked frequently, which
reduces the parallel performance of the hotspot region grid.

Tree-based indexing reduces the congestion of objects in
hotspots. However, searching oi within (ox

i , o
y
i ) requires

multiple queries from tree root nodes to a series of inter-
mediate nodes up to leaf nodes, which is inefficient. +e
more significant effect on overall efficiency is that tree-like
indexes need constantly adjusting the structure to fit the
distribution of moving objects. Computation of whether leaf
nodes needs to be adjusted, and adjust operations themselves
will consume a large number of computing resources.

+is paper proposes a hybrid indexing method com-
bining grid and quad-tree to avoid the disadvantages of the
above two methods.

Definition 2. Hybrid index Ρ divides the space plane S into
Gnum � 2ρ × 2ρ grids, each of which can be converted be-
tween grid nodes and quad-trees depending on the
conditions.

Hybrid index balances the load of each cell by trans-
forming the grid of the hotspot region into a quad-tree [16].
ρ is the gridding parameter, using the selection condition
given by the document [17]:

ρ �
1
2

logN − logCL􏼂 􏼃, (1)

where N represents the total number of moving objects in
space and CL represents the capacity of the leaf node.

During execution, the number of moving objects in each
grid is dynamically determined, and the grid that satisfies the
split requirement is converted into a quad-tree, and the
quad-tree that meets the merge requirement is converted
back to the grid. Within each quad-tree, its leaf nodes are
also split or merged according to conditions.

Figure 2 shows an example of a hybrid index where the
uppermost layer in the right half is a plane S that is divided
into Gnum � 2ρ × 2ρ grids, where the black grid represents
the hot grid that is converted to a quad-tree, and the lower

layers represent the corresponding spatial regions of the
quad-tree nodes at various levels, where the black nodes
represent further subdivided regions. +e left part of the
figure shows one of the zoomed-in quad-trees.+e top of the
figure shows the quad-tree division to the grid. After con-
verting to a quad-tree, the region is divided more finely.

Each grid node ci contains only one pbucket pointer to a
bucket listLi. +is list contains a series of buckets that hold
a fixed number of all moving objects belonging to the node.
Each quad-tree node ξi is represented as ξi � pbucket, pc1,􏼈

pc2, pc3, pc4}, where pc1, pc2, pc3, andpc4 are pointers to a
child node in the four quadrants with the current node as a
parent.

2.1.2. Node Split Conditions. Since the splitting and merging
operations on the grid are essentially the same as those on
the quad-tree leaf nodes, we use the term nodes for both
conditions.

When an object moves inside a node c, we only need to
lock the object itself for updating its position without locking
the node. When the moving object enters and exits the node
c, the information of this object must be appended or de-
leted in a bucket corresponding to c and c must be locked
simultaneously to prevent data collisions caused by different
threads concurrently updating the c. +erefore, the update
operation of all other threads to node c needs to be sus-
pended. +e greater the number nc of moving objects into
and out of c per unit of time, the more threads waiting at the
same time. +e total time required for the update operation
φc is the sum of the actual execution time of the operation
ncτ (where τ is the execution time of each update operation)
and the waiting time ψc. +erefore, there is a positive
correlation between total update operation time and the
number of moving objects in and out of the nodes.

By splitting the nodes, we can reduce the number of
simultaneous waiting threads within the node. However,
after splitting a node c into nodes, the movement of objects
within a node c may become a movement among multiply
nodes, increasing the total number of moving objects in and
out of the nodes, i.e.,

nc ≤ nc1 + nc2 + nc3 + nc4. (2)

p_bkt idx

16 0x0F032010 5 3 0x0F684A80 6

518 0x0F3D9832 31

···

65535 0x0F1B25C0 12 ···213 0x0F80AD20 19

oiid

Figure 1: An example of the auxiliary index.

···

2ρ 2 ρ

Figure 2: An example of the hybrid index.
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+erefore, to reduce φ, it requires a moderate split of the
node, only when

φc >φc1 + φc2 + φc3 + φc4 . (3)

Splitting the nodes helps to improve update perfor-
mance. Conversely, when the four split nodes c1, c2, c3,

and c4 satisfy the condition φc1 + φc2 + φc3 + φc4 >φc, they
need to be merged into one node.

+is section will quantify the relationship between φ and
n. We will first discuss the effect of each additional update
on the total waiting time for moving objects.

Lemma 1. Set the execution time of the update operation
required for each node to enter and exit as τ and the number
of moving objects in or out of the node per unit time as nc

(nc > 1). Mark the expected value of the total waiting time
required for updating nc moving objects entry and exit in-
formation as ψ(nc), and then update the expected value
ψ(nc + 1) of the waiting time for nc + 1 moving objects as
follows:

ψ nc + 1( 􏼁 � ψ nc( 􏼁 +
3
2
ncτ

2
+ 4 nc − 1( 􏼁τ3. (4)

Proof. Assume that node c has nc objects into and out of the
node within a unit time. +en, the nc + 1 th object cannot
move in or out of its cell until the previous nc + 1th objects
finish updating, which is denoted by the following:

ψ nc + 1( 􏼁 � ψ nc( 􏼁 + ϕ nc( 􏼁. nc ≥ 1( 􏼁, (5)

where ϕ(nc) is the correlation function between waiting time
and the number of moving objects. +ere are two types of
update waiting time among the nc objects. +e overlapping
update waiting time means that an object’s update start time
point appears within the period when another object is
performing an update operation, whereas the nonoverlap-
ping update waiting time means that the update start time
point of an object occurs before the update start point of
another object. +e interval between two update start time
points is greater than τ. +is ensures that two objects are
updated without waiting for each other. +e significance of
the correlation function ϕ(nc) is the relationship between
overlapping and nonoverlapping of object updates.

When the update waiting time of nc objects is not
overlapping, we mark the probability that the n + 1 object
falls within the object execution period as p1′, and p’′

1 is the
probability that n + 1 object falls before the time τ before an
object updates time in time.

If p1′ � nc, the waiting time at this time is the integral of τ
on [0, τ], i.e.,

w1′ � 􏽚
τ

0
τdτ. (6)

If p1″ � nc × τ, the waiting time at this time is the integral
of the constant 1 on [0, τ], i.e.,

w1″ � 􏽚
τ

0
1dτ. (7)

Finally, the waiting time between nc objects can be
expressed as w1 � p1′ × w1′ + p1″ × w1″.

When the update waiting time is overlapping among nc

objects, the overlapping time will need to be postponed. +e
waiting time for the overlapping part is set as w2, and the
execution time of the object is τ. Each object can be over-
lapped for a period of time τ, so the period that can be
overlapped is ot � 2τ.

+e postponed period is denoted as w2′, the integral of
the overlapped period ot on [0, τ]:

w2′ � 􏽚
τ

0
2τ dτ. (8)

+ere are only overlapping periods among nc objects,
and the postponed period among nc overlapping objects is

w2′ � nc − 1( 􏼁 􏽚
τ

0
2τdτ. (9)

+e concept of overlap between two objects shows that
each time the object can be overlapped is denoted as ot � 2τ.
+e overlapping probability between two objects is

p2′ � 2 × ot � 4τ. (10)

+e overlapping waiting time w2 between nc objects can
be expressed as

w2 � p2′ × w2′,

ϕ nc( 􏼁 � w1 + w2.
(11)

Substituting the above formula into it, we get

ϕ nc( 􏼁 � p1′ × w1′ + p1″ × w1″ + p2′ × w2′

� nc 􏽚
τ

0
τdτ + ncτ 􏽚

τ

0
1dτ + 4τ nc − 1( 􏼁 􏽚

τ

0
2τdτ

�
3
2
ncτ

2
+ 4 nc − 1( 􏼁τ3.

(12)

Finally, ψ(nc + 1) � ψ(nc) + (3/2)ncτ2 + 4(nc − 1)τ3.
+e closed form of the waiting time ψ(n) can be derived

from Lemma 1. □

Lemma 2. Set the number of moving objects into and out of a
node per unit time as n and the update execution time of each
object as τ. 8en, the total waiting time ψ(n) for n update
operations is as follows:

ψ(n) �
3
4

n(n − 1)τ2 + 2(n − 1)(n − 2)τ3 . (13)

Proof. According to Lemma 1, the update waiting time of a
moving object is related to the number of moving objects
and the update time point of the object. Formula (4) can be
recursively expanded as
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ψ(n) �
3
2

(n − 1)τ2 + 4(n − 2)τ3 + ψ(n − 1),

ψ(n − 1) �
3
2

(n − 1)τ2 + 4(n − 3)τ3 + ψ(n − 2),

ψ(2) �
3
2
τ2 + ψ(1),

ψ(1) � 0.

(14)

Substituting ψ(1), . . . ,ψ(n) into the formula, we get

ψ(n) � 􏽘
n−1

n�2

3
2

nτ2 + 􏽘
n

n�2
4(n − 2) × τ3. (15)

So, Lemma 2 was proved.
Lemma 2 describes the relationship between the object

update waiting time and the number of object updates, and
the total update time φ is the sum of the update waiting time
ψ and the actual execution time nτ. □

Theorem 1. Set the number of moving objects to and from the
node per unit time as n.8e update execution time of each object
is τ.8en, the total update time φ(n) including node waiting for
other thread per unit of time can be expressed as follows:

φ(n) � nτ +
3
4

(n − 1)τ2 + 2(n − 1)(n − 2)τ3 . (16)

Proof. Substitute (5) into φ(n) � nτ + ψ(n). +en, +eorem
1 can be proved. □

3. Data Structures and Algorithms

+is section uses the C++-like pseudocode to describe our
index structure. +e index structure is divided into two
parts: the auxiliary index and the hybrid index, in which the
auxiliary index H adopts a hash table; i.e., the form is

unorderedmap〈int, pair〈Bucket∗ , int〉〉. (17)

We use this structure to store (oi d
i , p bkt, i dx) key-

value pairs. +e hybrid index takes the form of a 2-D array
combined with a quad-tree. Next, we will focus on the hybrid
index data structure and its associated algorithms.

+e hybrid index data structure includes grid index and
QuadTree index, which balances the update load of each cell
according to the conditions given by +eorem 1. It merges
cells containing a small number of objects to reduce the cost
of querying quad-trees. It also split cells that contain larger
numbers of objects to reduce update waiting time.

From Section 2.1.2, we know that continuously comparing
the relationship between the total execution time φc of the node
c and the total execution time of its four child nodes φc1 +

φc2 + φc3 + φc4 is crucial to decidingwhether to split ormerge a
node. Since these comparison operations consume massive
computing resources, the indexing method performs these
operations on the GPU. Although counting moving objects in
or out of nodes does not require much calculation, each time
increased, the counter needs to be locked, which seriously
impacts the overall parallel performance. +erefore, the
counting operation needs to be performed on the GPU.

+is chapter introduces the indexing algorithm from two
aspects: CPU and GPU. All algorithms are based on a unified
data structure stored in the main memory.+e data required
for GPU operation are copied from main memory to
memory only when used. After the calculation result is
obtained, the data are copied back to the main memory.

4. Data Structure

+e grid index in a hybrid index is implemented using a two-
dimensional array:

array〈array〈uniqueptr〈Node〉,width〉, height〉. (18)

where width and height represent the number of grid col-
umns and rows, respectively. +e Node class is the parent of
Cell and quad QuadTree. Cell represents a grid that contains
only one pointer of type uniqueptr〈Bucket〉, and QuadTree
represents a quad-tree:

Struct QuadTree􏼈

unique_ptr〈Bucket〉p_bucket; /∗Bucket ChainHeader∗ /

array〈uniqueptr〈QuadTree〉, 4〉children; /∗Child nodes∗ /

QuadTree∗ parent; /∗Parent nodes∗ /

int left, right, floor, ceiling, /∗Coverage∗ /

}.

(19)

Cell or Objects in QuadTree are stored in a linked list
bucket. Buckets are used to store moving objects on leaf
nodes. +e size of the buckets is fixed. +e number of
moving objects determines the number of buckets of each

leaf node. If the bucket is full when the object is inserted, a
new bucket is created; if the bucket becomes empty when the
object is deleted, the bucket is deleted. +e bucket structure
is as follows:

Complexity 5



struct Bucket􏼈

Site[Max × _size]sites; /∗Array of objects∗ /

int current, /∗The number of objects in the bucket∗ /

unique_ptr〈Bucket〉bucket, /∗Next bucket∗ /

}.

(20)

+e Site class holds moving object data, including id, x, y

and updates time tu. It can be inferred from the contents of
the Site class that the data of one object needs at least 128 bits
of memory space (four int values on a 32 bit machine). An
access violation may occur between different threads when
reading and writing Site classes in parallel without protec-
tion. +e traditional way to avoid an access violation is to
lock it while reading and writing Site. Since Site is the most
frequently used class in the index, in order to avoid the
impact of locking on performance, we merge the four data in
the Site class into an object of type _m128i, use
_mm_load_si128, and _mm_set_epi32 operation in the Intel
MMX instruction set [18] to read and write the content and
use _mm_extract_epi32 to extract the corresponding data.
In this way, the index can correctly read and write Site data
without locking.

+e index also maintains two 〈Node∗〉 lists: split_-
candicates list and merge_candidates list. Both save nodes
need splitting and need merging separately. We calculate the
nodes that need splitting or merging on the GPU.

4.1. CPU Algorithm. As the object continues to update, the
structure of the quad-tree will change. +e object’s insertion
algorithm inserts it into the appropriate node based on its
coordinates. +e deletion algorithm finds the bucket based
on the object id and deletes it. +e division or merging of
cells is a crucial operation for balancing quad-trees. Only
cells that meet the conditions for splitting and merging can
be divided and merged.

4.1.1. Spatial Object Insertion Algorithm. During the
movement of the object, as the position changes, the object
will continue to move between nodes. +e main purpose of
Algorithm 1 is to insert an object into the leaf node. +e idea
is to find the leaf node to which the object should be inserted
based on the position of the object (ox

i , o
y
i ) and determine

the bucket state of the node. If the bucket is not full, insert
the bucket directly. If the bucket is full, create a new bucket
n_bucket and insert the new bucket into the bucket list of the
current node. +en, insert the object oi into the bucket and
increase the number of objects stored in the bucket by one.

4.1.2. Spatial Object Deletion Algorithm. When the location
of a moving object is updated, objects that no longer belong
to the current leaf node range need inserting into its new
belonging leaf node and deleted from the current node.

As shown in Algorithm 2, it finds the bucket where the
object is located according to the object that uniquely

identifies (oidi ). +e object is then removed from the bucket,
and the number of objects stored in the bucket is decre-
mented. After deleting the object oi, if the bucket is empty,
the bucket will also be deleted.

4.1.3. Cell Partitioning Algorithm. According to the node
splitting condition in Section 2.1.2, when the leaf node
satisfies the condition φc >φc1 + φc2 + φc3 + φc4, the Quad-
Tree index structure should divide the leaf node s_node into
four equal-sized subgrids, where x_middle � (left + right/2)

and y_middle � (floor + ceiling/2) (lines 1-2). After the
division is completed, all children’s parent nodes are set as
the current leaf nodes, and all the objects in the divided node
s_node are moved to the bucket of the corresponding child.
If the parent of the partitioned node belongs to the
split_candidates list before the node is unpartitioned, it will
be removed from the list split_candidates and appended the
current node to split_candidates list as shown in
Algorithm 3.

4.1.4. Cell Merge Algorithm. According to the node split
merge condition in Section 2.1.2, when the leaf node satisfies
the condition φc1 + φc2 + φc3 + φc4 >φc, QuadTree index
structure merges four grids into one.+e purpose is to adjust
the quad-tree structure and balance the update load to
improve the efficiency of the update query.

As shown in Algorithm 4, when a node satisfies the merge
condition, buckets of all children of the node are linked and
assigned to the bucket of the current node. Adjust the bucket
chain of the current node and delete the empty bucket. If the
current node belongs to themerge_candidates list, the current
node m node is deleted from merge_candidates. After
merging, if the parent node of the current node belongs to the
merge_candidates list, the parent node m node.parent of the
current node is added to merge_candidates.

4.2. GPU Algorithm. GPU’s logic computation ability is
weaker than that of the CPU, so it is not suitable for making
complex logical decisions and is more suitable for a large
amount of parallel data calculation. Different from CPU, GPU
adopts a SIMD (single-instruction, multiple-data) operating
mode.+e same instruction can be executed on multiple sets of
data at the same time so as to improve the efficiency of parallel
execution [19].+erefore, thework that is handed to theGPU in
the index is mainly composed of two parts that involve large
data amount calculations: (i) counting the number of moving
objects entering and leaving the node and (ii) deciding whether
the nodes need to be split or merged. Both operations involve
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two 〈Node∗〉 type lists split candidates andmerge candidates,
which are maintained in the index.

4.2.1. Counting Algorithm. We take counting objects en-
tering the node as an example to describe the counting
algorithm in this section. If the operation runs on the CPU,
several threads are usually opened according to the parallel

capability of the CPU, and the following processes are ex-
ecuted, respectively, Algorithm 5 is as follows.

update_info_list stores a series of object movement data
received by the system, including the object id, original
location, and new location. Each CPU thread handles part of
the update_info_list. After the node where the object is
moved is calculated by get_location, and the third row in-
crements the shifted-in node counter. Note that the counter

Input: move the object oi � oidi , ox
i , o

y

i , ot
i􏼈 􏼉

Output: no output; the leaf node is updated after the operation is completed
(1) cur_leaf� get_leaf (ox

i , o
y

i ) /∗ find the inserted leaf node by location (ox
i , o

y

i ) ∗/
(2) if (is_fill(cur_leaf.p_bucket))
(3) n bucket�new Bucket();
(4) insert bucket(n bucket);
(5) Insert_object(oi); /∗ insert the object oi into the bucket of the current node ∗/

ALGORITHM 1: Object o insert leaf node add_to_leaf.

Input: move the object oi � oidi , ox
i , o

y
i , ot

i􏼈 􏼉

Output: no output; the leaf node is updated after the operation is completed
(1) bucket� get_bucket (oidi );
(2) delete_from_bucket (oi);
(3) if (is_empty(bucket))
(4) delete_bucket(bucket); /∗ delete empty bucket ∗/

ALGORITHM 2: Deleting object from leaf node O remove from leaf.

Input: quad-tree leaf node
s node � p bucket, children, parent, left, right, floor, ceiling􏼈 􏼉

Output: no output; quad-tree structure changes after the operation
(1) x_middle� (left + right)/2;
(2) y_middle� (floor + ceiling)/2;
(3) s_node.children[0]� newQuadTree (x_middle, right, y_middle, ceiling; /∗ in a similar way to initialize s_node.children [1–3] ∗/
(4) for each (child in s_node.children)

child.parent� s_node;
s_node.p_bucket. oi⟶ child.pbucket;

(5) if (s_node.parent in split_candidates)
delete_from_split_candidates (s_node.parent);

(6) insert_split_candidates (s_node);

ALGORITHM 3: Cell division split.

Input: quad-tree node: m_node� p bucket, children, parent, left, right, floor, ceiling􏼈 􏼉

Output: no output; quad-tree structure changes after the operation
(1) if(for each m_node, children is_leaf()) /∗all children with the node m_node are leaf nodes∗/
(2) m_node.p_bucket← child.p bucket;
(3) delete _null_bucket (m_node.p_bucket);
(4) if (m_node in merge_candidates)
(5) delete _from_merge_candidates (m_node)
(6) if (for each m_node.parent.child is_leaf())
(7) insert _merg_candidates (m_node.parent);

ALGORITHM 4: Cell merge merge.
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must be locked when incrementing to ensure correct reading
and writing of counters in parallel.

Compared with the CPU, GPU generally has thousands of
stream processors [13], each of which maintains a fixed number
of counters for several nodes. Since each counter can only be
accessed by a fixed stream processor, it does not need to be
locked when incrementing. Algorithm 6 demonstrates that each
stream processor is responsible for m × n node operation flow.

threadIdx is a built-in stream handler index value au-
tomatically set by the system. Count array is a local array of
stream processors and saves the node counters it is re-
sponsible for. Line 6 determines whether the node belongs to
the node that the stream processor is responsible for, and if it
belongs to the stream processor, it increments the corre-
sponding counter (line 7).

+e indexing system not only calls GPU_count on all
nodes in the lists split candidates and merge_candidates to
record the number of objects in or out of nodes but also calls
GPU_count on four child nodes that each node may divide in
the list split_candidates and parent nodes that may be merged
by four neighboring nodes in the list merge candidates.

4.2.2. Split Merge Judgment Algorithm. We take the split
judging algorithm as an example. Because the indexing
system has counted any node c in the split_candidates list
and the four child nodes c1, c2, c3, and c4 in which it may be
split into, we just need to assign nodes in the split_candi-
dates list to each stream handler and then substitute
equation (16) into (3) to make the decision.

5. Simulation Experiment and Result Analysis

+is section compares the index structure, denoted as GAPI
with PGrid. PGrid is the state-of-the-art parallel moving
object index structure and is widely adopted in applications
for indexing moving objects [13].

+e experimental simulation environment is Win 10
system, Intel Xeon E5-2620 v3 six-core CPU × 2, NVIDIA
Quadro K2200 GPU.+e experimental code is implemented
by C++ and CUDA Toolkit 7.5, and the spatial object data
are generated by the open-source mobile object generation
tool MOTO (http://moto.sourceforge.net) based on the
Brinkhoff [20] algorithm. We set the parameter of GAPI as
ρ � (1/2) [logN − logCL] according to equation (1), where

N represents the total number of moving objects in space
andCL represents the capacity of the leaf node. Experimental
parameters are shown in Table 1.

Figure 3 shows the experimental results of the effect of the
update/query ratio on throughput. With the increase in the
update/inquiry ratio, the throughput of the two index struc-
tures increases. Among them, our method’s throughput is
higher than that of PGrid in most cases but is only lower when
the update/query is small. +is is because our method mainly
optimizes the update operation.+eGPU-assisted splitting and
merging of the quad-tree reduce the thread waiting time in the
parallel update. +erefore, the average update time is better
than PGrid. Because the query on the quad-tree structure needs
multiple queries from the root node to the leaf nodes, our
index’s query time is generally higher than that of the PGrid.

Figure 4 shows the experimental results of the effect of
query area on throughput. From the figure, our method is
better than PGrid in all cases. With the increase in the area of
the query area, the overall throughput is declining. +is is
because the query operation occupies more and more
computing resources.

Figure 5 shows the experimental results of the effect of the
update interval on throughput. +e longer the update interval,
the greater the probability that the object moves out of the
current node. When the renewal interval gradually increases
and the PGrid throughput decreases drastically, the throughput
of our method can still be stable. +is is because our method
can dynamically adjust the nodes according to the actual sit-
uation at running time. We can also see that the dropping
speed of GAPI is getting slower as update intervals increase.
+e reason is that a larger update interval allows GAPI to have
enough time to adjust its nodes dynamically, which can balance
the effect of the larger moving out ratio and get a rather stable
throughput. Figure 5 also shows that our throughput is better
than PGrid in all cases.

Figure 6 shows the experimental results of the effect of the
number of moving objects on throughput. As the number of
moving objects increases, the throughput of both types of
indexes decreases. +is is because the greater the number of
moving objects, the greater the probability of simultaneous
updates of multiple threads in the same node and the more
threads that need to wait. However, as the number of mobile
objects increases, the throughput of our method decreases
significantly slower than PGrid.+is is because ourmethod can
dynamically split the nodes according to the actual running

Input: partial object movement information linked list update_info_list
Output: update each node counter value
(1) for each (item in some part of update_info_list)
(2) node_in� get_location (item.new_pos);
(3) lock_and_increase (node_in);

ALGORITHM 5: CPU-based counting algorithm CPU_Count.
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Input: object movement information list update_info_list
Output: update each node counter value
(1) for each (item in update_info_list)
(2) node_in� get_location (item.new_pos)
(3) if (node_in.x/m)�� threadIdx.x and
(4) node_out.y/n� � threadIdx.y
(5) increase (count[node_in.x%threadIdx.x] [node_in.y%threadIdx.y]);

ALGORITHM 6: GPU-based counting algorithm GPU_count.

Table 1: Experiment parameters.

Parameter Experimental value Defaults
+e total area (km2) 200000× 200000 —
Query area (km2) 0.25, 1, 4, 16, 32 4
CPU threads 24 24
GPU stream processors 640 640
Update/query ratio (×103) 0.25, 0.5, 1, 2, 4, 8, 16 1
Number of spatial objects (×106) 5, 10, 20, 40 10
Update interval (second) 10, 20, 40, 80, 160 10
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Figure 3: +e effect of throughput on update/query ratio.
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conditions, which reduces the number of objects in the nodes,
reduces the number of threads that need to wait, and improves
the efficiency of parallel updating.

6. Conclusions

For satisfying the requirement of TCPS applications’ spa-
tiality and timeliness, based on the grid index, this paper
proposes a hybrid indexing method that combines quad-tree
and GPU acceleration to avoid the disadvantages of tree-
based indexing and grid-based indexing. And, through
experimental verification, the following conclusions have
been drawn:

(1) Our index passes the calculation of the balanced
index structure to the GPU for processing, making
full use of the advantage that the GPU can quickly
calculate a large amount of data, reducing the CPU’s
computational load as much as possible, thereby
greatly improving the index optimization efficiency.

(2) +e index structure divides the number of objects
entering and leaving the leaf nodes per unit of time

into criteria. Compared with the traditional dynamic
index structure that uses the number of leaf nodes as
the dividing criteria, the index structure has a better
balance of hotspots to update the load. Capability
performance in moving object updates is signifi-
cantly better than existing methods.
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(e Fourth Industrial Revolution means the digital transformation of production systems. Cyber-physical systems allow for the
horizontal and vertical integration of these production systems as well as the exploitation of the benefits via optimization tools.
(is article reviews the impact of Industry 4.0 solutions concerning optimization tasks and optimization algorithms, in addition to
the identification of the new R&D directions driven by new application options. (e basic organizing principle of this overview of
the literature is to explore the requirements of optimization tasks, which are needed to perform horizontal and vertical integration.
(is systematic review presents content from 900 articles on Industry 4.0 and optimization as well as 388 articles on Industry 4.0
and scheduling. It is our hope that this work can serve as a starting point for researchers and developers in the field.

1. Introduction

(e Fourth Industrial Revolution aims to increase the effi-
ciency of production systems and exploit the advantages of
digital transformation. Digital transformation is built on
cyber-physical systems, which are complex objects that are
created by connecting different types of elements (IT, me-
chanical, etc.) and can interact with physical entities [1].(ey
facilitate monitoring as well as interactions with other
components and can be adapted to production processes [2].
Cyber-physical systems are one of the key enabling tech-
nologies of Industry 4.0. Cyber-physical systems are able to
effectively support the optimization of production processes,
which helps future requirements to be met [3].

(e biggest challenges and opportunities caused by the
Fourth Industrial Revolution are introduced in Figure 1. It is
quite visible that the basis of competitiveness in this new
production model is personalised production, which re-
quires the enhanced flexibility and complexity of production
processes driven by growing product variety. Obviously, this
greater complexity requires solutions to more and more

challenging optimization issues. (ese issues are listed in
Table 1.

As the development of Industry 4.0 solutions is related to
optimization tasks, this paper aims to overview the opti-
mization tasks, algorithms, and future development direc-
tion of these systems according to the Industry 4.0 concept.

General review papers about cyber-physical systems as
an enabling technology of Industry 4.0 can be found [4].
Although an enormous number of information sources can
be used, no review papers have been written about the
optimization solutions of Industry 4.0. (e goal, inspired by
this shortcoming, is to publish a review paper targeting the
topic of optimization in Industry 4.0, which is suitable as a
starting point for researchers and developers in the field.(e
need for this kind of focused analysis has been proven by the
publication of many targeted review articles over recent
years, e.g., on topics such as the influence of Industry 4.0 on
energy consumption [5], the enhancement of fault diagnosis
by machine learning methods [6], the combination of op-
portunities of Industry 4.0 and lean philosophy [7], and the
handling of cybersecurity risks [8]. (e concept of this work
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is based on the requirement to develop Industry 4.0 solu-
tions to systematize the publications related to optimization
tasks.

(is systematic review is based on an examination of
the literature available from Scopus, following the
PRISMA-P (Preferred Reporting Items for Systematic
reviews and Meta-Analysis Protocols) [9]. (e PRISMA-P
workflow consists of a 17-item checklist intended to fa-
cilitate the preparation and reporting of a robust protocol
for systematic reviews. (e information sources were last
fully queried in October 2020 with the following
keywords:

(1) (Industry 4.0 AND (optimization OR optimisation))
(2) (Industry 4.0 AND scheduling)

(e studied papers were published between 2013 and
2021 and consist of 900 articles on optimization and In-
dustry 4.0 as well as 388 articles on scheduling and Industry
4.0 topics. (e complexity of optimization tasks and the
approaches to solve them are highly varied. Deviations are
caused as a consequence of horizontal and vertical inte-
gration.(e key contributions and structure of this paper are
as follows:

(1) (e requirements arising from horizontal and vertical
integration that determine the development of opti-
mization algorithms are introduced in Section 2.1.

(2) (e characteristics of Industry 4.0 solutions are
summarized and the requirements for optimization
tasks are presented in Section 2.2.

Industry 4.0
Cyber-physical

systems, internet
of things (IoT),

network (internet)

Industry 3.0
automatization,

computers,
electronics

Industry 2.0
mass-production,
production line,

electricity

Industry 1.0
machinery, steam
machine, weaving

loom
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Fix demand

Volatile
demand

Product variety

1913

Customer needs - heterogeneous products

Figure 1: (e evolution of industry and the change in drivers.

Table 1: Optimization issues in Industry 4.0 systems.

Objectives Restrictions Manufacturing operations
Determine the size of a job (batch,
run) ● Inventory ● Highly complex

Assign it to a production line ● Availability of resources (labor,
machines) ● Rely on manual scheduling/use complex spreadsheets

Sequence jobs on each line ● Changeovers/cleanings/planned
maintenance ● Need to improve on-time delivery

✓Maximize throughput/quantity
produced ● Unplanned downtime ● Experience inefficient changeovers/setups

✓Minimize operating cost/
changeovers ● Operator availability ● Have multiple products sharing common resources

(labor, infrastructure)

✓Maximize on-time delivery ● Emergency/expedited customer
orders

● Production costs are a large proportion of the cost of
goods sold

✓Minimize total time to complete
production

● Maintenance requirements ● Want to increase production without additional capex
● Delivery promises ● Need to reduce operating costs, product losses/waste
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(3) (e quantitative analysis of the 900 + 388 articles
related to optimization and scheduling, respectively,
is performed based on the aspects explored, the
typical applications determined, and the relationship
system of the solutions described by network analysis
in Section 3.

(4) Typical optimization tasks are formalized, their
complexity and metric system are determined, and
the impact of changes on the development of these
algorithms inducted by the analysis of Industry 4.0-
driven solutions is analyzed in Section 4.1.

(5) (e characteristics of optimization tasks and the
requirements of Industry 4.0 solutions are presented
in Section 4.2.

(6) Future research areas are identified based on current
trends in Section 4.3.

2. Horizontal and Vertical Integration of
Industry 4.0 and the Related Requirements

(e purpose of this chapter is to describe the principles of
developing Industry 4.0 solutions before presenting opti-
mization tasks. It aims to identify the driving forces that may
determine the development of optimization algorithms.
Vertical integration and horizontal integration as the main
defining factors are discussed in Section 2.1, while features
and further requirements of Industry 4.0 are introduced in
Section 2.2.

2.1. Horizontal and Vertical Integration of Industry 4.0.
(e complexity and nature of optimization problems are
primarily varied due to horizontal and vertical integration
established by Industry 4.0. (e purpose of this section is to
present these trends and features. Optimization tasks are
executed in various fields of Industry 4.0. Improving the
efficiency of the Production and Operations Management
(POM) is also a cardinal task to increase performance. Two
forms of integration approaches are designed, namely, the
horizontal and vertical integration. Both types, which are
discussed in the following sections, have special require-
ments and aim to support the POM.

2.1.1. Requirements of Vertical Integration. Vertical inte-
gration focuses on the internal integration of manufacturing
enterprises and aims to convert data, events, and infor-
mation from the real world into the digital world, and vice
versa [10]. (e model is described by the ISA-95 standard
[11] and was established to support the development of
POM information systems. (is standard defines five levels
of manufacturing tasks [12], and its goal is to make the
connection between the lowest (production execution) and
highest (business planning and logistics) stages by inte-
gration. (e levels and descriptions of ISA-95 can be seen in
Figure 2, and various optimization and decision-making
exercises are also introduced. (e levels define different
types of optimization and decision tasks [13]. It can be
observed, for example, at the third and fourth levels that

operation needs to be optimized by analyzing the adequacy
of regulatory and control processes. Schedules and pro-
duction plans can be qualified by the indicators of appro-
priateness in order to set suitable input parameters.
Planning, scheduling, and optimization are inputs of each
other, forming a set of closed loops, and therefore depend on
each other. In an integrated solution, it is advisable to solve
these optimization tasks simultaneously, in an integrated
way.

In summary, the requirements of vertical integration are
as follows:

(1) As planning, scheduling, and operation tasks are
dependent on each other, these tasks should be
solved simultaneously and integrated

(2) More and more information should be extracted to
provide informative feedback to support real-time
optimization

2.1.2. Requirements of Horizontal Integration. Horizontal
integration aims to bring together all the supplier and
customer networks, thereby supporting supply chain
management. (erefore, information on the production
processes is acquired and analyzed in real time in an in-
telligent production network system by connecting with the
Global Enterprise Cloud [14]. (is cloud involves the in-
dividual entities in the partnership and optimization should
cover the entire supply chain within and between organi-
zations simultaneously. (is network is called a connected
supply chain, and an example of its construction is presented
in Figure 3. A connected supply chain will lead to an efficient
operation and reduces the costs dramatically but increases
complexity.

(e most relevant example of horizontal integration is
described by collaborative manufacturing management
(CMM) [16]. CMM is the practice of organizing and
managing manufacturing enterprises. It focuses on the
collaboration between partners, Business Process Manage-
ment (BPM) services, and real-time strategic business
management tools. It connects internal business and
manufacturing processes as well as synchronizes them with
external business processes. It focuses primarily on facili-
tating in addition to managing business processes and
secondarily on support systems [17]. (rough collaboration
skills, capacities and capabilities are offered to companies by
sharing resources and essential information [18]. Actually,
CMM is not a new concept. (e necessity of this type of
integration has already been recognized, but, at the time,
could not be properly developed. It was hard to find a
suitable partnership to develop a nonhierarchical network,
but Industry 4.0 tools seem to support the CMM structure
[19]. A network needs to be organized that integrates the
various customer-supplier and design-support aspects most
effectively in order to increase the efficiency of the business
and production [20]. (is can be framed by establishing
appropriate internal and external links between partners and
within the company. (e relationship between these re-
quirements is considered in Figure 4. Equipment connec-
tivity aims to join production systems; therefore, all the
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information is available to the elements of the network.
Visibility requires the aggregation of data about the oper-
ation to define performance indicators in order to qualify the
system appropriately.

(e efficient operation of a CMM structure requires
complex tasks to be solved. (e available studies are about
hypernetwork-based model scheduling to improve the uti-
lization and efficiency of manufacturing [21]; the

Figure 3: (e structure of horizontal integration. Components of the partnership can be found all over the world. An organized supply
chain is formed for tracking the life cycle of the product. Planning, sourcing, manufacturing, and delivery processes operate simultaneously.
Cyber-physical systems and their connectivity via GPS or Internet enable full communication in order to set the optimal parameters [15].
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architecture of human-robot systems including control,
safety, and interface components [22]; security system
frameworks to ensure the protection of data interaction
during manufacturing [23]; and the exploration of ap-
proaches moving towards a cloud manufacturing ecosystem
[24].

In summary, the requirements of horizontal integration
are as follows:

(1) A need for tools that can optimize the total supply
chain

(2) A need for tools that can simultaneously optimize
different tasks such as scheduling, maintenance,
production, and logistics

2.2. Features of Industry 4.0 Solutions: Further Requirements
for the Development of Optimization Algorithms. In order to
explore additional requirements, in this section, the features
and further requirements of Industry 4.0 are presented.
Industry 4.0 has clear, well-defined design principles that
can refine its image. (e requirements are defined based on
the following four tenets [25]: interconnection, decentral-
ized decision, information transparency, and technical as-
sistance. (ese four design principles led to rapid
development; moreover, the aforementioned principles were
insufficient to fully characterize the aims and trends that
have emerged. New properties have appeared that could
provide a more detailed characterization of the design [26].
(is phenomenon occurred again, and a more detailed
description was necessary. Additional design considerations
were identified as follows [27, 28]. (e principles of the
solutions and their relation to optimization are summarized
in Table 2; moreover, examples are also given.

Horizontal and vertical integration can facilitate further
optimization opportunities such as the Lean Six Sigma Tools
[29]. (ey help to update the classical Manufacturing Ex-
ecution System (MES) applications to monolithic
Manufacturing Operations Management (MOM) [30],
which forms the basis of up-to-the-mark cyber-physical
systems (CPS) [31]. Horizontal and vertical integration can
be supported by digital twin solutions. A publication re-
ported the application of a digital twin, which provides
service-based and real-time enabled infrastructure for ver-
tical and horizontal integration [32]. Another paper intro-
duced a viewpoint-oriented approach to identify functional
components that facilitate decision-making within a
manufacturing ecosystem [33].

In summary, Industry 4.0 is a more complex and con-
nected concept than previous ones. It consists of many
aspects that sometimes conflict with each other in practice. It
only remains workable if the integration (vertical and
horizontal) is an essential part of its implementation. Partly
because of integration and partly because of the many data
sources, a large amount of data are generated every second
that need to be stored, processed, and aggregated. (at is
why Big Data is one of the key services in Industry 4.0.
Decentralization is important in this concept, but the many
services of Industry 4.0, e.g., data storage and decision-
making, raise the following question: Is a decentralized,
centralized, or mixed strategy the best choice in the given
situation?(e place/layer where decisions are made depends
partly on feasibility and partly on the aforementioned
strategy. (is level of complexity is hardly or completely
unmanageable. (erefore, the following question arises: Is
the goal to identify the optimal operation or to search and
maintain efficient and reliable operation? If the problem can
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Figure 4: (e framework of the collaborative infrastructure. Collaboration must be established between units within the organization as
well as between partners and customers outside the organization. Access to equipment and the visibility of strategic management are
important at all levels of the structure [17].
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be broken down into smaller parts, they can already be
simulated, and a multilevel simulation can be used for
several overlapping subtasks. In addition to the traditional
tasks, the simulations should also provide an answer to how
the industrial process will be sustainable and fit into the
circular economy (CE) because this viewpoint will become
increasingly stronger in everyday life, so the companies have
to account for it.

(e name column in Table 2 shows the requirements and
characteristics of Industry 4.0 except optimization. A de-
scription is given for every property that presents more
information about it. (eir effects on optimization are ac-
cumulated for each element based on our experience. If the
column contains more “+” signs, the expected effect of that
element on optimization will be greater. Every row shows an
example of the relationship between optimization, Industry
4.0, and the given row in the given column. It can be clearly
seen that our expectation is the following: the greatest effect
is exerted by real-time capability, but corporate social re-
sponsibility, sustainability, flexibility, smart factories, vir-
tualization, decentralization, modularity, interoperability,
and smart products also affect it significantly. Furthermore,
it is also worth noting that all requirements and charac-
teristics of Industry 4.0 have an effect in this context. (ey
are quantitatively analyzed in the following sections to
determine whether our expectations are true or not.

3. Quantitative Analysis of the
Related Publications

In this section, a quantitative analysis is presented con-
cerning the available literature based on keywords, namely,
Industry 4.0 and optimization. Such an analysis is very
appropriate because the structure and topicality of the ex-
amined papers can be revealed. (e publications over time
show an ascending trend, and it can be observed that 80% of
the papers were published between 2018 and 2020 (until
October). (e distribution of publications is shown in
Figure 5.

(e articles were published in many different scientific
journals. It can be concluded that plenty of journals welcome
papers on the topic of Industry 4.0. (e found studies were
published by more than 400 different journals or conference
events. 25 journals that published the most studies are
summarized in Table 3, and their distribution over the years
is also included.

(e study of keywords and their connections is also a
practical aspect of the analysis. Keywords hide profitable
information about the frameworks, methods, applications,
or enabling technologies of the examined topic. (e key-
words that occur most frequently are gathered to show the
importance weight of individual Industry 4.0 items, and
their numbers of occurrences are visualized in Figure 6.

(e linkage between Industry 4.0 and other keywords
can be illustrated well separately using clustering algorithms.
(e connectivity of the keywords was obtained by
VOSviewer software. (e method gathers the keywords that
occur together. Its hyperparameter is the minimum number

of occurrences which was set at three. (e results are il-
lustrated in Figure 7.

(e derived framework of keywords is separated
according to fields of application, namely, wireless sensor
network, smart grid, availability, and agriculture. An algo-
rithm part is also present as well as genetic and evolutionary
algorithms in addition to particle swarm optimization. Block
scheduling also plays an important role and it is connected to
the supply chain, modelling as well as cloud and lean
manufacturing. Energy optimization is also an essential
element of the network and is related to digital factories,
sustainable manufacturing, andmultiobjective optimization.
(e Internet of (ings as the number one enabling tech-
nology of Industry 4.0 is also often referred to as a keyword
and linked to cyber-physical systems, machine learning,
modelling, and smart factories.

(e integration and features of Industry 4.0 were in-
troduced in Section 2. (eir enabling and characterizing
items can be found in the keywords. Vertical integration is
characterized by the unification of company manufacturing
levels for efficient production. Typical keywords appear,
namely, Internet of (ings, cyber-physical systems, smart
manufacturing, energy optimization, control, monitoring,
scheduling, productivity, and process optimization. Hori-
zontal integration typically aims to create supply chain
networks. As a result, the life cycle of the product can be
traced. Specific keywords consist of supply chain, sustain-
ability, energy optimization, business process optimization,
cloud manufacturing, resource efficiency, and smart
manufacturing networks.

A remarkably infrequent keyword is the operator, whose
role is diminishing as a consequence of the development of
Industry 4.0.

As has been seen previously in Section 2, Table 2 includes
our expectations about the effects of the elements of Industry
4.0 on optimization.(e data uncovered during the research
are shown in Figure 8, which confirm the previous as-
sumptions. Currently, real-time capability is the hottest
topic in this context. A large number of works also deal with
corporate social responsibility, flexibility, and smart facto-
ries. However, it is important to note that active research is
underway in all the remaining areas.

(e key message of the figure is that multiple goals
usually need to be met simultaneously in the case of Industry
4.0, and the role of corporate social responsibility has
continually increased. It is important to note that more and
more goals can be managed in parallel as technology ad-
vances, which is increasingly opening the door to the wider
usability of multiobjective optimizations.

(ese principles can be further discussed based on the
related Industry 4.0 approaches. (e concepts determined
are associated with the given requirements. (e concepts of
the given requirements are defined, and to this end, con-
nected keywords are included in parentheses in Table 4
based on Figure 7. (e purpose of this table is to show
which concepts should be used to achieve the different
requirements and how it is possible to find cross-concep-
tions based on these keywords. For example, if autonomy
should be achieved, one of the key concepts is machine
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Table 2: Effect of the requirements and characteristics of Industry 4.0 on optimization.

Name Description Effect on
optimization Examples

Vertical integration It integrates all logical layers within an organization, starting from the
production floor to the business layer. + [34, 35]

Horizontal integration

It integrates data transfer across multiple production facilities or even
the entire supply chain. A horizontally integrated company

concentrates on the kinds of activities that are closely related to its
competencies; moreover, it builds partnerships to support the end-to-

end value chain.

+ [36, 37]

End-to-end engineering
It describes a process that takes a system or service from beginning to
end and delivers a complete functional solution, usually without

needing to obtain anything from a third party.
+ [38, 39]

Smart factory
It is a highly digitized and connected production facility that relies on
smart manufacturing where the final goal is to organize the production

facilities and logistics systems without human intervention.
++++ [40, 41]

Product personalization It is a process of delivering customized goods and services to the
customers as per their needs and desires. ++ [42]

Virtualization It is the creation of a virtual—rather than actual—version of something,
such as an operating system or production process. ++++ [43, 44]

Decentralization
It is a structure, where the activities of an organization, particularly
those regarding planning and decision-making, are distributed or

delegated away from a centralized infrastructure.
+++ [45, 46]

Flexibility It is the ability to react to changes within a predetermined scope of
requirements (corridor of action) time- and cost-effectively. +++++ [47, 48]

Corporate social responsibility
(CSR) and sustainability

It is a self-regulating business model that helps a company to be socially
accountable to itself, its stakeholders, and the public. Sustainability
focuses on meeting the needs of the present without compromising the

ability of future generations to meet their needs.

++++++ [49, 50]

Real-time capability It is the ability of a device or system to collect and analyze data as well as
to respond instantaneously to a command, event, or input. ++++++++ [51, 52]

Modularity It determines which independent and interlocking subsystems build the
system based on their functionality. +++ [53, 54]

Interoperability It is the ability of systems to exchange information of unambiguous
meaning. +++ [55, 56]

Smart product

It is a data processing object, which has several interactive functions. It
combines the physical and software interfaces; moreover, the usage of a
smart product is interactive as well as requires also some cognitive work

by the user.

+++ [57, 58]

Autonomy
It is the capacity to make an informed, uncoerced decision.

Autonomous organizations, institutions, machines, or systems are
independent or self-governing.

++ [59, 60]

Agility It is defined as the ability of firms to sense environmental change and
respond readily. ++ [61, 62]

Service orientation It offers a service (of cyber-physical systems, humans, or smart
factories) via the Internet of Services. ++ [63, 64]
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learning. Efficient learning is greatly supported by the In-
ternet of (ings as well as artificial intelligence. Data
analysis, process optimization, and predictive maintenance
can also be applied.

900 relevant papers can be found in the literature from
2013 to the present concerning the fields of Industry 4.0 and
optimization. Table 5 shows the frequencies of occurrence of

the major optimization areas in Industry 4.0, where the
optimization tasks and their descriptions as well as some
illustrative examples are given.

Industry 4.0 is a global and versatile topic, as revealed by the
keyword analysis.(e distribution of publications over the years
has shown that much research aims to examine this subject.
Plenty of journals are also available for reporting new solutions.
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Table 3: Articles by journal and period. (e 25 most frequently publishing journals can be considered as well as the number of published
papers each year.

Journal
Articles published per year

Total
2013 2014 2015 2016 2017 2018 2019 2020∗

Procedia Manufacturing 0 0 1 0 11 6 11 9 38
Procedia Computer Science 0 0 0 0 0 0 17 15 32
IOP Conference Series: Materials Science and Engineering 0 0 0 0 1 2 23 4 30
IFAC-PapersOnLine 0 0 1 5 2 3 19 0 30
Procedia CIRP 0 0 0 1 6 4 8 5 24
Advances in Intelligent Systems and Computing 0 0 0 0 1 7 6 9 23
IEEE Access 0 0 0 1 6 0 5 5 17
IFIP Advances in Information and Communication Technology 1 0 0 0 5 1 4 5 16
IEEE ICA-ACCA 2018-IEEE International Conference on Automation/23rd
Congress of the Chilean Association of Automatic Control: Towards an
Industry 4.0-Proceedings

0 0 0 0 0 0 15 0 15

Lecture Notes in Computer Science (including subseries Lecture Notes in
Artificial Intelligence and Lecture Notes in Bioinformatics) 0 0 1 1 0 2 5 3 12

Journal of Physics: Conference Series 0 0 0 0 0 1 8 2 11
Applied Sciences (Switzerland) 0 0 0 0 0 0 4 7 11
Proceedings of SPIE-(e International Society for Optical Engineering 0 0 0 0 1 1 5 2 9
Lecture Notes in Mechanical Engineering 0 0 0 0 0 2 0 7 9
International Journal of Advanced Manufacturing Technology 0 0 0 0 0 4 2 3 9
ZWF Zeitschrift fuer Wirtschaftlichen Fabrikbetrieb 1 1 3 1 2 0 1 0 9
Proceedings of the International Conference on Industrial Engineering and
Operations Management 0 0 0 1 1 3 2 1 8

Sustainability (Switzerland) 0 0 0 0 0 1 2 5 8
Sensors (Switzerland) 0 0 0 0 0 0 1 6 7
Communications in Computer and Information Science 0 0 0 0 2 0 3 1 6
IEEE International Conference on Industrial Engineering and Engineering
Management 0 0 0 0 0 2 4 0 6

Computer Aided Chemical Engineering 0 0 0 1 2 2 1 0 6
Proceedings of the Summer School Francesco Turco 0 0 0 1 2 2 1 0 6
2019 IEEE International Workshop on Metrology for Industry 4.0 and IoT,
MetroInd 4.0 and IoT 2019-Proceedings 0 0 0 0 0 0 6 0 6

International Journal of Production Research 0 0 0 1 0 1 1 3 6
∗Until October.
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4. Analysis of Industry 4.0-Related
Optimization Tasks and Algorithms

In this section, the Industry 4.0-related optimization tasks and
algorithms are discussed. Typical optimization problems are
generally formalized, their complexity and metric systems are
determined, and the impact of changes on the development of
these algorithms inducted by Industry 4.0-driven solutions is
analyzed in Section 4.1. (e characteristics of optimization

tasks and the requirements of Industry 4.0 solutions are
presented in Section 4.2. Future research areas are identified
based on current trends in Section 4.3.

4.1. Formalization of the Optimization Problems. (e nature
of an optimization problem is determined by its constraints
and objective function. (e standard form of an optimi-
zation problem is as follows:
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Figure 7: (e linkage of keywords.
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Table 4: Network analysis of keywords to show the concepts related to the different requirements as well as the keywords related to the
concept in parentheses.

Requirement Related concept (connected keyword)

Vertical integration

Internet of (ings (machine learning, digital manufacturing, intelligent manufacturing, smart factory, lean
management, process control, wireless sensor network, smart grid); business process (digitalization, Internet
of (ings, cyber-physical system, digital economy); process optimization (digital twin, machine learning,
supply chain, digital transformation, anomaly detection); productivity (process optimization, automation,
planning, efficiency, process automation); reliability (availability, smart grid, productivity, dependability);

ontology (smart manufacturing, intelligent manufacturing, artificial neural network)

Horizontal integration

Lean management (Internet of (ings, digitalization, sustainable manufacturing); ontology; smart city
(Internet of (ings, machine learning, cyber-physical system); security (machine learning, predictive

maintenance, modeling, digital twin, anomaly detection); reinforcement learning (artificial intelligence,
internet of things, deep learning, predictive maintenance, condition monitoring); resource efficiency (cloud

manufacturing, sustainability, smart manufacturing network, additive manufacturing)

End-to-end engineering
Sustainable manufacturing (energy optimization, lean management, artificial intelligence, Internet of

(ings); cyber-physical system (digital twin, smart factory, flow shop scheduling); productivity; logistics
(Internet of (ings, intelligent manufacturing, digital twin, genetic algorithm, smart manufacturing)

Smart factories

Digital twin (cyber-physical system, smart factory); smart manufacturing (Internet of (ings, digital
transformation, data analytics, digital twin, supply chain, cyber-physical system, logistics); cyber-physical
system; artificial intelligence (machine learning, Internet of (ings, digitalization, digital twin, discrete event

simulation); Internet of (ings

Product personalization Supply chain; job shop scheduling (automation, reinforcement learning, multi-agent systems); logistics
(Internet of (ings, intelligent manufacturing, digital twin, genetic algorithm, smart manufacturing)

Virtualization Digital twin (cyber-physical systems, smart factory); virtual reality (digital transformation, digital twin, key
performance indicator, machining)

Decentralization
Supply chain (scheduling, smart manufacturing, control, planning, digital transformation); blockchain (big
data analytics, additive manufacturing, digital twin, Internet of(ings); cloud computing (Internet of(ings,

genetic algorithm, evolutionary algorithm, digitalization)

Flexibility Digital transformation (virtual reality, artificial intelligence, smart manufacturing, supply chain); assembly
line (optimization, digital twin)

Corporate social
responsibility

Optimization (machine learning, scheduling, energy efficiency); monitoring (process control, optimization,
Internet of (ings); efficiency (lean, digital economy); sustainability; smart grid (wireless sensor network,
smart grid, reliability, efficiency); digital economy (business process, efficiency); resource efficiency (additive
manufacturing, cloud manufacturing, sustainability, smart manufacturing network); circular economy
(demand response, modelling); energy (control, modelling, cyber-physical system); energy optimization
(digitalization, scheduling, digital factory, sustainable manufacturing); lean manufacturing (process

planning, additive manufacturing, scheduling); sustainability (machine learning, optimization, modelling,
resource efficiency)

Real-time capability

Monitoring; cyber-physical system (digital twin, smart factory, flow shop scheduling); Internet of (ings;
digital factory (energy optimization, simulation model); flow shop scheduling (genetic algorithm, particle
swarm optimization, cyber-physical system, multi-agent system); lean management (Internet of (ings,
sustainable manufacturing); job shop scheduling; self-optimization (artificial intelligence, reinforcement
learning, intelligent manufacturing); planning (productivity, manufacturing, scheduling, metaheuristic,
control); scheduling (genetic algorithm, multi-objective optimization, cloud manufacturing, modelling,

cyber-physical system); data acquisition (cyber-physical system, Internet of (ings, smart manufacturing);
demand response (circular economy, data-driven)

Modularity Cloud computing (intelligent manufacturing, Internet of (ings, genetic algorithm, data analytics); logistics;
edge computing (Internet of (ings, smart manufacturing, cloud computing, data analytics)

Interoperability

Internet of (ings; sustainability; cyber-physical systems; smart factory (Internet of (ings, digital twin,
cyber-physical system, smart manufacturing, evolutionary algorithms, process planning); wireless sensor
network (Internet of (ings, smart grid); smart grid (Internet of (ings, reliability, efficiency, wireless sensor

network)

Smart product
Smart manufacturing (Internet of (ings, digital transformation, data analytics, digital twin, supply chain,
cyber-physical system, logistics); smart factory (Internet of(ings, digital twin, cyber-physical systems, smart

manufacturing, digital manufacturing, artificial intelligence, modelling)

Autonomy

Self-optimization (artificial intelligence, intelligent manufacturing, reinforcement learning, digitalization);
deep learning (artificial intelligence, advanced process control, data analytics, machine learning,

reinforcement learning); machine learning (internet of things, artificial intelligence, data analytic, predictive
maintenance, process optimization); automation (artificial intelligence, digital twin, cyber-physical systems,

digital transformation, logistics, review, planning)
Service orientation Lean manufacturing (scheduling, additive manufacturing, process planning)

Agility Wireless sensor network; smart grid; availability (interaction, dependability, reliability); reliability
(availability, smart grid, productivity, dependability)
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minimize
x

f(x)

subject to

gi(x)≤ 0, i � 1, . . . , m,

hj(x) � 0, j � 1, . . . , l,

x ∈ R,

(1)

where f, g1, . . . , gm, h1, . . . , hl are Rn⟶ R functions.
In the following description, the models are discussed in

ascending order of their computational complexity.
If an optimization task does not contain constraints, then

it is a so-called unconstrained optimization problem re-
gardless of the nature of the objective function.(ese tasks can
be handled with traditional tools of mathematical analysis.

Optimization problems that contain only linear con-
straints and a linear objective function are called linear
programming (LP) problems:

minimize c0 + 􏽘

n

j�1
cjxj

subject to Li ≤ 􏽘
n

j�1
a

i
jxj ≤Ui, i � 1, . . . , m,

lj ≤xj ≤ uj, j � 1, . . . , n.

(2)

(e existence of effective LP solvers is very important in
optimization because they can solve a wide range of opti-
mization problems and are often hidden engines of other
algorithms. For example, lots of nonlinear models can be
transformed into an equivalent LP model or solved by
solving a sequence of linear models; moreover, integer
programming solvers usually solve lots of LP models. (e
two most used solvers are the simplex method and the
interior-point method.

Table 5: I40-relevant application areas of optimization algorithms.

Keyword Description Illustrative applications Number of
relevant papers

Control It helps to achieve and increase a consistent,
economical, and safe production level

Controller for mobile robot path tracking [65]
340A control strategy for smart energy charging

[66]

Planning It is a preparatory step before manufacturing which
optimizes several sequences of operations

Automating production planning and control
in manufacturing [67] 138

Operation planning of renewable energy [68]

Scheduling It gives the optimal allocation of the available
resources in the given workflows

Line balancing and AGV scheduling [59] 137Machine scheduling [69]

Maintenance It defines optimization tasks for preventing the
failure of expensive manufacturing equipment

Digital twin-driven autonomous
maintenance [60] 91

Sensor-based maintenance policies [70]

Energy efficiency
It helps to reduce the energy consumption of the
manufacturing processes based on optimization

techniques

Optimization of greenhouse production
process [71]

32Energy-efficient scheduling by collaboration
between cyber-physical production and

energy systems [72]

Topology
It gives an answer as to how to place some materials
on a given surface to obtain the best structural

performance

Topology optimization of an automotive
dashboard [73] 14Manufacturing redesign of a piece of military

aircraft equipment [74]

Planning and
scheduling

It is an integrated optimization of manufacturing
process planning and scheduling

Integrated planning and scheduling problem
in parallel is solved by a metaheuristic

approach [75] 12
Cloud-based intelligent dynamic planning

and scheduling system [76]

Lean management
It focuses on minimizing waste and maximizing

productivity within manufacturing systems
simultaneously

Process optimization by lean management
[77] 9

Business process
optimization

It can increase the efficiency of the production,
delivery, and operational processes amongst others

in industrial environments
Improving production processes [78] 5

Optimal control It is an optimization of control processes and
subsystems to support an efficient operation Scheduling flexibly configurable jobs [52] 5

Resource
optimization

It helps align available resources with the maximum
efficiency of goals

Resource optimization of industrial processes
[79] 2
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Typical Industry 4.0-focused linear optimization prob-
lems are either product-mix problems, where the goal is to
determine the optimally produced quantities of product, or
transportation problems consisting of the optimal logistics
in an efficient way.

(e next group of optimization problems is quadratic
programming (QP) where, under linear constraints, the
objective function is as follows: minimize (1/2)xTQx + cTx,
where Q denotes an n × n-dimensional real symmetric
matrix, c stands for a real-valued, i-dimensional vector, and
the decision variables are represented by the n-dimensional
vector x. A variety of methods can be used to handle the
problem, e.g., the extended simplex algorithm and interior-
point method. Typical QP problems are regression-based
optimization problems that optimize supply and demand
response, where the equilibrium price and quantity are
modelled. Many QP problems are highlighted in paper [80].

(e most complex optimization tasks are the group of
nonlinear optimization problems (NLP), where the objective
function is a nonlinear function of the decision variables and
the constraints can be linear as well as nonlinear expressions.
Typical Industry 4.0-focused nonlinear optimization prob-
lems are as follows: optimal control, where a control plan for
a dynamical system over a period of time is optimized, and
predictive maintenance, where the aim is to estimate how
often system maintenance should be performed, but priority
areas are energy efficiency and topology optimization, all of
which effectively support the improvement of the efficiency
of complex industrial systems.

A new version of the aforementioned optimization
problems is obtained when the decision variables are not
continuous but discrete. In the general case, this means an
exponential number of steps are required to solve the tasks.
(erefore, in the case of linear programming tasks, integer
programming (IP) and mixed-integer linear programming
(MILP), if both integer and continuous variables can occur
between the decision variables, can be referred to. (e
standard form of the problem is as follows:

minimize c
Tx + h

Ty

subject to

Ax + Dy � b

x, y ≥ 0

x integer x ∈ Zn
( 􏼁.

(3)

Very often, the integer variables are bounded, i.e.,
0≤ x ≤ u. To efficiently handle an optimization problem, a
suitable methodology and mathematical solver need to be
chosen to take into account the nature of the problem. An
integer programmingmodel of the assignment problem is an
illustrative example here, where the jobs and workers are
assigned in an optimal way. Similarly, scheduling problems
can be described by (mixed) integer models that help op-
timize both manufacturing steps and business processes in
the manufacturing environment.

(e multiobjective optimization model is developed
when more than one objective function is optimized si-
multaneously. In the case of nontrivial models, it can be said
that no single solution is optimal for all goals, since the

objective functions work against each other. Basically, two
approaches are available to solve multiobjective optimiza-
tion models: traditional methods using single-objective
functions and optimization algorithms based on a Pareto
front. (e nature of the objective functions and the con-
straint conditions determine the complexity of as well as
difficulty in solving the problem. A review of multiobjective
optimization frameworks, models, and algorithms is sum-
marized in [81]. (e standard form of the multiobjective
problem is as follows:

minimizez � f1(x), f2(x), . . . , fm(x)􏼈 􏼉

subject to

gi(x)≤ 0, i � 1, . . . , s1

hj(x) � 0, j � 1, . . . , s2

lk ≤ xk ≤ uk, k � 1, . . . , n.

(4)

where x � (x1, x2, . . . , xn) denotes an n-dimensional vector
of decision variables and z � (z1, z2, . . . , zm) stands for an
m-dimensional vector of objective functions. Function gi

represents the inequality constraint i and function hj yields
the equality constraint j, where the number of these con-
straints are s1 and s2, respectively. (e lower and upper
bounds on the decision variable xk are represented by lk and
uk. Regardless of the mathematical model, each optimization
problem can be converted into a multiobjective program-
ming problem if further objective functions are added to the
set of constraints (for example, should not only cost but also
time and reliability be optimized).

Modelling and handling uncertainties cannot be avoided
in Industry 4.0-focused optimization tasks. Different
modelling strategies exist in terms of optimization that takes
into account uncertainties: one approach is stochastic
programming, where the standard two-stage paradigm can
be applied. Here, the goal is to choose the first-stage variables
in such a way that the sum of the overall cost during the first
stage and the expected value of the second stage is minimal.
(e stochastic programming model can be a linear, integer,
or nonlinear problem, depending on the nature of the given
task. (e standard formulation of the two-stage stochastic
linear program is as follows:

minimizecTx + Eξ[Q(x, ξ)]

subject to Ax � b, x ≥ 0

where Q(x, ξ) � minimize q
Ty|Tx + Wy � h, y ≥ 0􏽮 􏽯,

(5)
where vectors x and y represent the first- and second-stage
decision variables. (e elements T, W, h, and q of the second
stage can be random, and thus, ξ � (q, h, T, W) is a random
vector. Note that matrices T and W are called the technology
and recourse matrices, respectively. By transforming the
objective function, a stochastic programmingmodel can also
be considered as robust, where the objective function also
includes the measure of variability and the risk tolerance of
the modeller. In addition, if the reliability of the given system
is highlighted and uncertainty in the parameters of the
constraints is assumed, then the probabilistic programming
approach can provide the right model representation.
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Another approach to modelling optimization problems
that takes into account uncertainties is fuzzy mathematical
programming. (e fundamental difference between sto-
chastic and fuzzy optimizations is in the description of
uncertainty since the membership function represents the
different realizations of uncertainty. Based on the above, the
parameters, constraints, and the objective function can be
represented by fuzzy numbers, fuzzy sets, and the fuzzy goal,
respectively. In such cases, the flexible programming and
possibilistic programming strategies can provide appropri-
ate solutions. Finally, it is also worth mentioning solutions
based on stochastic dynamic programming, since uncer-
tainty can be an integral part of the technique. (e solution
assumes that a given time point is entirely determined by its
history. (erefore, first, the tail subproblems are managed,
from which the solution to the original problem can be
derived. To determine the solution, a large number of
computation steps and time requirements must be used in
the calculation, which increases exponentially as a function
of the number of variables in the model. In recent years, a
number of papers have been published in the fields of
stochastic programming, fuzzy programming, and sto-
chastic dynamic programming related to Industry 4.0 ap-
plications, e.g., production planning, scheduling, capacity
expansion, energy investment as well as the design and
optimization of complex chemical engineering systems.
Sahinidis presents a state-of-the-art optimization that takes
into account uncertainty in [82].

Many optimization problems can be represented by
networks such as Petri nets [83], P-graphs [84], and State-
Task Networks [85]. (ese approaches can visualize the
problem to aid understanding. Efficient solution algorithms
usually exist for network type problems which can exploit
the structure of the problem. Unlike general methods, these
algorithms are specialized, i.e., cannot solve other types of
problems.

Two groups of solvers can be used to solve MIP models,
namely, exact optimization algorithms and approximate
algorithms. Exact algorithms can always generate the op-
timal solution of the model, but the size of the solvable
models is insufficient for industrial needs. Approximate
algorithms are faster, so they can solve bigger problems, but
usually, the quality of the solution cannot be guaranteed.
Numerous solutionmethods are available, but the aim of this
paper is not to review all of these traditional algorithms.

(e types of most typical optimization problems are
given in Table 6.

4.2. Characteristics of Optimization Tasks: Requirements of
Industry 4.0 Solutions. Classical optimization models have
typical characteristics. (ese properties are summarized in
Table 7 based on [118]. (e table lists the key features of an
optimization task that are critical to the solution.

(e size of a system affects the size of its model, and the
size of a model drastically affects its solution time. Deter-
mining the optimal solution of a large problem is difficult as
the computational time may be impractical. Horizontal and
vertical integration increases the size of a suitable model.

Every manufacturing system has some kinds of natural
modular structure where tight or loose connections are
found between the modules. Modules can have their own
optimization models, and their connections can be modelled
using additional constraints. (is modularity can help to
solve a model using multistage optimization techniques;
moreover, the models of modules can be solved in parallel.
Multistage optimization techniques are usually faster than
traditional ones but cannot guarantee to calculate the global
optimum.

(e complexity of words has multiple meanings in terms
of optimization. (e Oxford English Dictionary defines
complexity as, “(e state or quality of being intricate,
complicated or complex.” (is meaning can be used as a
property of a manufacturing system (system complexity).
Wiendahl and Scholtissek [119] divide the definition of
complexity in industrial manufacturing into the complexity
of the products and complexity in production. Bozarth et al.
[120] introduced detail complexity as the distinct number of
components of the system and dynamic complexity as the
unpredictability of a system’s response. Deshmukh et al.
[121] used the terms static complexity which can be viewed
as “a function of the structure of the system, connective
patterns, variety of components, and the strengths of in-
teractions” and dynamic complexity which is “concerned
with unpredictability in the behavior of the system over a
time period.” A mathematical model also can be complex in
terms of system complexity, i.e., it can consist of many
variables and constraints; moreover, the objective function
and/or the constraints can be nonlinear. Usually, a complex
system results in a complex model.

(e computational complexity (also referred to as the time
complexity) means a classification of algorithms and prob-
lems. For an algorithm, the classificationmeans the number of
steps needed to solve a problem according to the size of the
input. From this point of view, polynomial algorithms can be
distinguished from nonpolynomial ones since polynomial
algorithms are faster. (e complexity of a problem is the
complexity of the best algorithm that can solve it. As a result, P
(polynomial) problems can be distinguished from NP
(nonpolynomial) ones. If a problem belongs to the NP class, a
polynomial algorithm has yet to be found which can solve it.
By increasing the size of an NP problem, its solution time is
increased in a nonpolynomial way (e.g., exponential, factorial,
and double exponential). Ausiello et al. [122] identified more
than 200 NP optimization problems. In manufacturing, many
well-known NP problems can be found, e.g., scheduling and
process network synthesis. If the computational complexity of
a model is high, then the solution time can be impractical for
problems on an industrial scale.

An exact algorithm can generate an optimal (or near-
optimal) solution for the model and an optimal solution for
the model which is not necessarily an optimal solution to the
problem. (e quality of the solution depends on the quality
of the model, i.e., only a good model results in a good so-
lution. In the case of approximate methods, the quality of the
solution not only depends on the quality of the model but
also on the methods because these algorithms usually cannot
guarantee optimality.
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4.3. Future Research and Development Directions. As is
mentioned above, the solution time is very critical in in-
dustry, especially for real-time problems. For NP problems,
no algorithms are known, which can quickly generate their
optimal solutions. To obtain a good but not necessarily
optimal solution, fast heuristic approaches are needed.
Heuristics should result in simpler models where some less
important details are neglected or in heuristics-based al-
gorithms, e.g., genetic algorithm, ant colony algorithm, tabu
search, and artificial intelligence-based approaches.

One of the reasons for the existence of real-time
problems is the uncertainty of systems which arises from
unexpected tasks and events, e.g., a breakdown of a machine
which is in need of maintenance [123]. Furthermore, the
environment in which the production system has to work is
uncertain and constantly changing. (is property originates
from changes in customer demands, product design, and
processing technology. Handling these uncertainties is a
challenge in many fields [124, 125]. Obviously, it becomes
ambiguous which solution can be considered as optimal,
e.g., the most robust one and the one expected to generate
the highest profit. In this area, two main directions of re-
search exist. In the first, the solution must be determined a
priori and cannot be modified after the realization of an
uncertain event. In the second, a plan exists, and when an
uncertain event occurs, a reoptimizationmust be performed.
Unlike in the previous case, the optimization is carried out

when the system is already running; therefore, usually a very
limited amount of time is available to deliver the solution. As
a result, heuristics are often favored for this purpose because
for real-time problems, a feasible solution should be suffi-
cient which does not cause big changes compared to the
original plan. Naturally, many developments do not fit into
these two categories, e.g., in two-stage methods, the first
stage defines an initial plan, but some decisions are later
altered in the second stage during its operation.

4.3.1. Multistage Optimization. Multistage optimization is
very frequent in Industry 4.0 because (horizontal and ver-
tical) integration yields large-scale models which cannot be
solved in a reasonable period of time. In high-level stages,
only the “important” decisions are made and the “less im-
portant” ones are relaxed, while in lower-level stages, the
“important” decisions come from the higher levels. For
example, the ISA-95 standard defines 4 stages, namely,
production planning, production scheduling, operating
instructions, and process optimization (see Figure 2). Pro-
duction planning defines which products will be manu-
factured; production scheduling provides the timetable of
the manufacturing of the selected products, and the last two
stages deal with optimizing the operations. (e decentral-
ization requirement of Industry 4.0 also points to multistage
optimization because it also results in the decentralization of

Table 6: Types of optimization problems.

Optimization models Model type Example
Stochastic programming Uncertainty optimization [69, 86–88]
Robust optimization Uncertainty optimization [89–91]
Global optimization Deterministic, continuous, unconstrained/constrained optimization [92–94]
Mixed-integer nonlinear programming Deterministic, continuous, constrained, nonlinear programming [95–97]
Network optimization Deterministic, continuous, constrained optimization [98, 99]
Derivative-free optimization Deterministic, continuous, constrained, bound constrained optimization [100–102]
Quadratic programming Deterministic, continuous, constrained, linearly constrained optimization [103–105]
Linear programming Deterministic, continuous, constrained, linearly constrained optimization [106–108]
Integer linear programming Deterministic, discrete [109–111]
Combinatorial optimization Deterministic, discrete [112–114]
Multiobjective optimization — [115–117]

Table 7: Typical characteristics of classical optimization models.

Property Description Trend

Size (e number of decision variables, parameters,
and constraints

Increasing continuously because the vertical and horizontal integration
increases the size of the manufacturing system (supply chain) to be

modelled

Modularity High level of modularity can help to solve the
model efficiently

Important because the production systems are modular and have
hierarchic structure; moreover, the modules may be solved

independently decreasing the necessary solution time, and they can be
solved parallel

Complexity Complexity and nonlinearity may affect the
solution time and precision dramatically

Increasing because only a complex and detailed model can describe a
complex system appropriately

Time scale/
adaptability

Optimization techniques often require a
relatively long time to give the solution

Important because the computational time can be critical for short-
term problems especially for real-time problems; moreover, the

flexibility of manufacturing systems is an expectation

Solution quality Ameasure of how far a solution is at most from
an optimal solution is obtained

Important for long-term problems, but for short-term problems the
computational time is more critical
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decision-making. For example, in the case of scheduling
problems, Rossit et al. [126] showed that this decentral-
ization is one of the main research directions.

Rolling horizon decision-making is a good choice for
optimal decisions in a stochastic, dynamically changing
environment. It is the task of the decision-maker to make a
decision for a certain number of future periods in such a way
that the optimal decisions made for the first period effec-
tively support future plans. (e second decision time period
starts with a replanning periodicity step where previously
made decisions can be revised and updated. (is redesign
procedure is repeated for every time period to refine and
clarify future plans, i.e., rolling horizon systems iteratively
solve a series of optimization problems over a shorter period.
One of the most common applications of rolling horizon
designs is connected to production planning problems in
which decisions are made where demand is satisfied at a
minimal cost. (e rolling horizon planning problem has
been classified by Sahin et al. [127] who focused on deter-
ministic and stochastic demands, single and multiple
planning layers, single and multiple manufacturing layers,
and single and multiple items. Rolling horizon optimization
problems mainly focus on optimizing the different pa-
rameters of the planning problem, e.g., the length of the
planning horizon, stock level, and forecast errors. (e in-
tegration of planning and scheduling in a rolling horizon is
taken much less into account due to the complexity of the
optimization tasks examined. Rolling operation poses some
Industry 4.0-focused optimization tasks, e.g., production
scheduling, supply chain planning, optimization of planning
horizon parameters and lot-sizing and scheduling decisions,
the investigation of the planning frequency in production
systems, the impact of forecast errors in planning processes,
or the examination of the lot-sizing, parallel machine lot-
sizing, and scheduling problems.

4.3.2. Digital Twin. Cyber-physical systems often have
digital twins as building elements. (e cyber part of a digital
twin is suitable for performing various calculations and
simulations [128] and, moreover, can provide information
about optimization and scheduling algorithms [129].
Knowledge-based digital twin solutions can also help op-
timize the production [130] as they can be used to support
decisions based on simulations, predictions, and optimi-
zation before providing intelligent real-time control as is
depicted in Figure 9.

Digital twin solutions have already been applied for
ergonomic optimization [131], optimizing the behavior of
the system during the design phase [132] and multirobot
manufacturing cell optimization [47]. Process simulations
are also possible [133].(e approach seems to have become a
key enabler of further Industry 4.0 solutions and their op-
timizations in the future, e.g., autonomous maintenance
[60]. (ere has never been a full digital twin application in
the field of pharmaceutical manufacturing [134]. Further-
more, this technology has never been implemented in cloud
platforms; however, there is a need to build connections
between these Industry 4.0 solutions [135]. (e support of

optimal product design using digital twin solutions is also a
serious challenge for future research [136].

4.3.3. Ontology-Based Knowledge Representation and
Integration. Ontology is a formal model that uses mathe-
matical logic to clarify and define things as well as their
relations [137]. Since they can be described by mathematical
models, it is possible to implement them into a comput-
erized environment.

Ontology-based design is not yet widespread and,
therefore, seems to be a future research direction. However,
initiatives for cyber-physical systems already exist [138].
Ontologies have also been constructed to support the de-
cision-making of agents, and therefore, the agility and
flexibility requirements have been met too [139].

Based on XML, several ontology formats have been
developed such as B2MML (Business to Manufacturing
Markup Language) and AutomationML (Automation
Markup Language). B2MML is based on the ISA-95 stan-
dard and aims to support the vertical integration process
with appropriate data conversion solutions and the efficient
design of information exchange [140]. Firstly, useful in-
formation to be exchanged has to be identified and aspects
are commonly provided by process models [141]. Subse-
quently, a control system supervises and schedules the ex-
change of data. (e workflow using B2MML can be easily
presented for scheduling [142]. (is cycle is illustrated in
Figure 10. (e production data must be collected first via
B2MML which is the input of the scheduling algorithm. (e
output is shared with the given dispatching system and
compared with the process model. If the process seems to be
inefficient, the production parameters are changed.

AutomationML (Automation Markup Language) is an
XML-based data format for exchanging information be-
tween modern automation engineering tools [143]. It pro-
vides a hierarchical description language for industrial
systems that takes into consideration both structure and
properties [144]. AutomationML is very popular, widely
accepted, and supported by different companies as well as
suppliers. By using AutomationML, the overall process
becomes faster and independent of the knowledge and
experience of design engineers [145]. (e structure of
AutomationML consists of individual devices called “in-
stances.” (ey can be classified hierarchically into groups
represented as “system unit classes.” (e entire system is
named an “instance hierarchy.” (e interconnections be-
tween units are called “internal links” [146]. AutomationML
offers suitable data collection and preprocessing opportu-
nities by being combined with model-driven engineering
[147].(is integration can reduce manual effort and increase
reusability. AutomationML can be extended by performance
metrics and used for optimization [144].

5. Discussion and Conclusions

Industry 4.0 aims for comprehensive automation and in-
tegration to achieve the most efficient, optimal operation.
Although countless studies have been published, no review
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papers have been written about the optimization solutions of
Industry 4.0. (is paper provides an overview of the opti-
mization methods and algorithms defined by the Industry
4.0 trend. (e driving force behind these solutions is pri-
marily integration, vertical and horizontal in particular.

Vertical integration aims to achieve the internal inte-
gration of enterprises from the production level to the
business level. Planning scheduling and operation tasks are
becoming increasingly dependent on each other, so the three
aforementioned tasks need to be addressed simultaneously,
and in an integrated way, moreover, real-time optimization
plays an important role. Horizontal integration aims to
organize the total supply chain management from the
supplier to the customer, which needs to be thoroughly

optimized. Tools must be developed for the simultaneous
optimization of different global tasks such as scheduling,
maintenance, production, and logistics. Horizontal inte-
gration also facilitates data exchange for analyzing processes,
and its investigation can identify inefficient processes. A
related concept known as collaborative manufacturing
management has been presented. It is also clear that hori-
zontal and vertical integration must be applied simulta-
neously to achieve the most efficient operation and also
facilitate further optimization opportunities such as the
implementation of lean tools.

(e requirements of Industry 4.0 have been collected and
discussed. (ese principles can provide guidance while
developing new Industry 4.0 solutions. All of these
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requirements have different effects on optimization and
sometimes stand in conflict with each other in practice.
However, solutions and concepts must be found to meet
these requirements. Some examples were collected, which
offer ideas for development. Keywords, which can define
concepts, were also investigated by network analysis and
help solve a given requirement properly based on the
linkages. Such a table has also been presented which can
determine research and development directions. Keyword
analysis also revealed the connections between keywords
and their structure. (e derived framework is distributed for
different areas like applications, algorithms, and enabling
technologies.

After the discussion of integration methods and re-
quirements, a quantitative analysis of the related publica-
tions was presented. (e publications over time show an
ascending trend and it can be observed that 80% of the
papers were published by many journals between 2018 and
2020 (until October). (e number of most frequently oc-
curring keywords in published papers about given re-
quirements was counted. Internet of (ings, digital twin,
and simulations were the keywords that most frequently
occurred. Real-time capability, corporate social responsi-
bility, and flexibility are the top 3 most researched topics
among the requirements. Relevant application areas and
their illustrative examples were also collected. Control,
planning, and scheduling were the most popular topics.

A large number of optimization problems to be solved in
industrial environments exist which, in many cases, require
the application of complex solution methods. (is paper has
identified a range of key Industry 4.0 focus issues such as
management, planning, scheduling, and maintenance, tasks
of which all can be described as complex optimization
problems through their interconnections. As has been
pointed out, the starting point of optimization tasks is the
continuous, integer, and mixed-integer linear programming
tasks, on which the processes of the production environment
can be modelled and examined more and more accurately.
Given the uncertainty of modelling, incorporating the di-
versity of objective functions into the model and considering
nonlinear relationships help the design to become in-
creasingly accurate. Based on all of the aforementioned
points, it is clear that the size of the mathematical models set
up, their complexity, the modularity of the problem, and
solution stability are key factors. All these have a decisive
effect on the solution of the set optimization tasks, their
accuracy, and their management using computer software.
(e difficulty in determining a solution is well illustrated by
the fact that solving integer-value optimization tasks re-
quires an exponential number of steps from mathematical
solvers. For example, a scheduling task itself formulates a
difficult NP task, which is integrated many times with other
production and operational requirements; therefore, iden-
tifying the optimal solution is a growing challenge. All of
these difficulties can be reduced by decomposing models as
well as applying effective modelling and heuristics. With
formal methods, the optimal solution can be validated with
simulation tools; moreover, by using digital twins, the de-
tailed efficiency-improving role can be seen as well.
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In this paper, an adaptive slidingmode controlmethod based onneural networks is presented for a class ofmanipulator systems.)emain
characteristic of the discussed system is that the output variable is required to keep within a constraint set. In order to ensure that the
system output meets the time-varying constraint condition, the asymmetric barrier Lyapunov function is selected in the design process.
According to Lyapunov stability theory, the stability of the closed-loop system is analyzed. It is demonstrated that all signals in the resulted
system are bounded, the tracking error converges to a small compact set, and the system output limits in its constrained set. Finally, the
simulation example is used to show the effectiveness of the presented control strategy.

1. Introduction

)e application of manipulator is of great significance to the
development of human society. So far, many effective
control strategies have been produced for manipulator
control, such as the PID control [1, 2], the robust control
[3–5], and the sliding mode control [6–8]. Among them, the
PID control is more suitable for the control theory of other
technologies difficult to adopt, or the mathematical models
are not more accurate. In [9], a new adaptive neural network
control method, which is based on a simple structure-like
PID control, is constructed to deal with the robot system
with incomplete model and disturbance. )e feature of the
robust control is that once the controller is designed, its
parameters are fixed; that is, it is not affected by external
interference, and it can guarantee the control performance.
In [10, 11], the robust control approaches are proposed to
solve the position tracking problem of the manipulator
systems. However, if the function of the considered system
needs to be improved or made major changes, then the
controller requires to be redesigned, which cannot be re-
alized for the robust control method. )e sliding mode
control has the good stability against external disturbance
and system unmodeled dynamics. For this, the sliding mode
control will be considered in this paper.

In recent years, with the rapid development of science
and technique, the adaptive control technology has become
particularly important. Especially, the fuzzy logic system-
based and neural network-based adaptive control is one of
the current research hot topics. )ese two methods are more
suitable for nonlinear systems with unknown dynamics. In
this aspect, a large number of research results have been
obtained [12–15]. Concrete results such as that in [16], a
neural network-based adaptive FTC controller was proposed
for the nonstrict-feedback interconnected large-scale sys-
tems, in which the neural networks were used to approxi-
mate the unknown terms of the considered systems. In [17],
the fuzzy logic systems were presented to approximate the
unknown terms, and then an adaptive fuzzy controller was
designed by using backstepping technique, which ensured
the finite-time convergence.

In addition, under the influence of environment and
other factors, variables in the controlled system are often
limited [18–20]; that is, variables need to be within a certain
range and cannot be arbitrarily large. )erefore, constraint
control has been widely concerned by researchers, and
abundant achievements have been obtained [21–24]. In [25],
the nonstrict feedback system with full-state constraints was
considered, as well as input saturation and unmodeled
dynamics. By introducing a logarithm nonlinear mapping,
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the considered system with full-state constraints was
transformed into an unconstrained one.

According to the above analysis, an adaptive sliding
mode controller with time-varying output constraint is
designed. In order to ensure that the system output is with
the specified time-varying constraint range, the asymmetric
logarithmic Lyapunov function is selected. )e unknown
nonlinear function existed in the considered system is ap-
proximated by the radial basis function neural networks
(RNFNNs). )en, an adaptive sliding mode controller is
constructed by combining the backstepping technique and
the sliding mode control approach.

Compared with the existing results, the innovations of
this paper mainly include the following two aspects:

(1) Compared with the existing results in [21–25], where
the constrained problems were considered and the
symmetric barrier Lyapunov functions were
employed, in this paper, the asymmetric barrier
Lyapunov functions were used to solve the output
constraint problem. Compared with symmetric
barrier Lyapunov functions, asymmetric barrier
Lyapunov functions are more widely used and less
conservative.

(2) A new adaptive sliding mode control approach for
manipulator systems is proposed by combining the
barrier Lyapunov function method and the back-
stepping technique. A sufficient condition for the
adaptive constrained control problem is derived.
Moreover, the uncertainties are considered in this
paper, which increase the design complexity.

)e rest of this paper is organized as follows: Section 2
presents the problem description which includes the ma-
nipulator system description, the required assumption, and
the control objective. Section 3 shows the design process of
the adaptive NN controller, and the main result is also
proposed. Section 4 contains the simulation example, and
Section 5 is conclusion.

2. Problem Description

Consider the manipulator system in [26]

_x1 � x2,

_x2 �
1
M

x3 −
N

M
sin x1 −

B

M
x2,

_x3 �
1
L

u −
KB

L
x2 −

R

L
x3,

y � x1,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where x1, x2, x3 are the system states, u ∈ R and y ∈ R are
the control input and output, respectively, and the defini-
tions of related notations can be found in [26]. In this paper,
the system output is required to satisfy a certain constraint
condition. )at is to say the system output y(t) satisfies the

constraint condition that k(t)≤y(t)≤ k(t), where k(t) and
k(t) are continuous functions.

Assumption 1 (see [27]). )e desired reference signal yd(t)

is bounded, which means that there exists a constant Y such
that |yd(t)|≤Y.

)e control target of this paper is to design an adaptive
NN controller such that the closed-loop system is stable, and
the system output can track the desired reference signal
yd(t) as well as satisfy its constraint condition.

3. The Adaptive NN Controller Design

In this paper, the backstepping method is used to design the
adaptive NN controller, and the following coordinate
transformation is defined:

z1 � x1 − yd,

z2 � x2 − α1,

z3 � x3 − α2,

⎧⎪⎪⎨

⎪⎪⎩
(2)

where z1, z2, and z3 are the error variables and α1 and α2 are
the virtual controllers, which will be designed in the later
procedure.

Step 1. From (1) and (2), one gets

_z1 � _x1 − _yd

� z2 + α1 − _yd.
(3)

Consider the following asymmetric obstacle Lyapunov
function:

V1 �
q z1( 􏼁

2
log

k
2
z1

(t)

k
2
z1

(t) − z
2
1

+
1 − q z1( 􏼁

2
log

k
2
z2

(t)

k
2
z2

(t) − z
2
1
,

(4)

where q(z1) is a piecewise function, which means that if
z1 > 0, then q(z1) � 1, otherwise q(z1) � 0. kz1

(t) and kz2
(t)

are positive definite smooth bounded function, which satisfy
kz1

(t) � k(t) − Y and kz2
(t) � − k(t) − Y, respectively.

For convenience of expression, define the following error
coordinate transformation:

e1 �
z1

kz1

,

e2 �
z1

kz2

,

e � q z1( 􏼁e1 + 1 − q z1( 􏼁( 􏼁e2,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where e1, e2, and e are transfer variables. Based on the above
transformation, we know that if z1 > 0, then q(z1) � 1 and
e � e1. Furthermore,

V1 �
1
2
log

1
1 − e

2
1

�
1
2
log

1
1 − e

2. (6)
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Similarly, if z1 ≤ 0, then q(z1) � 0 and e � e2. )us we
have

V1 �
1
2
log

1
1 − e

2
2

�
1
2
log

1
1 − e

2. (7)

Combining (6) and (7), one has

V1 �
1
2
log

1
1 − e

2. (8)

)en, the time derivative of V1 is obtained as

_V1 �
q z1( 􏼁e1

kz1
1 − e

2
1􏼐 􏼑

z2 + α1 − _yd − z1

_kz1

kz1

⎛⎝ ⎞⎠ +
1 − q z1( 􏼁( 􏼁e2

kz2
1 − e

2
2􏼐 􏼑

z2 + α1 − _yd − z1

_kz2

kz2

⎛⎝ ⎞⎠.

(9)

Design the following virtual controller:

α1 � − c1 + c1(t)( 􏼁z1 + _yd, (10)

where c1 > 0 is a constant and
c1(t) �

����������������������

( _kz1
/kz1

)2 + ( _kz2
/kz2

)2 + c0

􏽱

is a time-varying gain
with c0 being a positive constant.

Substituting (10) into (8), the following holds:

_V1 ≤ −
c1e

2

1 − e
2 +

q z1( 􏼁

k
2
z1

− z
2
1

+
1 − q z1( 􏼁

k
2
z2

− z
2
1

⎛⎝ ⎞⎠z1z2 ≤ −
c1e

2

1 − e
2 + μz1z2,

(11)

where μ � (q(z1)/k2
z1

− z2
1) + (1 − q(z1)/k2

z2
− z2

1).

Step 2. From (1) and (2), _z2 can be described as

_z2 �
1

M
x3 − N sin x1 − Bx2 − M _α1( 􏼁. (12)

In this paper, we consider the case that the load mass is
uncertain, and then according to the definitions of the
system parameter in [26], it is easy to know thatM andN are

unknown, which implies that the function
− N sin x1 − Bx2 − M _α1 is also unknown. Here, the
RBFNNs are used to approximate it, i.e.,

− N sin x1 − Bx2 − M _α1 � ω∗T
2 φ2 X2( 􏼁 + ε2 X2( 􏼁, (13)

where ω∗T
2 stands for the ideal weight vector of the NNs,

φ2(X2) is a Gaussian function with X2 � [x1, x2, x3, yd, _yd]T

being the NN input, and ε(X2) is the approximation error.
In addition, ‖ε2(X2)‖≤ ε2.

Assumption 2 (see [28]). )e ideal weight vectors of
RBFNNs are bounded.

Substituting (13) into (12), one gets

_z2 �
1

M
x3 + ω∗T

2 φ2 X2( 􏼁 + ε2 X2( 􏼁􏼐 􏼑. (14)

Select the following Lyapunov function:

V2 � V1 +
M

2
z
2
2 +

1
2δ2

􏽥W
2
2, (15)

where δ2 > 0 is a design parameter. 􏽥W2 � W∗2 − 􏽢W2 is the
estimation error with 􏽢W2 being the estimation of W∗2 , and
W∗2 � ‖ω∗2 ‖2.

)en, combining (11) and (14), the time derivative of V2
is

_V2 � _V1 + Mz2 _z2 −
1
δ2

􏽥ωT
2

_􏽢ω2 ≤ −
c1e

2

1 − e
2 + μz1z2

+ z2 x3 + ω∗T
2 φ2 X2( 􏼁 + ε2 X2( 􏼁􏼐 􏼑 −

1
δ2

􏽥W2
_􏽢W2.

(16)

Based on Young’s inequality, it has

z2ω
∗T
2 φ2 X2( 􏼁≤

z
2
2W
∗
2φ

T
2 X2( 􏼁φ2 X2( 􏼁

4ξ2
+ ξ2z2ε2 X2( 􏼁≤

1
2
z
2
2 +

1
2
ε22,

(17)

where ξ2 > 0 is a parameter. )en, the derivative of V2
becomes

_V2 ≤ −
c1e

2

1 − e
2 + z2 z3 + α2 + μz1 +

1
2
z2 +

z2
􏽢W2φ

T
2 X2( 􏼁φ2 X2( 􏼁

4ξ2
􏼠 􏼡 + 􏽥W2

z
2
2φ

T
2 X2( 􏼁φ2 X2( 􏼁

4ξ2
−

1
δ2

_􏽢W2􏼠 􏼡 +
1
2
ε22 + ξ2. (18)

Select the following virtual controller and adaptive law

α2 � − c2z2 − μz1 −
1
2
z2 −

z2
􏽢W2φ

T
2 X2( 􏼁φ2 X2( 􏼁

4ξ2
, (19)

_􏽢W2 � δ2
z
2
2φ

T
2 X2( 􏼁φ2 X2( 􏼁

4ξ2
− σ2 􏽢W2􏼠 􏼡, (20)

where c2 and σ2 are the positive constants.
Substituting (19) and (20) into _V2, one has

_V2 ≤ −
c1e

2

1 − e
2 − c2z

2
2 + z2z3 + σ2 􏽥W2

􏽢W2 +
1
2
ε22

≤ −
c1e

2

1 − e
2 − c2z

2
2 −

1
2
σ2 􏽥W

2
2 + z2z3 +

1
2
σ2W
∗ 2
2 +

1
2
ε22 + ξ2.

(21)

Step 3. In order to ensure that the tracking error of the
system tends to zero in finite time, improve the convergence
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accuracy, and avoid singular problems; an integral end face
sliding surface is designed as

s � z3 + η􏽚
t

0
z

(l/n)
3 dw, (22)

where η> 0, l> 0, n> 0, and 1< (l/n)< 2.
According to z3 � x3 − α2 and _x3 � (1/L)u − (KB/L)x2

− (R/L)x3, _s can be obtained as

_s �
1
L

u − KBx2 − Rx3 − L _α2 + Lηz
(l/n)
3􏼐 􏼑. (23)

)e function − KBx2 − Rx3 − L _α2 + Lηz
(l/n)
3 is unknown

due to the unknown parameter KB, and thus the RBFNNs
are used to approximate it

− KBx2 − Rx3 − L _α2 + Lηz
(l/n)
3 � ω∗T

3 φ3 X3( 􏼁 + ε3 X3( 􏼁.

(24)

)erefore, _s becomes

_s �
1
L

u + ω∗T
3 φ3 X3( 􏼁 + ε3 X3( 􏼁􏼐 􏼑. (25)

Consider the Lyapunov function

V3 � V2 +
L

2
s
2

+
1
2δ3

􏽥W
2
3, (26)

where δ3 is a positive design parameter. 􏽥W3 � W∗3 − 􏽢W3 is
the estimation error with 􏽢W3 being the estimation of W∗3 ,
and W∗3 � ‖ω∗3 ‖2.

Taking the derivative of V3 along time, one has

_V3 � _V2 + Ls _s −
1
δ3

􏽥W3
_􏽢W3. (27)

Substituting (21) and (25) into (27), it has

_V3 ≤ −
c1e

2

1 − e
2 − c2z

2
2 −

1
2
σ2 􏽥W

2
2 + z2z3 +

1
2
σ2W
∗ 2
2 +

1
2
ε22 + ξ2

−
1
δ3

􏽥W3
_􏽢W3 + s u + ω∗T

3 φ3 X3( 􏼁 + ε3 X3( 􏼁􏼐 􏼑.

(28)

Using Young’s inequality, we have

sω∗T
3 φ3 X3( 􏼁≤

s
2
W3φ

T
3 X3( 􏼁φ3 X3( 􏼁

4ξ3
+ ξ3sε3 X3( 􏼁≤

1
2
s
2

+
1
2
ε23,

(29)

and then, we can deduce that

_V3 ≤ −
c1e

2

1 − e
2 − c2z

2
2 −

1
2
σ2 􏽥W

2
2 +

1
2
σ2W
∗ 2
2 +

1
2
ε22 +

1
2
ε23 + s u +

s 􏽢W3φ
T
3 X3( 􏼁φ3 X3( 􏼁

4ξ3
+
1
2

s +
z2z3

s
􏼠 􏼡

+ 􏽥W3
s
2φT

3 X3( 􏼁φ3 X3( 􏼁

4ξ3
−

1
δ3

_􏽢W3􏼠 􏼡 + ξ2 + ξ3.

(30)

Design the following actual controller and adaptive law:

u � − c3s −
1
2

s −
z2z3

s
−

s 􏽢W3φ
T
3 X3( 􏼁φ3 X3( 􏼁

4ξ3
, (31)

_􏽢W3 � δ3
s
2φT

3 X3( 􏼁φ3 X3( 􏼁

4ξ3
− σ3 􏽢W3􏼠 􏼡, (32)

where c3 and σ3 are the positive parameters.
On the basis of (31) and (32), we get

_V3 ≤ −
c1e

2

1 − e
2 − c2z

2
2 − c3s

2
−
1
2

􏽘

3

j�2
σj

􏽥W
2
j +

1
2

􏽘

3

j�2
σjW
∗ 2
j +

1
2

􏽘

3

j�2
ε2j + ξj􏼐 􏼑. (33)

Let C � min c1, c2/M, c3/L, σ2δ2, σ3δ3􏼈 􏼉, and
D � (1/2) 􏽐

2
j�2(σjω∗T

j ω∗j + ε2j + ξj), from which C and D

are the constants.

Furthermore, consider the inequality
− (c1e

2/1 − e2)≤ − c1log(1/1 − e2). )en, _V3 can be de-
scribed as
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_V3 ≤ − CV3 + D. (34)

Based on the above analysis, the following theorem is
obtained.

Theorem 1. Consider the manipulator system (1); based
on Assumptions 1-2, the controllers (10), (19), (31) and
adaptive laws (20), (32) are designed such that all signals
in the resulted system are bounded, the system output can
track the reference signal to a compact set, and it does not
violate its constraint.

Proof. . Select the Lyapunov function as follows:

V �
1
2
log

1
1 − e

2 +
M

2
z
2
2 +

L

2
s
2

+
1
2

􏽘

3

j�2

1
δj

􏽥W
2
j . (35)

According to the above analysis, it is easily known that
_V≤ − CV + D. (36)

)e above inequality is integrated on both sides over
[0, t], and then the following holds:

V(t)≤V(0)e
− Ct

+
D

C
. (37)

According to the definition of V, we can know that e, z2,
z3, 􏽥ω2, and 􏽥ω3 are all bounded for the bounded initial
condition. When z1 > 0, e � e1, so e1 is bounded. Since e1 �

(z1/kz1
) and kz1

is a bounded function, z1 is also bounded.
Based on z1 � x1 − yd and the boundness of yd, x1 is
bounded. According to the definition of α1, it is easy to know
α1 is bounded. Furthermore, on the basis of z2 � x2 − α1, x2
is also bounded. Similarly, α2, x3, and u are bounded. )us,
all signals in the resulted system are bounded.

In addition, from (35) and (36), one has
1
2
log

1
1 − e

2 ≤V(0)e
− Ct

+
D

C
. (38)

Furthermore, when z1 > 0, e � e1 � (z1/kz1
), and then

z1 ≤ kz1

���������������

1 − e
− V(0)e− Ct − (D/C)

􏽱

. (39)

Similarly, when z1 ≤ 0, we have

z1 ≤ kz2

���������������

1 − e
− V(0)e− Ct − (D/C)

􏽱

. (40)

)erefore, when t⟶∞, the tracking error z1 con-
verges to the compact set that

z1 ≤ kz

���������

1 − e
− (D/C)

􏽱

, (41)

where kz � min kz1
, kz2

􏽮 􏽯. )at is to say the system output
can track the reference signal to a compact set.

Furthermore, from z1 � x1 − yd, one has
− |z1| − |yd|≤ |x1|≤ |z1| + |yd|. As stated at the beginning of
this paper, we can deduce that when z1 > 0, x1 ≤ k(t) and
when z1 ≤ 0, x1 ≥ k(t). )us, the system output satisfies the
constraint condition. □
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Figure 1: Trajectories of x1, yd and the constraint bounds of x1.
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)is completes the proof of )eorem 1.

Remark 1. It is worth noting that equation (41) actually
provides a direction on how to select some key design pa-
rameters: on the one hand, increasing cj, j � 1, 2, 3,
σj, j � 2, 3, and δj, j � 2, 3 may help increase C, which
further reduces (D/C). On the other hand, decreasing
ξj, j � 2, 3, may help reduce D and reduces (D/C). )e
smaller (D/C) leads to larger e− (D/C), which implies that the
tracking error z1 can be smaller, and then the tracking
performance is better.

4. Simulation Example

In this section, the manipulator system (1) is considered,
where

M �
J

kτ
+

mL
2
0

3kτ
+

M0L
2
0

kτ
+
2M0R

2
0

5kτ
,

B �
B0

kτ
,

N �
mL0G

2kτ
+

M0L0G

kτ
,

(42)

with J � 0.001625kg · m2, kτ � 0.9N · m/A, m � 0.506 kg,
L0 � 0.305m, M0 � 0.434 kg, R0 � 0.022m,
B0 � 0.01625N · m · s/rad, and G � 9.8, L � 0.225H.

In this simulation, the desired signal is chosen as
yd(t) � sin t, the constraint functions are
k(t) � 1.3 sin(t) + 0.5 and k(t) � 1.3 sin(t) − 0.5. )e ini-
tial values are selected as x1(0) � 0.001, x2(0) � 0.012,
x3(0) � 0.001, W2(0) � 0.01, and W3(0) � 1, and the other
related design parameters are chosen as c1 � 8, c2 � 8,
c3 � 22, c0 � 0.3, δ2 � δ3 � 4, σ2 � σ3 � 3, and ξ2 � ξ3 � 1.

Figures 1–5 show the simulation results of the
adaptive sliding mode control strategy designed in this
paper. Figure 1 describes the curves of system state x1
(i.e., y(t)), the reference signal yd(t), and the constraint
bounds of x1. It can be seen that the system has a good
tracking performance. At the same time, the output of the
system is within the constraint range, i.e., it satisfies the
constraint condition. Figures 2 and 3 show the trajec-
tories of states x2 and x3, respectively. )e adaptive laws
for 􏽢W2 and 􏽢W3 are given in Figure 4. According to
Figures 2–4, it is easily known that they are bounded.
Figure 5 expresses the trajectory of the control input u,
which is also bounded. )us, the effectiveness of the
proposed method is well explained.

5. Conclusion

A sliding mode-based adaptive neural network control
strategy is proposed for a manipulator system with output
constraint. Combining the sliding mode control method
with backstepping technique, an adaptive controller is
designed, which not only solves the output constraint issue
of the considered system, but also makes the error between
system output and the reference signal to converge to a small
compact set. Moreover, the output satisfies the constraint
condition. Finally, the effectiveness of the proposed ap-
proach is illustrated by the simulation example.
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,e submarine optical-fiber cable (submarine cable) is a large connectivity infrastructure, which plays an important role in
international communication, cyber-physical systems, and even national security. Although submarine cable network inter-
ruption may cause serious consequences, researching its vulnerability has not attracted much attention. ,is paper proposes a
quantitative method to measure the vulnerability of the submarine cable network and evaluates the influence of the upcoming
trans-Arctic cable (TAC) system on the submarine cable network of mainland China. To address this issue, first, the submarine
cable network of mainland China is constructed. Further, methodology based on complex network and geospatial perspective is
proposed to simulate the changes of network eigenvalues under different attacks and to quantitatively analyze the variation degree
of network vulnerability. With the proposed method, the vulnerability of the submarine cable network of mainland China before
and after construction of the trans-Arctic cable system is compared. ,e results reveal the key node countries and sea channels of
the submarine cable network of mainland China and show the significance of the TAC system.

1. Introduction

As an important carrier and channel for information
transmission between different regions, the submarine op-
tical cable networks comprise large-scale connectivity in-
frastructures. However, the vulnerability of the submarine
cable network is often ignored. Although plenty of research
studies have paid attention to the topology structure and
optimal deployment of the submarine cable network, there
are few researches on its vulnerability. To fill this gap, this
paper draws on the complex network theory and method to
analyze the vulnerability of the submarine cable network of
mainland China and compares the vulnerability between
before and after construction of the trans-Arctic cable
system.

,e global submarine cable network, consisting of ap-
proximately 450 submarine cable systems, covering 1.2
million kilometers in length [1], and handling 99 percent of

international data traffic, is the backbone of the physical
infrastructure of the global Internet, as well as the most
important information transmission medium in the world,
currently and for the foreseeable future [2]. ,e coming
decades may see the large-scale deployment of networked
cyber-physical systems (CPSs), which puts forward new
requirements for the stability and invulnerability of the
submarine cable network. For the submarine cable network,
it is not only the underlying physical system of CPSs but also
the information flow it brings constitutes the cyber system of
CPSs. ,erefore, the vulnerability of submarine cable net-
work is very important for CPSs and even national devel-
opment in the era of Industry 4.0.

Vulnerability is an important concept, referring to the
extent to which a system is affected when a disaster occurs; it
is widely used in the study of ecology [3–5], disaster
management [6, 7], and urban economics [8, 9]. Watts and
Strogatz [10] and Barabasi and Albert [11] found the small
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world characteristics and scale-free characteristics of the real
world and opened a new era of complex network system
research. Subsequently, in the early 2000s, Albert et al. [12],
Broder et al. [13], and Bollobás and Riordan [14] explored
the vulnerability of complex networks with different char-
acteristics; this work laid the foundation for later scholars to
explore the vulnerability of complex networks and became
important in recognizing the key nodes and edges in
complex networks.

In fact, many telecommunication networks have been
found to have the characteristics of complex networks. For
example, Schintler et al. [15] examined and compared the
North American physical fiber network and the pan-Eu-
ropean fiber optic network; Gorman and Malecki [16]
analyzed the complexities of ten backbone provider net-
works in the USA; Wheeler and O’Kelly [17] and Grubesic
et al. [18] explored the network topology of the commercial
Internet in the USA. Such studies address the position of
nodes (e.g., cities and hubs) as well as the diffusion pattern
of flows in the network, with due emphasis on route length,
nodal clustering, and power-law and exponential con-
nectivity distributions.

In large-scale communication networks, such as the
Internet, scale-free characteristics evolve through self-or-
ganizing processes, in which new nodes tend to attach to
other vertices that are already well connected [19–22]. As a
result, the connections in the network are mainly routed by
several high-level nodes, and the network diameter is small,
while network efficiency is high: Albert et al. [12] indicated
that scale-free networks, such as these, are very tolerant to
random failures at nodes—providing a reliable system for
information distribution. However, Grubesic et al. [18] and
Schintler et al. [15] pointed out that scale-free network,
when super connected nodes are removed, faces the risk of
disconnection or significant interruption, either uninten-
tionally or from a targeted attack or external force.

However, so far, the reliability, survivability, and resil-
iency of a communication network system, within the
context of complex network theory, are still ignored to a
great extent, meaning the related literature is relatively scant,
especially concerning the survivability of a submarine cable
network. In the literature, a few scholars have focused on the
topological design of submarine cable networks [23–25]. A
disaster in the network is often considered as a randomly
placed disk of a particular radius (the closer the layout of
submarine cables in the disaster area, the more the cables
will be affected). Computational geometric techniques are
used to compare and evaluate the network resiliency for
various topologies, such as rectangular with rounded corner,
rhombus, and elliptic topologies, and to find the vulnerable
points within a network. Some studies even involve the
constraints of the total cable cost [26]. ,e above research
focuses on the vulnerability or survivability of a submarine
cable network; however, the essence is to explore the op-
timization of spatial layouts of a submarine cable network in
the context of communication engineering. All the above
research studies are not based on complexity science and
lack the dynamic evaluation of network complexity. ,e
work of Albert et al. [12] and that of other scholars on the

tolerance of the Internet to random failures or targeted
attacks need to be further reflected in a submarine cable
network using complex network theory.

,e first international submarine cable system, invested
by China, was completed and came into use in December
1993. In the subsequent 25 years, the number of submarine
cable systems worldwide has increased, the capacity of
submarine cable systems has improved, the number of
connected countries and regions has increased, and un-
dersea communication capacity has reached new heights
[27]. Nevertheless, similar to the characteristics of shipping
routes, a few sea lanes or landing countries have become the
necessary places for network connectivity, greatly restricting
the connectivity of China’s submarine cable network.
However, with global warming, the melting Arctic has
provided an attractive route for submarine cables [28]. In
March 2017, at the 4th International Arctic Forum held in
Arkhangelsk, Russia, many parties, including theMinistry of
Industry and Information Technology of China and China
Telecom Group, discussed the planning and construction of
a submarine cable across the Arctic circle along the
Northeast channel. Such a project can shorten the submarine
cable connection distance of Asia and Europe by about 40%
and reduce the communication delay by half. Against this
background, the submarine cable network of China will
usher in a new round of changes. How network vulnerability
will change requires a scientific answer from the perspective
of academic.

,us, this paper draws on the complex network theory
and method to analyze the vulnerability of the submarine
cable network of mainland China and compares the vul-
nerability between before and after construction of the trans-
Arctic cable system. ,e main features and contributions of
this paper can be summarized as follows.

(1) ,is paper is the first attempt to construct the sub-
marine cable network of Mainland China. It paper
presents its structural characteristics andmakes up for
the deficiency of existing research on this new large-
scale connectivity infrastructure network.

(2) ,is paper proposes a quantitative method to
measure the vulnerability of submarine cable net-
work. ,is method fully combines the perspective of
topological network and geographical space, which
can not only simulate the change trend of network
eigenvalues under different attack modes but also
identify the important nodes and corridors in the
global map.

(3) ,is paper proves the strategic significance of the
trans-Arctic cable system to the submarine cable
network of mainland China. It shows that the vul-
nerability of the submarine cable network of
mainland China will be improved after construction
of the trans-Arctic cable system, especially in the
context of intentional attack.

,e remainder of this paper is organized as follows. In
Section 2, the data sources and study area are presented; the
submarine cable network of mainland China is constructed. In
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Section 3, the methodology is proposed, including assessment
indicators, simulation strategy, and quantitative analysis. In
Section 4, results about the vulnerability analysis of submarine
cable network nodes and edges are separately provided. ,e
conclusion and discussion are finally drawn in Section 5.

2. Data Sources and Network Construction

2.1. Data Sources and Study Area. ,e data for this study
mainly come from TeleGeography (https://www.telegeography.
com/), which is a telecommunications market research and
consulting firm. TeleGeography collected the data for all existing
submarine communications cables. For this study, we analyze
the submarine cable network of mainland China, which
comprises part of the global submarine cable network and
consists of all the submarine cable systems arriving in mainland
China. Fourteen submarine cable systems were selected as the
research object (Table 1). Among them, 13 submarine cable
systems have been built—3 have been abandoned, and ten are
currently in use. ,e TAC system is expected to be completed
and put into use in 2023. It should be noted that although the
AAE-1 system landed first in Ngwe Saung,Myanmar, it directly
connects with China through the China-Myanmar interna-
tional fiber-optic cable system (CMI project), and the service
object is still mainland China (Figure 1). ,is system is also the
first overseas submarine cable built by China Unicom with its
own landing station; therefore, the AAE-1 system belongs to the
research consortium of the submarine cable network of
mainland China.

Submarine cable network of Mainland China connects
44 countries and regions. Before completion of the TAC
system (later called the T1 era), the submarine cable network
of mainland China was connected to the Asia-Pacific, South
Asia, the Middle East, North Africa, and Europe by the west
route of China and connected to the United States by the east
route of China. After completion of the TAC system (later
called the T2 era), the new route along the Arctic Northeast
channel connects Europe directly to mainland China,
forming a closed-loop structure. ,e main routes, countries,
and regions involved are shown in Figure 1.

2.2. Construction of the Submarine Cable Network. In order
to facilitate theoretical analysis, the submarine cable network
is abstracted as nodes, edges, and weights. ,e node set (V�

{vi: i� 1, 2, . . ., n}) is defined as the landing countries or
regions (vi); the edge set (E� {ei: i� 1, 2, . . ., m}) comprises
the node pairs with optical cable lines directly between nodes
(ei); the weight of each edge (W� {wij: i� 1, 2, . . ., n}) is
determined by the capacity (potential capacity, rather than
lit capacity, is used here because redundancy is necessary to
avoid meltdown [29]) of the submarine cable system. ,e
matrix expression is as follows:

A �

a11 a12 ... a1j

a21 a22 ... a2j

⋮ ⋮ ⋮ ⋮

ai1 ai2 ... aij

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

According to equation (1), the submarine cable network
of mainland China is constructed and visualized, as shown in
Figure 2. ,e connection level of the submarine cable
network of mainland China is characterized by clustering
and distance attenuation. Countries or regions in East Asia
have the highest connection level, and Southeast Asian
groups the second-highest level. Europe, Africa, the Middle
East, and South Asia have a low level of connection, while the
United States has a medium level. After construction of the
TAC system, Russia and northern Europe will also reach a
medium level.

From preliminary observation, the network has complex
connections and presents the characteristics of small world.
,e average shortest path and clustering coefficient of
submarine cable of mainland China and same-size random
network are calculated, respectively (Table 2). ,e results
show that the clustering coefficient of submarine cable of
mainland China is much larger than that of same-size
random network, which indicates that submarine cable of
mainland China has the characteristics of small world. In
addition, the average shortest path of submarine cable of
mainland China is slightly higher than that of same-size
random network. Due to the limitation of marine geogra-
phy, the submarine cable cannot be connected at will. On
this basis, it is necessary to make a further analysis of its
network vulnerability.

3. Methodology

3.1. Assessment Indicators. Network vulnerability refers to
the extent to which network connectivity is affected when
network structure is impacted. ,e vulnerability of a sub-
marine cable network refers to the extent to which network
connectivity is affected when several landing stations or
submarine optical cable lines cannot operate normally due to
random damage caused by natural factors, such as earth-
quake, tsunami, anchor damage, and shark bite or inten-
tional destruction caused by unnatural factors, such as
fishing vessel stealing, terrorism, and irregular war opera-
tions. ,erefore, submarine cable network vulnerability can
be analyzed using the changes in eigenvalues after the
network is attacked.

To understand the impact of failures and attacks on
network structure, we choose four mainstream indicators to
measure network vulnerability when nodes are removed: the
average degree of networks D, the clustering coefficient of
the entire network C, the proportion of isolated nodes ΔN,
and the global efficiency E.

3.1.1. Average Degree of Networks D. ,e average degree of
networks D is the average value of all node degrees (the
number of edges connected with nodes) in the network.
When the network is attacked, with the corresponding
decrease in network nodes and edges, the network average
degree will inevitably change. ,e greater the change is, the
more sensitive and vulnerable the network is, which can be
expressed as follows:
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D �
1
N

􏽘

N

i�1
Di, (2)

whereN is the total number of nodes in the network,Di is the
degree value of node i, and D is the average degree of
networks.

3.1.2. Clustering Coefficient of the Entire Network C. ,e
clustering coefficient [30] reflects the connection between
adjacent nodes in the network. ,e higher the clustering
coefficient, the easier it is to form regional agglomeration
between a point and its surrounding nodes; the lower the

clustering coefficient, the more difficult it is to form regional
agglomeration in the spatial distribution. In general, when
the network is attacked, the clustering coefficient will de-
crease and network structure will become loose. ,is can be
expressed as follows:

Ci �
2Mi

ki ki − 1( 􏼁
, i � 1, 2, 3, . . . N, (3)

where ki is the number of nodes directly connected to node i,
ki (ki−1)/2 is the maximum number of edges of node i
connected pairwise, Mi is the number of edges between
adjacent nodes of node i, andCi represents the concentration
level of the nodes.

Table 1: Major international submarine cable systems landing in Mainland China.

No. System Code Bandwidth
capacity Length (km) Completed time Remarks

1 China-Japan fiber-optic submarine cable
system C-J 560mbps 1252 Dec, 1993 Abandoned in 2006

2 China-Korea fiber-optic submarine cable
system C-K 1120mbps 549 Feb, 1996 Abandoned in 2005

3 FLAG Europe Asia FLAG 10Gbps 27000 Sep, 1997 In service
4 South-East Asia-Middle East-West Europe 3 SMW3 960Gbps 39000 1999 In service
5 China-US cable network CUCN 80Gbps 30800 Jan, 2000 Abandoned in 2016
6 Asia Pacific cable network 2 APCN2 2.56 Tbps 19000 Dec, 2000 In service
7 East Asia crossing EAC 2.56 Tbps 19850 Jan, 2002 In service
8 City-to-City cable system C2C 7.68 Tbps 17000 Aug, 2002 In service
9 Trans-Pacific Express TPE 5.12 Tbps 17700 Sep, 2008 In service
10 South-East Asia Japan cable system SJC 15 Tbps 10700 Feb, 2013 In service
11 Asia Pacific gateway APG 54 Tbps 10400 2016 In service
12 Asia-Africa-Europe-1 cable system AAE-1 40 Tbps 25000 2017 In service
13 New crossing-Pacific cable system NCP 60 Tbps 13618 2018 In service
14 Trans-Arctic cable system TAC 60 Tbps 12700 by 2023 Planned

km0 5,000

N

U.S.

Russia

Europe

China

Asia-Pacific

South Asia

Myanmar

North Africa

Middle East

Existing routes
Trans-Arctic route
Overseas landing route

The Arctic Ocean

The Pacific

Indian Ocean

Figure 1: Main routes of the submarine cable network of mainland China.
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,e clustering coefficient of the entire network C can
then be obtained by calculating the average value of the
clustering coefficient of each node:

C �
1
N

􏽘

N

i�1
Ci. (4)

3.1.3. Proportion of Isolated Nodes ΔN. ,e proportion of
isolated nodes in a network is the proportion of nodes
without edges connected. When the network is attacked, the
edges between some nodes become disconnected, creating
some isolated nodes and affecting the scale and connectivity
of the whole network. ,is can be expressed as follows:

ΔN � 1 −
N′
N

􏼠 􏼡 × 100%, (5)

where N and N′ represent the total number of nodes before
and after attack, respectively, and ΔN represents the pro-
portion of isolated nodes.

3.1.4. Global Efficiency E. ,e global efficiency E reflects the
difficulty of information transmission between nodes in the
network, defined by Latora and Marchiori [31]. ,e higher
the network efficiency, the better the network connectivity.
,e efficiency between node i and node j in the network is
the reciprocal of the shortest distance dij between the two
nodes. When i and j are unconnected, dij �+∞, so 1/dij � 0.
For the whole network, the mean value of efficiency between
all nodes is the global efficiency, represented by E:

E �
1

N(N − 1)
􏽘

N

i�1
􏽐
N

j�1

1
dij

, i≠ j. (6)

Table 2: Comparison of submarine cable network of mainland China and same-size random network metrics.

Number of
nodes

Probability of linked
edges

Average shortest
path

Clustering
coefficient

Submarine cable network of mainland China
(T1)

38 0.24 2.69 0.729

Random network (T1) 38 0.24 1.844 0.237
Submarine cable network of mainland China
(T2)

42 0.21 2.649 0.727

Random network (T2) 42 0.21 1.909 0.211

The connection level
>110457
68328 – 110457
40970 – 68328

17560 – 40970
<17560New connections in T2

Connections in T1

New countries or regions in T2

Countries or regions in T1

km0 5,000

N

Figure 2: Connection of submarine cable network of mainland China.
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3.2. Simulation Strategy

3.2.1. Node Attack. Our approach to analyze the network
vulnerability involved conducting successive simulated at-
tacks on the network to test its performance until it col-
lapsed. ,e faults of submarine cable networks can be
divided into an arc failure (the severing of an optical cable)
and node failure (the failure of landing station equipment)
[32]; the modes of failure can be divided into intentional
attack and random attack.

Random attack: network nodes are attacked randomly
with a certain probability; that is, the nodes in the network
are randomly deleted according to the probability. Such a
random selection is not related to the topological charac-
teristics or any other attributes of a node.,is attack method
can simulate the impact of earthquake, tsunami, anchor
damage, shark bite, and other random events, on the sub-
marine cable network.

Intentional attack: network nodes with great influence
sustain a targeted attack; that is, the nodes in the network are
deleted according to node importance. ,is mode of attack
can simulate the impact of intentional events, such as fishing
vessel theft, terrorism, and military blockade, on the sub-
marine cable network.

,e routes in the submarine cable network of mainland
China are concentrated in a minority of hub countries or
regions. Due to differences in the capacity of optical fiber
systems, the importance of network nodes with the same
connection but different capacities is different; it is therefore
necessary to weight the degree value of each node in the
network, ranking the importance of nodes in the submarine
cable network of mainland China. Among them, the top ten
node countries or regions are shown in Table 3.

In order to reveal the vulnerability of the network more
clearly, we gradually delete nodes to simulate random attack
and intentional attack, respectively. We then evaluate the
changes in the average degree of networks D, the clustering
coefficient of the entire network C, the proportion of the
isolated nodes ΔN, and the global efficiency E.

3.2.2. Edge Attack. Due to limitations in marine geography,
the submarine cable lines must to be laid through channels
or canals. ,erefore, the security of these lanes has a direct
impact on the vulnerability of the submarine cable net-
work. ,e submarine cable of mainland China passes
through eight main sea lanes (Figure 3; Table 4). As these
sea lanes are accident-prone areas with a low security
guarantee [32], they are important globally, strategically,
and militarily. ,erefore, it is important to analyze the
impact of these sea lanes on the vulnerability of the sub-
marine cable network.

,e attack on each sea lane is simulated.When attacking,
we break the edges and remove the isolated nodes, thus
forming a new submarine cable network under attack. Based
on this, each eigenvalue of the network is calculated and
compared with the normal eigenvalue of the network so as to
evaluate the vulnerability of the submarine cable network
under edge attack.

3.3. Quantitative Analysis

3.3.1. Network Stress Testing. To quantitatively analyze the
change degree of network vulnerability, the key is to de-
termine the contribution degree of each network eigenvalue
rate of change to network vulnerability—that is, the cor-
responding weight.

,erefore, we use the network stress test method, and the
related concepts are as follows:

(i) Network Half-Attenuation Degree Gs. ,e network
half-attenuation degree Gs represents the attack
intensity when the rate of change in a given ei-
genvalue reaches 50% of its maximum value (that is,
the network completely fails); s is the given ei-
genvalue. Generally, it is best to conduct stress
testing at a ratio of 50%—that is, the median value of
network integrity and complete failure. ,erefore,
we use the network half-attenuation degree Gs to
determine the sensitivity coefficient.

(ii) Sensitivity Coefficient Os. ,e sensitivity coefficient
Os is the ratio of the half-attenuation degree Gs of
the network in T2 to the half-attenuation degree Gs
of the network in T1, expressed as follows:

Os �
GS T2( 􏼁

GS T1( 􏼁
, s � 1, 2, . . . . (7)

(iii) Weight of Impact Qs.,e weight of impact Qs refers
to the contribution of a given eigenvalue to network
vulnerability, expressed as follows:

Qs �
Os

􏽐sOs

, s � 1, 2, . . . . (8)

3.3.2. Variation Degree of Network Vulnerability. We define
the variation degree of network vulnerability, which rep-
resents the value of change in network vulnerability before
and after interconnection of the TAC system.

Let Us, h be the set of the rate of change in network
eigenvalue s when the attack ratio is h. For example, U1, 1%
represents the rate of change in the network average degree
when the attack ratio is 1%. Let Us(Tt) be the average rate of
change in a given eigenvalue s of the network under different
attack ratios; then:

Us Tt( 􏼁 �
􏽐hUs,h

num(h)
, t � 1, 2; s � 1, 2, . . . ; h � 1%, 2%, . . . .

(9)

Let ΔUs be the difference in the average rate of change in
eigenvalues at T1 and T2; then:

ΔUs � Us T2( 􏼁 − Us T1( 􏼁, s � 1, 2, . . . . (10)

Let F be the variation degree of network vulnerability;
then:

F � 􏽘
s

Qs × ΔUs], s � 1, 2, . . . .􏼂 (11)
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Figure 3: Location of main sea lanes (see Table 4 for the meaning of the numbers in Figure 3).

Table 3: Top ten countries or regions with the largest weighted degree.

Rank
T1 T2

Country or region Weighted degree Country or region Weighted degree
1 ,ailand 1060860 Mainland China 1080700
2 Singapore 970920 Japan 1069170
3 Malaysia 843860 ,ailand 1060860
4 Mainland China 840700 Singapore 970920
5 Japan 829170 Malaysia 843860
6 Taiwan, China 729600 Taiwan, China 729600
7 Korea 727070 Korea 727070
8 Hong Kong, China 701830 Hong Kong, China 701830
9 Vietnam 557760 Vietnam 557760
10 Djibouti 485760 Djibouti 485760

Table 4: Main sea lanes.

No. Sea lanes
1 Taiwan Strait
2 Strait of Malacca
3 Bab-el-Mandeb
4 ,e Suez Canal
5 Strait of Gibraltar
6 Strait of Hormuz
7 ,e Pacific
8 Bering Strait
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4. Results

4.1. Vulnerability Analysis of Submarine Cable Network
Nodes. In order to test the changes of each assessment
indicator, a number of simulations under different attack
scenarios have been performed through MATLAB 2019b,
utilizing a personal computer with intel Core i7-8550U CPU
@ 1.80GHz and 8GB of RAM. Different deletion strategies
for network nodes are considered in Section 3.2.1. Node
attack: to ensure the data stability in random attack mode,
numRandom is set as 500. Considering the different network
scale in different eras, the parameters of deleting nodes
should be different, and thus numdelete is set as 38 and 42,
respectively, in T1 and T2. Simulation results of changes in
each network eigenvalues are shown in Figure 4.

4.1.1. Changes in the Eigenvalues. A comparison of the two
different attack modes shows that under a random attack,D,
C, and E decrease slowly with increasing attack proportion,
while ΔN increases slowly. In the case of intentional attack,
the above four eigenvalues change more significantly. When
the attack ratio reaches a certain level, D, C, and E show a
sharp decreasing trend, reaching 0, and ΔN increases
sharply, reaching 1. ,ese results show that the submarine
cable network is relatively robust under a random attack but
relatively vulnerable under an intentional attacked.

,e same attack mode in different periods is then
compared. In T1 and T2, the overall trends in network ei-
genvalue change are nearly the same in either attack mode.
,is indicates that construction of the TAC does not cause a
dramatic change in the submarine cable networks of
mainland China, but an additional supplement. Moreover,
at the same proportion of attack nodes, there are slight or
significant differences in the ranges of variation in network
eigenvalues between the two periods. Although the ranges of
variation in network eigenvalues in T2 are slightly larger than
that in T1 for some intervals, the trend in variation of each
eigenvalue of the submarine cable network in T2 slightly lags
behind that in T1 (the specific analysis of each eigenvalue will
be presented below). ,is indicates that the sensitivity of the
submarine cable network to node attack is lower in T2 than
in T1, which proves that construction of the TAC will reduce
the vulnerability of the submarine cable network in main-
land China.

In the following, we analyze the detailed characteristics
of each eigenvalue change.

(i) D: the initial value of D in T2 (8.32) is slightly
smaller than that in T1 (8.5), which is due to the
addition of a few new nodes, such as Russia, Fin-
land, and Norway. ,ese new nodes are basically
isolated from the other nodes in the original net-
work, so D decreases slightly with increasing net-
work scale. ,is is also the reason why the
downward trend in D for intentional attack mode is
not monotonous (the same principle applies to C).
When the proportion of nodes deleted reaches
about 80%, the D value for intentional attack being

higher than that for random attack can also be
explained by this. We compare the curves of the
same attack mode for the two eras, and we find the
following. (1) In random attack mode, 80% of the
deleted nodes is a significant dividing line—before
that, the trends of D in T1 and T2 are almost the
same, but after that, D in T1 drops sharply to 0. In
T2, when the proportion of deleted nodes reaches
84%, D drops abruptly, lagging 4% behind D in T1.
(2) In intentional attack mode, with increasing
proportion of deleted nodes, the trend of D in T1
and T2 is uneven. When the proportion of deleted
nodes is between 0–1% and 35–68%, D in T2 is
higher thanD in T1; when the proportion is between
1–35% and 68–82%, D in T1 is higher than D in T2.
However, when D drops to 0, the proportion rea-
ches 86% in T2, lagging 4% behind T1. ,e above
shows that although the range of change inD in T2 is
larger in some intervals, the change trend of D in T2
still lags behind that in T1, whether random attack
or intentional attack is considered.

(ii) C: firstly, it is clear that the descent speed of C under
an intentional attack is significantly faster than that
under a random attack, and the proportion of de-
leted nodes is 61% (T1) and 67% (T2), respectively,
when C to drop to 0. However, in random attack
mode, the proportion is 78% (T1) and 82% (T2),
respectively. ,is proves that the submarine cable
network in mainland China better resists random
attack compared with intentional attack, under
which it is relatively vulnerable. Moreover, under
the same attack mode, the increase extent of the
ratio of minimum deleted nodes with a C value of 0
for intentional attack (6%) is slightly higher than
that for random attack (4%), which seems to in-
dicate that the improvement in the response to
intentional attack is more significant in T2. From the
details, in random attack mode, the change in C in
T2 is not always better than that in T1. When the
proportion of deleted nodes is less than 55%, the
change in C in T2 is similar to that in T1, but when
the proportion is between 55% and 78%, the decline
speed of C in T2 is faster. In intentional attack mode,
the curves of T1 and T2 have similar peaks and
troughs, but T2 almost lags behind T1.

(iii) ΔN: when the network is attacked, the number of
isolated nodes will gradually increase, so ΔN shows
an upward trend. However, the change in trend of
ΔN under an intentional attack is obviously faster
than that under a random attack. With regard to
change characteristics, the rising trend in ΔN is
basically the same for the two periods of random
attack mode. In T2, there is a slight lag phenomenon
before 80% of the nodes are deleted. In intentional
attack mode, the change inΔN for T1 and T2 shows a
characteristic of step-by-step increase. When the
proportions of deleted nodes are 0–30% and
45–60%, ΔN in T2 is lower than that in T1; when the
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proportions are 30–45% and 60–82%, ΔN in T1 is
lower than that in T2. In T1, 82% of the nodes are
deleted when ΔN decreases to 0; in T2, the pro-
portion of deleted nodes is 86%, which lags behind
by 4%. ,is change is similar to that of D, which
indicates that intentional attack has a greater impact
on the submarine cable network in some intervals,
but on the whole, the change in trend of ΔN in T2
lags behind that in T1.

(iv) E: in contrast with D and C, whether in random
attack or intentional attack mode, the descending
trend of E is at first fast and then slow. In random
attack mode, the trend in E is basically the same for
T1 and T2. When the proportion of deleted nodes
reaches 95%, E tends to 0. In intentional attack
mode, the curve of E for T1 and T2 traces a staggered

downward trend. When the proportion of deleted
nodes reaches about 85%, E drops to 0. When the
proportion is within the range of 5–10%, E decreases
fastest in T1 and T2, but the curve in T2 obviously
lags behind that in T1. ,is proves that the con-
struction of TAC can improve the ability of the
submarine cable network of mainland China to deal
with intentional attack under a certain proportion
of deleted nodes.

,rough the above analysis, a few hub landing stations in
the submarine cable network of mainland China are of great
importance; therefore, the network is relatively vulnerable
under an intentional attack and relatively strong under a
random attack. However, by comparing the changes in four
eigenvalues in T1 and T2, we find that the influence of the
submarine cable network of mainland China in T2 lags
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Figure 4: Changes in the network eigenvalues.

Complexity 9



behind that in T1, whether from the perspective of the critical
point of network collapse or from the perspective of the
change characteristics of each eigenvalue. ,is indicates that
the construction of TAC reduces the vulnerability of the
submarine cable network of mainland China to some extent,
enhancing its ability to deal with attacks. Moreover, from the
simulation results, the construction of TAC seems to have a
different response effect on different attack modes—this is
the goal of quantitative analysis in the following.

4.1.2. Quantitative Analysis. According to the analysis
method in Section 3.3, we quantitatively analyze the vul-
nerability of the submarine cable network of mainland
China under different attack modes. ,e calculation results
are shown in Tables 5 and 6.

In random attack mode, ΔUs of D, C, ΔN, and E is
−1.219%, 0.416%, −1.256%, and −0.406%, respectively.
Among them, ΔUs of C is positive, indicating that this index
is more vulnerable in T2 than in T1, while other network
eigenvalues are negative, indicating that it is more vulnerable
in T1 than in T2; Qs of each eigenvalue is 0.248, 0.252, 0.252,
and 0.248, respectively, and the difference is small. ,e
contribution of each network characteristic to network
vulnerability is −0.302%, 0.105%, −0.317%, and −0.101%,
respectively. After the accumulation of all the contribution
values, the variation degree of network vulnerability F is
-0.615%. ,is value indicates that in random attack mode,
the submarine cable network of mainland China in T1 is
more vulnerable than that in T2, and the construction of
TAC reduces network vulnerability.

In intentional attack mode, ΔUs of D, C, ΔN, and E is
−0.983%, −7.538%, −2.236%, and −0.606%, respectively—all
negative, which indicates that the submarine cable network
of mainland China in T1 is more vulnerable than that in T2;
Qs of each eigenvalue is 0.213, 0.269, 0.252, and 0.266, re-
spectively. ,e contribution of each network characteristic
to network vulnerability is −0.209%, −2.025%, −0.564%, and
−0.161%, respectively. After the accumulation of all the
contribution values, the variation degree of network vul-
nerability F is −2.960%. ,is value indicates that in inten-
tional attack mode, the submarine cable network of
mainland China in T1 is more vulnerable than that in T2, and
the construction of TAC reduces network vulnerability.

,e results show that the submarine cable network of
mainland China is more vulnerable now than after the
construction of TAC, and the construction of TAC reduces
network vulnerability to some extent. However, for different
attack modes, the reduction of network vulnerability in
intentional attack mode is more significant than that in
random attack mode.

4.2.VulnerabilityAnalysis of SubmarineCableNetworkEdges.
,e curves of D, C, ΔN, and E are almost monotonous,
directly reflecting the degree to which the network is affected
by attack. ,erefore, the above four network eigenvalues can
be used to analyze the vulnerability changes in the network
when the sea channels, that is, the edges in the network, are
attacked.

4.2.1. Segmentation of Network by Edge Fracture. ,e
submarine cable network of mainland China will be split in
different ways due to the obstruction of different sea lanes.
Table 7 lists the impacts of sea lane interruption on the
submarine cable network of mainland China. ,e Taiwan
Strait impacts the EAC and SMW3 systems, but it is not the
sea lane through which the main cable passes, so the overall
network structure is almost unchanged. ,e Strait of Ma-
lacca, Bab-el-Mandeb, the Suez Canal, and the Strait of
Gibraltar are important sea lanes for mainland China to
South Asia, the Middle East, Africa, and Europe. An attack
on these sea lanes will break the network in T1, meaning
some areas become isolated subnetworks separated from
mainland China. However, in T2, an attack on these sea lanes
will only cause some failures in the network, but the affected
countries or regions still maintain contact with mainland
China. ,e Strait of Hormuz is a branch lane, which only
plays a key role in the branch route of the AAE-1 system—its
breakage will affect the links between some Middle East
countries and mainland China. ,e Pacific Ocean is an
important sea lane of the submarine cable between China
and the United States, and its obstruction will directly cause
the United States to become an isolated subnet, no matter in
T1 or T2. ,e Bering Strait becomes the only route which
must be passed through in the TAC system in T2—its
breakage will cause Russia and other countries or regions to
become separated from mainland China.

4.2.2. Importance Ranking of Sea Lanes. According to the
simulation strategy in Section 3.2.2, this paper calculates the
changes in network eigenvalues under the condition of each
sea lane breaking so as to quantify and rank the importance
of theses sea lanes (Table 8).

,e results show that the Strait of Malacca is the most
important sea lane in the submarine cable network of
mainland China, both in T1 and T2. ,e average rate of
change in network eigenvalues is highest when the Strait of
Malacca is blocked. Bab-el-Mandeb and the Suez Canal rank
second and third in importance in the network.,e rankings
for the Strait of Gibraltar, the Taiwan Strait, and the Pacific
are relatively low, indicating a relatively low impact on the
submarine cable network of mainland China. ,e Bering
Strait becomes a new sea lane after completion of the TAC,
with an average rate of change of 0.047, ranking fifth—its
importance is less than that of the Strait of Hormuz.

However, from a comparison of the different periods, the
average rate of change of the Malacca Strait, Bab-el-Mandeb,
and the Suez Canal, ranked the top three in importance,
decreases in T2. Judging from the standard deviation of the
changes in the eigenvalues, T2 (0.083) is smaller than that of
T1 (0.124), which indicates that TAC construction reduces
the importance of the Malacca Strait, Bab-el-Mandeb, and
the Suez Canal in the submarine cable network of mainland
China, and the difference of the importance of each sea lane
in the whole network is reduced. From a geographical
perspective, the Malacca Strait, Bab-el-Mandeb, and the
Suez Canal are the only sea lanes connecting mainland
China and the Middle East, and Africa and Europe, in T1.
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Table 5: Average rate of change in network eigenvalues.

Eigenvalues
Random attack Intentional attack

US (T1) US (T2) Δ US US (T1) US (T2) Δ US

D 50.185 48.966 −1.219 66.932 65.949 −0.983
C 23.360 23.776 0.416 50.140 42.602 −7.538
ΔN 60.380 59.123 −1.256 71.813 69.576 −2.236
E 71.565 71.159 −0.406 81.649 81.043 −0.606

Table 6: Analysis of variation degree of network vulnerability.

Eigenvalues Gs (T1) Gs (T2) Os Qs Δ US (%) F (%)

Random attack

D 53.731 55.309 1.029 0.248 −1.219 −0.302
C 78.494 82.079 1.046 0.252 0.416 0.105
ΔN 37.683 39.460 1.047 0.252 −1.256 −0.317
E 25.363 26.093 1.029 0.248 −0.406 −0.101

Total — — 5.144 1 — −0.615

Intentional attack

D 27.860 25.258 0.907 0.213 −0.983 −0.209
C 53.851 61.644 1.145 0.269 −7.538 −2.025
ΔN 27.500 29.545 1.074 0.252 −2.236 −0.564
E 9.666 10.970 1.135 0.266 −0.606 −0.161

Total — — 4.261 1 — −2.960

Table 7: Impact of sea lane interruption on the submarine cable network of mainland China.

No. Sea lanes Affected cable
system

Impact on submarine cable network of mainland China
T1 T2

1 Taiwan
Strait EAC, SMW3 A few areas are affected, but the overall network structure is almost unchanged.

2 Strait of
Malacca

FLAG,
SMW3, AAE-1

South Asia, the Middle East, Africa, and Europe
become isolated subnetworks, separated from

mainland China.

,e network is partly broken, but the affected
countries or regions can still maintain contact

with mainland China.

3 Bab-el-
Mandeb

FLAG, SMW3,
AAE-1

Africa, Europe, and parts of the Middle East
become isolated subnetworks, separated from

mainland China.

4 ,e Suez
Canal

FLAG, SMW3,
AAE-1

Africa and Europe become isolated subnetworks,
separated from mainland China.

5 Strait of
Gibraltar FLAG, SMW3 Parts of Europe become isolated subnetworks,

separated from mainland China.

6 Strait of
Hormuz AAE-1 Parts of the Middle East become isolated subnetworks, separated from mainland China.

7 ,e Pacific TPE, NCP, ,e U.S. mainland becomes isolated subnetwork, separated from mainland China.

8 Bering
Strait TAC None. Russia becomes separated from mainland

China.

Table 8: Changes in the eigenvalues when sea lanes are interrupted.

Era No. Sea lanes
D ΔN C E

Average rate of change Rank
Value Rate Rate Value Rate Value Rate

T1

1 Taiwan Strait 8.895 0.006 0.000 0.730 −0.001 0.240 0.006 0.003 7
2 Strait of Malacca 4.158 0.535 0.632 0.836 −0.147 0.112 0.535 0.389 1
3 Bab-el-Mandeb 7.053 0.212 0.316 0.743 −0.019 0.191 0.212 0.180 2
4 ,e Suez Canal 7.842 0.124 0.263 0.720 0.012 0.212 0.124 0.131 3
5 Strait of Gibraltar 8.579 0.041 0.105 0.708 0.029 0.232 0.041 0.054 4
6 Strait of Hormuz 8.421 0.059 0.026 0.697 0.044 0.228 0.059 0.047 5
7 ,e Pacific 8.737 0.023 0.026 0.711 0.025 0.236 0.024 0.025 6
— Normal 8.947 — — 0.729 — 0.242 — — —
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However, after completion of the TAC system, the route
through the Bering Strait becomes a new choice. ,is is
conducive to a reduction in network vulnerability.

5. Conclusion and Discussion

,is paper has taken a first step in analyzing the vulnerability
of the submarine cable network of mainland China, com-
paring changes in vulnerability before and after construction
of the TAC system, from both complex network and geo-
graphical perspectives. ,e results can be summarized as
follows.

,e submarine cable network of mainland China is more
robust under a random attack but more vulnerable under an
intentional one, just like any other transport network with
complex characteristics [33]. ,is is because the connections
in the network are mainly routed through high-level node
countries (such as ,ailand, Singapore, Japan) and signifi-
cant sea lanes (such as the Strait of Malacca and the Suez
Canal). Intentional attacks carried out on these nodes and
edges will readily lead to a collapse of the submarine cable
network of mainland China, especially with respect to the
connection between China and European countries, which
relies almost exclusively on a single route from east to west.

However, if the TAC is built, this problem will be al-
leviated. Whether under a random attack or an intentional
attack, the change in trend of each network eigenvalue will
lag behind the current change, and the comprehensive score
of the vulnerability change will be reduced, proving that the
TAC system can improve the robustness of the submarine
cable network of mainland China. Notably, the variation in
the degree of network vulnerability under an intentional
attack decreases more significantly than under a random
attack. ,is indicates that the TAC system helps to enhance
the performance of the submarine cable network of main-
land China, when under an intentional attack. In fact, the
TAC system not only strengthens the existing network
structure but also enriches it.

Although the Strait of Malacca and the Suez Canal al-
ways possess critical strategic significance, the TAC system
will weaken their importance. Judging by the change in trend
of F value, the downward trend is not significant; however,
the TAC system will still become an important project to
change the situation of China and even the world submarine
cable network. From a geographical perspective, the TAC

system provides a new connection path; from the perspective
of topology, the TAC system changes the large-chain
structure of the network into a large-ring structure.

Our results have important implications for network
vulnerability, in intentional attack mode, which should be
taken into account by managers who analyze and assess the
communication network security. Historically, submarine
cables usually have been vulnerable to damage from threats
related to fisheries, anchors, earthquakes, and tsunamis, but
the increasingly assertive foreign policies of some states
mean that these cables are at risk of purposeful interference,
as per the emerging “hybrid” security threat. For example,
Russia cut the submarine cables between Crimea and
Ukraine in 2013—a crucial step in controlling the Internet
within the annexed territory [34]. ,erefore, in the infor-
mation age, it is necessary for managers to have a good
knowledge of vulnerable nodes and lines of submarine cable
networks.,is paper makes up for the lack of research in this
field, as well as proving the importance of TAC construction
in the context of the submarine cable network of mainland
China.

However, there are some limitations in this paper,
which could be addressed in future work. Although we fully
consider the scenario of submarine cable systems having
multiple landing stations in different cities in the same
country, we still regard the country rather than the city as
the network node in the network attack simulation. ,is
will not affect the result of network vulnerability, but it is
necessary to study from the microperspective, which has
been done in previous studies [26]. In this work, the
submarine cable network of mainland China is regarded as
an independent local-area network and is thus not affected
by the global submarine cable network. However, the
submarine cable network of mainland China is not an
isolated system and has various relationships with other
submarine cables and regions [35]. ,erefore, details may
be lost when building the network, and research on the
global submarine cable network will be a goal for future
work. Moreover, event detection, as the primary strategy to
deal with submarine cable network attacks, should be the
future direction of submarine cable network vulnerability
research. Especially, the graph-theory-based network
partitioning algorithm has been applied to power system
[36], which has important enlightenment to submarine
cable transmission system.

Table 8: Continued.

Era No. Sea lanes
D ΔN C E

Average rate of change Rank
Value Rate Rate Value Rate Value Rate

T2

1 Taiwan Strait 8.381 0.038 0.048 0.694 0.045 0.204 0.038 0.034 6
2 Strait of Malacca 4.333 0.503 0.500 0.768 −0.056 0.106 0.503 0.290 1
3 Bab-el-Mandeb 6.952 0.202 0.286 0.795 −0.094 0.170 0.202 0.119 2
4 ,e Suez Canal 7.667 0.120 0.214 0.773 −0.063 0.187 0.120 0.078 3
5 Strait of Gibraltar 8.190 0.060 0.095 0.776 −0.067 0.200 0.060 0.030 7
6 Strait of Hormuz 7.952 0.087 0.071 0.685 0.058 0.194 0.087 0.061 4
7 ,e Pacific 8.524 0.022 0.024 0.689 0.052 0.208 0.022 0.024 8
8 Bering Strait 8.095 0.071 0.095 0.729 −0.003 0.197 0.071 0.047 5
— Normal 8.714 — — 0.727 — 0.213 — — —
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(e study of cyber-attacks, and in particular the spread of attack on the power cyber-physical system, has recently attracted
considerable attention. Identifying and evaluating the important nodes under the cyber-attack propagation scenario are of great
significance for improving the reliability and survivability of the power system. In this paper, we improve the closeness centrality
algorithm and propose a compound centrality algorithm based on adaptive coefficient to evaluate the importance of single-layer
network nodes. Moreover, we quantitatively calculated the decouple degree of cascading failures caused by exposed nodes formed
by attack propagation. At last, experiments based on the IEEE 57 test system show that the proposed compound centrality
algorithm can match the cyber-attack propagation scenario well, and we give the importance values of the nodes in a specific
attack scenario.

1. Introduction

In recent years, electric power systems are facing unprec-
edented threat from cyber-attacks due to the rapid devel-
opment of the information network and the higher
integration of critical infrastructure and IED (intelligent
electronic device) equipment in power CPS (cyber-physical
system) [1–3]. (e widely deployed ICT (information and
communications technology) system makes the interaction
more complex among multiple systems, especially more
vulnerable under cyber-attacks. (e failure of a single-layer
system after being attacked by a cyber-attack will spread
through the interdependent network, causing fragmentation
and cascading failures [4, 5] and induce a large-scale power
flow abnormal transferring. (e abovementioned cascading
failure process and cyber-attacks will eventually lead to a
blackout that led to the collapse of the power system such as
large blackouts which occurred in North America in 2003
[6], Rome in 2004 [7], and Ukraine in 2015 [8].

A large number of studies have shown that the power
grid has small-world effect and scale-free property [9]. It
shows strong robustness under random attacks but very
fragile to deliberate attacks. Wang et al. in [10, 11] proposed

methods to improve the stability of the power system. Albert
et al. in [12] found that the power grid can maintain stable
under most disturbances, but when the key power nodes are
attacked, the synchronization ability of the grid will be
greatly reduced. (erefore, identifying and assessing im-
portant nodes in the power grid and performing prevention
and control are of great significance for improving the re-
liability and survivability of the power system. (e current
node importance evaluation methods include evaluation
methods based on local information such as K-shell de-
composition method [13], based on node path such as
closeness centrality [14], based on feature vectors such as
PageRank algorithm [15], and based on node removal [16]
and contraction [17]. (e authors in [17] applied the node
contraction method to the power grid and verified the
feasibility of identifying important nodes based on the to-
pological structure of the power grid. A comprehensive
evaluation index that takes into account both electrical
characteristics and topological structure characteristics is
proposed to identify important nodes in the power grid [18].
Based on the node link strength defined by power flow
tracking, the author in [19] identifies important nodes in the
power system from the perspective of global energy
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transmission. In [20], the authors analyze the benefits, losses,
costs, and other factors of network attacks and use dynamic
Bayesian networks to comprehensively evaluate the attack
effects of network nodes. In [21], the improved threat
propagation tree is used to evaluate the situation and a CPPS
security situation assessment model that considers threat
propagation is proposed. (e above node importance
evaluation method only focuses on the characteristics of a
single-layer network and does not consider the method of
identifying key nodes of the power system under the in-
terdependent network.

About interdependent networks, Buldyrev first analyzed
the cascading failure in 2010 and proposed a cascading
failure model based on network topology [22]. (e author in
[23] proposed electrical distance and node electrical cou-
pling connectivity metric to identify key nodes in complex
power grids. (e average load balance of adjacent nodes and
the parameter of network load rate are combined to measure
the impact of the disabled node on the network and judge
the importance of nodes in the interdependent network [24].
(e above node importance evaluation considers the impact
of disabled nodes on the interdependent network from
different aspects but does not effectively analyze the com-
posite value of nodes in the power CPS under the cyber-
attack propagation scenario.

Whether the above node importance evaluation is based
on a single-layer network or an interdependent network, the
importance value is only a fixed value calculated based on a
certain characteristic of the system. Without considering the
potential dangers brought by the spread of cyber-attacks,
such fixed indexes cannot meet the system’s need to dis-
tinguish important nodes under the attack spread scenarios.
In this paper, the analysis of potential dangers caused by the
spread of cyber-attacks is shown in Figure 1. Suppose that at
a certain time during the interval between two detections, a
certain device in the information network is attacked by a
cyber-attack (such as worms, and Trojan Horse).

(1) First, before the attacked device is successfully de-
tected by the power CPS and the countermeasures
are executed, the spread of the cyber-attack is in the
first stage. In this stage, the attack may have spread
from the initially attacked device to the remaining
devices that have topological connections or infor-
mation interactions with it. Take the information
layer network as an example: the data detection
frequency cannot match the information exchange
rate, which will cause the cyber-attack to be spread to
the new information equipment due to the infor-
mation exchange before the next detection. If the
attack makes the transmitted device in exposed state
(the device has been successfully attacked, but the
attacker did not perform any attack operations), then
the power system cannot successfully detect such
exposed device in the next detection.

(2) Subsequently, the power system detects the initial
attacked device and executes countermeasures. Al-
though the current detection failure rate can meet

the expectations of the dispatch center, it cannot be
reduced to zero. (erefore, the response strategy
made by the dispatch center can only reduce and
block the harm caused by cyber-attacks to a certain
extent. And, this strategy does not consider the
cyber-attack propagation described in (1). In fact,
after the first propagation stage, there are most likely
exposed nodes in the power system.

(3) (e period from the execution of the strategy to the
next detection, the spread of cyber-attacks has
reached the second stage. Although the previous
strategies dealt with the initially attacked device, the
exposed nodes formed in the first propagation stage
will continue deepen the scope of cyber-attacks over
time.

(4) After the above two propagation stages, most devices
have the potential to be attacked. (is potential risk
may expose the power system to great danger during
the interval between two detections.

In order to improve the proposed node importance
evaluation method of power CPS and effectively reduce the
potential risks caused by the cyber-attack propagation be-
tween the detection gap, in this paper, from the information
network and cyber-physical interdependent network two
aspects, we propose a node importance evaluation method
suitable for cyber-attack scenarios. (e main contributions
of this paper are as follows:

(1) At the information network level, considering the
propagation of cyber-attacks among information
devices, a compound centrality index and its cal-
culation method of nodes based on adaptive coef-
ficients are proposed. (is index improves the one-
sidedness of the existing centrality indexes, and the
time-varying calculation result better matches the
importance of the power CPS node under the cyber-
attack propagation scenario.

(2) Establish a cyber-physical interdependent network
model to analyze the cascading failure behavior
characteristics of the system and give a quantitative
analysis of the degree of power grid decoupling
under different attack scenarios. Calculate the degree
of decoupling caused by cascading failures which
caused by exposed nodes under the spread of cyber-
attacks and comprehensively reflect the importance
of different nodes in power CPS.

In the second section, we proposed the node risk and
established a network attack propagation model. (e third
section improves closeness centrality and proposes a com-
pound centrality algorithm based on adaptive coefficients. In
the fourth section, the power system cyber-physical inter-
dependent network is established to quantitatively calculate
the degree of cascading failure that the exposed node formed
by the spread of cyber-attacks may cause. In the fifth section,
a case study is given to prove the advantages of our proposed
algorithm and report the conclusion.
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2. Cyber-Attack Propagation Model

Cyber-attacks occur more commonly in power communi-
cation networks due to the deep integration of communi-
cation and measurement devices such as phasor
measurement units (PMUs). Attackers use new viruses and
worms with autonomous propagation capabilities to falsify
or control the resources of the information layer to endanger
the security and reliability of the power grid. (erefore, in
this section, establish a cyber-attack propagation model for
power CPS information layer devices which can apply to all
equipped information devices with communication capa-
bilities, such as information acquisition system SCADA
(Supervisory Control and Data Acquisition), energy man-
agement system EMS (Energy Management System),
WAMS (Wide Area Measurement System), and so on.

Since SCADA, EMS, and WAMS have a certain time
interval in collecting, monitoring, processing information,
and transmitting instructions, while considering the char-
acteristics of information systems based on discrete events
and the propagation mechanism of new viruses such as
worms, the unit propagation time of the attack 􏽢t is defined as
the data interaction interval of power CPS. According to the
propagation stage of the cyber-attack, the information
equipment is divided into 5 states. A single device can only
be in one state within a unit of propagation time 􏽢t. Under
certain conditions, the current state can be transformed into
other states. (e situation transformation process is shown
in Figure 2.

(1) Infected. (e device has been successfully infected by
a cyber-attack and has been manipulated by the
attacker to perform some actions (for example,
tampering with operating data and modifying switch
status). It has the ability to infect other devices. (e
detection system can detect the device.

(2) Exposed. (e device successfully infected by a cyber-
attack, but the attacker has not performed any attack
operations. It has the ability to infect other devices.
(e detection system cannot find the device.

(3) Susceptible. (e device directly connected to the
infected or exposed device in the communication
topology. (ere are security vulnerabilities that can

be infected by malicious code such as worms but
have not been infected yet and do not have the ability
to infect other devices.

(4) Isolated. (e device that has been attacked is auto-
matically isolated by the detection software or
manually by the system operator. No longer have
hardware connections or data interactions with other
devices. No longer has the ability to infect other
devices.

(5) Normal. Devices are in a normal state of untouched
cyber-attacks.

2.1. Probability of Propagation. In this section, we calculate
the cyber-attack propagation probability between pairs of
individuals who have a connection in the communication
topology. Consider a pair of devices which are connected,
one of which i is infective or exposed and the other j

susceptible. Attack spreads through them by contact from i

to j. (en, the rate that j not being attacked in the con-
tinuous time system is as follows [25]:

1 − cij � lim
δt⟶0

1 − rijδt􏼐 􏼑
τi/δt

� e
− rijτi , (1)

where rij is the probability that the cyber-attack successfully
spreads from infective or exposed device-i to susceptible
device j under the self-protection mechanism of the device
and information system. (e infective device i remains
infective for a time τi that i has not been detected and
disabled by the detection system.

Due to the cyber systems based on discrete events, use
discrete time-steps rather than continuous time, in which
case instead of taking the limit in equation (1) we simply set
δt � 1, giving

cij � 1 − 1 − rij􏼐 􏼑
τi

, (2)

where τi is the average detection time of the online detection
system that is measured in data transmission time-steps.

2.2. Propagation Model. For modeling the attack propaga-
tion clearly, we abstract different types of communication
devices in the information layer as nodes. According to the

Cyber-attack 
spreading

Detect and 
respondAttack

In two stages of propagation,
the detection system cannot effectively 

guarantee the safety of the power system

Existing detection 
process

The first stage of 
propagation

N + 2th detectionN + 1th detectionNth 
detection

The second stage of 
propagation

Figure 1: Potential risks under the spread of cyber-attacks.
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communication topology of the information network, the
connection matrix C � cij is defined.(ematrix elements cij

are binary variables which equals 1 if i is kept connected to j

in communication and 0 otherwise. We define the proba-
bility that a node may be attacked and turn into exposed
state as the node risk P(·). Let us assume at the initial time t0
between two detection gaps, one or several nodes in the CPS
information layer are compromised by cyber-attacks and
turn into infected while the remaining nodes are uncom-
promised. In the following period of time, the remaining
nodes will turn into exposed with a certain probability,
accompanied by a time-varying node risk.

We define ψ � 1, 2, . . . , M{ } as the set of information
nodes; η � . . .{ } is the set of infected nodes; and T � n􏽢t is the
time when the attack spreads through n units of propagation
time 􏽢t. (e attack spreads in stages, and the risk of each
node changes with time as follows [26]:

(1) At the initial time t0, the risk of infected and other
nodes are as follows:

P αt0
i � 1􏼐 􏼑 � 1, ∀i ∈ η,

P αt0
i � 1􏼐 􏼑 � 0, ∀i ∉ η,

(3)

where αt
i is a binary variable which equals 1 (αt

i � 1)
if the node i has the possibility of being attacked at

time t0, and αt
i � 0; otherwise, P(αt0

i � 1) is the node
risk of i at time t0.

(2) By time t0 + 􏽢t, cyber-attacks may spread from in-
fected nodes to susceptible nodes via routers and
communication connections, turning susceptible
nodes into exposed nodes, and the detection software
has not detected them yet. (e risk of each node is
given by the following equation:

P αt0+􏽢t
i � 1􏼒 􏼓 � 1, ∀i ∈ η, (4)

P αt0+􏽢t
i � 1􏼒 􏼓 � 1 − 􏽙

j∈η
1 − cji􏼐 􏼑, ∀i ∉ η, (5)

where cji is the probability that the attack propagates
from node i to node j during the time 􏽢t, and it is
given in equation (2).

(3) By time t0 + 2􏽢t, the range and volume of cyber-at-
tacks further expand over time, and the risk of ex-
posed nodes deepens. (e risk of each node is an
iterative process over time. According to equations
(4) and (5), the node risk by time t0 + 2􏽢t is given by
the following equation:

P αt0+2􏽢t
i � 1􏼒 􏼓 � 1, ∀i ∈ η, (6)

P αt0+2􏽢t
i � 1􏼒 􏼓 � P αt0+2􏽢t

i � 1|αt0+􏽢t
i � 1􏼒 􏼓 × P αt0+􏽢t

i � 1􏼒 􏼓

+ P αt0+2􏽢t
i � 1|αt0+􏽢t

i � 0􏼒 􏼓 × P αt0+􏽢t
i � 0􏼒 􏼓, ∀i ∉ η,

(7)
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Figure 2: (e devices state transition under cyber-attack.
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where P(αt0+2􏽢t
i � 1|αt0+􏽢t

i � 0) is the probability that
the node is not attacked at time t0 + 2􏽢t but is attacked
at time t0 + 􏽢t. In equation (7), only
P(αt0+2􏽢t

i � 1|αt0+􏽢t
i � 0) is unknown during the iter-

ation process. (is variable is discussed as follows:

P αt0+2􏽢t
i � 1|αt0+􏽢t

i � 0􏼒 􏼓

� 1 − P αt0+2􏽢t
i � 0|αt0+􏽢t

i � 0􏼒 􏼓

� 1 − 􏽙

i,j∉η
i≠j

1 − P αt0+􏽢t
j � 1􏼒 􏼓 × cji􏼒 􏼓, ∀i, j ∈ ψ.

(8)

Substituting equation (8) into equation (7) to obtain
the risk of some nodes at time t0 + 2􏽢t:

P αt0+2􏽢t
i � 1􏼒 􏼓 � 1 × P αt0+􏽢t

i � 1􏼒 􏼓

+ 1 − 􏽙

i,j∉η
i≠j

1 − P αt0+􏽢t
j � 1􏼒 􏼓 × cji􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

× 1 − P αt0+􏽢t
i � 1􏼒 􏼓􏼒 􏼓, ∀i, j ∈ ψ, i ∉ η.

(9)

(4) By time t0 + n􏽢t (n> 2), the node risk is given as
follows:

P αt0+n􏽢t
i � 1􏼒 􏼓 � P αt0+n􏽢t−1

i � 1􏼒 􏼓 + 1 − 􏽙

i,j∉η
i≠j

1 − P αt0+n􏽢t−1
j � 1􏼒 􏼓 × cji􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
× 1 − P αt0+n􏽢t−1

i � 1􏼒 􏼓􏼒 􏼓, ∀i, j ∈ ψ. (10)

(5) During the above propagation process, if the initially
infected node is detected and processed by the power
system at time t � t0 + x􏽢t, then in the time after that,
the risk of the node is

P αt0+(x+···)􏽢t
i � 1􏼒 􏼓 � 0, ∀i ∈ η. (11)

Notice. One of the ways the power system responds to cyber-
attacks is as follows. After successfully detecting the cyber-
attack, the power system will disable infected nodes auto-
matically by the detection software or manually by the
system operator. (ese nodes are no longer connected to the
information network (no more data interaction with other
nodes), while the system no longer trusts its uploaded data.
Namely, this type of node turns into the isolated state. (en,
they may be recovered to normal by the system and
reconnect to the network, but in the propagation discussed
in this paper, such nodes no longer participate in the
propagation of cyber-attacks, that is, they cannot be rein-
fected by cyber-attacks.

3. Node Centrality Algorithm Based on
Adaptive Coefficient

(e connection form of the node and its position in the
topological structure have a vital influence on the promotion
or interruption of the spread of cyber-attacks [4]. At present,
a variety of centrality algorithms have been applied to node
importance evaluation. In this section, we propose a node
importance evaluation algorithm that considers cyber-at-
tacks propagation and the potential threats it may cause in

the detection gap, which is more flexible and more suitable
for attack scenarios.

3.1. Centrality Analysis. According to the connection form
of the node and its position in the topology, common node
centrality algorithms include degree centrality [27], close-
ness centrality [28], betweenness centrality [28], and so on,
all describe the importance of nodes in the network from
different respects, and they are given as follows:

DC(i) � 􏽘
N

j�1,j≠ i

cij, (12)

CC(i) �
N − 1

􏽐
N
j�1,j≠ i disij

, (13)

BC(i) � 􏽘

s≠ t≠i∈V
s<t

σst(i)

σst

,
(14)

whereN is the number of nodes in the network, cij is a binary
decision variable that judges the topological structure or
information interaction between nodes i and j, disij is the
shortest path between nodes i and j; in this paper, we use the
minimum number of nodes in the path from i to j as the
value of the shortest path.σst is the number of shortest paths
from s to t; σst(i) is the number of shortest paths from s to t

which passing by node i.
Degree centrality indicates the sum of the number of

nodes directly connected to the designated node. Closeness
centrality is the reciprocal of the average shortest path from
the designated node to all other reachable nodes. In general,
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the closer a node is to other nodes, the greater its closeness
centrality. Conversely, the smaller the node closeness cen-
trality, the more the node is at the edge of the network.
Betweenness centrality is the number of times that the
designated node is located on the shortest path between any
two other nodes.

(e three algorithms describe the importance of nodes
from the perspectives of local characteristics, global char-
acteristics, and propagation characteristics, while they also
have certain limitations. Degree centrality can only one-
sidedly reflect the closeness between the designated node
and its surrounding nodes. For example, the connection
node between two partitioned networks has a smaller degree
of centrality but a higher degree of importance. Or for some
nodes with high degree centrality, the clustering network it
embeds may be at the edge of the system. At this time, the
degree centrality is relatively high but the degree of im-
portance is average. However, as the nodes in a complex
network, especially in large-node systems such as power
systems, the position of the node in the system and some of
its functions are far more important than the number of
nodes around it. (e descending order curve of the nor-
malized values of DC, CC, and BC of each node in the
IEEE14 system is shown in Figure 3. (e comparative
analysis is as follows:

(1) (e relative DC values of all nodes are arranged in
descending order as shown in. It descends in steps,
and there are 3 steps and some steps are larger in
width. It descends in steps, and there are 3 steps and
some steps are larger in width. For example, the DC
of 6 nodes in the graph are all 0.4. (e importance of
these nodes in the same step cannot be distinguished.

(2) (e descending arrangement curve of relative CC is
relatively smooth, but there is little difference among
the values. (e variable interval of the value is
0.585–1, which is too narrow.

(3) (e relative BC descending order curve is also a
smoother curve with values distributed in the in-
terval 0-1. However, there is a platform segment with
a value of 0, which accounts for 28.57% of the total
system nodes, at its end. (e node in this segment
cannot effectively distinguish the importance.

3.2. Centrality Algorithm Based on Adaptive Coefficient.
According to the analysis results of the three centrality al-
gorithms in 3.1, we can get the following. (e three algo-
rithms have their respective advantages and disadvantages. If
only one centrality algorithm is selected as the basis for
judging the importance of nodes, the sorting result is not
appropriate and accurate. (ese centrality algorithms make
it impossible to effectively distinguish the importance of
each node in the system under a specific attack scenario
based on the fixed value calculated by the topology structure.
Moreover, if the importance of nodes is only distinguished
based on the node risk P that proposed in 2.2, the position of
the node in the system is ignored, and the mutual influence
between nodes in the process of attack propagation is

discarded. (erefore, after comprehensively considering the
global attributes of CC and the propagation attributes of BC,
this section improves the CC algorithm according to the
propagation characteristics of cyber-attacks and proposes a
compound centrality algorithm that considers both im-
proved CC and BC to weaken the differences and short-
comings of existing centrality algorithms.

Improved closeness centrality algorithm:

CC(i)′ � 􏽘
j∈θ,i∈ψ−θ

disji, (15)

where disji is the shortest path from j to i, j is the node
initially infected by the cyber-attack, and i is the remaining
nodes in the system.

(e compound centrality algorithm proposed in this
paper performs a weighted summation of the two indexes of
improved CC and BC, but the two are not completely in-
dependent indexes. For example, nodes with a high im-
proved CC will have a higher BC under a certain probability.
Summing the two indexes with a weight of 0.5, reasons such
as duplication of information and redundant factors will
cause the calculated composite index to be inaccurate. To
solve this problem, this section proposes an adaptive co-
efficient as the weight of the two centralities.

In the propagation of the power CPS cyber-attack, the
propagation probability between nodes cij, as a key factor,
has always been defined as a fixed value in previous studies.
Considering the differences in the importance of each node
in the network, a correction equation is proposed to modify
cij to a certain extent:

cij
′ � cij − X∗Cj, (16)

where X is the correction coefficient and Cj is the centrality
index of node j. (e cij

′ of node j changes with the centrality
index Cj. (e higher the Cj, the lower the cij

′. (at is, when
Cj increases, the probability of a cyber-attack spreading
from node i to node j decreases.

(e iterative solution process of the adaptive coefficient z

is given by equations (17)–(23). Equation (22) is the ter-
mination condition of the iteration, and equation (23) is the
objective function.(e appropriate initial values of z1 and z2
are selected and substituted into formula (17) to start the
iteration. In equations (18) and (19), the composite centrality
index C of the node and the propagation probability cij are
updated with the update of z. According to the risk model
proposed in 2.2, use the iteratively updated cij

′ to calculate
the risk of each node and the average of the overall node risk,
which is shown in equation (21). Substituting the average of
the overall node risk in the current and previous iterations
into equation (17) again will start a new round of iterative
correction process. Until z satisfies the iteration termination
condition zk − zk−1 ≤ 10− 5, the iteration process stops and
jumps out of the iteration. Take the minimum the average of
the overall node risk in all rounds of iterations as the ob-
jective function and find the optimal solution that satisfies
the objective function in the iteration process. (at is, at the
target time t � T (T is an integer multiple of 􏽢t ), after
correcting with the optimal z, the average of the overall node
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risk in the system is the smallest. (is optimal solution is the
adaptive coefficient of this paper. It can be seen from the
above algorithm flow that if we want to start the iterative
process of z, we need to give the first two initial values
z1 and z2 of z. (e rationality of the initial value selection
and its influence on the number of iterations and the
judgment of the optimal solution are discussed in the case
study in Section 5.

zk � 1 +
P

T
k−1 − tP

T−1
k−1

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌

P
T
k−2 − tP

T−1
k−2

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌

, (17)

C
k
i �

1
zk

bci + 1 −
1
zk

􏼠 􏼡cci
′, (18)

c
k
ij � cij − X∗C

k
j , (19)

P αt0+n􏽢t
i � 1􏼒 􏼓 � P αt0+n􏽢t−1

i � 1􏼒 􏼓

+ 1 − 􏽙

i,j ∉ η
i≠ j

1 − P αt0+n􏽢t−1
j � 1􏼒 􏼓 × cji􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

× 1 − P αt0+n􏽢t−1
i � 1􏼒 􏼓􏼒 􏼓, ∀i, j ∈ ψ,

(20)

P
T
k �

􏽐iP
T
i |k

N
, (21)

zk − zk−1 ≤ 10
− 5

, (22)

f � min
k

P
T
k , (23)

where zk is the adaptive coefficient of the kth iteration, Ck
i is

the compound centrality of node i when z � zk, ck
ij is the

probability of successful propagation of the attack from i to j

modified according to Ck
i , PT

i |k is when cij � ck
ij, the risk of

node i at time T, PT
k is when cij � ck

ij, the average risk of all
nodes in the system at time T, and f is the decision function
of z. A certain zk in the iterative process minimizes the
average risk PT

i |k of nodes in the system at the target time T.

4. Cascading Failure of Power
Interdependent Network

4.1. Interdependent Network Model. Electric power CPS is a
multidimensional heterogeneous system that deeply embeds
perception, information processing, and control platforms
into the power system to meet real-time monitoring and
achieve command-driven of the power system. (e power
network provides power for the information network, and
the control and analysis module in information network
reversely drives the power network. (e interdependence
between the two networks enables the power system to be
modeled as a power cyber-physical interdependent network.
Based on the “undirected” and “disordered” characteristics
of general types of cyber-attacks (nondirected attacks)
spreading in information systems, both the power network
and the information network are equivalent to nonweighted
undirected networks. Combining the actual situation of
China’s power system [5], only considering the character-
istics of interconnection between nodes, using complex
network theory to simplify the power and information
network is as follows:

(1) Ignore the functional differences among the plants
and stations, and regard the power generation nodes
and substation nodes, dispatching nodes and routing
nodes in the information network as equivalent
nodes, regardless the difference in the types,
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Figure 3: Central index descending order of the IEEE14 system.
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quantities, and deployment modes of devices in
various sites

(2) Ignoring the differences in information protocols
and hierarchical structures among information
nodes at all levels, it is considered that the lines
between nodes can transmit bidirectional informa-
tion, and multiple information lines in the same
direction are combined to eliminate multiple edges
and self-loops.

Use GP � (EP, VP) and GC � (EC, VC) to represent a
power network with n nodes and k branches and an in-
formation network withm nodes and g branches, where E �

eij􏽮 􏽯 is the set of edges and v � v1, v2, . . . , vn􏼈 􏼉 is the set of
nodes in the network, respectively. Each node in the power
network GP is connected to an information node in GC. (e
power node provides electrical energy support to the in-
formation node, and the information node receives the
status information sent by the power node and feeds back
control instructions. Naturally, each node in GP connects
and depends on the corresponding node in GC, and vice
versa. In addition, according to the important status of the
scheduling nodes, it is set as an autonomous node inde-
pendent of the power grid. It deploys a complete backup
power supply and power generation equipment, which is not
affected by power grid energy fluctuations.

China’s power line information network is a dedicated
resource for the power system, and most of the commu-
nication lines are laid along with high-voltage transmission
lines. (e geographical similarity of the two layouts makes
the topological structure between the information network
and the power network highly similar. On the other hand, in
order to meet the needs of control and dispatch, the in-
formation network also has dispatching nodes. So, the in-
formation network has more stations than the power
network. At the same time, the optical information network
needs to be formed into a ring to protect its self-healing
ability, and the structure of the information network is more
complicated [29]. (erefore, the dependent network model
selects the “part-to-one correspondence” coupling mode,
and the established power cyber-physical dependent net-
work model is shown in Figure 4.

Different from the single-layer network with only con-
nectivity link, there are two types of edges in the interde-
pendent network: the connectivity link and the dependency
link. (e nodes in the single-layer network rely on the in-
ternal connectivity link (the black solid lines in Figure 4) to
achieve corresponding functions. For example, the power
generation nodes, substation nodes, and load nodes in the
power network realize the generation, transmission, and
consumption of electric energy through the transmission
line. (e topological structure of the information network is
more complicated than that of the power network. In
Figure 5, there are connecting links that do not exist in the
power network between the information node 2 and the
information node 8. (e dependency link between the two
networks (the red dotted line in Figure 4) is used as a
medium for energy or information exchange to realize the
mutual influence between the two-layer networks. (e

dependency matrix DP−C, DC−P is defined according to the
connection relationship of the power cyber-physical de-
pendent network, and the matrix element dij uses logic
elements of “1” and “0” to indicate whether there is a de-
pendency edge between the power and information nodes.

In summary, establish a power cyber-physical interde-
pendence network that includes power grids, information
networks, and the interdependency links
GP � GC � R(GP, GC, DC−P, DP−C), where
G � (E, V),V � v1, v2, . . . , vn􏼈 􏼉 is the set of nodes in a single-
layer network, E � eij􏽮 􏽯 is the set of connectivity links in a
single-layer network, and DP−C, DC−P is the set of the de-
pendency links between the power cyber-physical dependent
network.

4.2. Cascading Failure Behavior. According to the operating
principle of the dependent network, the failure of the power
node or information node will lead to the failure of the
dependent node in the other network.(e power network or
information network will be broken into several fragmented
networks, and the scope of the attack will expand with the
expansion of the network fragmentation and eventually
cause cascading failures in the dependent network [29].
Describe the cascading failure behavior caused by the attack
as follows:

(1) When one or some information nodes (power
nodes) in the information network GC (or power
network GP) are attacked and fail, the connectivity
links and the dependency links on these nodes fail
too;

(2) Corresponding nodes in the power network GP fail
due to the interdependence with the failure node in
GC. Corresponding, the connectivity links and the
dependency links on the nodes also fail. After re-
moving all the abovementioned faulty nodes, the
connectivity links, and the dependency links, the
power and information network is decomposed into
several fragmented networks.

(3) (On the basis of 2), identify the connected subgraph
inGP and GC, and judge the nodes that do not belong
to the connected subgraph as failed nodes. Remove
the newly determined failed node and its connec-
tivity links and dependency links. Based on this
process, the system will reach stability after a certain
number of propagations of the failure in the de-
pendent network.

(4) Identify the set of nodes in the maximal connected
subgraph in the stable network, and finally deter-
mine the stable state of the decoupled network.

Notice. According to the main research content of this paper,
the information layer network attack and its propagation
mechanism demand for network connectivity use “the set of
nodes in the maximal connected subgraph” [29] to judge the
stable state of the dependent network. (e set element is the
power-cyber node group vP − vC, and the dependency links
between vP and vC, where vP belongs to the maximal
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connected subgraph in the power network and vC also
belongs to the maximal connected subgraph in the infor-
mation network. In order to ensure the effectiveness of
connectivity, after the fragmentation of the network, only
the nodes in the set of nodes in the maximal connected
subgraph are available, and the remaining nodes fail.

According to the cascading failure behavior, taking the
IEEE14 node as an example, the failure decoupling process
of the dependent network is shown in Figure 6 when the
initial attack node is 4 and 11. (e upper network in the
figure is the power system GP, and the lower network is the
information system GC. Figure 6(a) shows that the
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Figure 5: Cascading failure behaviors of the power interdependent network.
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connectivity of GC is similar to that of GP, but compared
with GP, GC has one more independent green “scheduling
node” and green connectivity links between the scheduling
nodes and each information node, and three more green
connectivity links between 4–14, 3–11, and 5–12. In
Figure 6(b), the nodes 4 and 11 failed due to cyber-attacks
and turned to red. Correspondingly, the connectivity link
connected to it fails and turns to a dashed line, and the
dependency link fails and turns to a red line, and the cor-
responding dependent nodes and connectivity links in GP

are treated in the same way. In Figure 6(c), we delete the
failed node and the failed edge in Figure 6(b). (e remaining
nodes that do not belong to the connected subgraph are
turned into blue, and the connecting edges on these nodes
turn to blue dashed lines. At this time, it can be seen that
both networks are fragmented since 5–12 connecting edge in
GC, and the number of nodes in the connected subgraph is
greater than that in GP, and the degree of fragmentation is
not as serious as GP. Figure 7(d) filters out the set of nodes in
the maximal connected subgraph from Figure 7(c). At this
time, the power interdependent network finally reaches a
stable state.

4.3. Decoupling Degree Based on Cascading Failure.
According to the behavior of cascading failures, it can be
seen that the cascading failure propagation process in this
paper is suitable for random cyber-attacks and deliberate
cyber-attacks of power CPS. (e attacker can choose one or
some nodes as the attack target to form different combi-
nations of cyber-attacks. Different combinations of attacks
will cause different decoupling processes.(e exposed nodes
formed in the process of cyber-attack propagation will not
only cause the attack propagation between the information
layer devices during the detection gap but also cause the

cascading failure of the power cyber-physical dependent
network. (e node survival rate S is established to describe
the degree of decoupling of power CPS when the system
reaches a steady state after the cascading failure. (e larger
the value of S, the more the number of nodes remaining in
the stable state of the system and the lower the degree of
system decoupling.

S �
NC
′ + NP
′

NC + NP

, (24)

where NP and NP
′ are the number of effective nodes in the

power network before and after the cascade failure andNC

and NC
′ are the number of effective nodes in the information

network before and after the cascade failure.

5. Experimental Results

We use the connection relationship of the IEEE57-bus test
system to simulate the information layer network connec-
tion relationship, ignoring the weight of each link; it is
shown in Figure 5.

5.1. Compound Centrality Algorithm

Notice. In the information layer cyber-attack propagation
model described in Section 1, the initial time t0 should be the
time when the cyber-attack occurred. However, at present,
the power system cannot accurately analyze which time the
cyber-attack occurred between the two detection gaps.
(erefore, in the experiment, the moment when the cyber-
attack is detected is regarded as the initial moment in the risk
P(·) calculation. And, set the power system to make a re-
sponse strategy to disable the attacked device at time t + 􏽢t.

Establish the attack scenario with attack the information
device equipped on node 18. (e BC and improved CC
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indexes of the remaining nodes calculated according to
formulas (13) and (14) are shown in Table 1, and the two
indexes are ranked according to importance. It can be seen
from the table:

(1) (e improved CC index mainly serves the attack
scenario. (e closer the node to the initial infected
node, the lower the node’s improved CC value. At
the same time, the indexes have a certain degree of
repeatability; for example, the value of the improved
CC index for 7 nodes is equal to 4.

(2) (e importance ranking results of BC and improved
CC are obviously different. Some nodes have higher
improved CC and lower BC, such as node 9. Some
nodes have lower improved CC and higher BC, such
as node 37.

Perform log normalization processing
(x⌢ � log10(x)/log10(max)) on the BC and improved CC
indexes in Table 1, and use them as the input data to execute
the compound centrality algorithm proposed in this paper.
(e iterative results z and iteration times N of the adaptive
coefficients under different correction coefficients X and
different target times T are shown in Table 2.

According to the iterative results in Table 2, it can be seen
that in the initial stage of attack propagation, there is a
certain proportion of improved CC in the compound
centrality. (at is, in the initial stage of propagation, mainly

modifying cij of node j which is near the infected node has a
better effect on reducing the overall risk. However, as the
attack spreads, the proportion of BC in the compound
centrality gradually increases. (at is, the propagation
characteristics possessed by nodes in the topological
structure in the later stage of propagation have a more
obvious effect on reducing risk which caused by the spread of
the attack. In addition, it can be seen that the iteration times
of this algorithm are less than 10, and the convergence speed
of the algorithm is fast, which can meet the demand for
timeliness of power system scheduling. And, we verified that
the selection of the initial value of z has no effect on the
convergence value of the iteration and the optimal solution.
It has a slight impact on the iteration times, but the number
of iterations can also be guaranteed within 10 times.

In the case of X � 0.03, T � 15􏽢t and X � 0.03, T � 30􏽢t,
using compound centrality, improved CC, BC, and DC to
modify c, the risk of the remaining nodes of the system is
shown in Figures 7 and 8.

Figure 7 shows the following:

(1) In the initial stage of attack propagation, the risk of
several nodes that are topologically close to the initial
infection node 18 rises fastest (for example, node 4,
19, 5, 6, 20)

(2) In the initial stage of attack propagation, in view of
the strong correlation between the improved CC and

Table 1: Values of BC and improved CC under IEEE57 attacking the 18th node.

Importance ranking Node Improved CC Node BC Importance ranking Node Improved CC Node BC
1 4 1 38 493.47 29 49 5 21 82.917
2 19 1 13 432.47 30 52 5 30 68.245
3 3 2 9 373.28 31 55 5 40 67.543
4 5 2 49 337.51 32 24 6 44 58.817
5 6 2 22 294.18 33 27 6 48 55.767
6 20 2 37 255.63 34 37 6 20 55.5
7 2 3 11 221.13 35 41 6 45 55.15
8 7 3 36 218.67 36 43 6 54 51.742
9 8 3 24 209.83 37 47 6 14 50.233
10 15 3 15 204.59 38 48 6 31 49.317
11 21 3 8 189.39 39 50 6 19 48.083
12 1 4 23 177.93 40 51 6 1 43.183
13 9 4 41 161.46 41 53 6 10 36
14 13 4 29 157.58 42 54 6 39 31.75
15 14 4 7 153.08 43 25 7 50 30.602
16 22 4 35 149.09 44 26 7 52 29.7
17 29 4 4 134.47 45 36 7 53 26.442
18 45 4 56 124.46 46 39 7 47 21.75
19 10 5 3 112.92 47 42 7 57 20.25
20 11 5 34 112.59 48 56 7 46 18.983
21 12 5 6 111.95 49 30 8 51 13.602
22 16 5 12 107.50 50 35 8 2 9.758
23 17 5 25 104.49 51 40 8 16 6.667
24 23 5 32 99.155 52 57 8 17 6.667
25 28 5 28 99.15 53 31 9 5 0
26 38 5 26 94.733 54 34 9 33 0
27 44 5 55 92.242 55 32 10 42 0
28 46 5 27 88.483 56 33 11 43 0
Notice. According to the improved CC, the lower the CC, the closer the node is to the attacked node and the higher the node importance.
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Table 2: Iteration results of the adaptive coefficients under the IEEE57 attacking the 18th node.

z
Iteration times N

T � 12􏽢t T � 15􏽢t T � 18􏽢t T � 21􏽢t T � 24􏽢t T � 27􏽢t T � 30􏽢t

X � 0.03 z � 1.479
N� 6

z � 1.433
N� 7

z � 1.389
N� 6

z � 1.346
N� 8

z � 1.306
N� 6

z � 1.268
N� 9

z � 1.234
N� 7

X � 0.04 z � 1.429
N� 7

z � 1.385
N� 7

z � 1.342
N� 7

z � 1.301
N� 7

z � 1.263
N� 8

z � 1.227
N� 7

z � 1.194
N� 6

X � 0.05 z � 1.330
N� 6

z � 1.292
N� 6

z � 1.256
N� 6

z � 1.221
N� 7

z � 1.189
N� 6

z � 1.159
N� 7

z � 1.132
N� 6
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Figure 7: Risk of node under compound C, improved CC, BC, and DC correction at T�15.
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the cyber-attack scenario, the minimum risk after the
use of the improved CC indicator to modify c is
slightly better than the effect of using the composite
centrality indicator to modify.

Figure 8 shows the following:

(1) Node 4 is located in the direct connection position of
the infected node 18, and node 6 is in a special
position in the connection relationship (with a high
BC andDC index).When the conventional centrality
is used to modify c, because the index does not
consider the characteristics of each attack scenario,
the risk of node 4 and node 6 rises faster, which
cannot effectively reduce the risk in the system. Note
that the correction effect of the BC is better than that
of the DC; in other words, during the attack prop-
agation process, the propagation attribute of the
node is more important than the local attribute.

(2) When using the improved CC and compound
centrality to modify, since the characteristics of the
attack scenario is considered in the index, the attack
spread in the system is effectively curbed and the risk
of node 4 and node 6 is reduced. Note that the
improved CC only considers the actual situation of
the attack, which is really effective in reducing the
risk of node 4 and node 19 which are close to infected
node 18, but does not consider the role of nodes in
the subsequent attack propagation. (erefore, the
effect of risk reduction for other nodes is worse than
that of the compound centrality index.

Figures 7 and 8 show the following:

(1) As the attack spreads, the compound centrality is
used to modify c, which effectively reduces the
impact of the attack on the 19th node with a higher
initial risk.

(2) Although in the initial stage of attack propagation,
the effect of using the improved CC to modify c is
slightly better than that of the compound centrality
modification; considering the overall attack propa-
gation, the effect of compound centrality correction
c is better.

In summary, the compound centrality considers both the
characteristics of attack scenarios and the role of nodes in
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Figure 9: Importance numerical ranking under compound C, improved CC, BC, and DC correction at T�15.

Table 3: Compound centrality and S value of node under the
IEEE57 attacking the 18th node.

Node Compound
C S Node Compound

C S

1 0.481938925 0.912280702 30 0.310493 0.894736842
2 0.485281429 0.964912281 31 0.260317 0.877192982
3 0.727546619 0.947368421 32 0.267126 0.877192982
4 0.932043014 0.877192982 33 0 0.98245614
5 0.480491466 0.964912281 34 0.303463 0.877192982
6 0.727097074 0.947368421 35 0.351337 0.877192982
7 0.629168326 0.964912281 36 0.408994 0.877192982
8 0.64029582 0.964912281 37 0.460605 0.929824561
9 0.594675807 0.894736842 38 0.546372 0.929824561
10 0.409535734 0.929824561 39 0.308133 0.947368421
11 0.504414267 0.947368421 40 0.309953 0.964912281
12 0.466716998 0.929824561 41 0.436589 0.929824561
13 0.602369165 0.964912281 42 0.127394 0.964912281
14 0.489843246 0.929824561 43 0.170842 0.964912281
15 0.644330887 0.929824561 44 0.435195 0.947368421
16 0.321392772 0.964912281 45 0.494724 0.947368421
17 0.321392772 0.964912281 46 0.376085 0.947368421
18 0.213932971 0.912280702 47 0.331809 0.947368421
19 0.878290586 0.912280702 48 0.381024 0.929824561
20 0.690421858 0.912280702 49 0.526516 0.964912281
21 0.59712313 0.912280702 50 0.349656 0.964912281
22 0.582228702 0.877192982 51 0.307274 0.947368421
23 0.493053805 0.964912281 52 0.399481 0.912280702
24 0.450285109 0.789473684 53 0.342019 0.912280702
25 0.370397806 0.877192982 54 0.377108 0.912280702
26 0.365271476 0.929824561 55 0.458715 0.912280702
27 0.405152159 0.929824561 56 0.379537 0.894736842
28 0.46248975 0.929824561 57 0.24699 0.964912281
29 0.549598151 0.842105263
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attack propagation, and using it to modify c can effectively
reduce the risk of the remaining nodes in the system. (e
ranking result of compound centrality is more suitable for
identification requirements of key nodes in the power system
under cyber-attack scenarios. In the case of X � 0.03 and
T � 15􏽢t, the importance ranking of the remaining nodes in
the system is shown in Figure 9 when the compound
centrality, improved CC, BC, and DC indexes are used to
modify c.

5.2. Cascading Failure Analysis. (e node importance
evaluation in this paper focuses on the distinction of the
importance of a single node. (erefore, according to the
cascading failure model established in Section 3, each time a
single node is selected for attack and the maximal connected
subgraph and the node survival rate S under the stable state
are obtained. Analyze the difference of decoupling results
when attacking different single nodes. (e experiment uses
the IEEE57 system “one-to-one correspondence” coupling
method. Sequentially attacking a single node of the infor-
mation network, the power CPS decoupling steady state
results are shown in Table 3.

It can be seen that the decoupling caused by the attack
on the 24th node is the greatest. After the decoupling, there
are only 45 nodes left in the stable system, accounting for
78.9% of the total number of nodes. In the case of cascading
failures caused by a cyber-attack on the power CPS, the
importance of nodes based on the node survival rate S is
ranked as follows: {24,29,4 22 25 31 32 34 35 36 ,9 30 56 ,
1 18 19 20 21 52 53 54 55 10 12 13 14 26 27 28 37 38 41 48 ,
3611394445464751 , 257813161723404243495057 , 33}.
(ere are some nodes with the same S in the sorting result,
so the importance of these nodes cannot be accurately
distinguished. (e centrality of each node calculated by the
compound centrality algorithm of the one-sided network
can just make up for this shortcoming. Considering two
indexes at the same time, the importance of nodes can be
distinguished smoothly.

In summary, the experiment gives indexes that can
describe the importance of IEEE57 nodes from two aspects:
the compound centrality of the single-layer network and the
value S that reflects the degree of cascading failure decou-
pling, as shown in Table 3. Both indexes can be used as a
reference basis for operators and operation centers in the
operation of the power system.(e dispatch center can select
a certain index according to the actual situation of the cyber-
attack to distinguish the importance of the node and guide
the follow-up strategy.
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System security is essential for the operation of the island microgrid. However, the system security is generally threatened due to
the presence of physical uncertainties and cyber attacks. In this article, a novel sliding mode load control strategy is proposed for
the microgrid to mitigate cyber attacks and physical uncertainties. Firstly, a high-order disturbance observer (HODO) is designed
to estimate the unmeasurable factors in the microgrid. Secondly, a HODO-based sliding mode control (SMC) strategy is proposed
where the estimated value observed by the HODO is applied to the sliding mode surface and control law. It can better guarantee
the security of the isolated microgrid. )en, the stability of the HODO-based SMC is demonstrated by Lyapunov stability theory.
Finally, simulation results show that the proposed control strategy has excellent control performance.

1. Introduction

)e power system is regarded as a critical factor for eco-
nomic development. With the rapid development of com-
munication equipment, power system application, and
energy management system [1–3], power systems merging
primary and secondary systems are promoted to transform
into the cyber-physical system (CPS). Consequently, the
security of the cyber-physical power system has received
widespread attention.

CPS security includes the security of physical systems
and cyber systems. Physical security is the security of the
primary system, which can stabilize the system at scheduled
operating point under physical uncertainties. Cyber se-
curity means the security of the secondary system which is
vulnerable to cyber attacks [4–6]. )e insecurity of the
cyber-physical power system has a significant impact on the
society. For example, in 2019, the primary system of
Venezuelan power system became the target of an attack,
resulting in a large-scale blackout. In 2003, the secondary
system, computer network at the power plant, was hacked
in Davis–Besse, USA. On the contrary, the security of the
power grid can improve the utilization rate of clean energy

power generation and enhance the reliability of the power
grid [7, 8].

Because of the integration of advanced measuring de-
vices, application software, and renewable generations, the
security of the power system is threatened by serious attacks
[9–12]. Multitype intelligent analysis software relies on
computers and communication networks, which make the
system vulnerable to cyber attacks. Meanwhile, the pa-
rameters of physical equipment including generators, tur-
bines, and transmission lines are uncertain. Currently, many
critical techniques about cyber attacks, which are the major
challenge in the CPS, were studied by scholars. )ere are
some advanced resilient control technologies for cyber at-
tacks [13–15], such as data intrusion attacks [16, 17],
nontechnical loss fraud, time-delay attacks [18], and replay
attacks. Liu and Li [19] proposed a load distribution attack
model with the incomplete acquisition of power system
information. In [20], a detection technique was studied for
uncertain systems. When the power system was attacked, it
can be detected and protected immediately. In [21], a control
strategy to protect distributed time-delay power systems was
proposed. )e method of time-delay estimation was in-
troduced to solve time-delay switch attacks. In recent years,
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the advanced SMC has been proposed to address the threat
of cyber attacks and physical uncertainties [22–24]. In [25],
SMC with the neural network observer was constructed,
where the measured values were used for the control law,
and it was proven to be superior in simulation. Mi et al. [26]
proposed SMC based on the proportional-integral sliding
mode surface, and this method proved that the microgrid
can be immune to the attacks.

In this paper, a control strategy is investigated. Firstly, a
transformed dynamics system is established combining
cyber attacks and physical uncertainties as a lumped attack.
Secondly, the attack is measured by a high-order nonlinear
observer where the attack and its derivatives are observed.
)en, compared to the linear sliding surface, an improved
sliding surface including the estimation value is proposed.
By employing the estimation value, system states are forced
to move to the sliding mode surface with the control law.
Finally, simulation results on the isolated microgrid are
carried out to verify the performance of the controller.

)e main contributions of the article are as follows:

(1) Considering the characteristic of the power system,
the presented HODO can be used to measure the
cyber attacks and physical uncertainties in the power
system

(2) We construct the sliding mode surface and the
control law based on the output of the HODO in the
corresponding state space of the microgrid

(3) Using the proposed control strategy, the security of
the microgrid will be significantly improved, espe-
cially the frequency index

)is paper is organized as follows: in Section 2, the
system structure of themicrogrid and the dynamic equations
are proposed. In Section 3, conventional SMC is illustrated.
In Section 4, the control strategy is proposed. Firstly,
HODO-based SMC is designed. Secondly, the stability is
theoretically proved for the proposed method. )e experi-
mental simulation results are demonstrated in Section 5,
while the work of this paper is summarized in Section 6.

2. Model of the Cyber-Physical Power System

In this paper, a typical cyber-physical system composed of
the power system and controller is considered. )e matrix
form of the cyber-physical power system is expressed as
follows:

_x(t) � Anx(t) + Bnu(t) + FnΔPd,

y � Cx(t),
(1)

where

x(t) � Δf(t),ΔPg(t),ΔXg(t)􏽨 􏽩
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(2)

where x(t) is the system state vector; An, Bn, and Fn are
system matrices; Δf(t),ΔPg(t), and ΔXg(t) are the devi-
ations of frequency, power output, and governor valve
position, respectively; Tp, TT, and Tg are the time constants
of the power system, turbine, and governor, respectively; Kp

denotes the power system, R is speed drop; and u(t) and
ΔPd(t) denote the control vector and the cyber attacks,
respectively. )e formulated cyber-physical power system is
similar to that of the literature [25].

Considering the physical uncertainties of the system
dynamic model, equation (1) is written as

_x(t) � A′ + ΔA( 􏼁x(t) + B′ + ΔB( 􏼁u(t) + F′ + ΔF( 􏼁ΔPd,

y � Cx(t),

(3)

where A′, B′, and F′ are the determined physical system and
ΔA, ΔB, and ΔF denote the uncertainties of the physical
system. Equation (4) is the detailed representation of system
dynamics (3):

Δ _f(t) � −
1

Tp

+ k11􏼠 􏼡Δf(t) +
Kp

Tp

+ k12􏼠 􏼡ΔPg(t) −
Kp

Tp

+ k13􏼠 􏼡ΔPd(t),

Δ _Pg(t) � −
1

TT

+ k21􏼠 􏼡ΔPg(t) +
1

TT

+ k22􏼠 􏼡ΔXg(t),

Δ _Xg(t) � −
1

RTg

+ k31􏼠 􏼡Δf(t) + −
1

Tg

+ k32􏼠 􏼡ΔXg(t) +
1

Tg

+ k33􏼠 􏼡u(t),

(4)
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where kmn denotes physical uncertainties.
)e system dynamic model with cyber attacks and

physical uncertainties can be represented as follows:

Δ _f(t) � −
1

Tp

Δf(t) +
Kp

Tp

ΔPg(t) + d1(x, t),

Δ _Pg(t) � −
1

TT

ΔPg(t) +
1

TT

ΔXg(t) + d2(x, t),

Δ _Xg(t) � −
1

RTg

Δf(t) −
1

Tg

ΔXg(t) +
1

Tg

u(t) + d3(x, u, t),

(5)

where

d1(x, t) � k11Δf(t) + k12ΔPg(t) −
Kp

Tp

+ k13􏼠 􏼡ΔPd(t),

d2(x, t) � k21ΔPg(t) + k22ΔXg(t),

d3(x, u, t) � k31Δf(t) + k32ΔXg(t) + k33u(t).

(6)

)e matrix form of system dynamic model (5) is

_x(t) � Ax(t) + Bu(t) + Fdd,

y � Cx(t),
(7)

where A � An, B � Bn, Fd �

1 0 0
0 1 0
0 0 1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, and d � [d1, d2, d3]

T.

Assumption 1. Pair A is observable.
In order to design the observer conveniently, let us

transform system dynamics (5) using the transformation
matrix. )e structure is

_η1 � η2 + d11,

_η2 � η3 + d12,

_η3 � CA
3
T

− 1η + CA
2
Bu + d13,

(8)

where η � Tx(t) and T � [C, CA, CA2]T.
)e aforementioned system is represented as

_η � Aη + Bu(t) + Fdd, (9)

where A � TAT− 1, B � TB, Fd � TFd, and [d11, d12, d13]
T �

TFdd.
For the transformed dynamic equation (9), the following

assumption is necessary.

Assumption 2. )e attacks d1i are continuous, and their
higher-order derivative with respect to time satisfies

dq
1i(x, t)

dt
q

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤ χ, q � 0, 1, 2, 3, . . . , r, i � 1, 2, 3, (10)

where χ is a positive number.

Remark 2. Using a linear nonsingular transformation,
system dynamic model (5) can be transformed into system
(9). It should be noted that system (9) facilitates the design of
HODO-based SMC. Meanwhile, η is equivalent to x(t) in
simulation analysis.

3. Conventional SMC Design

In the microgrid, the conventional SMC was proposed to
ensure system security through secondary frequency regu-
lation of the generator, which adjusts the system to the
normal working range with the attacks.

)e design of the SMC is composed of two processes:
firstly, to design a sliding surface; secondly, to design the
control law.)e designed sliding surface drives system states
to the desired equilibrium asymptotically and remain on it.
)e system state can be driven to the sliding surface by the
designed control law after sufficient time.

3.1. Linear SMC. Based on system dynamic (8), the linear
SMC is designed as

s1 � C1η � 􏽘
3

i�1
ciηi, (11)

where C1 � [c1, c2, c3] are constants, and c3 � 1. ci meets that
the polynomial c1 + c2p + c3p

2, which is Hurwitz, such that
the eigenvalues of the polynomial are less than zero.

According to the literature [27], the reaching condition
is chosen as s1 · _s1 < 0. )e equality reaching condition is
selected as follows:

_s1 � − kd1s1 − kε1sign s1( 􏼁, (12)

where kd1 and kε1 are positive numbers and sign(·) is the
sign function.

)e control law is designed based on (8), (11), and (12),
which drives the system state to the sliding surface:

u(t) � − C1B( 􏼁 C1Aη + C1χ + kd1s + kε1sign(s)􏽨 􏽩. (13)

3.2. Proportional-Integral SMC. )e proportional-integral
SMC is presented in this section. )e proportional-integral
sliding surface is selected as

s2 � C1η − 􏽚
t

0
C1A − C1BK( 􏼁ηdt, (14)

where matrix K is designed as λ(C1A − C1BK)< 0.
Similar to (12), we have

_s2 � − kd2s2 − kε2sign s2( 􏼁. (15)

)e control law is designed as follows:

u(t) � − C1B( 􏼁 C1BKη + C1χ + kd2s2 + kε2sign s2( 􏼁􏼂 􏼃.

(16)

However, there are two obvious drawbacks including
large overshoot and the lack of estimation for the attack.

Complexity 3



4. Methodology

4.1. High-Order Observer for Cyber Attacks and Physical
Uncertainties. In this section, an observer is proposed to
estimate the attack [28]. In Figure 1, physical attacks kmn

appear in the governing system, turbine, and power system.
Meanwhile, cyber attacks ΔPd(t) corrupt the power system.
When the system is attacked, the boundaries of the unde-
tectable attack will be directly used in SMC without the
HODO. )us, the control is conservative. )e proposed
control strategy where the HODO can accomplish the de-
tection of unknown attacks compensates this shortcoming to
make the controller output more accurate.

)e HODO can estimate the attacks for system (9) as
follows:

􏽢d
q− 1
11

􏽢d
q− 1
12

􏽢d
q− 1
13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

p11q

p12q

p13q

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ Lq

η1
η2
η3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (17)

_p11q

_p12q

_p13q

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � − Lq Aη + Bu(t) + Fd

􏽢d􏽨 􏽩 +

􏽢d
(q)

11

􏽢d
(q)

12

􏽢d
(q)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

q � 1, 2, 3, . . . , r − 1,

(18)

􏽢d
(r− 1)

11

􏽢d
(r− 1)

12

􏽢d
(r− 1)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

p11r

p12r

p13r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + Lq

η1
η2
η3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (19)

_p11r

_p12r

_p13r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � − Lr Aη + Bu(t) + Fd

􏽢d􏽨 􏽩, (20)

where Lq �

l11q 0 0
0 l12q 0
0 0 l13q

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦, q � 1, 2, 3, . . . , r, are constant

matrices which are necessary to select Lq > 0 for the stability
of the HODO; 􏽥d

(q− 1)

1i and 􏽢d
(r− 1)

1r are estimations of d
(q− 1)
1i and

d
(r− 1)
1r , respectively, and p1iq are auxiliary variables

(i � 1, 2, 3; q � 1, 2, 3, . . . , n).
)e estimation errors are defined as

􏽥e � 􏽥d11,
􏽥d12,

􏽥d13,
􏽥_d11,

􏽥_d12,
􏽥_d13, . . . ,

􏽥_d
r− 1

11 ,
􏽥_d

r− 1

12 ,
􏽥_d

r− 1

13􏼔 􏼕, (21)

where
􏽥d1i � d1i − 􏽢d1i,

􏽥_d1i � _d1i −
􏽢_d1i, i � 1, 2, 3,

􏽥_d
q− 1

1i �
d

q− 1
d1i

dt
(q− 1)

−
􏽢_d

(q− 1)

1i , i � 1, 2, 3; q � 3, 4, 5, . . . , n,

(22)

and 􏽥d
(q− 1)

1i is the error in the estimation of d
(q− 1)
1i . From (8),

(17), and (18), it follows that

_􏽢d
(q− 1)

11

_􏽢d
(q− 1)

12

_􏽢d
(q− 1)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� Lq

􏽥d11

􏽥d12

􏽥d13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

􏽢d
(q)

11

􏽢d
(q)

12

􏽢d
(q)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, q � 1, 2, 3, . . . , r − 1.

(23)

Obviously, [ _d
q− 1
11 , _d

q− 1
12 , _d

q− 1
13 ]T � [ _d

q

11,
_d
q

12,
_d
q

13]
T. Sub-

tracting both sides of equation (23) from [ _d
q

11,
_d
q

12,
_d
q

13]
T

yields

_d
(q− 1)

11 −
_􏽢d

(q− 1)

11

_d
(q− 1)

12 −
_􏽢d

(q− 1)

12

_d
(q− 1)

13 −
_􏽢d

(q− 1)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� − Lq

􏽥d11

􏽥d12

􏽥d13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

d
(q)
11 − 􏽢d

(q)

11

d
(q)
12 − 􏽢d

(q)

12

d
(q)
13 − 􏽢d

(q)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (24)

_􏽥d
(q− 1)

11

_􏽥d
(q− 1)

12

_􏽥d
(q− 1)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� − Lq

􏽥d11
􏽥d12
􏽥d13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

􏽥d
(q)

11

􏽥d
(q)

12

􏽥d
(q)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (25)

From (19) and (20), we can get

Attacks

Cyber
attacks

Physical
uncertainties

Physical
system

Power
systemGoverning

System

Turbine
k2n k1n ∆Pd (t)k3n

Disturbance
observer

Cyber system

Controller

Figure 1: Control system with the observer.
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_􏽥d
(r− 1)

11

_􏽥d
(r− 1)

12

_􏽥d
(r− 1)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� − Lr

􏽥d11

􏽥d12

􏽥d13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

d
(r)
11

d
(r)
12

d
(r)
13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (26)

Differentiating (25) and using (26) give

􏽥d
(r)

11

􏽥d
(r)

12

􏽥d
(r)

13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� − 􏽘
r

q�1
Lq

d
(r− q)􏽥d11

dt
(r− q)

d
(r− q)􏽥d12

dt
(r− q)

d
(r− q)􏽥d13

dt
(r− q)
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+
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(r)

d11

dt
r

d
(r)

d12

dt
r

d
(r)

d13

dt
r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (27)

Since [(d
q
11(x, t)/dtq), (d

q
12(x, t)/dtq), (d

q
13(x, t)/dtq)]T

is bounded as Assumption 2, the stability of estimation
errors depends on the selection of matrices Lq. )e HODO
error dynamics can be expressed in the matrix form as

_􏽥e � Dp􏽥e + Eω, (28)

where

Dr �

− L1 I3 0 · · · 0

− L2 0 I3 · · · 0

⋮ ⋮ ⋮ ⋮ ⋮

− LP− 1 0 0 · · · I3

− LP 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

E �

0

0

⋮

0

I2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

ω �

d
r
d11

dt
r

d
r
d12

dt
r

d
r
d13

dt
r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

I3 �

1 0 0

0 1 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(29)

In equation (28), the estimation error vector 􏽥e is illu-
minated in (21). )e derivatives of all vectors in the esti-
mation error vector can be calculated from (25) and (26).
From (28), obviously, we can choose appropriate matrix
Lq(q � 1, 2, 3, . . . , r) such that the eigenvalues of Dr can be
placed arbitrarily. Assume that Lq are designed to guarantee
the eigenvalues of Dr less than zero. A positive symmetric
matrix can be selected as follows:

D
T
r P + PDr � − Q. (30)

Define a Lyapunov functional, and λmin is the smallest
eigenvalue; then,

V(􏽥e) � 􏽥e
T
P􏽥e. (31)

Substituting (28) into the derivative of V(􏽥e) becomes

_V(􏽥e) � _􏽥e
T
P􏽥e + 􏽥e

T
P_􏽥e

� _􏽥e
T

D
T
pP + PDp􏼐 􏼑􏽥e + 2􏽥e

T
PEω

≤ − 􏽥e
T
Q􏽥e + 2‖PE‖‖􏽥e‖‖ω‖

≤ − λmin‖􏽥e‖
2

+ 2‖PE‖‖􏽥e‖‖ω‖

� − ‖􏽥e‖ λmin‖􏽥e‖ − 2‖PE‖‖ω‖( 􏼁.

(32)

Consequently, for (8), (25), and (26), after sufficiently
long time, the norm of the estimation error is ultimately
bounded by

‖􏽥e‖≤
2‖PE‖‖ω‖

λmin
. (33)

When the error state trajectory enters into the closed ball
centered at 􏽥e � 0 with radius φ and the smallest eigenvalue
λmin > 0, the Lyapunov function satisfies _V(􏽥e)< 0. It implies
that the estimation error system is stable. )e bound of the
estimation error can be lowered by the appropriate choice of
the parameter Lq(q � 1, 2, 3, . . . , r).

4.2. SMCBased on the HODO. When the system is attacked,
SMC is an effective control strategy to guarantee the security
of the system. However, the shortcoming is that the con-
ventional SMC method would bring some adverse effects
such as introducing overshoot. In this section, a HODO-
based SMC is presented. It should be noted that SMC and
HODO are designed, respectively.

To be immune to attacks, a linear sliding surface based
on the HODO is applied to improve the stability of the
power system.

)e sliding surface is selected as follows:

s
∗

� 􏽘
3

i�1
ciηi + c2

􏽢d11 +
􏽢_d11 + 􏽢d12. (34)

Theorem 1. Using HODO (17)–(20) and the designed con-
troller law (35), all the states of (9) are ultimately bounded;
therefore, the closed-loop system is asymptotically stable
around equilibrium with the following control law:
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u � −
1

CA
2
B

c1 η2 + 􏽢d11􏼐 􏼑 + c2 η3 + 􏽢d12􏼐 􏼑 + CA
3
T

− 1η + 􏽢d13 + ς􏽨 􏽩,

(35)

where

ς � kds
∗

+ kεsign s
∗

( 􏼁,

kε � c1 + c2l111 + l112( 􏼁 + c2 + l121( 􏼁 + 4􏼂 􏼃 􏽥e1
����

���� + 3χ + θ􏽮 􏽯,

(36)

and kd and θ are positive constants.

Proof. Construct a Lyapunov candidate function as

V s
∗

( 􏼁 �
1
2
s
∗2

. (37)

It obviously elicits
_V s
∗

( 􏼁 � s
∗

_s
∗
. (38)

From (9) and (34), it follows that

_s
∗

� c1 _η1 + c2 _η2 + _η3 + c2
_􏽢d11 +

_􏽢_d11 +
_􏽢d12 − ζ. (39)

Inserting (35) into (39), we obtain

_s
∗

� c1 + c2l111 + l112( 􏼁􏽥d11 + c2 + l121( 􏼁􏽥d12

+ 􏽥d13 +
􏽢_d11 +

􏽢_d12 +
􏽢€d11 − ζ.

(40)

According to (24), we have
_􏽢d11 � l111

􏽥d11 +
􏽢_d11

_􏽢d12 � l121
􏽥d12 +

􏽢_d12

_􏽢d13 � l131
􏽥d13 +

􏽢_d13

_􏽢_d11 � l112
􏽥d11 +

􏽢€d11

_􏽢_d12 � l122
􏽥d12 +

􏽢€d12

_􏽢_d13 � l132
􏽥d13 +

􏽢€d13.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(41)

)en, substituting (41) to (40), we have

_s
∗

� c1 + c2l111 + l112( 􏼁􏽥d11 + c2 + l121( 􏼁􏽥d12 + 􏽥d13

+ _d11 −
􏽥_d11 + _d12 −

􏽥_d12 + €d11 −
􏽥€d11 − ζ.

(42)

Substituting (42) into (38), it follows that

_V s
∗

( 􏼁 � s
∗

_s
∗ ≤ − kε s

∗􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − kds

∗2
+[ c1 + c2l111 + l112( 􏼁

+ c2 + l121( 􏼁 + 4 ] 􏽥e1
����

���� s
∗􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + 3χ s

∗􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

< − θ s
∗􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − kds

∗2 < 0.

(43)

According to (21), 􏽥e1 � [􏽥d11,
􏽥d12,

􏽥d13,
􏽥_d11,

􏽥_d12,
􏽥€d11] is

bounded as follows:

􏽥e1
����

����<‖􏽥e‖≤
2‖PE‖‖ω‖

λm

. (44)

)is completes the proof.
It should be noted that CA2B is invertible. )e control

block diagram of the proposed HODO-based SMC is shown
in Figure 2.

Figure 2 briefly illuminates the steps of the HODO-
based SMC. Firstly, the system dynamics is obtained, and
coordinate transformation is performed. Secondly, the
transformed coordinate is applied in the HODO. )irdly,
the estimated values calculated by the HODO work on
the sliding mode surface. Finally, the calculated control
law obtained from the sliding mode surface has an effect
on the power system and the HODO. □

5. Simulation Results with SMC

In this section, the proposed control strategy is analyzed by
several numerical simulations. As we all know, in the cyber-
physical power system, frequency deviation is the most
important security index. Consequently, the
frequency deviation is mainly discussed in the simulation.

In order to verify the effectiveness of the studied control
strategy for the CPS, comparative results between the
HODO-based SMC and the conventional SMC are simu-
lated and analyzed. )e system parameters for simulation
are listed in Table 1 [23]. In this simulation, the second- and
the third-order observer are analyzed for the effect of this
control strategy.

By using the HODO based on equations (17)–(20), the
second- and third-order disturbance observers are expressed
as follows.

)e second-order disturbance observer:

􏽢d1i � p1i1 + l1i1ηi,

_p1i1 � − l1i1 ηi+1 + 􏽢d1i􏼐 􏼑 +
􏽢_d1i,

􏽢_d1i � p1i2 + l1i2ηi,

_p1i2 � l1i2 ηi+1 + 􏽢d1i􏼐 􏼑,

􏽢d13 � p131 + l131η3,

_p131 � − l131 − 77.4η1 − 42.8η2 − 17η3 + 189.4u + 􏽢d13􏼐 􏼑 +
􏽢_d13,

􏽢_d13 � p132 + l132η3,

_p132 � l132 − 77.4η1 − 42.8η2 − 17η3 + 189.4u + 􏽢d13􏼐 􏼑.

(45)

)e third-order disturbance observer:

6 Complexity



􏽢d13 � p131 + l131η3,

_p131 � − l131 − 77.4η1 − 42.8η2 − 17η3 + 189.4u + 􏽢d13􏼐 􏼑 +
􏽢_d13,

􏽢_d13 � p132 + l132η3,

_p132 � l132 − 77.4η1 − 42.8η2 − 17η3 + 189.4u + 􏽢d13􏼐 􏼑 +
􏽢€d13

,

􏽢€d 13 � p133 + l133η3,

_p133 � l133 − 77.4η1 − 42.8η2 − 17η3 + 189.4u + 􏽢d13.

(46)

)e control parameters and the initial variables are
selected as

c1 � 8,

c2 � 3,

c3 � 1,

kd � kd1

kε � kε1

x(0) � [0.1, 0, 0]
T

.

(47)

5.1. Step Cyber Attack. In this case, a step cyber attack is
applied without physical uncertainties. Cyber attack is ex-
ecuted to themicrogrid, which is 0.1 pu. And the cyber attack
is added at the initial time and ends at 5 s. )e attack
boundary is χ � 0.1.

)e values are considered as follows:

Parameter 1 (P1): l111 � l121 � l131 � 10000 and l112 �

l122 � l132 � 1500
Parameter 2 (P2): l111 � l121 � l131 � 10000 and l112 �

l122 � l132 � 1000

Power system 
dynamic mode

equation (5)

Transformed 
system

equation (7)

Sliding surface
equation (30)

Control law 
equation (31)

Equation (14)
(q = 1)

Equation (15)
(q = 1)

Equation (15)
(q = r − 1)

Equation (17)
(q = r)

Equation (14)
(q = r − 1)

Equation (16)
(q = r)

p11

p13 (q–1)

p11r

p12r

p13r

p12 (q–1)

p11 (q–1)

p12

p13

p11
.

.

.

.

.

.

.

.

.

p12

p11 (q–1)

p11r

p12r

p13r

p12 (q–1)

p13 (q–1)

p13
∫

...

∫

∫

d̂

d(q–2)ˆ

d(q–1)ˆ

∫

∫

∫

∫

∫

∫

Lr

Lr–1

L1 L1

Lr–1

Lr

Figure 2: Block diagram of the system with the proposed SMC.

Table 1: )e parameters of power systems.

Parameters R KP TP TT TG

Values 2.7 112.5 25 0.33 0.072
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Parameter 3 (P3): l111 � l121 � l131 � 10000 and l112 �

l122 � l132 � 500
Parameter 4 (P4): l111 � l121 � l131 � 10000 and l112 �

l122 � l132 � 200

We can see that the proposed SMC can ensure system
security (especially, frequency deviation). )e simulation
result is presented in Figure 3. Moreover, it has a small
overshoot compared with the conventional SMC at the
initial time.

An evaluation index based on frequency deviation is
employed to demonstrate HODO’s control performance,
which is

fD � 􏽚
t

0
|Δf|dt. (48)

Table 2 shows the evaluation index of frequency devi-
ation between the conventional SMC and the second-order
disturbance observer with different parameters. It can be
concluded from Table 2 that the adjustment ability of the
second-order disturbance observer is superior to the con-
ventional SMC. Furthermore, the selection of the parameter
in the second-order disturbance observer has an improve-
ment on the overshoot.

5.2. Random Cyber Attacks. In this case, the designed SMC
with the second-order disturbance observer and third-order
disturbance observer is tested in the microgrid. )e random
external attack is injected into the microgrid, which is
ΔPd(t) � 0.2 sin(t) and ends at 15 s. )e parameters of the
disturbance observer are as follows:

(a) )e second-order disturbance observer:

l111 � l121 � l131 � 500,

l112 � l122 � l132 � 100.
(49)

(b) )e third-order disturbance observer:

l111 � l121 � l131 � 500,

l112 � l122 � l132 � 100,

l113 � l123 � l133 � 25.

(50)

)e plot of the estimation values Δ􏽢Pd(t) is shown in
Figure 4. )e disturbance can be tracked in 8 s, while
the estimated value accurately estimates the reference
disturbance after 10 s. )e frequency deviation with the
HODO-based SMC is presented in Figure 5.
Using equation (48), we get

fD2 � 􏽚
22

20
|Δf|dt � 0.007,

fD3 � 􏽚
22

20
|Δf|dt � 0.003,

(51)

where fD2 and fD3 represent the evaluation index of
the second- and third-order disturbance observer.
It can be concluded that it quickly converges to 0 with
the third-order disturbance observer, compared with
the effect of the second-order disturbance observer.

5.3. Physical Uncertainties with Cyber Attacks. )e stochastic
step attack is executed to themicrogrid (see Figure 6). Adjust the
uncertainty time constant TT, the governor time constant Tg,
and the speed drop R to 0.38, 0.08, and 2.5 in 20 s, respectively.
System uncertainties and cyber attacks occur simultaneously
between 15 and 20 seconds.When physical uncertainties appear
in the secondary system, the system variables of the microgrid
are gradually stable within the limited time by using HODO-
based SMC, which are shown in Figure 7.

Parameter 1
Parameter 2
Parameter 3

Parameter 4
Linear SMC
Proportional-integral SMC

0.1 0.15

0.075

0.08
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0.05
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0.15
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(∆
f)

5 10 150
Time (s)

Figure 3: Frequency deviation with the step load attack.

Table 2: )e evaluation index of frequency deviation.

Linear
SMC

Proportional-
integral SMC P1 P2 P3 P4

fD 0.2423 0.5977 0.0661 0.0642 0.0625 0.0617
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Figure 5: Frequency deviation with the disturbance observer.
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Figure 6: Stochastic attack.
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Figure 4: Actual and estimated attack.
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6. Conclusion

In this paper, a HODO-based SMC is employed to guarantee
the security of the cyber-physical power system. Firstly,
HODO is applied to measure cyber attacks and physical
uncertainties with matching and unmatching. Secondly, the
SMC with the estimated value obtained by the HODO ef-
fectively stabilizes the system, furthermore, as compared
with the conventional SMC and the proposed control
strategy, and the advantage of the HODO-based SMC is
small overshoot. In future, further research will be extended
to the power-interconnected and time-delay system.
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+is article investigates an adaptive neural network (NN) control algorithm for marine surface vessels with time-varying output
constraints and unknown external disturbances. +e nonlinear state-dependent transformation (NSDT) is introduced to
eliminate the feasibility conditions of virtual controller. Moreover, the barrier Lyapunov function (BLF) is used to achieve time-
varying output constraints. As an important approximation tool, the NN is employed to approximate uncertain and continuous
functions. Subsequently, the disturbance observer is structured to observe time-varying constraints and unknown external
disturbances. +e novel strategy can guarantee that all signals in the closed-loop system are semiglobally uniformly ultimately
bounded (SGUUB). Finally, the simulation results verify the benefit of the proposed method.

1. Introduction

In recent years, the adaptive control [1, 2] of nonlinear
systems [3–7] is attracted more and more attention. As two
main approximation tools, neural networks (NNs) and fuzzy
logic systems (FLSs) [8, 9] are used to dispose some un-
certain variables and unknown functions. For example, in
[10], by using NNs, the neural network adaptive fault-tol-
erant control method under multiobjective constraints is
designed. An effective finite-frequency H−/H∞ fault de-
tection method is proposed for the descriptor system in [11].
It is noted that the aforementioned studies neglect the in-
fluence of constraints on nonlinear systems.

In general, because of physical limitations and safety
factors of the system, multifarious constraints exist in most
practical systems, such as flexible string system [12], flexible-
joint robot manipulators [13], nonuniform gantry crane
systems [14], and flexible aerial refueling hose [15]. +e
barrier Lyapunov function (BLF) is presented in [16] for
strict feedback systems. Since then, as a main tool, the BLF
plays a crucial role in dealing with constraints. Subsequently,
full state constraints adaptive controller is designed based on
BLF and backstepping technique in [17]. In order to handle

the control problems of state-constrained nonlinear systems
better, in [18, 19], the authors present an integral BLF. It is
worth noting that none of the above articles involve time-
varying constraints. In [20–22], the adaptive controller of
time-varying full-state constraint is constructed. +us, the
constant constraints expand the time-varying constraints.
However, there is a limitation in the adaptive control design
based on BLF, i.e., the feasibility of the virtual controller,
which will increase the cost of control design. Hence, how to
eliminate the feasibility of the controller is an urgent
problem. It is noted that few of them involve the feasibility
conditions of intermediate controllers to marine vessel
systems, which is also a challenge of this paper.

More recently, artificial intelligence has made impressive
progress. More and more adaptive tracking control of
marine vessel is widely studied. Subsequently, a number of
significant results are proposed around the adaptive control
design of the ship. +e adaptive NN controller for ships is
designed in [23]. Afterward, much effort has been made in
addressing the situation where the ship system parameters
are unknown. For the sliding mode method based on the
model, an adaptive control approach is proposed in [24].+e
precise recognition and learning control of marine ships
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under an unknown dynamic environment is further de-
veloped in [25]. Based on the above description, we propose
an adaptive NN control method of marine vessel with time-
varying output constraints.

In this article, we try our best to propose an adaptive NN
control method for the marine vessel system with distur-
bance observer and time-varying output constraints. Fur-
thermore, NNs are developed to deal with uncertain
parameters and unknown functions. As is known to all, in
the existing literature, this kind of marine vessel system with
time-varying state constraints is rarely dealt with by re-
moving the feasibility of virtual controller. A novel trans-
formation function is proposed to ensure that the states do
not violate the bounds. +e main work and contributions of
this article are as follows:

(1) As is known to all, most of the existing constraint
control methods involve feasibility conditions. In
this article, a new coordinate transformation is
designed to resolve the time-varying position con-
straint of marine surface vessel without involving
feasibility conditions.+e coordinate transformation
is used to get a control scheme that can avoid the
feasibility condition, which is conducive to the re-
alization of the control scheme.

(2) An exponential convergence disturbance observer is
designed to deal with time-varying constraints and
uncertain external disturbances, which are created by
wind, waves, currents, and so on.

+e specific organization of this paper is as follows. First,
the dynamicmodel of the surface vessels is introduced.+en,
the detailed procedure of BLF derivation for dealing with
time-varying output constraints is given, in which the dis-
turbance observer, the adaptive controller, and the adaptive
laws are designed. Finally, simulation results verify the ef-
fectiveness of the proposed method.

2. Preliminaries

We consider the dynamics of 3 degree-of-freedom (3DOF)
surface ships with model uncertainty and external distur-
bance. +e dynamic model between the vessel’s position and
velocity can be expressed as follows:

_η � R(η)], (1)

where the vector η � [ηx, ηy, ηψ]T ∈ R3 stands for the output
of earth-frame positions and heading. [ηx, ηy] ∈ R2 is the
position of the vessel, and ηψ ∈ R denotes the heading, re-
spectively. +e vector ] � []x, ]y, ]ψ]T ∈ R3 represents the
velocity vector of the vessel. +e rotation matrix R(η) can be
described as follows:

R(η) �

cos ηψ −sin ηψ 0

sin ηψ cos ηψ 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

R
−1

(η) � R
T
(η).

(2)

In this paper, the output of position and heading of
marine vessel system is constrained by

−Fk1(t)≤ η≤Fk2(t), k � 1, 2, 3, (3)

where

Fk1(t) � F11(t), F21(t), F31(t)􏼂 􏼃
T
,

Fk2(t) � F12(t), F22(t), F32(t)􏼂 􏼃
T
.

(4)

+e relationship between the vessel’s velocity and the
force acting on the vessel can be described by the dynamic
model of vessel [26] as follows:

M _] + A(])] + B(])] + f(η) � τ + g, (5)

where g(t) � [g1(t), g2(t), g3(t)]T is unknown and time-
varying external disturbance caused by wind and waves, and
f(η) is unknown restorative force caused by the ship’s
gravity and buoyancy. +e control input is τ � [τ1, τ2, τ3]

T.
Besides, M � MT ∈ R3×3 denotes the positive definite inertia
matrix, A(]) ∈ R3×3 represents the torques of Coriolis and
centripetal, and B(]) ∈ R3×3 stands for damping matrix.
+ey are, respectively,

M �

a11 0 0

0 a22 a23

0 a32 a33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

A(]) �

0 0 −a22]y − a23]ψ
0 0 a11]x

a22]y + a23]ψ −a11]x 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

B(]) �

b11 0 0

0 b22 b23

0 b32 b33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(6)

where

b11 � −X1 − X11 vx

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − X111v

2
x,

b22 � −Y2 − Y22 vy

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 − Y32 vψ

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

b23 � −Y3 − Y23 vy

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 − Y33 vψ

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

b32 � −N2 − N22 vy

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 − N32 vψ

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

b33 � −N3 − N23 vy

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 − N33 vψ

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

(7)

with a11, a22, a23, a32, a33, X1, X11, X111, Y2, Y22,Y32, Y3, Y23,
Y33, N2, N22, N32, N3, N23, and N33 are design parameters.

Define x1 � η and x2 � ], and then (1) and (5) can be
transformed into the following equation:

_x1 � R x1( 􏼁x2,

_x2 � M
− 1 τ + g − f x1( 􏼁 − A x2( 􏼁x2 − B x2( 􏼁x2( 􏼁.

⎧⎨

⎩ (8)

+e main task of this article is to design controller and
adaptive laws so that the system output of vessel
x1 � [x11, x12, x13]

T tracks the expected trajectory
ϖd � [ϖd1,ϖd2,ϖd]T as effectively as possible. Meanwhile, all
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signals are bounded in the closed-loop systems and their
constraints are not violated forever.

As important approximation methods in nonlinear
adaptive control, the radial basis function neural networks
(RBFNNs) are usually utilized to deal with unknown and
continuous functions. In this article, the RBFNNs are ap-
plied to approximate the unknown and continuous function
F(Z). +e following relation holds:

F(Z) � θTφ(Z) + ς(Z), (9)

where ς(Z) represents approximation error and satisfies
ς(Z)≤ ς, which will be used in the following derivation.
Z ∈ ΩZ ⊂ Rq is the input vector, the optimal weight matrix is
θT ∈ Rl, and l≥ 1 denotes the number of neurons. +e
known continuous basis function vector is
φ(Z) � [φ1(Z),φ2(Z), . . . ,φl(Z)]T and
φi(Z)(i � 1, 2, . . . , ) is the Gaussian function with

φi(Z) � exp −
Z − μi

����
����
2

η2i
⎛⎝ ⎞⎠, i � 1, 2, . . . , l, (10)

where μi � [μ1, . . . , μl]
T, l> 1 stands for the center of the

receptive field, and the width of the Gaussian basis function
is ηi.

Remark 1. As usual, the neural network chosen in this
article has some special properties. Firstly, with the increase
of the number of neurons, approximation error ς(Z) will
gradually decrease. Secondly, the approximate area of the
NNs is uniformly covered by the receptive field μi. Finally,
based on the equation ηi �

�
2

√
dmax/

�
l

√
, we can get the width

of the Gaussian function and dmax denotes the maximal
Euclid distance of the approximation region.

It is necessary to research the marine vessel position con-
straints because marine environmental disturbances are time-
varying and marine conditions are complex. In [27], for the
nonlinear system control algorithm based on BLF, the state
constraint is converted into the constraint of tracking error,
which increases the restriction on the initial conditions of the
system. It should be noted that most of the previous research
studies on constraints were carried out in simple cases. To deal
with time-varying output constraints gracefully, we consider the
following nonlinear state-dependent transformation (NSDT):

μ1k �
x1k(t)

Fk1(t) + x1k(t)( 􏼁 Fk2(t) − x1k(t)( 􏼁
, (11)

where the initial states x1k(0) ∈ D1k, in which k � 1, 2, 3.
From (11), it should be pointed that μ1k tends to infinity
when x1k is close to D1k, for any initial condition
x1k(0) ∈ D1k. +at is

μ1k⟶ ±∞ if and only if x1k⟶ − Fk1 orx1k⟶ Fk2.

(12)

+erefore, it is noted that for any x1k(0) ∈ D1k, if
μ1k ∈ L∞, t≥ 0, then x1k ∈ D1k can be guaranteed for any
t≥ 0, that is only need μ1k, k � 1, 2, 3, are bounded, and time-
varying output constraints will not be violated. In other

words, the issue of output constraints attributed to making
sure that μ1k for t≥ 0 is bounded.

Assumption 1. Time-varying function Fk1, k � 1, 2, 3, and
Fk2, k � 1, 2, 3, are bounded and continuous, as well as its
first derivative is also bounded and continuous.

+e time derivative of μ1k is given as

_μ1k � η1k _x1k + c1k, (13)

where

η1k �
Fk1Fk2 + x

2
1k

Fk1 + x1k( 􏼁
2

Fk2 − x1k( 􏼁
2,

c1k �
− _Fk1Fk2 + Fk1

_Fk2􏼐 􏼑x1k + _Fk1 − _Fk2􏼐 􏼑x
2
1k

Fk1 + x1k( 􏼁
2

Fk2 − x1k( 􏼁
2 ,

(14)

for k � 1, 2, 3.

+en, (13) can also be rewritten as follows:

_μk � ηk _xk + ck , (15)

where

μk � μ11, μ12, μ13􏼂 􏼃
T ∈ R, k � 1, 2, 3,

ηk � diag η1k􏼈 ∈ R
3×3

, k � 1, 2, 3,

ck � ck1, ck2, ck3􏼂 􏼃
T ∈ R, k � 1, 2, 3.

(16)

In this paper, feasibility condition in the control design is
removed. Accordingly, it is much better to implement
control methods. Most of the existing vessel constraint
methods dispose the constant state constraints. For com-
prehensive consideration, the adaptive NN control of time-
varying output constraints is studied in this article.

+e different coordinate transformation is introduced as
follows:

z1 � μ1 − βd, (17)

z2 � x2 − α1, (18)

with

βd � βd1, βd2, βd3􏼂 􏼃
T ∈ R,

βdk �
ϖdk(t)

Fk1(t) + ϖdk(t)( 􏼁 Fk2(t) − ϖdk(t)( 􏼁
, k � 1, 2, 3,

(19)

where α1 is the intermediate controller and it will be defined
later. It should be clear that βdk is bounded in the set of D1k.

Assumption 2. +e expected tracking signal ϖdk, k � 1, 2, 3,
is bounded, and the derivative of ϖdk with respect to time is
also bounded.

+en, the time derivative of βd is given as follows:
_βd � ηd

_ϖd + ρd, (20)

where
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ηd � diag ηdk􏼈 􏼉 ∈ R
3×3

, k � 1, 2, 3,

ρdk � ρd1, ρd2, ρd3􏼂 􏼃
T ∈ R, k � 1, 2, 3,

ϖdk � ϖd1,ϖd2,ϖd3􏼂 􏼃
T ∈ R, k � 1, 2, 3,

ηdk �
Fk1Fk2 + ϖ2dk

Fk1 + ϖdk( 􏼁
2

Fk2 − ϖdk( 􏼁
2,

ρdk �
− _Fk1Fk2 + Fk1

_Fk2􏼐 􏼑ϖdk + _Fk1 − _Fk2􏼐 􏼑ϖ2dk

Fk1 + ϖdk( 􏼁
2

Fk2 − ϖdk( 􏼁
2 ,

(21)

for k � 1, 2, 3, and according to the definition of ηdk and ρdk,
we know that ηdk and ρdk are known and computable and
will be used in the design of the controller in the later.

Remark 2. For uncertain vessel nonlinear system, to make
sure that the state constraints are never violated their
bounded, the virtual controller must satisfy the feasibility
condition:

−Fk1 ≤ αk1 ≤Fk2, k � 1, 2, 3, (22)

where αk1 is the virtual controller and −Fk1 and Fk2 are
smooth functions. Although the virtual controller αk1 is
related to state variables, it also depends on other design
parameters. +e feasibility conditions of (22) must be sat-
isfied, and only in this way can the control scheme be
implemented effectively. However, it is unrealistic and even
difficult to find such parameters.

Remark 3. It should be pointed that according to the actual
need, the external disturbances are required to be bounded.
Note that all of these boundary conditions are not necessary
to implement adaptive control, and they can only be used in
analysis.

Remark 4. If l and m are the nonnegative real numbers,
a> 1, b is nonzero real number, and 1/a + 1/b � 1. +en, we
can get

lm≤
l
a

a
+

m
b

b
. (23)

In this article, the following disturbance observer is
constructed to deal with unknown disturbance:

􏽢g � c + K0Mx2,

_c � −K0c − K0 −A x2( 􏼁x2 − B x2( 􏼁x2 − f x1( 􏼁􏼂

+ τ + K0Mx2􏼃,

(24)

where K0 ∈ R3×3 is an observer gain positive definite matrix,
c is the introduced intermediate variable, and the definition
of 􏽢g is given in the following equation:

_􏽢g � _c + K0M _x2

� −K0c − K0 −A x2( 􏼁x2 − B x2( 􏼁x2 − f x1( 􏼁 + τ􏼂

+ K0Mx2􏼃

+ K0 τ + g − A x2( 􏼁x2 − B x2( 􏼁x2 − f x1( 􏼁􏼂 􏼃

� K0 g − c + K0Mx2( 􏼁􏼂 􏼃 � K0(g − 􏽢g).

(25)

+en, differentiating 􏽥g, it yields

_􏽥g � _g − _􏽢g � _g − K0(g − 􏽢g) � _g − K0􏽥g, (26)

where 􏽥g � g − 􏽢g represents estimation error vector and
􏽥g �[􏽥g1, 􏽥g2, 􏽥g3]

T, vector 􏽢g � [􏽢g1, 􏽢g2, 􏽢g3]
T denotes distur-

bance estimation, and vector g � [g1, g2, g3]
T is external

disturbance. Define ‖ _g(t)‖≤Cg ≤∞, where Cg is a positive
constant.

+e detailed design steps are as follows:

Step 1: the following Lyapunov function is chosen:

V1 �
1
2
z

T
1 z1. (27)

Based on z1 � μ1 − βd in (17), and the definition of
system (8), then taking derivation of z1, one obtains

_z1 � _μ1 − _βd

� η1R x1( 􏼁x2 + c1 − ηd
_ϖd − ρd

� η1R x1( 􏼁z2 + η1R x1( 􏼁α1 + c1 − ηd
_ϖd − ρd.

(28)

Based on (28), the time derivative of V1 is given by

_V1 � z
T
1 _z1

� z
T
1 η1R x1( 􏼁z2 + η1R x1( 􏼁α1 + c1 − ηd

_ϖd − ρd( 􏼁.

(29)

+e virtual controller is designed as follows:

α1 � R
T

x1( 􏼁η−1
1 −K1z1 − c1 + ηd

_ϖd + ρd( 􏼁. (30)

Substituting (30) into (29), we have

_V1 � −z
T
1 K1z1 + z

T
1 η1R x1( 􏼁z2. (31)

Step 2: the Lyapunov function is designed as follows:

V2 �
1
2
z

T
2 Mz2 +

1
2

􏽥g
T

􏽥g +
1
2

􏽘

3

i�1

􏽥θ
T

i Γ
−1
i

􏽥θi, (32)
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where 􏽥θ � θ − 􏽢θ denotes the NN weight error, 􏽢θ is the
estimation of weight matrix θ, and Γi � ΓTi is positive
definite matrix.

Taking the derivative of z2 in (18), and based on
_x2 � M− 1(τ + g − f(x1) − A(x2)x2 − B(x2)x2), it yields

_z2 � _x2 − _α1
� M

− 1 τ + g − f x1( 􏼁 − A x2( 􏼁x2 − B x2( 􏼁x2( 􏼁 − _α1.
(33)

Substituting (33) into (32), it leads to

_V2 � z
T
2 M _z2 + 􏽥g

T _􏽥g + 􏽘
3

i�1

􏽥θ
T

i Γ
−1
i

_􏽥θi

� z
T
2 τ + g − f x1( 􏼁 − A x2( 􏼁x2 − B x2( 􏼁x2 − M _α1( 􏼁

+ 􏽥g
T _􏽥g + 􏽘

3

i�1

􏽥θ
T

i Γ
−1
i

_􏽥θi.

(34)

+e unknown function is defined by

F2 Z2( 􏼁 � −A x2( 􏼁x2 − B x2( 􏼁x2 − M _α1 − f x1( 􏼁, (35)

where F2(Z2) is an unknown and continuous function and
Z2 � [xT

1 , xT
2 , αT

1 , _αT
1 ] are the inputs of the NNs. With the

help of the NN approximation capability, the unknown
function can be rewritten as follows:

F2 Z2( 􏼁 � θTφ(Z) + ς(Z). (36)

+e actual controller τ is constructed as follows:

τ � −R
T

x1( 􏼁ηT
1 z1 − K2z2 − 􏽢g − 􏽢θ

T
φ(Z). (37)

Substituting (37) and (36) into (34), one obtains

_V2 ≤ −z
T
2 K2z2 − z

T
2 R

T
x1( 􏼁ηT

1 z1 + z
T
2 􏽥g + z

T
2

􏽥θ
T
φ(Z)

+ z
T
2 ς(Z) + 􏽥g

T _􏽥g − 􏽘
3

i�1

􏽥θ
T

i Γ
−1
i

_􏽢θi.
(38)

Substituting (26) into (38), we have

_V2 ≤ −z
T
2 K2z2 − z

T
2 R

T
x1( 􏼁ηT

1 z1 + z
T
2 􏽥g + z

T
2 ς(Z)

+ z
T
2

􏽥θ
T
φ(Z) + 􏽥g

T
_g − K0􏽥g( 􏼁 − 􏽘

3

i�1

􏽥θ
T

i Γ
−1
i

_􏽢θi

≤ −z
T
2 K2z2 − z

T
2 R

T
x1( 􏼁ηT

1 z1 + z
T
2 􏽥g + z

T
2 ς(Z)

+ z
T
2

􏽥θ
T
φ(Z) + 􏽥g

T
_g − 􏽥g

T
K0􏽥g − 􏽘

3

i�1

􏽥θ
T

i Γ
−1
i

_􏽢θi.

(39)

+e adaptive laws are selected as follows:
_􏽢θi � Γi φi Zi( 􏼁z2,i − δi

􏽢θi􏼐 􏼑, i � 1, 2, 3, (40)

where δi > 0, i � 1, 2, 3 is the design parameter.

Using Young’s inequality, we have the following
inequalities:

z
T
2 􏽥g≤ h1z

T
2 z2 +

1
4h1

􏽥g
T

􏽥g􏽥g
T

_g≤ h2􏽥g
T

􏽥g +
1
4h2

Cg

z
T
2 ς(Z)≤

1
2
z

T
2 z2 +

1
2
ς2

􏽘

3

i�1
δi

􏽥θ
T

i
􏽢θi � 􏽘

3

i�1
δi

􏽥θ
T

i θi − 􏽘

3

i�1
δi

􏽥θ
T

i
􏽥θi

≤ −
1
2

􏽘

3

i�1
δi

􏽥θi

����
����
2

+
1
2

􏽘

3

i�1
δi θi

����
����
2
,

(41)

where h1 and h2 are the design parameters.
Substituting all the above inequalities into (39), we have

_V2 ≤ −z
T
2 K2z2 − z

T
2 R

T
x1( 􏼁ηT

1 z1 + h1z
T
2 z2 +

1
2
z

T
2 z2

+
1
4h1

􏽥g
T

􏽥g + h2􏽥g
T

􏽥g − 􏽥g
T
K0􏽥g −

1
2

􏽘

3

i�1
δi

􏽥θi

����
����
2

+
1
2

􏽘

3

i�1
δi θi

����
����
2

+
1
4h2

Cg +
1
2
ς2.

(42)

Consider the Lyapunov function as follows:

V � V1 + V2

�
1
2
z

T
1 z1 +

1
2
z

T
2 Mz2 +

1
2

􏽥g
T

􏽥g +
1
2

􏽘

3

i�1

􏽥θ
T

i Γ
−1
i

􏽥θi.

(43)

From (31) and (42), we can obtain

_V≤ − z
T
1 K1z1 + z

T
1 η1R x1( 􏼁z2 − z

T
2 K2z2 − z

T
2 R

T
x1( 􏼁ηT

1 z1

+ h1z
T
2 z2 +

1
2
z

T
2 z2 +

1
4h1

􏽥g
T

􏽥g + h2􏽥g
T

􏽥g − 􏽥g
T
K0􏽥g

−
1
2

􏽘

3

i�1
δi

􏽥θi

����
����
2

+
1
2

􏽘

3

i�1
δi θi

����
����
2

+
1
4h2

Cg +
1
2
ς2

≤ − z
T
1 K1z1 − z

T
2 K2z2 + h1z

T
2 z2 +

1
4h1

􏽥g
T

􏽥g

+ h2􏽥g
T

􏽥g +
1
2
z

T
2 z2 − 􏽥g

T
K0􏽥g −

1
2

􏽘

3

i�1
δi

􏽥θi

����
����
2

+
1
2

􏽘

3

i�1
δi θi

����
����
2

+
1
4h2

Cg +
1
2
ς2 ≤ − CV + D,

(44)
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where

C � −2min λmin K1( 􏼁, λmin K2M
− 1

􏼐 􏼑 − h1λmax M
− 1

􏼐 􏼑 −
1
2
λmax M

− 1
􏼐 􏼑, λmin K0( 􏼁 −

1
4h1

− h2,
1
2
δiλmin Γi( 􏼁􏼢 􏼣,

D �
1
2

􏽘

3

i�1
δi θi

����
����
2

+
1
4h2

Cg +
1
2
ς2,

(45)

with λmax(·) and λmin(·) standing for the largest and min-
imum eigenvalue of a matrix, respectively.

Theorem 1. Consider the marine vessel nonlinear system
with unknown time-varying disturbances (8) under the vir-
tual controller (30), actual controller (37), and adaptive laws
(40).:en, we have the following: (1) error signal undulates in
a small neighborhood close to zero; (2) all signals in the closed-
loop system are SGUUB; and (3) in the meantime, the output
signal will not violate the time-varying boundary.

Proof. According to (44), we can obtain

0≤V(t)≤
D

C
+ V(0) −

D

C
􏼒 􏼓e

− Ct
,

z1
����

����≤
��������������������
2D

C
+ 2 V(0) −

D

C
􏼒 􏼓e

− Ct
.

􏽲 (46)

From (44), it is clear that the signals z1, z2, 􏽥θi, i � 1, 2, 3,
and 􏽥g are SGUUB. Since 􏽢θi, i � 1, 2, 3 is bounded by 􏽥θi �

θi − 􏽢θi with θi being also bounded. As well, b is bounded.
Because βdk is bounded in the set D1k, from z1 � μ1 − βd, we
can infer that μ1k ∈ L∞, k � 1, 2, 3. Based on (12), for any
initial condition x1k(0) ∈ D1k, k � 1, 2, 3, one deduces that
x1k(t) is bounded. Because ηd, ρd, _ϖd, and ϖd are bounded,
gradually, it is obtained that the virtual controller α1 is also
bounded. According to z2 � x2 − α1, we can infer that x2 is
bounded. □

3. Simulation Example

In this section, to illustrate the effectiveness of the proposed
method, we conduct the simulation on the model of Cyb-
ership II, which is a 1 : 70 scale supply vessel replica setup in a
marine control laboratory in the Norwegian University of
Science and Technology [28]. +e following expected tra-
jectory is considered:

ϖd1 � −0.2 + 0.04 sin(0.5t),

ϖd2 � −0.1 + 0.02 cos(0.2t),

ϖd3 � 0.002 sin(t),

(47)

where the matrices are chosen as follows:

M �

20 0 0

0 23.6 −0.8

0 −0.8 2.76

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

A �

0 0 −23.6]y − 0.8]ψ
0 0 20]x

23.6]y + 0.8]ψ −20]x 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

B � B1 B2 B3􏼂 􏼃
T
,

B1 �

0.2565 + 1.5687 ]x

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + 3.4357]2x

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

,

B2 �

0

0.3578 + 34.5653 ]y

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + 5.21 ]ψ
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

0.674 ]y

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + 3.76 ]ψ
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 − 0.1079

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

,

B3 �

0

−1.1052 − 5.0437 ]y

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 − 0.13 ]ψ
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

0.674 ]y

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + 3.76 ]ψ
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 − 0.1079

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

.

(48)

+e disturbance vector is given as follows:

g(t) �

1.4 + 2 sin(0.02t) + 1.5 sin(0.1t)

−0.9 + 2 sin 0.02t −
π
6

􏼒 􏼓 + 1.5 sin(0.3t)

−sin 0.09t +
π
3

􏼒 􏼓 − 4 sin(0.01t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (49)

+e initial state variables are selected as x1 � [x11, x12,

x13]
T � [0.004, 0.019, 0T] and x2 � [x21, x22, x23]

T � [0.4,

0.05, 0]T. +e state variables x11, x12, and x13 satisfy −F11 ≤
x11 ≤F12, −F21 ≤x12 ≤F22, and −F31≤x13≤F32 with F11 � 1+

0.1sin(t), F12 � 1+0.1sin(t), F21 � 1+0.1sin(t), F22 � 1+

0.1sin(t), F13 � 0.3+0.1 sin (t), and F23 � 0.3+0.1sin(t).
+e initial value of the observer is selected as

􏽢g(0) � [0, 0, 0]T. +e design parameters are given as
δ � [0.001, 0.001, 0.001]T. +e parameter matrices are given
as Γ1 � 50I, Γ2 � 100I, Γ3 � 200I, and K0 � diag[2, 2, 2]. +e
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control gains are set as K1 � diag[0.001, 0.1, 0.1] and
K2 � diag[200, 200, 0.02].

Figures 1–11 show the simulation results. Figures 1–3
show the output signal x1, reference signal ϖdk, and con-
straints interval Fk1 and Fk2 with k � 1, 2, 3, which indicates
that the tracking trajectory is perfect, and the state variable
does not violate the constraint interval. Figure 4 indicates
the trajectory of the state variable x2. Figures 5 and 6 are
given to illustrate the trajectories of tracking error z1 and

z2, and it can be seen that the error is small enough. +e
trajectory of actual controller is displayed in Figure 7. From
Figure 8, it indicates that the disturbance observer is
constructed to deal with the external disturbance better.
Meanwhile, Figures 9 and 10 are used to explain the tra-
jectory of adaptive laws. We can clearly see that the
adaptive laws are bounded. Figure 11 shows the trajectory
of virtual controller. +e results show that the adaptive
control method is effective.
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Figure 1: Trajectory of ϖd1, x11, and constraint intervals.
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Figure 2: Trajectory of ϖd2, x12, and constraint intervals.
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Figure 3: Trajectory of ϖd3, x13, and constraint intervals.
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Figure 4: Trajectory of velocity vector x2.
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Figure 5: Trajectories of errors z1.
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Figure 6: Trajectories of errors z2.
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Figure 7: Trajectories of control input τ.
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Figure 8: Trajectories of external disturbances g1, g2, and g3 and their estimations 􏽢g1, 􏽢g2, and 􏽢g3.
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4. Conclusion

+e adaptive NN control method is studied for vessel
nonlinear systems with disturbance observer and time-
varying output constraints in this paper. Compared with
the existing research on vessel, the method studied in this
article is more practical. First, the feasibility condition of
virtual controller is eliminated by introducing nonlinear

state correlation function and new coordinate transfor-
mation. Only in this way, we can deal with control design
gracefully. +en, with the help of NNs, the unknown and
continuous function is approximated to simplify the design
of the controller. Next, the disturbance observer is con-
structed to dispose the disturbances. Finally, the control
performance is tested through simulation examples. In the
future work, we will apply the constraint form of this paper
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Figure 9: Trajectories of 􏽢ξ.
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Figure 10: Trajectories of 􏽢θ1, 􏽢θ2, and 􏽢θ3.
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Figure 11: Trajectories of virtual controller α11, α12, and α13.
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to the position and speed constraints of flexible
manipulator.

Data Availability

+e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

+e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

+is work was supported in part by the National Natural
Science Foundation of China under Grants 61973147 and
61903168, in part by the Doctoral Research Initiation of
Foundation of Liaoning Province under Grant 2020-BS-243,
and in part by the Natural Scientific Research Foundation
Guiding Plan of Liaoning Province under Grant 2019-ZD-0701.

References

[1] Y. Xiao, C. L. P. Chen, and B. Wang, “Bandwidth degradation
QoS provisioning for adaptive multimedia in wireless/mobile
networks,” Computer Communications, vol. 25, no. 13,
pp. 1153–1161, 2002.

[2] L. Cheng, Y. Liu, Z. G. Hou, M. Tan, D. J. Du, and M. R. Fei,
“A rapid spiking neural network approach with an application
on hand gesture recognition,” IEEE Transactions on Cognitive
and Developmental Systems, 2019.

[3] T. Li, R. Zhao, C. L. P. Chen, L. Fang, and C. Liu, “Finite-time
formation control of under-actuated ships using nonlinear
sliding mode control,” IEEE Transactions on Cybernetics,
vol. 48, no. 11, pp. 3243–3253, 2018.

[4] T. Li, Z. Li, D. Wang, and C. L. Chen, “Output-feedback
adaptive neural control for stochastic nonlinear time-varying
delay systems with unknown control directions,” IEEE
Transactions on Neural Networks and Learning Systems,
vol. 26, no. 6, pp. 1188–1201, 2015.

[5] J. Yu, B. Chen, H. Yu, C. Lin, and L. Zhao, “Neural networks-
based command filtering control of nonlinear systems with
uncertain disturbance,” Information Sciences, vol. 426,
pp. 50–60, 2018.

[6] L.-B. Wu and J. H. Park, “Adaptive fault-tolerant control of
uncertain switched nonaffine nonlinear systems with actuator
faults and time delays,” IEEE Transactions on Systems, Man,
and Cybernetics: Systems, vol. 50, no. 9, pp. 3470–3480, 2020.

[7] L. Tang, D. Ma, and J. Zhao, “Adaptive neural control for
switched non-linear systems with multiple tracking error
constraints,” IET Signal Processing, vol. 13, no. 3, pp. 330–337,
2019.

[8] S. Tong, X. Min, and Y. Li, “Observer-based adaptive fuzzy
tracking control for strict-feedback nonlinear systems with
unknown control gain functions,” IEEE Transactions on
Cybernetics, vol. 50, no. 9, pp. 3903–3913, 2020.

[9] L. Liu, Y.-J. Liu, D. Li, S. Tong, and Z. Wang, “Barrier Lyapunov
function-based adaptive fuzzy FTC for switched systems and its
applications to resistance-inductance-capacitance circuit system,”
IEEE Transactions on Cybernetics, vol. 50, no. 8, pp. 3491–3502,
2020.

[10] Q. Cui, Y. Wang, and Y. Song, “Neuroadaptive fault-tolerant
control under multiple objective constraints with applications
to tire production systems,” IEEE Transactions on Neural
Networks and Learning Systems, pp. 1–10, 2020.

[11] Z. Wang, P. Shi, and C.-C. Lim, “H−∕H∞ fault detection
observer in finite frequency domain for linear parameter-
varying descriptor systems,” Automatica, vol. 86, pp. 38–45,
2017.

[12] S. Zhang, D. Huang, and W. He, “Active vibration control for
a flexible string system with input backlash,” IET Control
:eory & Applications, vol. 10, no. 7, pp. 800–805, 2016.

[13] H. Liu and Y. Huang, “Robust adaptive output feedback
tracking control for flexible-joint robot manipulators based
on singularly perturbed decoupling,” Robotica, vol. 36, no. 6,
pp. 822–838, 2018.

[14] W. He and S. S. Ge, “Cooperative control of a nonuniform
gantry crane with constrained tension,” Automatica, vol. 66,
no. 4, pp. 146–154, 2016.

[15] Z. Liu, J. Liu, andW. He, “Modeling and vibration control of a
flexible aerial refueling hose with variable lengths and input
constraint,” Automatica, vol. 77, pp. 302–310, 2017.

[16] K. P. Tee, S. S. Ge, and E. H. Tay, “Barrier Lyapunov functions
for the control of output-constrained nonlinear systems,”
Automatica, vol. 45, no. 4, pp. 918–927, 2009.

[17] D.-P. Li, Y.-J. Liu, S. Tong, C. L. P. Chen, and D.-J. Li, “Neural
networks-based adaptive control for nonlinear state con-
strained systems with input delay,” IEEE Transactions on
Cybernetics, vol. 49, no. 4, pp. 1249–1258, 2019.

[18] K. P. Tee and S. S. Ge, “Control of state-constrained nonlinear
systems using integral barrier Lyapunov functionals,” in
Proceedings of the 2012 IEEE 51st IEEE Conference on Decision
and Control (CDC), pp. 3239–3244, Maui, HI, USA, De-
cember 2012.

[19] L. Liu, Y. J. Liu, S. C. Tong, and C. L. P. Chen, “Integral barrier
Lyapunov function based adaptive control for switched
nonlinear systems,” Science China Information Sciences,
vol. 63, no. 3, Article ID 132203, 2020.

[20] L. Liu and X. Li, “Event-triggered tracking control for active
seat suspension systems with time-varying full-state con-
straints,” IEEE Transactions on Systems, Man, and Cyber-
netics: Systems, p. 1, 2020.

[21] D. Li, C. L. P. Chen, Y.-J. Liu, and S. Tong, “Neural network
controller design for a class of nonlinear delayed systems with
time-varying full-state constraints,” IEEE Transactions on
Neural Networks and Learning Systems, vol. 30, no. 9,
pp. 2625–2636, 2019.

[22] Y.-J. Liu, L. Ma, L. Liu, S. Tong, and C. L. P. Chen, “Adaptive
neural network learning controller design for a class of
nonlinear systems with time-varying state constraints,” IEEE
Transactions on Neural Networks and Learning Systems,
vol. 31, no. 1, pp. 66–75, 2020.

[23] Z.-P. Jiang, “Global tracking control of underactuated ships by
Lyapunov’s direct method,” Automatica, vol. 38, no. 2,
pp. 301–309, 2002.

[24] N. Khaled and N. Chalhoub, “A dynamic model and a robust
controller for a fully-actuated marine surface vessel,” Journal
of Vibration and Control, vol. 17, no. 6, pp. 801–812, 2011.

[25] S.-L. Dai, C. Wang, and F. Luo, “Identification and learning
control of ocean surface ship using neural networks,” IEEE
Transactions on Industrial Informatics, vol. 8, no. 4, pp. 801–
810, 2012.

[26] S. Yin and B. Xiao, “Tracking control of surface ships with
disturbance and uncertainties rejection capability,” IEEE/

Complexity 11



ASME Transactions on Mechatronics, vol. 22, no. 3,
pp. 1154–1162, 2016.

[27] K. Zhao, Y. D. Song, T. D. Ma, and L. He, “Prescribed per-
formance control of uncertain Euler-Lagrange systems subject
to full state constraints,” IEEE Transactions on Neural Net-
works and Learning Systems, vol. 29, no. 8, pp. 3478–3489,
2017.

[28] K. P. Tee and S. S. Ge, “Control of fully actuated ocean surface
vessels using a class of feedforward approximators,” IEEE
Transactions on Control Systems Technology, vol. 14, no. 4,
pp. 750–756, 2006.

12 Complexity


