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Neutrosophic logic is frequently applied to the engineering technology, scientific administration, and financial matters, among
other fields. In addition, neutrosophic linear systems can be used to illustrate various practical problems. Due to the complexity
of neutrosophic operators, however, solving linear neutrosophic systems is challenging. This work proposes a new straightfor-
ward method for solving the neutrosophic system of linear equations based on the neutrosophic structured element (NSE). Here
unknown and right-hand side vectors are considered as triangular neutrosophic numbers. Based on the NSE, analytical
expressions of the solution to this equation and its degrees are also provided. Finally, several examples of the methodology
are provided.

1. Introduction

In modeling various physical phenomena, we are confronted
with two types of uncertainty and indeterminacy: the first
category is due to the inability of human knowledge and
tools to comprehend the intricacies of an event. For instance,
to determine the temperature of a city, thermometers are
placed at various locations and the average is then calculated.
Obviously, the calculated temperature differs from the actual
temperature of that city, for two reasons: first, just a few
points of that city were used in the calculations and second,
the inaccuracy of the measuring person and the devices gen-
erates uncertainty in the reported temperature. The second
category relates to a lack of clarity and transparency regard-
ing a certain phenomenon or characteristic. A phenomenon
may be fundamentally ambiguous and subjectively deter-
mined. For instance, there is no universal definition of
what constitutes hot weather, so that one person may regard
30° to be hot while another believes 40° to be hot. Therefore,
to obtain a realistic model, we must consider certainty and
uncertainty in the model.

It is commonly recognized that in recent years, when less,
incomplete, ambiguous, or imprecise information about
variables or parameters has been available, fuzzy set (FS)
and its extensions are particularly valuable modeling tools
for these types of data [1–5]. Consequently, many physical or
real-world issues involving uncertainty and indeterminacy
frequently include the systems of linear equations in their
solution methods. Numerous industries, including advertis-
ing, logistics, finance, optimization, and more, can benefit
from this type of systems.

A number of scholars have also put forth models for
linear systems in a fuzzy setting. Fuzzy linear systems
(FLSs) did not develop until at least 1980 [6]. However,
Friedman et al. [7] introduced an embedding approach to
solve a FLS with a definite matrix coefficient and an arbi-
trarily fuzzy number vector on the right-hand side. This
model was later modified by further researchers. Allahviran-
loo [8, 9] studied iterative algorithms for FLS with conver-
gence theorems, including Jacobi, Gauss Seidel, and SOR
approaches. Dehghan et al. [10] provided certain ways to
solve FLS that are equivalent to well-known methods as
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Gaussian elimination, Cramer’s rule, Doolittle algorithm,
and its simplification.

Muzzioli and Reynaerts [11] examined a dual type of FLS
and highlighted the connection between interval linear sys-
tems (ILS) and FLS. Wang and Zheng [12] explored an
inconsistent FLS and derived the fuzzy and weak fuzzy least
squares solutions by applying the generalized inverses of the
coefficient matrix. Tian et al. [13] investigated the perturba-
tion analysis of FLS and determined the relative error limita-
tions for FLS solutions. Otadi et al. [14] presented a hybrid
method based on fuzzy neural network for approximate
solution of FLS. Behera and Chakraverty [15] examined
the solution technique for both real and complicated fuzzy
systems. Saberi Najafi and Edalatpanah [16] analyzed various
existing iterative methods employing the embedding method
for finding the solution FLS and devised a numerical method
for enhancing these algorithms. They demonstrated that
their technique outperforms all previously mentioned
numerical iterative algorithms. Lodwick and Dubois [17]
argued that ILS is an essential process in the solution of
FLS and emphasized four unique definitions of systems of
linear equations in which coefficients are substituted by
intervals.

Akram et al. [18] defined some concepts, including a
bipolar fuzzy number in parametric form and propose a
method for the bipolar FLS solution procedure. Fully FLS
with trapezoidal and hexagonal fuzzy numbers have been
studied by Ziqan et al. [19]. Abbasi and Allahviranloo [20]
also investigated and the reported a new concept based on
transmission-average-based operations for solving fully FLS.
Recently, numerous scholars investigated the system of linear
equations for the various types of fuzzy numbers such as
horizontal fuzzy numbers [21], LR-bipolar fuzzy numbers
[22], thick fuzzy number [23], and fuzzy complex numbers
[24]. Although the solution of a system of linear equation
with FS) is intriguing, FS only considers the truth member-
ship function of each element. Atanassov [25] proposed
intuitionistic fuzzy sets (IFSs), which accounted for both
the falsity and truth membership functions, to address this
issue.

However, in real-life decision-making problems, both FS
and IFS are unable to deal with indeterminacy. In actual
decision-making difficulties, both FS and IFS are incapable
of handling indeterminacy that in the context of actual
decision-making it is highly crucial. In terms of independent
truth, falsity, and indeterminacy membership functions,
Smarandache [26] created neutrosophic sets (NS) in 1998.
Subsequently, several new extensions to NSs have emerged,
including NSs [27, 28] defined over a specific interval, bipo-
lar NSs [29] characterized by their dual nature, single-valued
NSs [30] consisting of single values, quadripartitioned single
valued NSs [31] divided into four partitions, n-refined NSs
[32] refined through additional considerations, simplified
NSs [33], and pentapartitioned NS [34] introduced for ease
of comprehension. These contexts are used in a variety of

ways in research and engineering, such as transportation
problem [35], statistical analysis [36], management evalua-
tion [37], bioenergy production technologies [38], centrifu-
gal pump [39], waste management [40], etc.

To the best of our knowledge, there have only been a
limited number of studies on the system of neutrosophic
linear equations [41, 42], despite the fact that there are
numerous methods for addressing various issues under
NSs. These methods [41, 42] used the (α, β, γ)-cut tech-
nique. Some neutrosophic modeling approaches carefully
handle the original neutrosophic data, which can easily
result in information loss and potentially lead to biased
results. These techniques have not strayed too far from
the mainstream decision-making domain. Moreover, the
calculating procedure is occasionally disrupted by parame-
ter ergodicity issues. For example, the (α, β, γ)-cut tech-
nique requires the parameter to be set to [0, 1], which is
unrealistic. The neutrosophic structured element (NSE) is
among the substantial extensions of NS. Edalatpanah [43]
was the founder of the NSE theory, which expresses NS as a
linear structure.

NSs can be analyzed and sorted based on the relationship
between the truth, indeterminacy, and falsity membership
functions, however the formulae are complicated and certain
procedures do not satisfy the rational hypothesis of eco-
nomic phenomenon. However, modeling with NSE can
remove these shortcomings. However, simulation with NSE
can eliminate these deficiencies. NSE is based on the homeo-
morphism between a closed NS and a group of restricted
functions on [−1, 1]. To avoid the ergodicity of the extension
idea, the NSE was utilized to represent NSs and their opera-
tions. In addition, the NSs transmission of the calculation
process and the analytic expression of computed values can
be implemented. Therefore, this work proposes a new
approach for solving neutrosophic linear systems (NLS) of
the form Ax = b, where A is a crisp matrix and b is the
triangular single-valued neutrosophic number (TSVNN)
vector.

The structure of this work is as follows: Section 1 covers
the concepts of TSVNN and NSE; Section 2, various nota-
tions and definitions are provided; Section 3, both the NLS
and the proposed approach have been introduced; Section 4,
numerical examples are then solved; Section 5 concludes
with the conclusions.

2. Preliminaries

Here are provided various notations and definitions perti-
nent to the presented study [43].

Definition 1. Consider Λ ¼ < δ1;ð δ2; δ3Þ; ι1;ð ι2; ι3Þ; ξ1;ð ξ2;
ξ3Þ> as the TSVNN. Then the truth (TΛ xð Þ), indeterminacy
(ΓΛ xð Þ), and falsity (ΨΛ xð Þ) membership functionsare
described as follows:
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TΛ xð Þ ¼

x − δ1ð Þ
δ2 − δ1ð Þ δ1 ≤ x<δ2;

1 x ¼ δ2;

δ3 − xð Þ
δ3 − δ2ð Þ δ2<x ≤ δ3;

0 otherwise:

8>>>>>>><>>>>>>>:
ΓΛ xð Þ ¼

ι2 − xð Þ
ι2 − ι1ð Þ ι1 ≤ x< ι2;

0 x ¼ ι2;

x − ι2ð Þ
ι3 − ι2ð Þ ι2<x ≤ ι3;

1 otherwise:

8>>>>>>><>>>>>>>:
ΨΛ xð Þ ¼

ξ2 − xð Þ
ξ2 − ξ1ð Þ ξ1 ≤ x<ξ2;

0 x ¼ ξ2;

x − ξ2ð Þ
ξ3 − ι2ð Þ ξ2<x ≤ ξ3;

1 otherwise:

8>>>>>>><>>>>>>>:
ð1Þ

where 0 ≤ TΛ xð Þ þ ΓΛ xð Þ þ ΨΛ xð Þ ≤ 3; x 2 Λ.

Definition 2. For TSVNN Λ ¼ < δ1;ð δ2; δ3Þ; ι1;ð ι2; ι3Þ; ξ1;ð
ξ2; ξ3Þ> , there are p; q; r : −½ 1; 1�→ 0;½ 1� such that TΛ xð Þ ¼
pΛ xð Þ;ΓΛ xð Þ ¼ qΛ xð Þ; and ΨΛ xð Þ ¼ rΛ xð Þ, where:

pΛ xð Þ ¼
δ2 − δ1ð Þx þ δ2; −1 ≤ x ≤ 0;

δ3 − δ2ð Þx þ δ2; 0 ≤ x ≤ 1;

0; others;

8><>: ð2Þ

qΛ Eð Þ ¼
ι2 − ι1ð Þx þ ι2; −1 ≤ x ≤ 0;

ι3 − ι2ð Þx þ ι2; 0 ≤ x ≤ 1;

0; others;

8><>: ð3Þ

rΛ xð Þ ¼
ξ2 − ξ1ð Þx þ ξ2; −1 ≤ x ≤ 0;

ξ3 − ξ2ð Þx þ ξ2; 0 ≤ x ≤ 1;

0; others;

8><>: ð4Þ

where Λ ¼ <pΛ xð Þ; qΛ xð Þ; rΛ xð Þ> ; is called NSE num-
ber (NSEN).

Definition 3. For M ¼ <pM xð Þ; qM xð Þ; rM xð Þ> ; and N ¼
<sN xð Þ; tN xð Þ; uN xð Þ> ; we have:

(i) M ⊕N ¼ < pM þ sNð Þ xð Þ; qM þ tNð Þ xð Þ;
rM þ uNð Þ xð Þ> ;

(ii) M−N ¼ < pM xð Þ þ s0N xð Þð Þ; qM xð Þ þ t0N xð Þð Þ;
rM xð Þ þ u0N xð Þð Þ> ;

(iii) λN ¼ λ< s0N xð Þð Þ; t0N xð Þð Þ; u0N xð Þð Þ> ;

where

s0N xð Þ ¼ −sN −xð Þ; t0 N xð Þ ¼ −tN −xð Þ; u0N xð Þ ¼ −uN −xð Þ:
ð5Þ

3. NLS and the Proposed Method

Let us consider a n × n NLS

A½ � eXÈ É ¼ ebn o
: ð6Þ

Here A½ � ¼ akj
À Á

for 1 ≤ k ≤ n and 1 ≤ j ≤ n is a n × n
crisp real matrix, b̃

È É ¼ b̃k
È É

is a column vector of

TSVNN and X̃
È É ¼ x̃ j

È É
is the vector of neutrosophic

unknown.
Equation (6) can be represented by the following expres-

sions:

∑
n

j¼1
akjexj ¼ ebk; for k ¼ 1; …; n: ð7Þ

In [43], Edalatpanah studied the solution of n × n NLS
with embedding method, and gave the necessary and suffi-
cient conditions for a unique neutrosophic solution. In this
section, instead of using two monotonic functions to repre-
sent the neutrosophic numbers in [43], we will use the NSE
methodology to study the problem of NLS. Suppose that the
solution of the NLS of Equation (6) be x̃ and its NSE form be
Ψ̃ xð Þ ¼ <pΨ xð Þ; qΨ xð Þ; rΨ xð Þ> . Also, let the NSE form of
b̃

È É
be b̃ xð Þ ¼ <sb̃ xð Þ; tb̃ xð Þ; ub̃ xð Þ> . Then, in the special

case if for each row akj ≥ 0 we have:

∑
n

j¼1
akjeΨ j xð Þ ¼ ebk xð Þ; for k ¼ 1; …; n; ð8Þ

∑
n

j¼1
akjeΨ j −xð Þ ¼ ebk −xð Þ; for k ¼ 1; …; n; ð9Þ

which are two common NLSs and can be solved easily.
Now to solve Equation (7), define:

Y ¼ eΨ 1 xð Þ; eΨ 2 xð Þ; …; eΨ n xð Þ; eΨ 1 −xð Þ; eΨ 2 −xð Þ; …; eΨ n −xð Þð Þt;
ð10Þ

B ¼ eb1 xð Þ; eb2 xð Þ; …; ebn xð Þ; eb1 −xð Þ; eb2 −xð Þ; …; ebn −xð Þð Þt:
ð11Þ

Then Equation (7) can equivalently be written as follows:

HY ¼ B; ð12Þ

where H ¼ hij
À Á

2n×2n is as follows:

aij ≥ 0→ hij ¼ aij; hiþn; jþn ¼ aij;

aij<0→ hi; jþn ¼ hij; diþn; j ¼ hij

(
: ð13Þ

Furthermore, to specify the truth, indeterminacy, and
falsity parts of solution we define:
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Y ¼ <PY xð Þ; QY xð Þ; RY xð Þ> ; ð14Þ

B ¼ <SB xð Þ; TB xð Þ; UB xð Þ> ; ð15Þ

where

PY xð Þ ¼ p1 xð Þ; p2 xð Þ; …; pn xð Þ; p1 −xð Þ; p2 −xð Þ; …; pn −xð Þð Þt;
ð16Þ

QY xð Þ ¼ q1 xð Þ; q2 xð Þ; …; qn xð Þ; q1 −xð Þ; q2 −xð Þ; …; qn −xð Þð Þt;
ð17Þ

RY xð Þ ¼ r1 xð Þ; r2 xð Þ; …; rn xð Þ; r1 −xð Þ; r2 −xð Þ; …; rn −xð Þð Þt;
ð18Þ

SB xð Þ ¼ s1 xð Þ; s2 xð Þ; …; sn xð Þ; s1 −xð Þ; s2 −xð Þ; …; sn −xð Þð Þt ;
ð19Þ

QB xð Þ ¼ q1 xð Þ; q2 xð Þ; …; qn xð Þ; q1 −xð Þ; q2 −xð Þ; …; qn −xð Þð Þt ;
ð20Þ

UB xð Þ ¼ u1 xð Þ; u2 xð Þ; …; un xð Þ; u1 −xð Þ; u2 −xð Þ; …; un −xð Þð Þt:
ð21Þ

Therefore, the three parts of solution of NLS can be
obtained by computing the following formulas:

PY xð Þ ¼ H−1SB xð Þ; ð22Þ

QY xð Þ ¼ H−1TB xð Þ; ð23Þ

RY xð Þ ¼ H−1UB xð Þ: ð24Þ

In the next section sometests have been solved using the
proposed method and also compared with existing results for
the validation.

4. Numerical Examples

Example 1. Let us consider a 2 × 2 TSVNN system of linear
equations as follows:

4ex1 − ex2 ¼ < 2; 3; 7ð Þ; 3; 5; 6ð Þ; 0; 1; 3ð Þ> ¼ eb1 xð Þ;
ex1 þ 3ex2 ¼ < 4; 5; 6ð Þ; 5; 7; 9ð Þ; 1; 2; 4ð Þ> ¼ eb2 xð Þ:

(
ð25Þ

Next using our approach, we have:

H ¼

4 0 0 −1

1 3 0 0

0 −1 4 0

0 0 1 3

266664
377775; ð26Þ

eb1 xð Þ ¼ x þ 3; −1 ≤ x ≤ 0;

4x þ 3; 0 ≤ x ≤ 1;

(*
;

2x þ 5; −1 ≤ x ≤ 0;

x þ 5; 0 ≤ x ≤ 1;

(
;

x þ 1; −1 ≤ x ≤ 0;

2x þ 1; 0 ≤ x ≤ 1;

( +
; ð27Þ

eb1 −xð Þ ¼ −4x þ 3; −1 ≤ x ≤ 0;

−x þ 3; 0 ≤ x ≤ 1;

(*
;

−x þ 5; −1 ≤ x ≤ 0;

−2x þ 5; 0 ≤ x ≤ 1;

(
;

−2x þ 1; −1 ≤ x ≤ 0;

−x þ 1; 0 ≤ x ≤ 1;

( +
; ð28Þ

eb2 xð Þ ¼ x þ 5; −1 ≤ x ≤ 0;

x þ 5; 0 ≤ x ≤ 1;

(*
;

2x þ 7; −1 ≤ x ≤ 0;

2x þ 7; 0 ≤ x ≤ 1;

(
;

x þ 2; −1 ≤ x ≤ 0;

2x þ 2; 0 ≤ x ≤ 1;

( +
; ð29Þ

eb2 −xð Þ ¼ −x þ 5; −1 ≤ x ≤ 0;

−x þ 5; 0 ≤ x ≤ 1;

(*
;

−2x þ 7; −1 ≤ x ≤ 0;

−2x þ 7; 0 ≤ x ≤ 1;

(
;

−2x þ 2; −1 ≤ x ≤ 0;

−x þ 2; 0 ≤ x ≤ 1;

( +
: ð30Þ
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eb xð Þ ¼ <seb xð Þ; teb xð Þ; ueb xð Þ> : ð31Þ

So, using Equations (22)–(24), for −1 ≤ x ≤ 0:

PY xð Þ ¼

p1 xð Þ
p2 xð Þ
p1 −xð Þ
p2 −xð Þ

266664
377775 ¼ H−1

x þ 3

x þ 5

−4x þ 3

−x þ 5

266664
377775 ¼

35
143

x þ 14
13

36
143

x þ 17
13

−
134
143

x þ 14
13

−
3
143

x þ 17
13

266666666664

377777777775
:

ð32Þ

And for 0 ≤ x ≤ 1:

PY xð Þ ¼

p1 xð Þ
p2 xð Þ
p1 −xð Þ
p2 −xð Þ

266664
377775 ¼ H−1

4x þ 3

x þ 5

−x þ 3

−x þ 5

266664
377775 ¼

134
143

x þ 14
13

3
143

x þ 17
13

−
35
143

x þ 14
13

−
36
143

x þ 17
13

266666666664

377777777775
:

ð33Þ

So by setting x=−1, 0 in Equation (32) and also set x= 1
in Equation (33), we can get the triangular truth part of
solution as follows:

xtrue ¼
<
119
143

;
14
13

;
288
143

>

<
151
143

;
17
13

;
190
143

>

264
375: ð34Þ

In similar way, we can obtain the indeterminacy, and
falsity parts of solution as follows:

xin deter ¼
<
193
143

;
22
13

;
258
143

>

<
174
143

;
23
13

;
343
143

>

264
375;

xfals ¼
<

38
143

;
5
13

;
116
143

>

<
35
143

;
7
13

;
152
143

>

264
375:

ð35Þ

Therefore, the final solution for NLS (25) is as follows:

ex ¼ h 119
143

;
14
13

;
288
143

� �
151
143

;
17
13

;
190
143

� �
26664

37775;
193
143

;
22
13

;
258
143

� �
174
143

;
23
13

;
343
143

� �
26664

37775;
38
143

;
5
13

;
116
143

� �
35
143

;
7
13

;
152
143

� �
26664

37775i:

ð36Þ

5. Conclusions

In this paper, we introduced the NLS with a single-valued
triangular neutrosophic number and developed a model
based on neutrosophic structural elements for its solution.
Using the monotone function on [−1, 1], the n× n NLS is
changed in this manner into 2n× 2n crisp systems. The
results demonstrate that the model is effective, straightfor-
ward, and involves far less work than the alternatives.
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Data supporting this research article are available from the
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This article gives some essential scopes to study the characterizations of the antineutrosophic subgroup and antineutrosophic
normal subgroup. Again, several theories and properties have been mentioned which are essential for analyzing their
mathematical framework. Moreover, their homomorphic properties have been discussed.

1. Introduction

Fuzzy set (FS) [1] theory was introduced to handle uncertain
situations more precisely than crisp sets. But there may exist
some complex uncertain situations for which even FS theory
is insufficient. As a result, intuitionistic fuzzy set (IFS) [2] and
neutrosophic set (NS) [3] theories evolved, where the latter is
more capable of dealing with uncertainties. Apart from these,
there exist several byproducts of these set theories, like
interval-valued versions [4–6]; type-I, type-II, and type-III ver-
sions; and soft [7–9] and hard versions. Presently, these theories
have been adopted by several researchers in different applied
fields. Also, in several pure mathematical fields, these notions
are being utilized. In abstract algebra, Rosenfeld [10] was the
pioneer to do so. He defined and studied the characteristics of
a fuzzy subgroup (FSG). Thereafter, Das [11] presented the con-
cept of the level subgroup of a FSG and showed several beautiful
relationships between them. Afterward, Anthony and Sher-
wood [12, 13] redefined FSG by applying general T-norms
and defined function generated FSG and subgroup generated
FSG. In 1984, Mukherjee and Bhattacharya [14] introduced
normal versions of FSG and cosets. Furthermore, Biswas [15]
established the concept of intuitionistic fuzzy subgroup (IFSG).
Similarly, Çetkin and Aygün [16] developed the neutrosophic
subgroup (NSG) and studied its homomorphic properties. They
have also established some connections between anNSG and its
level subgroup.

The concept of the antifuzzy subgroup (AFSG) [17] is a
kind of dual to FSG. It was defined and characterized by Bis-
was in 1990. He has mentioned some relationships between
FSG and AFSG and studied several other properties. Simi-
larly, there is notion of the intuitionistic antifuzzy subgroup
(IAFSG) [18], which was developed by Li et al. in 2009. They
have also studied its homomorphic properties and estab-
lished some connections with its intuitionistic fuzzy coun-
terpart. Table 1 contains some contributions of various
researchers involving different antialgebraic notions under
uncertainty.

Hence, it is obvious that antiversions of FSG, IFSG, etc.
have been adopted by different researchers for the anticipa-
tion of unique and impactful results. In neutrosophic group
theory, so far, authors have discussed NSGs and some of
their algebraic structures. But still, the antineutrosophic sub-
group (ANSG) is undefined. Also, the relationship between
NSG and ANSG are still unexplored. Hence, this can be a
fruitful area which can generate some scope of future
research. Based on the aforementioned gaps, the objectives
of this paper are as follows:

(i) to introduce ANSG and investigate its algebraic
features

(ii) to define the antineutrosophic normal subgroup
(ANNSG) and explore its algebraic characteristics
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(iii) to figure out the relationships between NSG and
ANSG

(iv) to study several homomorphic attributes of ANSG
and ANNSG

This article has been structured in the following manner.
In Section 2, desk research of FSG, IFSG, and NSG and their
normal versions are given. Also, antiversions of FSG and
IFSG are discussed. In Section 3, the notions of ANSG and
ANNSG are introduced along with some other essential def-
initions and theories are given. Finally, in Section 4, conclu-
sion is given by mentioning some scopes of further research.

2. Preliminaries

Here, some elementary set theories under uncertainties are
discussed which are required for our current study.

Definition 1 (see [1]). A FS λ of a crisp set V is defined as
λ : V ⟶ ½0, 1�.

Definition 2 (see [2]). An IFS γ of a crisp set V is defined as
γ = fðr, tγðrÞ, f γðrÞÞ: r ∈ Vg, where tγ and f γ are, respec-
tively, known as the membership and nonmembership
degrees.

Definition 3 (see [3]). A NS η of a crisp set V is defined as
η = fðr, tηðrÞ, iηðrÞ, f ηðrÞÞ: r ∈ Vg, where tη, iη, and f η are,
respectively, known as the truth, indeterminacy, and falsity
degrees.

Definition 4 (see [1]). Let ψ be a FS of V : Then, the set ψt =
fr ∈ V : ψðrÞ ≥ tg∀t ∈ ½0, 1� is denoted as a level subset of ψ.

Definition 5 (see [17]). Let φ be a FS of V : Then, the set �φt
= fr ∈ V : φðrÞ ≤ tg∀t ∈ ½0, 1� is denoted as a lower level sub-
set of φ.

Next, the notions of FSG, IFSG, NSG, and a few of their
essential properties are addressed.

2.1. Fuzzy, Intuitionistic Fuzzy, and Neutrosophic Subgroup

Definition 6 (see [10]). For a classical group V , a FS ψ is
denoted as a FSG iff ∀m, r ∈ V , the subsequent conditions
are fulfilled:

(i) ψðm ⋅ rÞ ≥min fψðmÞ, ψðrÞg
(ii) ψðr−1Þ ≥ ψðrÞ

Theorem 7 (see [10]). ψ is a FSG of V iff ∀m, r ∈ V
ψðmr−1Þ ≤min fψðmÞ, ψðrÞg.

Proposition 8 (see [10]). Homomorphic image and preimage
of a FSG is a FSG.

Theorem 9 (see [11]). Let V be a classical group and ψ ∈
FSGðVÞ, then ∀t ∈ ½0, 1� with ψðeÞ ≥ t, ψt are classical sub-
groups of V .

Theorem 10 (see [11]). Let V be a classical group and ∀t ∈
½0, 1� with ψðeÞ ≥ t, ψt are classical subgroups of V , then ψ
∈ FSGðVÞ.

Definition 11 (see [11]). Let ψ be a FSG of a classical group V .
Then, ∀t ∈ ½0, 1� and ψðeÞ ≥ t the subgroups ψt are termed as
level subgroups of ψ.

Definition 12 (see [15]). For a classical group V , an IFS γ

= fðr, tγðrÞ, f γðrÞÞ: r ∈ Vg is denoted an IFSG iff ∀m, r ∈ V ,

(i) tγðm ⋅ rÞ ≥min ftγðmÞ, tγðrÞg
(ii) tγðr−1Þ ≥ tγðrÞ
(iii) f γðm ⋅ rÞ ≤max f f γðmÞ, f γðrÞg
(iv) f γðr−1Þ ≤ f γðrÞ

Table 1: Desk research of different antialgebraic notions.

Author & references Year Contributions in various fields

Kim et al. [19] 2005
Introduced the concept of antifuzzy ideals of near-rings and investigated some

of its properties.

Feng & Yao [20] 2012 Introduced (λ, μ)-antifuzzy subgroups and studied its properties.

Kausar [21] 2019
Introduced intuitionistic fuzzy normal subrings and intuitionistic anti fuzzy normal

subrings over a nonassociative ring and studied their properties.

Ejegwa et al. [22] 2021 Studied antifuzzy multigroup and its characteristics.

Hoskova-Mayerova & Al Tahan [23] 2021
Introduced different operations on fuzzy multi-ideals of near-rings and defined

antifuzzy multisubnear-rings of near-rings and study their properties.

Ahmad et al. [24] 2021 Defined kernel subgroup of a FSG and AFSG and presented several results involving them.

Kalaiarasi et al. [25] 2022
Studied the properties of γ-antifuzzy normal subgroup and γ-fuzzy normal subgroup

and presented their application in gene mutation.

Hemabala & Kumar [26] 2022
Introduced and analyzed anti neutrosophic multifuzzy ideals of γ near-ring and

studied their product.
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Proposition 13 (see [15]). For a classical group V , an IFS γ

= fðm, tγðmÞ, f γðmÞÞ: m ∈ Vg is an IFSG iff ∀m, r ∈ V

(i) tγðmr−1Þ ≥min ftγðmÞ, tγðrÞg
(ii) f γðmr−1Þ ≤max f f γðmÞ, f γðrÞg

Theorem 14 (see [27]). Let V and R be two classical groups
and l : V ⟶ R be a homomorphism. Also, let γ ∈ IFSGðVÞ
and γ′ ∈ IFSGðRÞ. Then,

(i) If γ has the supremum property, then lðγÞ ∈ IFSGðRÞ
(ii) l−1ðγ′Þ ∈ IFSGðVÞ

Definition 15 (see [27]). Let γ be an IFS of V and let s1, s2
∈ ½0, 1� with s1 + s2 ≤ 1. Then, the set γðs1,s2Þ = fm ∈ V : tγð
mÞ ≥ s1&f γðmÞ ≤ s2g is known as ðs1, s2Þ-level set of γ.

Theorem 16 (see [27]). Let V be a classical group and γ ∈
IFSGðVÞ. Then, ∀s1, s2 ∈ ½0, 1� with tγðeÞ ≥ s1 and f γðeÞ ≤ s2,
γðs1 ,s2Þ are classical subgroups of V .

Theorem 17 (see [27]). Let V be a classical group and ∀s1,
s2 ∈ ½0, 1� with tγðeÞ ≥ s1 and f γðeÞ ≤ s2, γðs1 ,s2Þ are classical
subgroups of V . Then, γ ∈ IFSGðVÞ.

Definition 18 (see [16]). For a classical group V , a NS δ is
defined as an NSG of V iff the subsequent terms are fulfilled:

(i) δðm ⋅ rÞ ≥min fδðmÞ, δðrÞg, i.e., tδðm ⋅ rÞ ≥min f
tδðmÞ, tδðrÞg, iδðm ⋅ rÞ ≥min fiδðmÞ, iδðrÞg and f δ
ðm ⋅ rÞ ≤max f f δðmÞ, f δðrÞg

(ii) δðm−1Þ ≥ δðmÞ, i.e., tδðm−1Þ ≥ tδðrÞ, iδðm−1Þ ≥ iδðrÞ,
and f δðm−1Þ ≤ f δðrÞ

A set of all the NSGs will be signified as NSGðVÞ. Here, note
that tδ and iδ are following Definition 6, i.e., they are FSGs of
V whereas, f δ is following Definition 24, i.e., it is an AFS of V.

Theorem 19 (see [16]). For a classical group Vδ ∈NSGðVÞ
iff ∀m, r ∈ V

δ m ⋅ r−1
À Á

≥min δ mð Þ, δ rð Þf g, ð1Þ

i.e., tδðm ⋅ r−1Þ ≥min ftδðmÞ, tδðrÞg, iδðm ⋅ r−1Þ ≥min fiδðm
Þ, iδðrÞg, and f δðm ⋅ r−1Þ ≤max f f δðmÞ, f δðrÞg.

Theorem 20 (see [16]). δ ∈NSGðVÞ iff the p-level sets ðtδÞp,
ðiδÞp, and p-lower level set ð�f δÞp are classical subgroups of

V∀p ∈ ½0, 1�.

Theorem 21 (see [16]). Homomorphic image and preimage
of any NSG is a NSG.

Definition 22 (see [16]). For a classical group V , a neutro-
sophic δ is called an NNSG of V iff ∀m, r ∈ V

δ m ⋅ r ⋅m−1À Á
≤ δ rð Þ, ð2Þ

i.e., tδðm ⋅ r ⋅m−1Þ ≤ tδðrÞ, iδðm ⋅ r ⋅m−1Þ ≤ iδðrÞ, and f δðm ⋅
r ⋅m−1Þ ≥ f δðrÞ.

The set of all NNSG of V will be signified as NNSGðVÞ.
Also, notice that η ∈NNSGðVÞ implies that tδ and iδ are
fuzzy normal subgroups (FNSG) of V and f δ is the antifuzzy
normal subgroup (AFNSG) of V .

Theorem 23 (see [16]). Homomorphic image and preimage
of any NNSG is a NNSG.

In the next segment, the notions of AFSG and IAFSG are
discussed.

2.2. Antifuzzy Subgroup and Intuitionistic Antifuzzy
Subgroup

Definition 24 (see [17]). For a classical group V , a FS φ is
denoted as an AFSG of V if ∀m, r ∈ V , the subsequent terms
are fulfilled:

(i) φðm ⋅ rÞ ≤max fφðmÞ, φðrÞg
(ii) φðr−1Þ ≤ φðrÞ

Theorem 25 (see [17]). φ is an AFSG of V iff ∀m, r ∈ V
φðmr−1Þ ≤max fφðmÞ, φðrÞg.

Proposition 26 (see [17]). φ is a FSG of the group V iff its
complement φc is an AFSG of V .

Definition 27 (see [17]). Let φ be an AFSG of a group V .
Then, ∀t ∈ ½0, 1� and φðeÞ ≤ t, the subgroups �φt are called
lower-level subgroups of φ.

Proposition 28 (see [17]). Let φ be an AFSG of V . Then, ∀
t ∈ ½0, 1� such that t ≥ μðeÞ,φt are classical subgroups of V .

Proposition 29 (see [17]). Let φ be a FS of a classical group
V such that �φt is a classical subgroup of V∀t ∈ ½0, 1� with t
≥ μðeÞ. Then, μ is an AFSG of V .

Definition 30 (see [28]). For a classical group V , an IFS γ

= fðm, tγðmÞ, f γðmÞÞ: m ∈ Vg is called an IAFSG of V iff ∀
m, r ∈ V

(i) tγðmr−1Þ ≤max ftγðmÞ, tγðrÞg
(ii) f γðmr−1Þ ≥min f f γðmÞ, f γðrÞg

Proposition 31 (see [28]). γ is a IFSG of the group V iff its
complement γc is an IAFSG of V .
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Theorem 32 (see [28]). γ ∈ IFSGðVÞ iff ∀s1, s2 ∈ ½0, 1� with
tγðeÞ ≥ s1 and f γðeÞ ≤ s2, ðs1, s2Þ-level set of γ, i.e., γðs1 ,s2Þ are
classical subgroups of V .

Theorem 33 (see [18]). Homomorphic image and preimage
of any IAFSG is a IAFSG.

In the following section, the notions of ANSG and ANNSG
have been introduced and some of their fundamental prop-
erties are discussed.

3. Antineutrosophic Subgroup

Definition 34. For a classical group V , a neutrosophic set η is
called an ANSG of V iff the following terms are fulfilled:

(i) ηðm ⋅ rÞ ≤max fηðmÞ, ηðrÞg, i.e., tηðm ⋅ rÞ ≤max f
tηðmÞ, tηðrÞg, iηðm ⋅ rÞ ≤max fiηðmÞ, iηðrÞg, and
f ηðm ⋅ rÞ ≥min f f ηðmÞ, f ηðrÞg

(ii) ηðr−1Þ ≤ ηðrÞ, i.e., tηðr−1Þ ≤ tηðrÞ, iηðr−1Þ ≤ iηðrÞ, and
f ηðr−1Þ ≥ f ηðrÞ

The set of all ANSGs will be signified as ANSGðVÞ

Proposition 35. η ∈ ANSGðVÞ iff tη and iη are AFSGs of V
and f η is FSG of V .

Proof. Let η ∈ANSGðVÞ then from Definition 34, it is evi-
dent that tη and iη are following Definition 24, i.e., they are
AFSGs of V : Whereas f η is following Definition 6, i.e., it is
a FSG of V . Again, if tη and iη are AFSGs of V and f η is a
FSG of V then η ∈ANSGðVÞ.

Example 36. Let V = f1, i,−1,−ig be a classical group of order
4 and η be a neutrosophic set of V , where the memberships
of truth (tη), indeterminacy (iη), and falsity (f η) of elements
in η are given in Figure 1.
Notice that tη and iη are following Definition 24, i.e., are
AFSGs of V . Again, f η is following Definition 6, i.e., is a
FSG of V . Hence, η is an ANSG of V .

Example 37. Let V = fa, eg be a classical group of order 2
and η be a NS of V , where considering θ ∈ ½π/4, π/2�, let η
= fða, sin θ/2, sin θ/4, ðsin θ + cos θÞ/2Þ, ðe, cos θ/2, cos θ/4,
ðsin θ + cos θÞ/2Þg. In Figures 2 and 3, memberships of a
and e have been described graphically.

Here, η is following Definition 34 and hence it is an
ANSG.

Theorem 38. Let η ∈ ANSG ðVÞ where V is a classical group.
Then, ∀r ∈ V

(i) ηðr−1Þ = ηðrÞ
(ii) ηðeÞ ≤ ηðrÞ, where e is the neutral element of V

Proof.

(i) Here, f η is a FSG and both tη and iη are AFSGs of V ,

by Definition 6. So, f ηðrÞ = f ηððr−1Þ−1Þ ≥ f ηðr−1Þ and
hence f ηðr−1Þ = f ηðrÞ. Again, from Definition 24, tη
ðr−1Þ ≤ tηðrÞ. So, tηðrÞ = tηððr−1Þ−1Þ ≤ tηðr−1Þ and
hence tηðr−1Þ = tηðrÞ: Similarly, using Definition 24,
we can prove iηðr−1Þ = iηðrÞ. So, ηðr−1Þ = ηðrÞ

(ii) Using Definition 6, we have f ηðeÞ = f ηðr ⋅ r−1Þ ≥min
f f ηðrÞ, f ηðr−1Þg = f ηðrÞ. Again, using Definition 24,

tη eð Þ = tη r ⋅ r−1
À Á

≤max tη rð Þ, tη r−1
À ÁÈ É

= tη rð Þ:

Similarly, using Definition 24, we have

iη eð Þ = iη r ⋅ r−1
À Á

≤max iη rð Þ, iη r−1
À ÁÈ É

= iη rð Þ:

Hence, ηðeÞ ≤ ηðrÞ

Theorem 39. η ∈ ANSGðVÞ iff ∀m, r ∈ V
ηðm ⋅ r−1Þ ≤max fηðmÞ, ηðrÞg.

Proof. Let η ∈ANSGðVÞ. Then, by Definition 34, we have η
ðm ⋅ r−1Þ ≤max fηðmÞ, ηðr−1Þg. Again, by Definition 34,
ηðr−1Þ = ηðrÞ and hence

η m ⋅ r−1
À Á

≤max η mð Þ, η r−1
À ÁÈ É

=max η mð Þ, η rð Þf g: ð3Þ

Conversely, let ηðm ⋅ r−1Þ ≤max fηðmÞ, ηðrÞg. So,

tη m ⋅ r−1
À Á

≤max tη mð Þ, tη rð ÞÈ É
,

iη m ⋅ r−1
À Á

≤max iη mð Þ, iη rð ÞÈ É
,

f η m ⋅ r−1
À Á

≥min f η mð Þ, f η rð Þ
n o

:

ð4Þ

Notice that,

tη r−1
À Á

= tη e ⋅ r−1
À Á

≤max tη eð Þ, tη rð ÞÈ É
=max tη r ⋅ r−1

À Á
, tη rð ÞÈ É

≤max tη rð Þ, tη rð Þ, tη rð ÞÈ É
= tη rð Þ:

ð5Þ

Similarly, iηðr−1Þ ≤ iηðrÞ and f ηðr−1Þ ≥ f ηðrÞ.
Again,

tη m ⋅ rð Þ = tη m ⋅ r−1
À Á−1� �

≤max iη mð Þ, iη r−1
À ÁÈ É

≤max iη mð Þ, iη rð ÞÈ É
:

ð6Þ

Similarly, iηðm ⋅ rÞ ≤max fiηðmÞ, iηðrÞg and f ηðm ⋅ rÞ ≥
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min f f ηðmÞ, f ηðrÞg can be proved. Hence, η satisfies Defini-
tion 34, i.e., η ∈ANSGðVÞ.

Theorem 40. η ∈ ANSGðVÞ iff ηc ∈NSGðVÞ.

Proof. If we take the complement of η, i.e., ηc then corre-
sponding degree of truth and degree of falsity will inter-
change their positions in ηc. Also, the degree of
indeterminacy will have its complement, i.e., icη = 1 − iη. In

other words, if

η = r, tη rð Þ, iη rð Þ, f η rð Þ
� �

: r ∈ V
n o

then ηc

= r, f η rð Þ, icη rð Þ, tη rð Þ
� �

: r ∈ V
n o

:
ð7Þ

Let η ∈ANSGðVÞ then by Proposition 35 tη and iη are
AFSGs of V and f η is FSG of V . So, in case of ηc, f η and icη

1 –1 i –i
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Figure 1: Memberships of elements in η.
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Figure 2: Memberships of elements in a.
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will become FSGs and tη will become AFS of V . Hence, they
will follow Definition 18, i.e., ηc ∈NSGðVÞ. Similarly, the
converse part can also be proved.

Example 41. Let ðℤ4, +Þ be the group of integers modulo 4
with usual addition and η = fðr, tηðrÞ, iηðrÞ, f ηðrÞÞ: r ∈ℤ4g
is a NS of ℤ4, where tη, iη and f η are mentioned in Table 2.

According to Definition 34, η is an ANSG of ℤ4.
Now ηc = fðr, tηcðrÞ, iηcðrÞ, f ηcðrÞÞ: r ∈ℤ4g, where tηc , iηc

, and f ηc are mentioned in Table 3.
Here, according to Definition 18, ηc is a NSG of ℤ4.

Theorem 42. η ∈ ANSGðVÞ iff the p-lower level sets ð�tηÞp,
ð�iηÞp, and p-level set ð f ηÞp are classical subgroups of V

∀p ∈ ½0, 1�.

Proof. Let η ∈ANSGðVÞ, p ∈ ½0, 1� and m, r ∈ ð�tηÞp. Then,
tηðmÞ ≤ p and tηðrÞ ≤ p. Since η ∈ANSGðVÞ, we have tηð
m ⋅ r−1Þ ≤max ftηðmÞ, tηðrÞg ≤ p and hence m ⋅ r−1 ∈ ð�tηÞp.
Similarly, it can be shown that m ⋅ r−1 ∈ ð�iηÞp and m ⋅ r−1

∈ ð f ηÞp. So, ð�tηÞp, ð�iηÞp, and ð f ηÞp are classical subgroups

of V .
Conversely, let ∀p ∈ ½0, 1�ð�tηÞp is a classical subgroup of

V . Let m, r ∈ V such that tηðmÞ = p1 and tηðrÞ = p2 for some
p1, p2 ∈ ½0, 1�. Then, m ∈ ð�tηÞp1 and r ∈ ð�tηÞp2 .

Let p1 ≤ p2. Then, m, r ∈ ð�tηÞp2 and hence mu−1 ∈ ð�tηÞp2 :
So, tηðmr−1Þ ≤ p2 ≤max ftηðmÞ, tηðrÞg, i.e., tη is an AFSG
of V . Similarly, it can be proved that iη is an AFSG and f η
is a FSG of V : So, η ∈ANSGðVÞ.

Theorem 43. Intersection of any two ANSG of any group is
an ANSG.
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Figure 3: Memberships of elements in e.

Table 2: Membership values of elements belonging to η.

η tη iη f η
�0 0.66 0.31 0.78
�1 0.85 0.35 0.59
�2 0.72 0.32 0.67
�3 0.85 0.35 0.59

Table 3: Membership values of elements belonging to ηc.

ηc tηc iηc f ηc

�0 0.78 0.69 0.66
�1 0.59 0.65 0.85
�2 0.67 0.68 0.72
�3 0.59 0.65 0.85
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Proof. Let η1, η2 ∈ANSGðVÞ. To prove this, using Theorem
39, we can show that

η1 ∩ η2ð Þ m ⋅ r−1
À Á

≤max η1 ∩ η2ð Þ mð Þ, η1 ∩ η2ð Þ rð Þf g, i:e:,

t η1∩η2ð Þ m ⋅ r−1
À Á

≤max t η1∩η2ð Þ mð Þ, t η1∩η2ð Þ rð Þ
n o

,

i η1∩η2ð Þ m ⋅ r−1
À Á

≤max i η1∩η2ð Þ mð Þ, i η1∩η2ð Þ rð Þ
n o

,

f η1∩η2ð Þ m ⋅ r−1
À Á

≥min f η1∩η2ð Þ mð Þ, f η1∩η2ð Þ rð Þ
n o

:

ð8Þ

Here,

t η1∩η2ð Þ m ⋅ r−1
À Á

=max tη1 m ⋅ r−1
À Á

, tη2 m ⋅ r−1
À Án o

≤max max tη1 mð Þ, tη1 rð Þ
n o

, max tη2 mð Þ, tη2 rð Þ
n on o

=max max tη1 mð Þ, tη2 mð Þ
n o

, max tη1 rð Þ, tη2 rð Þ
n on o

=max t η1∩η2ð Þ mð Þ, t η1∩η2ð Þ rð Þ
n o

:

ð9Þ

Similarly, we can show that

i η1∩η2ð Þ m ⋅ r−1
À Á

≤max i η1∩η2ð Þ mð Þ, i η1∩η2ð Þ rð Þ
n o

: ð10Þ

Again,

f η1∩η2ð Þ m ⋅ r−1
À Á

=min f η1 m ⋅ r−1
À Á

, f η2 m ⋅ r−1
À Án o

≥min min f η1 mð Þ, f η1 rð Þ
n o

, min f η2 mð Þ, f η2 rð Þ
n on o

=min min f η1 mð Þ, f η2 mð Þ
n o

, min f η1 rð Þ, f η2 rð Þ
n on o

=min f η1∩η2ð Þ mð Þ, f η1∩η2ð Þ rð Þ
n o

:

ð11Þ

Hence, η1 ∩ η2 ∈ANSGðVÞ.

Theorem 44. Homomorphic image of any ANSG is an
ANSG.

Proof. Let U1 and U2be two classical groups and s : U1
⟶U2 be a homomorphism. Let η ∈ANSGðU1Þ. Then, ∀
m1,m2 ∈U1, we have

tη m1 ⋅m2
−1À Á

≤max tη m1ð Þ, tη m2ð ÞÈ É
,

iη m1 ⋅m2
−1À Á

≤max iη m1ð Þ, iη m2ð ÞÈ É
,

f η m1 ⋅m2
−1À Á

≥min f η m1ð Þ, f η m2ð Þ
n o

:

ð12Þ

Here, we have to show that sðηÞ is an ANSG of U2.

Let ∃n1, n2 ∈U2 such that n1 = sðm1Þ and n2 = sðm2Þ.
Now, as s is a group homomorphism, we have

s tη
À Á

n1 ⋅ n
−1
2

À Á
= min

m∈s−1 n1 ⋅n−12ð Þ
tη mð Þ ≤ tη m1 ⋅m

−1
2

À Á

≤max tη m1ð Þ, tη m2ð ÞÈ É
:

ð13Þ

Again, sðtηÞðn1Þ = min
m∈s−1ðn1Þ

tηðmÞ ≤ tηðm1Þ. Where-from

max sðtηÞðn1Þ = tηðm1Þ and hence,

s tη
À Á

n1 ⋅ n
−1
2

À Á
≤max tη m1ð Þ, tη m2ð ÞÈ É

=max max s tη
À Á

n1ð Þ, max s tη
À Á

n2ð ÞÈ É

=max s tη
À Á

n1ð Þ, s tη
À Á

n2ð ÞÈ É
:

ð14Þ

Similarly, it can be shown that sðiηÞðn1 ⋅ n−12 Þ ≤max fsð
iηÞðn1Þ, sðiηÞðn2Þg.

Also,

s f η
� �

n1 ⋅ n
−1
2

À Á
= max

m∈s−1 n1 ⋅n−12ð Þ
f η mð Þ ≥ f η m1 ⋅m

−1
2

À Á

≥min f η m1ð Þ, f η m2ð Þ
n o

:

ð15Þ

Again sð f ηÞðn1Þ = max
m∈s−1ðn1Þ

f ηðmÞ ≥ tηðm1Þ. Where-from

min sð f ηÞðn1Þ = f ηðm1Þ and hence

s f η
� �

n1 ⋅ n
−1
2

À Á
≥min f η m1ð Þ, f η m2ð Þ

n o

=min min s f η
� �

n1ð Þ, min s f η
� �

n2ð Þ
n o

=min s f η
� �

n1ð Þ, s f η
� �

n2ð Þ
n o

:

ð16Þ

So, sðηÞ is an ANSG of U2.

Theorem 45. Homomorphic preimage of any ANSG is an
ANSG.

Proof. Let U1 and U2 be two classical groups and s : U1
⟶U2 be a homomorphism. Let δ ∈ANSGðU2Þ. Then, ∀
n1, n2 ∈U2, we have

tδ n1 ⋅ n2
−1À Á

≤max tδ n1ð Þ, tδ n2ð Þf g,
iδ n1 ⋅ n2

−1À Á
≤max iδ n1ð Þ, iδ n2ð Þf g,

f δ n1 ⋅ n2
−1À Á

≥min f δ n1ð Þ, f δ n2ð Þf g:
ð17Þ

Here, we have to show that s−1ðδÞ is an ANSG of U1.
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Let m1,m2 ∈U1. Since s is a group homomorphism,

s−1 tδð Þ m1 ⋅m
−1
2

À Á
= tδ s m1 ⋅m

−1
2

À ÁÀ Á
= tδ s m1ð Þ ⋅ s m−1

2
À ÁÀ Á

= tδ s m1ð Þ ⋅ s m2ð Þ−1À Á
≤max tδ s m1ð Þð Þ, tδ s m2ð Þð Þf g

=max s−1 tδ m1ð Þð Þ, s−1 tδ m2ð Þð ÞÈ É
:

ð18Þ

Similarly, we can show that

s−1 iδð Þ m1 ⋅m
−1
2

À Á
≤max s−1 iδ m1ð Þð Þ, s−1 iδ m2ð Þð ÞÈ É

,

s−1 f δð Þ m1 ⋅m
−1
2

À Á
≥min s−1 f δ m1ð Þð Þ, s−1 f δ m2ð Þð ÞÈ É

:

ð19Þ

Hence, s−1ðδÞ is an ANSG of U1.

Theorem 46. Let η ∈ ANSGðVÞ and l be a homomorphism
on V . Let η−1 : V ⟶ ½0, 1� × ½0, 1� × ½0, 1� is defined as η−1

ðrÞ = ηðr−1Þ for any r ∈ V then η−1 ∈ ANSGðVÞ and
ðlðηÞÞ−1 = lðη−1Þ.

Proof. Here,

η−1 m ⋅ r−1
À Á

= η m ⋅ r−1
À Á−1 = η r−1

À Á−1 ⋅m−1
� �

= η r ⋅m−1À Á
≤max η rð Þ, η m−1À ÁÈ É

=max η r−1
À Á

, η m−1À ÁÈ É
as η is anANSG½ �

=max η−1 mð Þ, η−1 rð ÞÈ É
:

ð20Þ

Hence, by Theorem 39, η−1 ∈ANSGðVÞ.
Again, notice that,

l tη
À Á−1 qð Þ = l tη

À Á
q−1
À Á

= l tη
À Á

qð Þ as l tη
À Á

is anANSG
Â Ã

= min
m∈l−1 qð Þ

tη mð Þ = min
m∈l−1 qð Þ

tη m−1À Á
= min

m∈l−1 qð Þ
tη−1 mð Þ

= l tη−1
À Á

qð Þ:
ð21Þ

Similarly, it can be shown that lðiηÞ−1 = lðiη−1Þ and

lð f ηÞ−1 = lð f η−1Þ.
Hence, ðlðηÞÞ−1 = lðη−1Þ

Theorem 47. Let η ∈ ANSGðVÞ and l be an isomorphism on
V , then l−1ðlðηÞÞ = η.

Proof. Here

l−1 l tη
À ÁÀ Á

pð Þ = l tη
À Á

l pð Þð Þ = min
m∈l−1 l pð Þð Þ

tη mð Þ = tη pð Þ: ð22Þ

Similarly, it can be shown that l−1ðlðiηÞÞ = iη and l−1

ðlð f ηÞÞ = f η.

Hence, l−1ðlðηÞÞ = η.

In the next segment, ANNSG has been introduced. Also,
its homomorphic characteristics are mentioned.

3.1. Antineutrosophic Normal Subgroup

Definition 48. For a classical group V , a neutrosophic set η is
called an ANNSG of V iff ∀m, r ∈ Vηðm ⋅ r ⋅m−1Þ ≤ ηðrÞ, i.e.,
tηðm ⋅ r ⋅m−1Þ ≤ tηðrÞ, iηðm ⋅ r ⋅m−1Þ ≤ iηðrÞ, and f ηðm ⋅ r ⋅
m−1Þ ≥ f ηðrÞ.

The set of all ANNSGs of V will be signified as
ANNSGðVÞ.

Example 49. Let V = fe,m, r,mrg be the Klien’s 4-group and
η = fðr, tηðrÞ, iηðrÞ, f ηðrÞÞ: r ∈ Vg is a NS of V , where tη, iη,
and f η are mentioned in Table 4.
Here, η follows Definition 48, i.e., it is an ANNSG.

Proposition 50. η ∈ ANNSGðVÞ iff tη and iη are AFNSs of V
and f η is FNS of V .

Proof. Using Definition 48, this can be observed.

Theorem 51. Intersection of any two ANNSG of any group is
an ANNSG.

Proof. Using Theorem 43, this can be proved.

Theorem 52. Let η ∈ ANNSGðVÞ. Then, the subsequent con-
ditions are equivalent:

(i) η ∈ ANNSðUÞ
(ii) ηðm ⋅ r ⋅m−1Þ = ηðrÞ, ∀m, r ∈ V
(iii) ηðm ⋅ rÞ = ηðV ⋅mÞ, ∀m, r ∈ V

Proof. Let (i) be true. Then, by Definition 48, we have ηðm
⋅ r ⋅m−1Þ ≤ ηðrÞ, i.e., tηðm ⋅ r ⋅m−1Þ ≤ tηðrÞ, iηðm ⋅ r ⋅m−1Þ ≤
iηðrÞ, and f ηðm ⋅ r ⋅m−1Þ ≥ f ηðrÞ.

To prove (ii), we need to show

tη m ⋅ r ⋅m−1À Á
≥ tη rð Þ,

iη m ⋅ r ⋅m−1À Á
≥ iη rð Þ,

f η m ⋅ r ⋅m−1À Á
≤ f η rð Þ:

ð23Þ

In other words, we need to prove

tη m ⋅ r ⋅m−1À Á
= tη rð Þ,

iη m ⋅ r ⋅m−1À Á
= iη rð Þ,

f η m ⋅ r ⋅m−1À Á
= f η rð Þ:

ð24Þ

8 Advances in Mathematical Physics



Notice that

tη m−1 ⋅ r ⋅m
À Á

= tη m−1 ⋅ r ⋅ m−1À Á−1� �
≤ tη rð Þ: ð25Þ

Again,

tη rð Þ = tη m−1 ⋅ m ⋅ r ⋅m−1À Á
⋅m

À Á
≤ tη m ⋅ r ⋅m−1À Á

: ð26Þ

Hence, tηðm ⋅ r ⋅m−1Þ = tηðrÞ.
Similarly, it can be shown that iηðm ⋅ r ⋅m−1Þ = iηðrÞ and

f ηðm ⋅ r ⋅m−1Þ = f ηðrÞ. Hence (i)⇒(ii).
Let condition (ii) be true. In (ii), substituting r in place of

r ⋅m−1 (iii) can easily be proved. So, (ii)⇒(iii).
Let condition (iii) be true. Applying ηðm ⋅ rÞ = ηðr ⋅mÞ in

tηðm ⋅ r ⋅m−1Þ, we have

tη m ⋅ r ⋅m−1À Á
= tη r ⋅m−1 ⋅m

À Á
= tη rð Þ ≤ tη rð Þ: ð27Þ

So, ðiiiÞ⇒ ðiÞ.

Theorem 53. η ∈ ANNSGðVÞ iff the p-lower level setsð�tηÞp,
ð�iηÞp, and p-level set ð f ηÞp are classical normal subgroups of

V∀p ∈ ½0, 1�.

Proof. Using Theorem 42, this can be proved.

Theorem 54. Let η ∈ ANNSGðVÞ. The set Uη = fm ∈ V : ηð
mÞ = ηðeÞg is a classical normal subgroup of V , where e is
the identity element of V .

Proof. Since η ∈ANNSGðVÞ, we have η ∈ANSGðVÞ. Let m
, r ∈Uη then by Theorem 39

η m ⋅ r−1
À Á

≤max η mð Þ, η rð Þf g =max η eð Þ, η eð Þf g = η eð Þ:
ð28Þ

Again, by Theorem 38, we have ηðm ⋅ r−1Þ ≥ ηðeÞ and
hence ηðm ⋅ r−1Þ = ηðeÞ, i.e., m ⋅ r−1 ∈Uη. Since η ∈ANNSGð
VÞ, we have

η m ⋅ r ⋅m−1À Á
= η r ⋅m ⋅m−1À Á

= η rð Þ = η eð Þ, ð29Þ

i.e., m ⋅ r ⋅m−1 ∈Uη or Uη is a normal subgroup of V .

Theorem 55. Let η ∈ ANNSGðVÞ and l be a homomorphism
on V . Then, the homomorphic pre-image of η, i.e., l−1ðηÞ ∈
ANNSGðVÞ.

Proof. Using Theorem 44, we have l−1ðηÞ ∈ANSGðVÞ. Then,
by Proposition 50, we can easily prove normality of l−1ðηÞ.
Hence, l−1ðηÞ ∈ANNSGðVÞ.

Theorem 56. Let η ∈ ANNSGðVÞ and l be a surjective homo-
morphism on V : Then the homomorphic image of η, i.e., lðη
Þ ∈ ANNSGðVÞ.

Proof. Using Theorem 44, we have lðηÞ ∈ANSGðVÞ. Again,
by Proposition 50, the normality condition can easily be
proved. So, lðηÞ ∈ANNSGðVÞ.

4. Conclusion

The studies of ANSG and its normal version might open
some new directions of research. Here, homomorphism
has been introduced in ANSG and ANNSG to understand
their algebraic characteristics. Moreover, connections with
their nonantiversions are provided. For these, numerous
examples, theories, and propositions are given. In the future,
these studies can be further extended by introducing various
notions like the antineutrosophic ideal, antineutrosophic
ring, antineutrosophic field, and antineutrosophic topologi-
cal space. Furthermore, their interval-valued versions can
be introduced and studied.
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This work is a contribution towards the theoretical develop-
ment of fuzzy algebra and its generalizations. The data that
support the findings of this study are not publicly available
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this manuscript.
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The informatization construction of the power grid is becoming increasingly popular, business application systems are constantly
emerging, and power-related data is rapidly expanding. These discrete power data are scattered in various application systems, and
it is not easy to directly provide advanced enterprise applications. The establishment of intelligent power statistical model is an
urgent need for constructing power grid informatization. This paper proposes a model of an electric energy metering system
based on intelligent sensor data and introduces the existing digital metering system. This model is the integration and
promotion of business integration based on the digital metering system. It is the first time to apply new metering equipment,
such as measurement and control devices with integrated metering functions, and new metering technologies, such as IEC
61850 electricity meter reading applications. It is hoped that this paper can lay a foundation for further research.

1. Introduction

Science and technology have developed rapidly, and the
intelligence and informatization are becoming increasingly
popular in the industrial field. The digital energy meter cal-
ibrator can accept the output signal of the standard power,
and, after AD conversion, use the internal digital energy
meter to calculate the electric energy and output the electric
energy pulse to the higher precision electric energy metering
equipment to carry out the calibration to achieve the quan-
tity value transmission. Although the accuracy of digital
metering equipment has been significantly improved, there
are still many problems in actual operation, such as frequent
communication failures and abnormally large measurement
errors under the condition of good equipment performance,
resulting in the inability to upload measurements and inac-
curate upload data [1, 2]. The virtual load verification func-
tion controls the output of the standard power source by
editing the verification scheme of the electric energy meter,
verifies the digital electric energy meter in detail, and auto-

matically generates a report. The actual load verification
function can verify the inspected digital electric energy
meter at the substation site without affecting the use of the
inspected digital electric energy meter. Various problems,
such as power imbalance, seriously hinder the engineering
application process of digital metering technology. Accord-
ing to relevant data statistics, in 2020, among the 10 kV lines
of Wuhan Power Supply Company, the ratio of users with a
line loss rate of more than 5% was 12.6%, the percentage of
users with a line loss rate of more than 10% was 7.1%, and
the percentage of users with a line loss rate of more than
8% covered by unique transformer customers was 5.3%.
During 2018-2021, more than 20000 defaulters and power
thieves were found, saving more than 80 million yuan of
economic losses. Currently, the annual loss due to electric
energy theft in China is up to 20 billion yuan, and the value
is increasing yearly. Taking the yearly electricity sales of 70
billion kWh in a province as an example, if the line loss
caused by artificial electricity theft increases by one percent-
age point, the power loss will be up to more than 700 million
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kWh, equivalent to nearly 400 million yuan [3]. Inductive
equipment must absorb active and reactive power from the
power system during operation. Therefore, after installing
shunt capacitor reactive power compensation equipment in
the power grid, it will be able to provide reactive power con-
sumed by compensating inductive load, reducing the reac-
tive power supplied by the power grid side inductive load
and transmitted by the line. To effectively grasp the existing
issues in the actual operation of the digital electric energy
metering system and to clarify the aspects and contents of
the practical work of digital metering in the next step, the
State Grid Jiangsu Electric Power Company selected Wuxi
as the research object to investigate the operation of all dig-
ital electric energy meters under the jurisdiction of its urban
area. Statistics were carried out, a field investigation was
conducted on the application status of the digital electric
energy metering system in Xijing intelligent substation,
and valuable first-hand information was obtained [4].

The main work done in the paper can be described as
follows: (1) introduces the statistics of operating faults of
Wuxi digital electric energy meters and analyzes the possible
causes of various spots; (2) taking the digital power measure-
ment on the high-voltage side of the main transformer in
Xijing No.1 substation as an example, combined with digital
measurement; the basic structure of the system points out its
shortcomings in practical applications; (3) this paper sum-
marizes the current practical problems faced by the power
metering system based on intelligent sensor data in engi-
neering applications and proposes corresponding solutions
to provide a reference for the next step in the development
of intelligent power systems.

2. Theoretical Analysis on Electric
Energy Metering

Electric energy measurement has two main functions: on the
one hand, it is used for internal assessment and settlement of
power grid enterprises, and on the other hand, it is used as
the basis for trade settlement between power generation,
power supply, and electricity consumption [5]. To ensure
that the electric energy metering device can accurately mea-
sure the electric energy, first of all, the category of electric
energy metering device should be correctly selected. Sec-
ondly, choose the electric energy meter and instrument
transformer with excellent performance and quality, as well
as the secondary circuit wire section, and install and main-
tain them as required to ensure the safe, accurate, and reli-
able operation of the electric energy metering device.
Electric energy measurement accuracy directly affects the
internal assessment and analysis results of power grid com-
panies or the fairness of trade settlements. Therefore, the
electric energy measurement system must be accurate and
reliable. The role of electric energy measurement standards
in energy conservation and consumption reduction includes
that scientific and advanced electric energy measurement
tools provide accurate data for energy-saving transforma-
tion, and the analysis of electric energy measurement data
provides the scientific basis for energy-saving change.

In traditional substations, the energy metering system con-
sists of transformers and electronic energy meters. The trans-
formers convert high voltage/large current into small voltage/
current signals of 100/57.7V or 1/5A and then input them to
the electronic energy meter [6]. The structure of an electronic
watt-hour meter is similar to that of an induction watt-hour
meter, composed of two parts: a measuring mechanism and
auxiliary components. The measuring instrument is mainly
written as an electronic circuit. Its measuring elements are
composed of a UI multiplier, U/f converter, and counter. The
auxiliary components are the same as those of the inductive
watt-hour meter. To complete the accumulation of electrical
energy. In the intelligent substation, the electric energy meter-
ing system has two forms: the first is to use electronic trans-
formers, digital input merging units, and digital electric
energy meters. The electronic transformers directly output dig-
ital quantities, and the subsequent data transmissions all use
optical fibers. The second is to use traditional electromagnetic
transformers still. The analog input merging unit digitizes the
voltage and current signals output by the conventional trans-
formers on the spot. This measurement system structure is
adopted because the technology of electronic transformers is
immature [7]. The configuration principle of the electric energy
metering device includes that the secondary circuit of the volt-
age transformer in the electric energy metering device for trade
settlement above 35kV shall not be equipped with the auxiliary
contact of disconnector. The electric energymetering device for
trade settlement is installed at the user’s place, and the user sup-
plying power at 10kV and below should be equipped with a
national unified standard electric energy metering cabinet or
electric energy metering box. To improve the accuracy of low
load metering, electric energy meters with the overload of 4
times or more shall be selected. Figure 1 shows the structural
comparison of these three metering systems.

W =U × I × t, ð1Þ

or

W = P × t,
Wn =W1 +W2 +W3+⋯Wn:

ð2Þ

In the above formula,W represents electric energy, U rep-
resents the actual voltage value, I represents the actual current
value, P stands for electrical power, and t represents the elec-
tricity consumption time.

3. Research and Analysis

3.1. Statistical Analysis on Operation of Wuxi Digital Electric
Energy Meter. Wuxi, Jiangsu, has several smart substations.
The city with the most extensive range of digital power
metering systems in Jiangsu Province is Wuxi Power Supply
Company. The technical advantages of intelligent substa-
tions include the following: the smart substation can achieve
an excellent low-carbon environmental protection effect,
and the intelligent substation has good interaction and reli-
ability characteristics.
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Up to now, the total number of digital meters under the
jurisdiction of Wuxi city is 251, involving 43 substations of 3
voltage levels. Among them are three 500 kV substations
involving 32 photoelectric meters, 17 220 kV substations
involving 91 photoelectric meters, and 23 110 kV substations
involving 128 photoelectric meters. The intelligent substa-
tion uses reliable, economic, integrated, low-carbon, and
environment-friendly equipment and design, which can
support the real-time online analysis and control decision-
making of the power grid, with the basic requirements of
the whole station information digitization, communication
platform networking, information sharing standardization,
system function integration, structural design compactness,
high-voltage equipment intelligence, and operation status
visualization.

This paper mainly conducts statistics on the operation of
digital meters in operation under the jurisdiction of the
Wuxi urban area. The failure rate of digital electric energy
meters is generally 16%, which is higher than the failure rate
of traditional electronic energy meters. To further analyze
the operation of the digital electric energy meter, Table 1 is
by voltage level, Table 2 is by fault type, and Table 3 is the
classification statistics of manufacturers.

From the above data, we can preliminarily summarize
the following conclusions (Figure 2). It can be seen from
Table 1 that as the voltage level decreases, the failure rate
gets higher and higher. Many faults include failure to upload
power and power error. The primary responsibility is that
the administration cannot be uploaded due to communica-
tion failure; different manufacturers’ digital electric energy
meters significantly differ in failure rate. The communica-
tion failures of digital watt-hour meters mainly include
frame loss, communication delay, and channel abnormality
(Figure 3).

Through exchanges and discussions with relevant tech-
nical personnel of the operation and maintenance unit and
on-site inspection, the possible causes of various failures

were further analyzed. A communication failure causes the
inability to upload the electricity. The judgment is based
on the standard measurement of the electric energy meter,
but the centralized meter reading center cannot read the
electric energy. The power error should be the wrong config-
uration of the parameters of the electric energy meter. The

A B C

A
B C

Traditional voltage
transformer

Electronic voltage
transformer

Traditional current

Electronic current

Analog input type
merging unit

Digital input type
merging unit

Optical fiber

Optical fiber

Digital energy
meter

Digital energy
meter

Optical fiber

Electronic energy meter

Cable

Figure 1: Structure comparison of three metering systems.

Table 1: Statistics by voltage level.

Voltage
level (kV)

Total number
of digital tables

Number of
failure tables

Failure
rate (%)

500 32 1 3.1

220 91 5 5.5

110 128 39 30.5

Table 2: Statistics by fault type.

Fault type
Number of
fault tables

Percentage of
failure table (%)

Battery cannot be uploaded 21 46.7

Battery error 9 20.0

Other faults 15 33.3

Table 3: Statistics by manufacturer.

Manufacturer

The number of
digital meters
supplied by the
manufacturer

Number of
fault tables

Percentage of
failure table (%)

1 90 2 2.2

2 74 19 25.7

3 36 2 0.56

4 17 2 11.8

5 9 7 77.8

6 5 3 60.0
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basis for the judgment is that the current protection and
metering data sources in the intelligent substation are the
same. If the data source is incorrect, the protection device
should respond first. Other faults mainly refer to the crash
of the electric energy meter, black screen, no indicator light,
etc. The cause of such failures is defective software or hard-
ware of the electric energy meter itself.

3.2. Investigation of the Fault Situation of Digital Electric
Energy Metering in Xijing Substation. Xijing Substation is
the first batch of pilot projects for intelligent substations of
the State Grid Corporation of China. Construction started
in July 2010 and was put into operation in December of
the same year. The station is an intelligent substation in a
complete sense. The operational characteristics and respon-
sibilities of intelligent substations make them have good
interactivity. It is responsible for the data statistics of power
grid operation, which requires it to feed back safe, reliable,
accurate, and detailed information to the power grid. After
the intelligent substation realizes the function of information
collection and analysis, it can not only share the data inter-
nally but also interact well with more complex and advanced
systems in the network. It adopts the design of “three layers
and two networks.” The SV, GOOSE, and IEEE 1588 net-
works share the transmission network, and the dual network
is redundant [8]. The voltage and current measurement
equipment all uses electronic transformers. The current
transformer is based on the optical principle, and the voltage
transformer is based on the capacitive voltage divider princi-

ple [9]. The idea of single server sharing is to use one PC as
the server to provide network-sharing services to other PCs.
There are mainly two schemes to realize this method: (1)
proxy server scheme and (2) URL conversion scheme.

Since Xijing Substation was put into operation, there
have been relatively few problems in the digital metering
system, but there are still faults, and on-site fault investiga-
tion is required.

Taking the digital power metering of the high-voltage
side of the main transformer of Xijing Substation No. 1 as
an example, the schematic diagram of the system structure
is shown in Figure 4.

As shown in Figure 4, the digital energy metering sys-
tem is very different from the traditional system in struc-
ture, mainly because the energy meter is no longer
directly connected to the transformer, and there are more
remote modules, photoelectric units, and merging units in
the middle. The design principles of the electric energy
metering system include that the electric energy metering
system should be designed as an independent and complete
system. Electric energy acquisition has low requirements for
real time but high requirements for simultaneity, increased
requirements for electric energy acquisition accuracy, the
principle of uniqueness of data source, and the high reliabil-
ity of software. The transmission signal has also become a
digital quantity, switches, and other equipment. From the
perspective of on-site operation and maintenance of meter-
ing, although the wiring is less, the remote modules,
voltage-combining units, current-combining units, switches,
and other equipment are widely distributed and partially
overlap with the automation system in the substation. The
secondary wiring of the metering system becomes less clear,
making the whole system more complex. As electric energy
is a cumulative value, even small errors will reach an
incredible degree after accumulation. For both the seller
and the user of electricity, this cumulative value is an eco-
nomic loss. Therefore, the selection principle of measure-
ment accuracy should be that the greater the capacity, the
higher the accuracy. It is better to use energy meters with
an accuracy of 0.2 level and above for large-capacity power
plants and transmission lines.

During the on-site investigation of the digital power
metering fault on the high-voltage side of the main substa-
tion of Xijing Substation No. 1, it was difficult for traditional
substation operation and maintenance personnel to locate
and analyze the fault. In contrast, professional technicians
familiar with digital power metering could infer the fault
point and cause. Substation operation and maintenance
experiences are also difficult to verify and figure out. In addi-
tion, because the digital power metering system and the
automation system in the substation have some overlapping
equipment, such as merging units and switches, the equip-
ment focal point is not clear, which makes troubleshooting
very difficult. The problem-solving efficiency is low, so the
coordination and cooperation of multiple departments are
required to complete the work [10]. The electric energy
acquisition device is the communication center of electric
energy data. On the one hand, it collects and stores the elec-
tric energy data output by the digital electric energy meter in
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1
2
3

4
5
6

Figure 2: The digital meter number supplied by the manufacturer.
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the form of serial communication. On the other hand, the
collected electric energy data is transmitted to the master
station of the electric energy billing automation system
through the uplink channel.

4. Problems Faced by Digital Energy Metering

Through the research on the application of digital energy
metering in Wuxi, Jiangsu Province, and combined with
the actual situation of digital metering technology, the prob-
lems that still exist in trade settlement are divided into three
aspects;

4.1. Normative. The meaning of normative includes the nor-
mativeness of the metering system structure and the norma-
tiveness of metering equipment management. The intelligent
electricity meter can realize accurate and real-time cost set-
tlement information processing, simplifying the complex
process of past account processing. In the power market
environment, dispatchers can switch energy retailers more
timely and conveniently and even realize fully automatic
switching in the future. At the same time, users can also
obtain more accurate and timely energy consumption and
accounting information.

(1) Structural normative

Electric energy metering not only requires correct func-
tions, especially the electric energy metering system used
for trade settlement, but also conforms to national manda-
tory requirements.

In the process of intelligent substation design, the design
unit mainly focuses on the stability and reliability of the

relay protection and measurement and control automation
system. The method of the electric energy metering system
is only at the functional level [11]. For example, in terms
of synchronization time synchronization, some use IRIG-B
code time synchronization, and some use IEEE 1588 time
synchronization, while the “direct sampling and direct hop-
ping” protection does not depend on time synchronization.
Some sampling devices do not even access the time synchro-
nization signal, relying entirely on interpolation synchroni-
zation, and the data source of the energy meter comes
from the switch. In this extreme case, even if the errors of
the various components of the power calculation system
are acceptable, the overall measurement error will exceed
the tolerance.

While for the Department of Metrology, due to the lim-
itation of majors and responsibilities, most universities and
scientific research institutions mainly focus on the research
of measurement accuracy and traceability technology.

The normative aspect of statistical structure has not been
paid enough attention to, so the design of the current digital
measurement system is not unified, which affects the accuracy
of measurement and the reliability of measurement data.

(2) Management normative

There should be a unified management specification to
ensure that the digital energy metering system is accurate,
stable, and reliable. Traditional energy metering systems,
according to DL/T 448-2000 “Technical Management Regu-
lations for Electric Energy Metering Devices” and SD 109-
1983 “Inspection Regulations for Electric Energy Metering
Devices,” strictly stipulate the classification of metering
points, metering device configuration, procurement,
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installation, weekly inspection, and other links, so traditional
electric energy metering system can measure electric energy
accurately, stably, and reliably. However, no mandatory or
recommended standard documents for managing digital
energy metering systems exist. After the digital metering sys-
tem is put into operation from the infrastructure, there is
almost no management department, and its acceptance is
also completed by the automation professional. In addition,
the follow-up operation and maintenance of the digital
energy metering system are also tricky. The data on water,
gas, and heat consumption collected by smart meters can
be used for load analysis and prediction. The total energy
consumption and peak demand can be estimated and pre-
dicted by comprehensively analyzing the above information,
load characteristics, time changes, etc. This information will
provide convenience for users, energy retailers, and distri-
bution network dispatchers; promote rational power use,
energy conservation, and consumption reduction; and opti-
mize grid planning and dispatching. (1) Up to now, there is
neither detection equipment nor detection basis and means
for judging the failure of digital electric energy metering
equipment; (2) there are no relevant technical normative
documents on how to deal with the disappointment after
the occurrence of the fault; and (3) the digital power meter-
ing system and the substation automation system have
some overlapping equipment, and it is necessary to coordi-
nate multiple departments to carry out the daily operation
and maintenance of the metering system. By feeding back
the energy consumption information provided by smart
meters to users, users can be encouraged to reduce energy
consumption or convert energy utilization methods. For
households equipped with distributed generation equip-
ment, it can also provide users with reasonable power gen-
eration and electricity use schemes to maximize the
interests of users.

Under the current situation of the lack mentioned above
of normative management, it is impossible for the digital
electric energy metering system to operate as accurately, sta-
bly, and reliably as the traditional electric energy metering
system. In response to this problem, the design, operation
and maintenance, marketing, and other relevant depart-
ments should be coordinated to formulate a multiparty rec-
ognized smart substation digital energy metering system
design and operation and maintenance plan, including sys-
tem wiring, equipment management, and equipment inspec-
tion, to form technical normative documents be enforced.

4.2. Detection Capability. In terms of laboratory testing, sev-
eral testing standards, including electronic transformers,
merging units, and digital energy meters, have been formu-
lated concerning traditional electric energy metering equip-
ment, and corresponding testing platforms have been
developed or established. Although imperfect, it can guaran-
tee the stable and reliable operation of the digital electric
energy metering system under reasonable operating condi-
tions. However, there are still deficiencies in an on-site
inspection. It has also been mentioned that there is a lack
of detection equipment and related technical specification
documents for the current on-site fault detection of digital

electric energy metering systems. For example, when there
is a fault that cannot be transmitted back to the electricity,
the cause of the defect cannot be determined, and the fault
point cannot be located. The most common fault in the sur-
vey is the failure to send power back. Due to the numerous
causes of such marks and the enormous scope involved, it
is challenging to locate the spot. In response to this problem,
related testing equipment should be developed. In Jiangsu,
the electric energy accumulated by the user’s intelligent
meters is collected by the local collection terminal. Then,
the electric energy is read by the remote server. Therefore,
the equipment that detects the power that cannot be
returned on-site should have the following functions:

(1) Simulate the local acquisition terminal to check
whether the communication function of the electric
energy meter is in good condition

(2) Simulate the remote server to check whether the func-
tion of the acquisition terminal is in good condition

(3) The simulated negative control center sends a meter
reading instruction to check whether the remote
server can be accessed commonly

4.3. Quantitative Traceability. For a digital energy metering
system to be used for trade settlement, value traceability is
one of the problems that must be solved. The value trace-
ability research related to digital energy metering includes
three aspects:

(1) High-precision digital energy metering algorithm

(2) A high-accuracy digital power source generation
method

(3) Traceability of digital quantities to analog quantities.
There have been many studies on the first two prob-
lems, and there is no recognized perfect solution for
the third

5. Electric Energy Metering System with
Intelligent Sensor Data

5.1. Electric Energy Metering System Model of Intelligent
Sensor Data. At present, there is no research on electric
energy metering system models based on intelligent sensor
data at home and abroad. For the sake of realizing the meter-
ing data’s standardization and ensuring the interoperability
and interchangeability of various devices in the metering
system, the following extensions are made on the premise
of analyzing the research function of the model about power
metering, demand calculating, freezing, incident report,
time-sharing, and segmented metering which can be clearly
shown in Figure 5.

(1) The extended model logic node MMTR is used for
forward and reverse active energy and four-
quadrant reactive energy and demand measurement
(MMTR for three-phase electric energy meters,
MMTN for single-phase electric energy meters).
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Under different conditions, such as electricity meter-
ing MMTR1 and demand metering MMTR2, they
are distinguished by Arabic numerals suffixes

(2) The original MMXU logic node is used for remote
measurement of voltage and current (MMXU for
three-phase watt-hour meter and MMXN for
single-phase watt-hour meter)

(3) Since metering has different limits for voltage loss,
phase loss, and current loss and protection measure-
ment and control alarm limits, new MTUV, MTOV,
MTUC, and MTOC are created to complete the mon-
itoring and alarm functions. Different alarms of the
same type of event alarms are designed with other
instances, respectively, such as undervoltage MTUV1
and undervoltage MTUV2; different models are dis-
tinguished by Arabic numeral suffixes

(4) Using the original logic node GGIO, there is no need
to set customized alarm events such as sampling
abnormality, watt-hour meter failure, power failure,
and voltage reverse phase sequence

(5) Using the original IARC recording, the program-
ming events, for example, the time zone timetable

programming, the demand cycle programming, the
energy meter clearing, the demand clearing, the
event clearing, the opening of the meter cover, and
opening the button box

(6) Create a new MTST logical node to save and record
the time zone period table

(7) Take rated voltage and current, active or reactive
combined status word, energetic energy pulse con-
stant, reactive energy pulse steady, and other energy
meter asset information as the extended data object
of the symbolic logical node LLN0

5.2. Characteristics of Electric Energy Metering System Based
on Intelligent Sensor Data

(1) With the design inspiration of simplifying the com-
munication network in the station, we adopt a tech-
nical solution that combines all-digital computing
systems and computing services with other special-
ties. The private communication network in the
measurement system station is merged into the pub-
lic communication network based on IEC 61850.
The measurement service shares data sources and
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Figure 5: Smart energy metering model.
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hardware resources with other majors which sim-
plifies the secondary system in the station and lays
a foundation for improving the intelligence level of
the measurement system

(2) According to the measurement business needs, the
measurement is subdivided into three categories:
assessment, settlement, and measurement points
that may be converted into settlement points. Differ-
ent metering points design various implementation
schemes and propose other technical conditions

(3) The IEC 61850 node and service model are estab-
lished for the new generation of intelligent substa-
tion metering and metering management. The IEC
61850 file service is used to realize the real-time
recording of a large number of frozen data and the
convenient transfer afterward and use of the IEC
61850 report. The service recognizes the real-time
operational reporting of abnormal events

6. Conclusion

According to the research in this paper, we can see that the
research and development of the digital electric energy
metering system should be based on the actual application,
supplemented by the feeling of use, and comprehensively
consider the system operation efficiency and business needs,
while meeting the subsequent expansion of the system.
Therefore, with the development of science and technology,
the following design principles should be followed in the
design process of the system in the future:

(1) Reliability. When the environment changes or exter-
nal virus attacks occur, the system needs to ensure
the stable output of its functions. Therefore, in the
design process, we should focus on the rigorous test-
ing of the underlying database and various func-
tional modules of the system. Automatic backup of
internal data is realized during operation to ensure
the safe and reliable operation of the system database
and the realization of required functions

(2) Expandability. Thoroughly consider the develop-
ment of computer hardware technology, new testing
projects, and new electric energy metering devices,
so the system should have good scalability and com-
patibility. It not only maximizes the utilization of
existing software and hardware equipment and net-
work resources but also can meet the construction
needs of future development

(3) Ease of use. To meet the user needs of the system
business as the central axis, the design of each func-
tional module should be people-oriented, show the
required content output concisely, and conform to
the user’s operating habits. The action and response
process of the system, the typesetting sequence of
information, the minimum eye movement distance,
and the simple user interface all need to be designed
from the user’s perspective

(4) Standardization. For the content of the digital simu-
lation module architecture, it is required to comply
with the standards issued by the relevant national
departments, applicable international regulations,
corresponding industry requirements, and the provi-
sions of pertinent power organizations to ensure the
accuracy and standardization of the system simula-
tion data. Distinguish the characteristics of metering
devices in different cities and counties. Conduct dig-
ital simulation modeling of electric energy metering
devices based on the principle of “unified standard,
unified platform, and unified implementation”
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In this article, the dynamics of the fuzzy fractional order enzyme Michaelis Menten model are investigated. To study problems
with uncertainty, fuzzy fractional technique is applied. Using fuzzy theory, the sequential iterations of the model are calculated
by applying fractional calculus theory and the homotopy perturbation method. A comparison is given for fractional and fuzzy
results, and the numerical findings validate the fuzzy fractional case. Using MATLAB software, the results are simulated for
various fractional orders, corresponding to the provided data. The simulations demonstrate the model’s appropriateness.

1. Introduction

When doing an unusual experiment, such as putting a frac-
tion into the sequence of differentiation, it is critical to
remain intrigued about the results, as this is how many
unique scientific studies are conducted. When venturing
into unknown territory, however, one should be prepared
to fore-go much of what is currently known and is taken
normal and obvious. The fractional integral and derivative
is not the only different-integral operators available; there
is still a vast universe of generalizing differentiation and inte-
gration with which we are both comfortable and secure, such
as chain and product laws. Another important attribute of
fractional derivatives is nonlocality [1–3]. If the result of cal-
culating the value of an integer-order derivative at a point is
dependent on that point, we call this property as locality.
With the fractional derivative, things are a little different.
When studying physical systems, the case where α = 0 is
common because the dependent variable is always time.
The fractional derivative is determined by the state of the
system, which includes all moments after the experiment
begins at t = 0. This nonlocality is one of the primary drivers
of interest in fractional calculus in applications. Memory

effects refer to a group of remarkable physical phenomena
in which the state is influenced not only by time and place,
but also by prior states. For example, consider a section of
an electric circuit whose resistance is based on the total
amount of charge that has gone through it over a set period
of time. Memory effects can be difficult to represent and ana-
lyze using conventional differential equations, but nonlocal-
ity provides a built-in capacity for fractional derivatives to
integrate memory effects. As a result, fractional calculus
could be a valuable tool for analyzing this type of system.

In mathematical modeling, memory is used to explain
the present by emphasizing what happened in the past. Pre-
vious experiences, for example, may indicate that, depending
on the type of disease, social distance or additional hygiene
practices are protective behaviors in the case of an infectious
disease being transmitted to people. Because the vaccination
has a long-lasting effect, it may also have a long-term mem-
ory effect. Fractional calculus is an excellent tool for under-
standing real-life phenomena involving the memory effect.
For example, we assume gðt, x0Þ as the solution of an auton-
omous ODE of first order, provided x0 at t = 0; hence, the
property gðt + s, x0Þ = gðt, gðs, x0ÞÞ is assured, which implies
that the results are unchanged by taking gðs, x0Þ as the initial
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condition as gðt, x0Þ belongs to results. As a result, for any
domain point, the solution is uniquely specified given an
initial value. This statement is not true for fractional
differential equations in general. Adjusting the order of a
classical model’s derivative such that it becomes noninteger
is one approach for a mathematical model to integrate the
memory effect.

Conventional mathematical optimization approaches for
reactive biological systems include equations containing
empirical or semiempirical expressions rather than the tradi-
tional mass-action law. By applying the memory effect, the
kinetics of such reactive systems can be accurately repre-
sented using fractional calculus, providing forms similar to
those given by the law of mass action. As a result, a great
mechanism for explaining the dynamical behavior of many
chemical and biological systems has been developed. Several
research papers have been published on the use of FDEs in
biological and chemical reactions. As a result, fractional
derivative focused models have a greater potential for
description accuracy. Theoretical advancements are also being
made in order to expand the application of this technology in
research and engineering. Hans-Jürgen [4] shows the validity
and possibilities of fractional calculus as a tool for modeling
dynamic systems in the field of process systems engineering.
They developed a fractional calculus-based model for the fer-
mentation problem and used experimental data to demonstrate
the model’s validity in biological reactions.

For examining the approximate solution of the Michaelis
Menten enzymatic reaction equation, Manal and Saad [5]
suggested an extension of the spectral homotopy analysis
method. They compared the accuracy and efficiency of
Runge-Kutta methods. He and Li [6] used the Laplace trans-
formation and Adomian decomposition approach to analyze
the semianalytical results of fractional time enzyme kinetics.

Further developments in the related areas can be seen
in [7–13].

2. Motivation

Many academics have given numerical, approximate
approaches and applications to handle this problem in gen-
eral, due to the difficulty that many researchers encounter in
obtaining accurate solutions to fractional differential equa-
tions [14–17]. The authors of [5] looked into spectrum
approaches in the context of fractal fractional differentiation.
However, it only included research that used the Mittag-
Leffler kernel. The significance of our research resides in
the fact that we give a fuzzy solution to the uncertainty chal-
lenge. One of the major benefits of the Caputo fractional
derivative is that it makes it possible to formulate the prob-
lem with conventional initial and boundary conditions. Its
derivative for a constant is also zero. We take the Michaelis
Menten differential equation system as

DtR1 tð Þ = −αR1R2 + βR3, ð1Þ

DtR2 tð Þ = −αR1R2 + β + γð ÞR3, ð2Þ
DtR3 tð Þ = αR1R2 β + γð ÞR3, ð3Þ

DtR4 tð Þ = γR3: ð4Þ
The description of the model is given in Table 1.

R1 tð Þ + R2 tð Þ tð Þ⇌R3 tð Þ⟶ R2 tð Þ + R4 tð Þ: ð5Þ

According to this illustration, a complex R3 is the result of
a process involving a substrate R1 and an enzyme R2. Finally,
the enzyme R2 converts a complex R3 into a product R4.

3. Contribution

For more than a century, the Michaelis Menten equation has
been used to predict the rate of product generation in enzy-
matic reactions. It specifically indicates that when substrate
concentration increases, the rate of an enzymatic reaction
increases, but greater unbinding of enzyme-substrate com-
plexes decreases the reaction rate. This is the first investiga-
tion of the fractional Michaelis Menten enzymatic process
using fuzzy approach. The fractional Michaelis Menten dif-
ferential equation system can be written as

Dζ
t R1 tð Þ = −αR1R2 + βR3, ð6Þ

Dζ
t R2 tð Þ = −αR1R2 + β + γð ÞR3, ð7Þ

Dζ
t R3 tð Þ = αR1R2 − β + γð ÞR3, ð8Þ

Dζ
t R4 tð Þ = γR3: ð9Þ

Introducing the fuzzy fractional parameters, the system
can be written as

Dζ
t F1kð Þ = −~αF1kF2k + ~βF3k, ð10Þ

Dζ
t F2kð Þ = −~αF1kF2k + ~β + ~γ

� �
F3k, ð11Þ

Dζ
t F3kð Þ = ~αF1kF2k − ~β + ~γ

� �
F3k, ð12Þ

Dζ
t F4kð Þ = ~γF3k, ð13Þ

with fuzzy initial conditions given by

F1
ˇ 0, pð Þ = F1ð 0, pð Þ, F1 0:pð ÞÁ, ð14Þ

F2
ˇ 0, pð Þ = F2ð 0, pð Þ, F2 0:pð ÞÁ, ð15Þ

F3
ˇ 0, pð Þ = F3ð 0, pð Þ, F3 0:pð ÞÁ, ð16Þ

F4
ˇ 0, pð Þ = F4ð 0, pð Þ, F4 0:pð ÞÁ: ð17Þ

The following is an overview of the article’s structure.
The definitions of the fractional calculus and fuzzy operators
are discussed in Section 2. In Section 3, we use the homotopy
perturbation approach with fuzzy initial conditions to gener-
ate successive iterations of the fractional Michaelis Menten
enzymatic reaction. The numerical results are presented in
Section 4. Finally, in Sections 5 and 6, we explain and
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examine the numerical results as well as make some final
observations.

4. Preliminaries

In this section, we provide the definitions which will be used
in the solution of the system [4, 18–20].

Definition 1. Let η : ℝ⟶ ½0, 1� be a fuzzy set. η is said to be
a fuzzy number if it satisfies the following properties:

(1) η is normal, i.e., ηðc0Þ = 1 for any c0 ∈ℝ

(2) η is semicontinuous onℝ, i.e., for all ε > 0, there exists
a δ > 0 such that jηðcÞ − ηðc0Þj < ε for jc − c0j < δ

(3) η is convex

(4) d1fc ∈ℝ ; ηðcÞ > 0g is compact

Definition 2. If η is a fuzzy number, for n ∈ ð0, 1� and c ∈ℝ,
the n-th level set defined on η is given by

η½ �n = c ∈ℝ : η að Þ ≥ nf g: ð18Þ

Definition 3. Let [ηðθÞ , ηðθÞ] for 0 ≤ θ ≤ 1 be the parametric
form of a fuzzy number η, satisfying the following
properties:

(1) ηðθÞ ,is left continuous, bounded, and increasing
over (0,1], and right continuous at 0

(2) ηðθÞ is right continuous, bounded, and decreasing
over [0,1], and right continuous at 0

(3) ηðθÞ ≤ ηðθÞ

Also, if ηðθÞ = ηðθÞ; then, θ is called a crisp number.

Definition 4. Let ξ be the continuous fuzzy function on ½0,
B� ⊆ R, further if ξ ∈ Cf ½0, B� ∩ Lf ½0, B�, where Cf ½0, B� is a
fuzzy continuous space and Lf ½0, B� is a fuzzy Lebesgue inte-
grable function such that ξ = ½ξnðtÞ, �ξnðtÞ� for 0 ≤ n ≤ 1 and
t ∈ ð0, BÞ; then, the fuzzy fractional derivative is defined as

Dκξ t0ð Þ½ �n = Dκξn t0ð Þ,Dκ �ξn t0ð Þ
h i

, ð19Þ

Dκξn t0ð Þ = 1
Γ i − κð Þ
� � ðt

0
t − ςð Þi−κ−1 di

dςi

 !
ξn ςð Þdς

" #
t=t0

,

ð20Þ

Dκ �ξn t0ð Þ = 1
Γ i − κð Þ
� � ðt

0
t − ςð Þi−κ−1 di

dςi

 !
�ξn ςð Þdς

" #
t=t0

:

ð21Þ
Definition 5. Let ξ be the continuous fuzzy function on ½0,
B� ⊆ R, further if ξ ∈ Cf ½0, B� ∩ Lf ½0, B�, the Laplace trans-
form of fuzzy fractional model derivative in Caputo sense
is given as

L Dκξ tð Þn
Â Ã

= skL ξ tð Þ½ � − sk−1 ξ 0ð Þ½ �: ð22Þ

Definition 6. We can construct a homotopy vðr, PÞ: Ω × ½0, 1�
⟶ R

H v, Pð Þ = 1 − Pð Þ L vð Þ − L v0ð Þ½ � + q L vð Þ +N vð Þ − f rð Þ½ � = 0,
ð23Þ

where L is the linear part,N is the nonlinear part, and r ∈Ω and
P ∈ ½0, 1� are the embedding parameter.

4.1. HPM for Fuzzy Fractional Model.

1 − Pð Þ Dθ
t L~U −Dθ

t L~U0
h i

+ P Dθ
t L~U +Dθ

t N ~U + ef rð Þ
h i

= 0,

ð24Þ

Here, we will apply the HPM to the considered model

1 − Pð Þ Dθ
t R1 tð Þ −Dθ

t R10 tð Þ
h i

+ P Dθ
t R1 tð Þ + ~αR1R2 + ~βR3

h i
= 0,

ð25Þ

1 − Pð Þ Dθ
t R2 tð Þ −Dθ

t R20 tð Þ
h i

+ P Dθ
t R2 tð Þ + ~αR1R2 + ~β + ~γ

� �
R3

h i
= 0,

ð26Þ

1 − Pð Þ Dθ
t R3 tð Þ −Dθ

t R30 tð Þ
h i

+ P Dθ
t R3 tð Þ − ~αR1R2 − ~β + ~γ

� �
R3

h i
= 0,

ð27Þ

1 − Pð Þ Dθ
t R4 tð Þ −Dθ

t R40 tð Þ
h i

+ P Dθ
t R4 tð Þ − eγR3

h i
= 0:

ð28Þ
If P = 0, we get

Dθ
t R1 tð Þ −Dθ

t R10 tð Þ = 0, ð29Þ

Dθ
t R2 tð Þ −Dθ

t R20 tð Þ = 0, ð30Þ

Dθ
t R3 tð Þ −Dθ

t R30 tð Þ = 0, ð31Þ

Dθ
t R4 tð Þ −Dθ

t R40 tð Þ = 0: ð32Þ

Table 1: Parameters’ values.

Parameters Interpretation

R1 tð Þ Concentration of substrate

R2 tð Þ Concentration of enzyme

R3 tð Þ Concentration of the resulting complex

R4 tð Þ Concentration of resulting product

α, β, γ Rate of reaction
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We define following sums,

~R1 tð Þ = 〠
∞

n=0
Pn~R1n , ð33Þ

~R2 tð Þ = 〠
∞

n=0
Pn~R2n tð Þ, ð34Þ

~R3 tð Þ = 〠
∞

n=0
Pn~R3n tð Þ, ð35Þ

~R4 tð Þ = 〠
∞

n=0
Pn~R4n tð Þ: ð36Þ

Similarly,

R10 tð Þ = R1 0, ϑð Þ, �R10 tð Þ = �R1 0, ϑð Þ, ð37Þ

R20 tð Þ = R2 0, ϑð Þ, �R20 tð Þ = �R2 0, ϑð Þ, ð38Þ
R30 tð Þ = R3 0, ϑð Þ, �R30 tð Þ = �R3 0, ϑð Þ, ð39Þ
R40 tð Þ = R4 0, ϑð Þ, �R40 tð Þ = �R4 0, ϑð Þ: ð40Þ

Eventually, we get the following calculations

R1n tð Þ = R10 tð Þ + R11 tð Þ + R12 tð Þ+⋯, ð41Þ

�R1n tð Þ = �R10 tð Þ + �R11 tð Þ = �R12 tð Þ+⋯, ð42Þ
R2n tð Þ = R20 tð Þ + R21 tð Þ + R22 tð Þ+⋯, ð43Þ
�R2n tð Þ = �R20 tð Þ + �R21 tð Þ = �R22 tð Þ+⋯, ð44Þ
R3n tð Þ = R30 tð Þ + R31 tð Þ + R32 tð Þ+⋯, ð45Þ
�R3n tð Þ = �R30 tð Þ + �R31 tð Þ = �R32 tð Þ+⋯, ð46Þ
R4n tð Þ = R40 tð Þ + R41 tð Þ + R42 tð Þ+⋯, ð47Þ
�R4n tð Þ = �R40 tð Þ + �R41 tð Þ = �R42 tð Þ+⋯, ð48Þ

with following conditions,

~R1 0, ϑð Þ = 2ϑ − 1, 1 − 2ϑð Þ, ð49Þ

~R2 0, ϑð Þ = 2ϑ − 1, 1 − 2ϑð Þ, ð50Þ
~R3 0, ϑð Þ = 2ϑ − 1, 1 − 2ϑð Þ, ð51Þ
~R4 0, ϑð Þ = 2ϑ − 1, 1 − 2ϑð Þ: ð52Þ

Followed by iterations calculated as

R10 t, ϑð Þ = 2ϑ − 1ð Þ, �R10 t, ϑð Þ = 1 − 2ϑð Þ, ð53Þ

R20 t, ϑð Þ = 2ϑ − 1ð Þ, �R20 t, ϑð Þ = 1 − 2ϑð Þ, ð54Þ
R30 t, ϑð Þ = 2ϑ − 1ð Þ, �R30 t, ϑð Þ = 1 − 2ϑð Þ, ð55Þ

R40 t, ϑð Þ = 2ϑ − 1ð Þ, �R40 t, ϑð Þ = 1 − 2ϑð Þ: ð56Þ
Second term of solution is calculated as

R11 t, ϑð Þ = −~α 2ϑ − 1ð Þ2 + 2ϑ − 1ð ÞÈ É tθ

Γ θ + 1ð Þ , ð57Þ

�R11 t, ϑð Þ = −~α 1 − 2ϑð Þ2 + 1 − 2ϑð ÞÈ É tθ

Γ θ + 1ð Þ , ð58Þ

R21 t, ϑð Þ = ~α 2ϑ − 1ð Þ2 − ~β 2ϑ − 1ð Þ
n o tθ

Γ θ + 1ð Þ , ð59Þ

�R21 t, ϑð Þ = ~α 1 − 2ϑð Þ2 − ~β 1 − 2ϑð Þ
n o tθ

Γ θ + 1ð Þ , ð60Þ

R31 t, ϑð Þ = ~α 2ϑ − 1ð Þ2 − ~β + ~γ
� �

2ϑ − 1ð Þ
n o tθ

Γ θ + 1ð Þ ,

ð61Þ

�R31 t, ϑð Þ = ~α 1 − 2ϑð Þ2 − ~β + ~γ
� �

1 − 2ϑð Þ
n o tθ

Γ θ + 1ð Þ ,

ð62Þ
R41 t, ϑð Þ = ~γ 2ϑ − 1ð Þ, ð63Þ
�R41 t, ϑð Þ = ~γ 1 − 2ϑð Þ: ð64Þ
Applying the same process, we can find the higher terms

as follows

R12 t, ϑð Þ = −~α 2ϑ − 1ð Þ2 + 2ϑ − 1ð ÞÈ É
2ϑ − 1g

� ��
− ~α 2ϑ − 1ð Þ2 + ~β 2ϑ − 1ð Þ
n o

2ϑ − 1ð Þ
oh i

+ −~α 2ϑ − 1ð Þ2 + ~β + ~γ
� �

2ϑ − 1ð Þ
n o

2ϑ − 1ð Þ
o�� �

t2θ

Γ 2θ + 1ð Þ ,

ð65Þ

�R21 t, ϑð Þ = −~α 1 − 2ϑð Þ2 + 1 − 2ϑð ÞÈ É
1 − 2ϑð ÞgÂ Ã�

− ~α 1 − 2ϑð Þ2 + ~β cð Þ
n o

1 − 2ϑð Þg
h i

+ −~α 1 − 2ϑð Þ2 + ~β + ~γ
� �

1 − 2ϑð Þ
n o

1 − 2ϑð Þ
�� ��

t2θ

Γ 2θ + 1ð Þ ,

ð66Þ

R22 t, ϑð Þ = − ~α ~α 2ϑ − 1ð Þ3 + ~α 2ϑ − 1ð Þ3 − ~β 2ϑ − 1ð Þ2
h innh�

− ~β 2ϑ − 1ð Þ
o
+ ~β ~α 2ϑ − 1ð Þ2 − ~β + ~γ 2ϑ − 1ð Þ
h ioi� t2θ

Γ 2θ + 1ð Þ ,

ð67Þ
�R22 t, ϑð Þ = − ~α ~α 1 − 2ϑð Þ3 + ~α 1 − 2ϑð Þ3 − ~β 1 − 2ϑð Þ2

h innh�
− ~β 1 − 2ϑð Þ

o
+ ~β ~α 1 − 2ϑð Þ2 − ~β + ~γ 1 − 2ϑð Þ
h ioi� t2θ

Γ 2θ + 1ð Þ ,

ð68Þ
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R32 t, ϑð Þ = ~α ~α 2ϑ − 1ð Þ3 + ~α 2ϑ − 1ð Þ3 − ~β 2ϑ − 1ð Þ2
h i

− ~β 2ϑ − 1ð Þ
n onh�

+ ~β ~α 2ϑ − 1ð Þ2 − ~β + ~γ 2ϑ − 1ð Þ
h ioi� t2θ

Γ 2θ + 1ð Þ ,

ð69Þ

�R32 t, ϑð Þ = ~α ~α 1 − 2ϑð Þ3 + ~α 1 − 2ϑð Þ3 − ~β 1 − 2ϑð Þ2
h i

− ~β 1 − 2ϑð Þ
n onh�

+ ~β ~α 1 − 2ϑð Þ2 − ~β + ~γ 1 − 2ϑð Þ
h ioi� t2θ

Γ 2θ + 1ð Þ ,

ð70Þ
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Figure 1: Fractional dynamics of reactants R1 in the enzymatic reaction.
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Figure 2: Fractional dynamics of reactants R2 in the enzymatic reaction.
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R42 t, ϑð Þ = ~β ~α 2ϑ − 1ð Þ2 − ~β + ~γ 2ϑ − 1ð Þ
n oh i t2θ

Γ 2θ + 1ð Þ ,

ð71Þ

�R42 t, ϑð Þ = ~β ~α 1 − 2ϑð Þ2 − ~β + ~γ 1 − 2ϑð Þ
n oh i t2θ

Γ 2θ + 1ð Þ :

ð72Þ

5. Numerical Results

Now we analyze the dynamics of a substrate’s concentration,
the enzyme’s concentration, the concentration of the

resulting complex, and the concentration of the resulting
product in terms of fractional operators using the Homo-
topy perturbation method solution of fractional order. In
Figures 1–4, we evaluated by comparing fuzzy and normal
approximate solutions for the problem under discussion at
various fractional orders against the observed uncertainty.
The figures show that fuzzy logic, when combined with
fractional calculus, provides global dynamics to nonlinear
problems with uncertain data. Given that stochastic and
random parameters are far more harder to resolve, and that
uncertainty may lead to increases in estimation costs,
modeling such physical problems using fuzzy notions is
the right approach.
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Fuzzy solution at 𝜃 = 0.96

Figure 3: Fractional dynamics of reactants R3 in the enzymatic reaction.
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Figure 4: Fractional dynamics of reactants R4 in the enzymatic reaction.
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The values of R1 first increases and then decreases dras-
tically with a decrease in the fractional parameter θ.

The values of R2 first increases at a slower rate and then
increases exponentially with an increase in the fractional
parameter θ:

The values of R3 first decrease at a slower rate and then
decrease exponentially with an increase in the fractional
parameter θ.

The values of R4 increase exponentially with a decrease
in the fractional parameter θ.

6. Conclusion

Many academics have given numerical, approximate
approaches and applications to handle Michaelis Menten
enzymatic reaction model in general, due to the difficulty
that appeared in obtaining accurate solutions to fractional
differential equations. For examining the approximate solu-
tion of the Michaelis Menten enzymatic reaction equation,
extension of the spectral homotopy analysis method,
Runge-Kutta method, Laplace transformation, and Adomian
decomposition approach has been used by researchers. We
have developed a proper strategy for obtaining an approxi-
mate solution for the suggested model using the fuzzy theory
and Homotopy perturbation method. To demonstrate the
effectiveness of this strategy, we compared fuzzy and normal
solutions up to three iterations. We discovered that fuzzy
theory combined with fractional calculus technique yielded
outstanding dynamics of Michaelis Menten enzymatic reac-
tion model in instances where data uncertainty exists. By
substituting classical differential derivatives with fractional
derivatives based on fuzzy theory, we have suggested the
new approach to Michaelis Menten enzymatic reaction
model. The sequential iterations were built using fractional
calculus theory and homotopy perturbation method in fuzzy
sense. The numerical findings validated the fuzzy fractional
case when compared to fractional order results.

7. Future Recommendations

As a result, developing various approaches known in the
sense of fuzzy fractional differentials remains a future aim
for us and many other scholars [21–25]. Finally, using the
homotopy perturbation approach, the impacts of a wide
range of fuzzy theory values and fractional order on the
dynamics of fractional enzymatic reactions were examined.
We propose that in future work, we concentrate on expand-
ing this study with the help of other special functions and
the use of two-scale fractal dimension. In addition, we can
get additional results by using the modified homotopy per-
turbation method and He’s fractal derivative.
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With the continuous development of society and the increasingly fierce competition among enterprises, it is necessary to analyze
the production and operation conditions of enterprises in a timely and effective manner. In the context of the development of
information technology, many companies analyze financial data, and corporate financial analysis indicators are the analysis of
various report data of the company’s operations, which can effectively reflect the company’s debt repayment, operation, profit,
and development capabilities. Enterprises can judge the operation status of the enterprise and make strategic changes in time
according to the indicators of enterprise financial analysis. However, due to the large amount of operational data of enterprises
and different relationships among different types of data, the analysis of enterprise financial data is not accurate enough when
using traditional enterprise financial analysis indicators for analysis. This paper established an engineering scientific model
through fuzzy sets and improved the data analysis ability of enterprise financial analysis indicators in enterprises by means of
fuzzy analysis. By comparing the enterprise financial analysis indicators of the engineering science model based on fuzzy sets
and the traditional enterprise financial analysis indicators, the experimental results showed that the average financial
information analysis accuracy of the enterprise financial analysis index based on the engineering science model based on fuzzy
sets and the traditional enterprise financial analysis index are 84% and 74%, respectively. Therefore, applying the engineering
science model based on fuzzy sets to the corporate financial analysis indicators can effectively improve the accuracy of financial
information analysis.

1. Introduction

The financial status of an enterprise is an important part of
enterprise management. During the normal operation of
the enterprise, a large amount of enterprise operation data
would be generated, which records the operation status
and economic situation of the enterprise. However, enter-
prises do not fully apply these operational data, and most
of the data are abandoned and eventually disappear. With
the continuous development of information technology,
people use information data more and more frequently,
and various information analysis techniques are applied in
various fields. By establishing a data warehouse for enter-
prise operation data and realizing data transformation, it
can obtain analytical indicators for evaluating enterprise
finance. Enterprise financial analysis indicators directly
reflect the operating status of the enterprise and evaluate

the financial status, operating status, and profitability of
the enterprise by analyzing the data in the financial state-
ments of the enterprise. The enterprise financial analysis
index is a common and effective enterprise evaluation
method, which can adjust the operating status of the enter-
prise in time through the analyzed data to maximize the
economic benefits of the enterprise. However, the tradi-
tional enterprise financial analysis index analysis is not
accurate enough, and the comprehensive analysis ability
of various types of data is not good enough. How to
improve the accuracy of the analysis of enterprise financial
indicators is very important. However, enterprise financial
indicators have fuzzy attributes, so it is necessary to build
an engineering scientific model through fuzzy sets for anal-
ysis. The use of fuzzy sets to build an engineering scientific
model can improve the analysis accuracy of enterprise
financial analysis indicators, hereby improving the accuracy
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of the enterprise’s grasp of business data. Therefore, this
paper has research significance.

The operation status of the enterprise is hidden in the
various report data of the enterprise, and many people have
studied the financial analysis indicators of the enterprise.
Among them, Abutaber et al. effectively analyzed the annual
operation status of the enterprise through data analysis of
the annual financial statements of enterprise transactions
[1]. Law and Yuen used enterprise financial analysis indica-
tors to study the profitability indicators, financial liabilities,
and operating performance of the enterprise to adjust the
economic weight of the enterprise in time, so that the capital
operation of the enterprise is more timely and effective and
enterprises can make correct decisions according to financial
information data, thus effectively improving the business
performance of enterprises [2]. The research of Muhmad
showed that the use of enterprise financial analysis indica-
tors can effectively analyze the financial status and operat-
ing results of the enterprise and can effectively find the
weak links in the production and operation of the enter-
prise [3]. Prasetya et al. conducted a detailed analysis of
the corporate financial information of Polish companies
and made the company clear about its own development
status by analyzing its profitability, corporate reputation,
and corporate development scale [4]. The analysis of enter-
prise financial analysis indicators can enable enterprises to
fully understand their own operating conditions, but the
analysis of data by enterprise financial analysis indicators
is not accurate enough.

Fuzzy sets have excellent data analysis capabilities, and
many researchers have applied engineering science models
based on fuzzy sets to corporate financial analysis indicators.
Among them, Sun used fuzzy mathematics to comprehen-
sively analyze the financial data of the enterprise, which
improved the analysis of the solvency of the enterprise [5].
Docekalova et al. built an engineering scientific model
through fuzzy sets to analyze the financial statement data
of the enterprise, which effectively improved the manage-
ment ability of the enterprise [6]. Ruzakova proposed a fuzzy
set modeling method to analyze the financial status of enter-
prises, which improved the ability to analyze the financial
data of enterprises [7]. The research of Muhacheva indicated
that the financial status of an enterprise can be effectively
analyzed by establishing an engineering mathematical model
of fuzzy sets, and the operational capability of an enterprise
can be accurately judged through the financial analysis indi-
cators of the enterprise [8]. The engineering mathematical
model based on fuzzy sets can be applied to the financial
analysis indicators of enterprises to accurately analyze the
financial status and operating results of enterprises, but it
lacks the comparison with traditional financial analysis indi-
cators of enterprises.

Fuzzy sets are often used to solve multidata analysis
problems. They are used to construct engineering scientific
models and systematically analyze the financial data of
enterprises [9, 10]. The innovation of this paper is as follows:
the engineering mathematical model of fuzzy sets is used to
study the financial analysis indexes of enterprises, and the
analytic hierarchy process (AHP) is used to analyze the fac-

tors that affect the financial analysis results of enterprises.
Comparing and analyzing the enterprise financial analysis
indexes of the engineering science model based on fuzzy sets
and traditional enterprise financial analysis indexes, the
enterprise financial analysis indexes based on the engineer-
ing science model of fuzzy sets can effectively improve the
management ability of enterprises.

2. Methods of Business Financial Evaluation

As the main participants in market economic activities and
the direct undertaker of social production and circulation,
enterprises maintain sustainable operations. The purpose
of sustainable management of enterprises is to keep the
profit growth of enterprises for a long time, adapt to the
changes of the time environment, and make them prosper-
ous for a long time. In the process of production and devel-
opment, enterprises must generate a series of added values.
The development of the entire market economy is closely
related to the production and operation of enterprises [11,
12]. For example, enterprises create jobs, pay taxes, invest
in public welfare projects, etc. Therefore, in order to assess
the comprehensive management level of an enterprise, dis-
cover the weak links in its production and operation activi-
ties, analyze its causes, and then propose effective
improvement measures, it becomes necessary to establish a
complete set of comprehensive financial indicators system.

Enterprises would generate a large amount of data in the
production process. These data describing the operation sta-
tus of the enterprise play a key role in the management and
decision-making of the enterprise. Corporate financial anal-
ysis is to describe the data generated by corporate finance
and provides visual financial information for corporate
managers. The process of corporate financial analysis is
shown in Figure 1.

In Figure 1, the process of enterprise financial analysis is
described. Through enterprise financial analysis, enterprise
managers can analyze the financial information of the enter-
prise intuitively, effectively analyze the operating conditions
of the enterprise, and make reasonable enterprise manage-
ment decisions.

2.1. Corporate Financial Evaluation Indicators. The enter-
prise financial analysis index is the evaluation of the analysis
of various financial information of the enterprise. The enter-
prise financial index is comprehensive, and the enterprise
manager can accurately know the business operation status
of the enterprise through the enterprise financial analysis
index [13, 14]. Corporate financial analysis indicators are
generally divided into four parts, namely, corporate debt
repayment indicators, corporate operation indicators, corpo-
rate profit indicators, and corporate development indicators.
The structural model of corporate financial analysis indica-
tors is shown in Figure 2.

In Figure 2, the importance of corporate financial analy-
sis indicators and the main manifestations of corporate
financial analysis indicators are described. Enterprise man-
agers can improve the efficiency of enterprise production
and development through the analysis of various indicators.
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Corporate debt repayment index: corporate debt repay-
ment index analyzes and evaluates a company’s solvency. It
also provides information on corporate debt levels, the
impact of debt management, and the efficiency of long-
term and short-term debt [15].

Business operation indicators: business operation indica-
tors show the effectiveness and efficiency of asset use and
production. The profitability of a company depends to a
large extent on the efficiency of its asset operation, which
is also the main guarantee that it can repay its debts on time.
The modification of the company’s asset structure and the
decision-making of creditors benefit from the analysis of this
indicator.

Corporate profitability metrics: corporate profitability
metrics measure a company’s ability to generate profits
and realize capital gains. Because it is a relative measure,
the profitability of a business cannot be determined solely
by its profit margin. Therefore, the profit margin indicator
is mainly used to analyze the profitability of a business.

Enterprise development indicators: enterprise develop-
ment indicators assess the ability of enterprises to transform
resources and enhance overall value while pursuing self-
sufficiency and sustainable development [16].

Through the accounting and analysis of the financial
statement data of the enterprise, the development direction
and strategic investment of the enterprise can be compre-
hensively evaluated, and the operation mode of the enter-
prise can be adjusted in time through the enterprise
financial analysis to maximize the economic benefit of the
enterprise.

The company’s statement data is incomplete, and the
accounting statement data mainly reflects the historical cost
of asset acquisition, but cannot reflect the current cost or
realizable value, and has no significant reference value for
the company’s future decision-making. These are the limita-
tions of corporate financial analysis indicators.

Enterprise financial analysis indicators play an important
role in analyzing the operating conditions of enterprises.

Corporate fnancial analysis

Business management decisions

Visualization of fnancial information

Business status

Business manager

Figure 1: Process diagram of enterprise financial analysis.

Corporate fnancial
analysis indicators

Corporate debt repayment
indicator

Enterprise operation indicators

Corporate proftability indicator

Enterprise development indicators

Figure 2: Structure model diagram of corporate financial analysis indicators.
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Enterprise managers need to strengthen the use of enterprise
financial analysis indicators in order to improve business per-
formance [17].

2.2. Engineering Science Model Based on Fuzzy Sets. Fuzzy
set is a collection used to express and analyze fuzzy concepts.
The attributes of things are divided into two types. One is
concrete and the other is vague [18, 19]. In corporate
finance, many financial attributes are ambiguous, and no
unilateral attributes can be expressed. For example, corpo-
rate operating risks include many aspects.

Engineering science models based on fuzzy sets can
effectively analyze model problems and are widely used in
financial analysis, scientific computing, and multivariate
problems and can effectively and accurately analyze corpo-
rate financial analysis indicators [20].

Enterprise financial analysis is affected by many factors.
Fuzzy set-based engineering science model realizes quantita-
tive analysis of enterprise financial analysis indicators
through fuzzy mathematics. The process of enterprise finan-
cial analysis based on the engineering science model of a
fuzzy set is shown in Figure 3.

In Figure 3, the process of enterprise financial analysis
based on the engineering science model of fuzzy sets is
described, including the collection and classification of
financial statement data, building a comment set, the con-
struction of a fuzzy matrix, and the weight of analysis indi-
cators. Among them, the data sources of enterprise
financial analysis and various financial statements of enter-
prises are classified into assets, liabilities, cash flows, and
other data, and a comment set is constructed to analyze
the indicators that affect enterprise financial analysis.

The comment set is a set of judgments on the results of
the financial analysis of the enterprise. If there are n com-
ments in the comment set, it can be expressed as

A = a1, a2,⋯,anf g: ð1Þ

In Formula (1), an represents the nth comment in the
comment set.

Assuming that there are m financial analysis indicators
of the enterprise, then the financial analysis indicators of
the enterprise can be expressed as

B = b1, b2,⋯,bmf g: ð2Þ

The membership relationship between the enterprise
financial analysis indicators and the comments is con-
structed, and the membership degree of the jth index to
the ith comment is kij, and then the membership relation-
ship of the ith index in the index set to all comments is
expressed as

kj = kj1, kj2,⋯,kjn
À Á

: ð3Þ

Constructing a fuzzy matrix for all indicators, the result is

K =

k1

k2

⋯

km

2

666664

3

777775
=

k11 k12 ⋯ k1n

k21 k22 ⋯ k2n

⋯ ⋯ ⋯ ⋯

km1 km2 ⋯ kmn

2

666664

3

777775
: ð4Þ

Assuming that the weight of the corporate financial analy-
sis indicator isW, then the weight is expressed as

W = w1,w2,⋯,wmf g: ð5Þ

The weights of corporate financial analysis indicators
should have the following relationships:

w1 +w2+⋯+wm = 1: ð6Þ

Corporate fnancial
analysis Financial statement data Data classifcation

Build a review set

Build fuzzy matrix

Analyzing indicator
weights

Figure 3: Flow chart of engineering science model based on fuzzy set.
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Using the weights and fuzzy matrix of corporate financial
analysis indicators, the impact of each indicator on corporate
finance can be analyzed.

Y =W•K = y1, y2,⋯,ymð Þ: ð7Þ

In Formula (6), ym represents the enterprise financial anal-
ysis result of the mth index.

Therefore, as long as the weights of the corporate finan-
cial analysis indicators are analyzed, the corporate financial
analysis results of each indicator can be calculated through
the engineering scientific model based on fuzzy sets [21,
22]. In this paper, the analytic hierarchy process is used to
analyze the weights of the enterprise financial analysis
indicators.

2.3. Analytic Hierarchy Process. The analytic hierarchy pro-
cess (AHP) is a combination of qualitative and quantitative
analysis methods, which can effectively determine the weight
of corporate financial analysis indicators. It divides the prob-
lem of enterprise financial analysis into three layers for anal-
ysis [23]. The structure of AHP is shown in Figure 4.

In Figure 4, the structure of the AHP is described. From
top to bottom are the target layer, the criterion layer, and the
indicator layer, focusing on the analysis of the weights
between the financial analysis indicators of each enterprise.

From the engineering science model based on fuzzy sets,
it is concluded that the enterprise financial analysis index is
B = fb1, b2,⋯,bmg, and the impact of the enterprise financial
analysis index on the enterprise financial analysis is C = fc1,
c2,⋯,cmg. Assuming that the influence of any two indicators
is cr, ct , of which r, t ∈ f1, 2,⋯,mg, the ratio of the impact of
any two indicators on the financial analysis of the enterprise
can be expressed as

Crt =
Cr

Ct
: ð8Þ

In Formula (8), Crt represents the ratio of the influence of
the rth index to the tth index on the financial analysis of the
enterprise.

Conversely, the ratio of the tth index to the rth index’s
impact on the financial analysis of the enterprise can be
expressed as

Ctr =
Ct

Cr
: ð9Þ

All the indicators in B = fb1, b2,⋯,bmg are compared to
the impact of enterprise financial analysis, and the results
of the comparison are formed into a judgment matrix.

C =

1 c12 ⋯ c1m

c21 1 ⋯ c2m

⋮ ⋮ ⋱ ⋮

cm1 cm2 ⋯ 1

2

666664

3

777775
: ð10Þ

In Formula (10), each column of the judgment matrix
represents the relative influence of each indicator.

The column vector of the judgment matrix is normalized
to obtain

�crt =
crt

∑m
k=1ckt

: ð11Þ

The normalized results of the column vectors are added
to obtain

�Er = 〠
m

t=1
�crt: ð12Þ

Te frst foor

Te second foor

Te third foor

Target

Criterion 1 Criterion 2 Criterion 3

Indicator 1 Indicator 2 Indicator 3

Figure 4: AHP structure diagram.
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�E = ½�e1,�e2,�e3,⋯,�em�T is normalized to get

Er =
�E

∑m
t=1�Et

ð13Þ

By normalizing the judgment matrix, the maximum
eigenvalue of the judgment matrix is calculated.

smax = 〠
m

r=1

CEð Þr
mEr

: ð14Þ

In Formula (14), smax represents the largest eigenvalue of
the judgment matrix C.

The consistency index of the judgment matrix is
obtained.

Q = Smax −m
m − 1 : ð15Þ

Then, the consistency ratio is expressed as

U = Q
G
: ð16Þ

In Formula (16), U is the consistency ratio, and G repre-
sents the high-order average consistency index.

When U < 0:1, it indicates that the judgment matrix can
be used to analyze the index weight, and when U > 0:1, it
indicates that the judgment matrix is not standard and needs
to be modified [24].

Using the judgment matrix, the weight of each indicator
is calculated, which is expressed as

wr =
C1r + C2r+⋯+Cmr

m
: ð17Þ

In Formula (17), M represents the number of financial
analysis indicators of the enterprise.

3. Experiments in Corporate
Financial Evaluation

3.1. Enterprise Financial Evaluation Indicator Data. The
enterprise financial analysis index reflects the operation sta-
tus of the enterprise. In order to effectively analyze the com-
prehensive enterprise financial analysis index, this paper
would conduct a questionnaire survey on 200 enterprise
managers and 300 enterprise financial personnel. It mainly
investigates the corporate financial analysis indicators con-
sidered by those who are in close contact with corporate
financial analysis. The results of the questionnaire survey
on corporate financial analysis indicators are shown in
Table 1.

In Table 1, a total of 6 types of corporate financial anal-
ysis indicators are counted, of which the corporate manage-
ment capability index accounts for the highest proportion,
accounting for 19%, and the company’s core competitive-
ness index accounts for the least proportion of 14%. Since

the proportion of the number of people occupied by the
abovementioned six indicators is not much different, it is
necessary to further analyze the weight of the impact of each
indicator on the financial analysis of enterprises.

The hierarchical structure is constructed by the analytic
hierarchy process, and the weights of the indicators of the
second layer are analyzed. The hierarchical structure con-
structed by the enterprise financial analysis is shown in
Table 2.

In Table 2, the hierarchical structure that affects the
effect of enterprise financial analysis is analyzed, and the cri-
terion layer is divided into three categories, namely, enter-
prise operation, enterprise competition, and financial
information analysis. Among them, the maximum weight
of the standard layer occupied by enterprise operation is
75%, while the weight of the standard layer occupied by
enterprise competition is at least 3%.

The judgment matrix is used to analyze the weights of
the index layers in Table 2, and the weight analysis results
of each index are shown in Table 3.

In Table 3, using the judgment matrix to count the
weight results of the six indicators, the weight of the enter-
prise management ability index is the highest at 26%,
followed by the enterprise profitability index, the accuracy
index of financial analysis accounts for 22%. Because the
weights of the enterprise development capability index and
the enterprise’s core competitiveness index are too small
compared with other indicators, and they are 6% and 3%,
respectively, the experiment would not analyze the enter-
prise development capability index and the enterprise’s core
competitiveness index.

3.2. Experiment Design of Corporate Financial Evaluation
Indicators. In order to analyze the application of the engi-
neering science model based on fuzzy sets in the corporate
financial analysis indicators, this paper compares the enter-
prise financial analysis index based on the engineering sci-
ence model of fuzzy sets with the traditional enterprise
financial analysis index and observes the impact of the two
methods of enterprise financial analysis on the operation
effect of the enterprise.

Among them, the traditional enterprise financial analysis
indicators are still obtained by analyzing various report data,
while the enterprise financial analysis index based on the
engineering science model of fuzzy set conducts fuzzy

Table 1: Questionnaire survey result table.

Index
Number of people

(person)
Proportion

Corporate solvency 80 16%

Corporate profitability 90 18%

Enterprise management ability 95 19%

Financial information analysis
accuracy

80 16%

Enterprise development ability 85 17%

Enterprise’s core
competitiveness

70 14%
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analysis on different types of report data through fuzzy
mathematics and other methods and obtains a comprehen-
sive enterprise financial analysis index. In order to make
the comparison of the financial analysis indicators of the
two companies more obvious, the experiment would be set
for 5 months, and the data of the financial analysis indica-
tors of the two companies would be counted once every
month. Due to differences in financial analysis indicator data
for companies of different sizes, small and large companies
would be analyzed separately.

4. Results of Business Financial Evaluation

4.1. Corporate Solvency. Enterprise debt repayment is the
periodical repayment of debt. To analyze the influence of
two types of enterprise financial indicators on enterprise
debt repayment ability, the experiment selected 20 large
enterprises and 20 small enterprises as the research objects.
Among them, half use traditional enterprise financial analy-
sis indicators to analyze enterprises, and the other half use
enterprise financial analysis indicators based on fuzzy sets
of engineering science models to analyze enterprises.
Figure 5 shows the impact of two corporate financial indica-
tors on corporate solvency.

In Figure 5(a), the impact of two corporate financial
indicators on the solvency of small enterprises is described.
Among them, the solvency of enterprises under the tradi-
tional corporate financial indicators is gradually improving,
from 62% in the first month to 68% in the third month.
The solvency of the enterprise under the enterprise financial
analysis index based on the engineering science model of
fuzzy sets is also constantly improving, and the overall sol-
vency of the enterprise is better than that under the tradi-
tional enterprise financial index. In Figure 5(b), the impact
of two corporate financial indicators on the solvency of large

companies is described. The corporate solvency under tradi-
tional corporate financial indicators reaches a minimum of
66% in the first month and reaches a maximum of 72% in
the third month. The solvency of the enterprise under the
enterprise financial analysis index based on the engineering
science model of fuzzy sets reaches a minimum of 76% in
the first month and a maximum of 84% in the fifth month.
Therefore, applying the engineering science model based
on fuzzy sets to the financial analysis indicators of enter-
prises can effectively improve the solvency of enterprises.

4.2. Enterprise Profitability. The profitability of an enterprise
is also an important criterion for measuring the operating
effect of an enterprise. All the behaviors of an enterprise
are aimed at making profits. Comparing the enterprise
financial analysis indicators based on the engineering sci-
ence model of fuzzy sets and traditional enterprise financial
analysis indicators, the comparison results of enterprise
profitability under the two enterprise financial analysis indi-
cators are shown in Figure 6.

In Figure 6(a), the impact of two corporate financial
analysis indicators on the profitability of small enterprises
is described, in which the corporate profitability under the
traditional corporate financial indicators first decreased
and then increased, reaching a minimum of 48% in the
fourth month. However, the profitability of the enterprise
under the enterprise financial analysis index based on the
engineering science model of fuzzy sets is constantly
improving, reaching a maximum of 72% in the fifth month.
In Figure 6(b), it describes the impact of two corporate
financial analysis indicators on the profitability of large
enterprises. Among them, the corporate profitability under
the traditional corporate financial indicators reached a min-
imum of 62% in the fourth month and an average of 65.6%.
The profitability of the enterprise under the enterprise finan-
cial analysis index based on the engineering science model of
fuzzy sets is constantly improving, from 70% in the first
month to 78% in the fifth month. Therefore, the analysis
of enterprise finance through the engineering science model
based on fuzzy sets can effectively improve the profitability
of the enterprise.

4.3. Enterprise Management Ability. The management capa-
bility of an enterprise reflects the relationship between the
investment of the enterprise and the production of economic
benefits. Through the enterprise financial analysis index
based on the engineering science model of fuzzy sets and

Table 2: Hierarchical structure table of enterprise financial analysis.

Target layer Criterion layer Criterion layer weights Indicator layer

Corporate financial analysis

Business operation 75%

Corporate solvency

Corporate profitability

Enterprise management ability

Enterprise development ability

Business competition 3% Enterprise’s core competitiveness

Financial information analysis 22% Financial information analysis accuracy

Table 3: Weight analysis results of each indicator.

Serial number Indicator layer Weights

1 Corporate solvency 20%

2 Corporate profitability 23%

3 Enterprise management ability 26%

4 Enterprise development ability 6%

5 Enterprise’s core competitiveness 3%

6 Financial information analysis accuracy 22%
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the traditional enterprise financial index, the enterprise
management ability is compared. Because the enterprise’s
management ability cannot be reflected in a short time, the
comparison period of the two kinds of enterprise financial
indicators is set to 5 months. The enterprise management
ability under the two enterprise financial analysis indicators
is shown in Figure 7.

In Figure 7(a), the impact of the two corporate financial
analysis indicators on the management capabilities of small
enterprises is described. The corporate management capabil-
ities under the traditional corporate financial analysis indi-
cators reached a maximum of 72% in the fourth month,
and the average enterprise management capabilities were
67.6%. The enterprise management ability under the enter-
prise financial analysis index based on the engineering sci-
ence model of fuzzy sets was constantly improving,
reaching 78% in the fifth month, and the average enterprise
management ability was 75.6%. In Figure 7(b), the impact of
two corporate financial analysis indicators on the manage-
ment capacity of large enterprises was described, in which
the average enterprise management capacity of traditional
enterprise financial analysis indicators was 71.2%, while the

average enterprise management capability under the enter-
prise financial analysis index based on the engineering sci-
ence model of fuzzy sets was 81.8%. Therefore, the
application of the engineering science model based on fuzzy
sets in the enterprise financial analysis index can improve
the management ability of the enterprise.

4.4. Accuracy of Financial Information Evaluation. Enter-
prise financial analysis index is to analyze the data of various
financial statements of the enterprise and to judge the oper-
ation status of the enterprise by analyzing the financial infor-
mation. Then, the accuracy of the financial information
analysis of the enterprise is very important. The accuracy
of financial information analysis is compared between the
enterprise financial analysis index based on the engineering
science model of fuzzy sets and the traditional enterprise
financial analysis index. The comparison results of the accu-
racy of financial information analysis under the two corpo-
rate financial analysis indicators are shown in Figure 8.

In Figure 8, the comparison of the accuracy of financial
information analysis by two corporate financial analysis
indicators is described. The accuracy of financial
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Figure 5: Comparison results of corporate solvency.
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information analysis under the traditional corporate finan-
cial analysis indicators reached a minimum of 72% in the
first month and reached a maximum of 78% in the 3rd
month, and the average financial information analysis accu-
racy was 74%. The accuracy of financial information analysis
under the enterprise financial analysis index based on the
engineering science model of fuzzy sets reached a maximum
of 88% in the third month, and the average financial informa-
tion analysis accuracy was 84%. Therefore, the enterprise
financial analysis index based on the engineering science
model of fuzzy sets can more accurately analyze the financial
information.

5. Conclusions

The living environment of enterprises is getting worse and
worse, and enterprises must develop according to the correct
strategy so as not to be eliminated. However, financial anal-
ysis is to provide enterprises with data-based guidance pro-
grams to reflect the operation and development capabilities
of enterprises. This paper used the AHP to analyze the main

influencing factors that affect the financial analysis effect of
enterprises, which are the solvency of the enterprise, the
profitability of the enterprise, the management ability of
the enterprise, and the accuracy of financial information
analysis. The engineering science model based on fuzzy sets
was used to effectively analyze various financial data and
apply it to the enterprise financial analysis index and com-
pare it with the traditional enterprise financial analysis
index. The results showed that the application of the engi-
neering scientific model with fuzzy nature to the financial
analysis index of the enterprise can effectively improve the
debt repayment, profitability, and management ability of
the enterprise. Analyzing the financial status of an enterprise
is very important to the development of the enterprise. The
operation status of the enterprise was evaluated through
the financial analysis indicators of the enterprise, and a stra-
tegic policy was provided for the development of the enter-
prise. However, when comparing the enterprise financial
analysis index based on the engineering science model based
on fuzzy sets and the traditional enterprise financial analysis
index, this paper only analyzed the two types of objects:
small enterprises and large enterprises, and did not compare
and analyze medium-sized enterprises. The proportion of
medium-sized enterprises is very large, and small and
medium-sized enterprises occupy a large economic market,
so it is very important to analyze the financial analysis indi-
cators of medium-sized enterprises. Therefore, it would be
the direction of future research to expand the comparison
of two kinds of enterprise financial analysis indicators in
medium-sized enterprises.
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In this research, a novel approach called SMOTE-FRS is proposed for movement prediction and trading simulation of the Chinese
Stock Index 300 (CSI300) futures, which is the most crucial financial futures in the Chinese A-share market. First, the SMOTE-
(Synthetic Minority Oversampling Technique-) based method is employed to address the sample unbalance problem by
oversampling the minority class and undersampling the majority class of the futures price change. Then, the FRS- (fuzzy rough
set-) based method, as an efficient tool for analyzing complex and nonlinear information with high noise and uncertainty of
financial time series, is adopted for the price change multiclassification of the CSI300 futures. Next, based on the
multiclassification results of the futures price movement, a trading strategy is developed to execute a one-year simulated
trading for an out-of-sample test of the trained model. From the experimental results, it is found that the proposed method
averagely yielded an accumulated return of 6.36%, a F1-measure of 65.94%, and a hit ratio of 62.39% in the four testing
periods, indicating that the proposed method is more accurate and more profitable than the benchmarks. Therefore, the
proposed method could be applied by the market participants as an alternative prediction and trading system to forecast and
trade in the Chinese financial futures market.

1. Introduction

As a crucial part of the world financial markets, the Chinese
financial futures market could have a significant impact on
the global economy [1, 2]. Stock index futures, which are
efficient financial derivatives for hedging trading risk, have
become more and more popular among market participants,
and numerous scholars have conducted research on their
price predictions [3–7]. With the fast development of com-
munication technology, the ability of investors to capture
opportunities in the shorter term gradually increases [8].
Subsequently, there is an increasing number of individual
and institutional investors participating in High-Frequency
Trading (HFT), and many researchers have focused on the
studies of high-frequency price forecasting [9, 10]. However,
some scholars found that the traditional methods are diffi-
cult to achieve a satisfactory performance due to the nonlin-
ear and uncertain character of financial time series [11, 12].

In the last few decades, with the rapid development of
artificial intelligence (AI) technologies, machine learning-
based approaches have been widely applied to the analysis
of massive and nonlinear data in various applications, which
include the finance field [13–15]. Among them, the fuzzy set
and rough set are efficient tools for analyzing complex and
nonlinear information with high noise and uncertainty.
Thus, some researchers combined fuzzy set- and rough set-
based theories to solve relevant problems. For instance,
Dubois and Prade designed the fuzzy rough set-based
method by combining two theories [16, 17], and it has been
widely applied by many researchers. The complex and
nonlinear concept is approximated by the fuzzy rough lower
and upper approximation, and it allows the elements to be
recognizable from each other to some extent, rather than
being either discernible or not.

With the rapid development of technology, an increasing
number of investors prefer high-frequency trading [9, 10].
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However, the performance of a trading decision support
model will be affected by significant differences in the base
price of various stocks [18]. Therefore, their trading decision
support systems tend to forecast price movements as a trad-
ing signal for the trading strategies. Additionally, for solving
the multiclassification problem of financial price movement
prediction, the training samples of each class are usually
unbalanced, which could lead to biased prediction results
and unsatisfactory accuracy [19, 20]. Therefore, it is also
necessary to balance the sample labels of price direction
and magnitude for the CSI300 futures.

In this research, by integrating the SMOTE-based
oversampling method and fuzzy rough set (FRS), we pro-
pose a high-frequency price trend multiclassification and
simulation trading method for the CSI300 futures, which
is the most crucial financial futures in the Chinese A-
share market. The SMOTE-based method is adopted to
balance the label ratios, and the FRS is employed as the
base classifier for price movement prediction. Based on
the multiclassification prediction results, we also design a
trading strategy for simulation trading. The main contri-
butions of this study could be summed up as follows: (1)
by integration of SMOTE and FRS-based methods, a novel
price movement multiclassification and simulation trading
approach is developed for the CSI300 futures; (2) the
SMOTE-based method is applied in this study to deal with
the unbalanced samples, which effectively avoided biased
prediction results and improved the prediction accuracy;
and (3) a trading strategy based on the multiclassification
results is designed for enhancing the trading performance
of the proposed method.

The rest of this article is arranged as follows: Section 2
introduces the related works of this study. The background
of relevant methods is described in Section 3. In Section 4,
we provide an explanation of the proposed method in detail.
The experimental results are reported and discussed in
Section 5. In Section 6, we conclude this study and provide
several research directions.

2. Related Work

In the last two decades, machine learning-based methods
have been widely used as an efficient and remarkable clas-
sification and regression tool in the financial fields. For
instance, Lin et al. constructed a novel ensemble machine
learning method with six commonly used machine learn-
ing algorithms including SVM (Support Vector Machine),
RF (Random Forest), and KNN (K-Nearest Neighbor) to
predict the daily price movements of stocks in the Chinese
stock market. The experimental results show that the accu-
racy and profitability of their proposed method outper-
formed the traditional methods [21]. Kamalov proposed
a Neural Network- (NN-) based method for significant
change prediction in stock price, and the experimental
results show that the proposed method obtained the best
accuracy [22]. Yu and Yan developed a stock price predic-
tion model based on a deep learning- (DL-) based algo-
rithm, and they concluded that their proposed method
produced a larger prediction accuracy than traditional

models [23]. However, those methods not only require a
large amount of complete data but also need preprocessing
prior to the model training.

The fuzzy set and rough set, as efficient tools in
machine learning algorithms for analyzing complex and
nonlinear information with high noise and uncertainty,
have been widely applied in the financial fields. For
instance, Sun et al. proposed a price prediction model for
the stock index in the Chinese stock market by combining
the traditional fuzzy time series model and rough set
method [24]. Kumar et al. proposed a stock price forecast-
ing method based on the fuzzy set, and they tested it in the
Indian stock market. Experimental results showed that the
proposed method outperformed the benchmark methods
[25]. In addition to these applications of fuzzy sets and
rough sets to build classifiers for forecasting stock prices,
it is also widely used for reducing data dimensionality
[26, 27]. Jensen et al. proposed a novel hybrid fuzzy rough
rule induction approach, which combines the process of
rule induction and attribute reduction. They improved the
greedy hill-climbing strategy, which made it perform better
than the benchmark methods [28, 29]. Thus, in this article,
the CSI 300 index futures prediction is selected as the
research object, and the approach proposed by Jensen
et al. [28, 29] is employed to generate rules for its price
change prediction.

Additionally, for solving the multiclassification problem
of financial price movement prediction, the training samples
of each class are usually unbalanced, which leads to biased
classification results and low accuracy [30, 31]. The Syn-
thetic Minority Oversampling Technique (SMOTE), which
was proposed by Chawla et al. [32], is an efficient method
for solving unbalanced samples by oversampling the minor-
ity [33], and it has been successfully and widely applied in
many fields [33–36]. Therefore, following the research of
Chawla et al. [32], the SMOTE-based approach is employed
and integrated into the proposed method to balance the
model training samples of different classes before the model
training of fuzzy rough set (FRS).

3. Background

The fuzzy set approach can be used to handle fuzzy data,
while rough sets can deal with incomplete information. By
expanding equivalence relations in rough sets to fuzzy
equivalence relations, it results in an integration of rough
set and fuzzy set theories [37–39]. For variables x, y, z in
U (∀x, y, z ∈U), the fuzzy equivalence relation R should
satisfy the following three properties: (1) reflexivity: μRðx,
xÞ = 1; (2) symmetry: μRðx, yÞ = μRðy, xÞ; and (3) transitiv-
ity: μRðx, zÞ ≥ μRðx, yÞ∧μRðy, zÞ. The partition of U , gener-
ated by the associated equivalence relation RP of
nonempty finite set P of attributes, U/P = fF1,⋯, Fmg,
which can be calculated by using the conjunction of
constituent fuzzy equivalence classes Fi (1 ≤ i ≤m). For
any fuzzy concept X in the universe of discourse to be
approximated (∀X ∈U), the fuzzy lower and upper approx-
imations are redefined as
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μPX xð Þ = sup
F∈U/P

min μF xð Þ, inf
y∈U

max 1 − μF yð Þ, μX yð Þf g
� �

,

μ �PX
xð Þ = sup

F∈U/P
min μF xð Þ, sup

y∈U
min μF yð Þ, μX yð Þf g

 !
,

ð1Þ

where the tuple h�PX, PXi that generated from the fuzzy
lower and upper approximations is the fuzzy rough set.
The fuzzy positive region can be defined as

μPOSP Qð Þ xð Þ = sup
X∈U/Q

μPX xð Þ: ð2Þ

In addition, the fuzzy rough dependency function could
be defined as follows:

γP′ Qð Þ =
∑x∈Uμposp Qð Þ xð Þ

Uj j : ð3Þ

The dependency of Q on P is equal to the proportion
of identifiable objects in the entire dataset, which corre-
sponds to determining the fuzzy cardinality of positive
region μPOSPðQÞðxÞ divided by the total number of objects
in the universe U . R is the approximation of the set C for
all conditional properties when γR−jaj′ ðDÞ ≠ γC′ ðDÞð∀a ∈ RÞ
and γR′ðDÞ = γC′ ðDÞ.

For the fuzzy rough rule induction and feature selection
approach proposed by Jensen et al., it merges the processes
of rule induction and feature selection, and it improves the
hill-climbing strategy of the original algorithm, which can
generate a rule on the fly that completely covers the training
samples [28, 29]. Equation (4) is used to assess the quality of
approximation of all conditional attributes. The core fea-
tures are identified through the dependency change of the
full set of the conditional features when the individual attri-
butes are removed:

Core Cð Þ = a ∈ CjγC− af g′ Qð Þ < γC′ Qð Þ
n o

: ð4Þ

A subset of the attribute set that maintains invariance
with the fuzzy rough positive region is then defined as the
relative reduction, and each rule generated from the fuzzy
rough set will contain a more compact subset [29, 37].

4. Proposed Method

In this study, a novel approach SMOTE-FRS is proposed for
the price movement multiclassification of the CSI300
futures. The main structure of the proposed method is
presented in Figure 1. There are mainly four parts of the
proposed method: (1) Data preprocessing part. In this part,
the 1min frequency trading data of the CSI300 futures are
collected and transformed into the 1-hour frequency data
and features. Then, the datasets containing the normalized
data of features are divided into several training and test-
ing datasets. (2) Training sample reconstruction part. The

SMOTE-based approach is employed for minority class
oversampling and majority class undersampling in the
training dataset to generate a balanced group of training
samples. (3) Signal generation part. The training datasets
are used for model training to generate trading signals based
on the fuzzy rough rule (see more details in Section 5.2). (4)
Simulated trading and result evaluation part. In this part, a
predesigned trading strategy is applied, and simulated trad-
ing is carried out for one year of out-of-sample testing.
Finally, three evaluation indicators are employed to judge
the prediction performance and profit-making ability of the
proposed method.

5. Experimental Design

5.1. Data Preprocessing. In the data preprocessing part, first,
the 1min frequency trading data of the CSI300 futures that
range from January 2020 and December 2021 is derived
from the Choice Database (the formal website of the Choice
Database is http://choice.eastmoney.com/). The trading data
for experiments consists of the open and close prices, trading
volume, and open interest in the 1min timeframe. The orig-
inal data are used to calculate the hourly return (Return),
volume change rate (VCR), and the open interest change
rate (OICR). The calculation ways of those indicators are
shown as Equation (5). The indicators within the ten hours
prior to the prediction points are then standardized to
provide the prediction features for the initial input datasets,
as listed in Table 1, in which the Return, VCR, and OICR are
denoted by R, V , and H, respectively. For instance, R4 repre-
sents the Return four hours before the forecasting point.
Then, the entire dataset is separated into training and testing
datasets with a ratio of about 4 : 1. Next, the SMOTE-based
approach is used to address the sample unbalanced problem
by oversampling the minority class and undersampling the
majority class of samples. Details about the unbalanced sam-
ple processing are reported in Table 2, in which label = 1, 2,
3, 4 are multiclassification classes that represent the small
rise, large rise, small fall, and large fall in price, respectively.
Label = 0 represents the minor changes in price that do not
meet the transaction conditions. Additionally, the experi-
ment dataset window will be slid forward one period (three
months) by the sliding window technique after one round
of model training and testing, and the entire testing period
lasts for one year in total. Details of the experiment data
design are provided in Table 3:

Returnt =
Closet −Opent−9

Opent−9
,

VCRt =
Volumet −Volumet−9

Volumet−9
,

OICRt =
OIt −OIt−9

OIt−9
,

ð5Þ

where Closet , Opent , Volumet , andOIt , respectively, repre-
sent the closing price, opening price, trading volume, and
open interest at the t hour.
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5.2. Trading Strategy Design. The training datasets are used
to generate rules based on a fuzzy rough set for multiclassi-
fication of the CSI300 futures direction change, which results

in labels representing the price changes (expressed as the FR,
Forecasting Return) one hour after the prediction. Addition-
ally, a predesigned trading strategy is employed to validate

Data divisionHigh-frequency database Data collection Data pre-processing

Data pre-processing

Training sample reconstruction

Testing
datasets

Hybrid
fuzzy-rough set

Multi-
classification

Signal generation

Simulated trading and result evaluation

Balanced
samples

SMOTE-based
approach

Training
datasets

Simulated trading Performance evaluation

Accumulated return

Hit ratio

F1-measure

Figure 1: The main structure and working procedures of the proposed method SMOTE-FRS.

Table 1: The list of input features for multiclassification.

Indicator Input features

Hourly return (Return) R10, R9, R8, R7, R6, R5, R4, R3, R2, R1

Volume change rate (VCR) V10,V9, V8, V7,V6,V5, V4, V3,V2,V1

Open interest change rate (OICR) H10,H9,H8,H7,H6,H5,H4,H3,H2,H1

Table 2: The data preprocessing results of the SMOTE-based approach. Note that the class imbalance ratio = majority class/minority class.

Multiclassification Label = 0 Label = 1 Label = 2 Label = 3 Label = 4
Class Majority class Minority class Minority class Minority class Minority class

The unbalanced samples before processing

Training period 1 717 99 18 92 21

Class imbalance ratio \ 7.24 39.83 7.79 34.14

Training period 2 770 93 12 80 17

Class imbalance ratio \ 8.28 64.17 9.63 45.29

Training period 3 756 104 11 87 18

Class imbalance ratio \ 7.27 68.73 8.69 42.00

Training period 4 772 90 8 87 11

Class imbalance ratio \ 8.58 96.50 8.87 70.18

The sample numbers after processing by SMOTE

Training period 1 396 297 54 276 63

Class imbalance ratio \ 1.33 7.33 1.43 6.29

Training period 2 372 279 36 240 51

Class imbalance ratio \ 1.33 10.33 1.55 7.29

Training period 3 416 312 33 261 54

Class imbalance ratio \ 1.33 12.61 1.59 7.70

Training period 4 360 270 24 261 33

Class imbalance ratio \ 1.33 15.00 1.38 10.91
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the prediction accuracy and profitability of the proposed
method in trading simulation based on the classification
results. An example of multiclassification and trading simu-
lation of the proposed method is plotted in Figure 2. As
shown in Figure 2, the hourly return (Return), volume
change rate (VCR), and open interest change rate (OICR)
within the ten hours prior to the prediction points are
employed as the input features, and the FRS is used as the
base classifier to forecast the price changes one hour after
the forecast points with the output of the price change label
(label). If the Forecasting Return (FR) is greater than T4, the
classification label is 2; if FR is larger than T3 and less than
or equal to T4, the classification label is 1; when FR is greater
than or equal to T2 and less than or equal to T3, the classi-
fication label is 0; if FR is larger than or equal to T1 and less
than T2, the classification label is 3; if FR is smaller than T1,
the classification label is 4. As reported in Table 4, the multi-
classification results are then also used as trading signals to
design a trading strategy, which is set out as follows: if the
classification label is 2, a long transaction with a leverage
of 2 is applied; if the classification label is 1, a long transac-
tion with small leverage of 1 will be used; when the classifi-
cation label is 0, no transaction will be executed; if the
classification label is 3, a short-selling transaction with small
leverage of 1 is executed; if the classification label is 4, the
proposed method will execute a short-selling transaction
with large leverage of 2. Note that the abovementioned T1,
T2, T3, and T4 are the level thresholds, in which T1 is set to
﹣0.02, T2 is set to ﹣0.01, T3 is set to 0.01, and T4 is set to
0.02. Additionally, the value of small leverage is set to 1,
and the large leverage value is set to 2. The trading commis-
sion is set to 0.1% per transaction. Finally, the position hold-
ing period length for each transaction is set to five hours.

5.3. Benchmark Design. For judging the performance of the
proposed method SMOTE-FRS, several popular machine
learning methods are adopted to design the benchmarks.
In the benchmark methods, the SVM, ANN, RF, XGBoost,
and the deep learning method multilayer perceptron
(MLP) are adopted as the basic classifier for multiclassifica-
tion of the CSI300 futures movement. Note that for each
benchmark method, the SMOTE-based approach is also
used by them to produce balanced samples for model train-
ing. In addition, the FRS-based method without using
SMOTE (FRS-no-SMOTE) is designed as one of the bench-
marks, and it is used for testing the functions of the SMOTE
method in the proposed method. Furthermore, two classic
passive trading strategies, Buy-and-Hold (BAH) and Short-

and-Hold (SAH), are employed as benchmark methods to
evaluate the performance of the proposed method.

5.4. Performance Evaluation Measures

5.4.1. F1-Measure. In order to evaluate the performance of
the proposed model in price change prediction of the
CSI300 futures, the F1-measure (see Equation (6)) is
employed as the accuracy evaluator based on the results of
the confusion matrix (see Table 5):

F1‐measure =
2∗TPR∗PPV
TPR + PPV

, ð6Þ

TPR =
TP

TP + FN
, ð7Þ

PPV =
TP

TP + FP
: ð8Þ

In Table 5, TP represents the correct times of positive
predictions (including small and large rises for the price
change, label = 1 or label = 2); TN represents the correct
times of negative predictions (both small and large declines
for the price change, label = 3 or label = 4); FN indicates
the times of positive price changes that are incorrectly
predicted as negative changes, and FP denotes the times of
negative changes that are incorrectly predicted as positive
changes. TPR and PPV stands for true positive rate and
positive predictive value, respectively.

5.4.2. Hit Ratio (HR). The HR is a measure of the price direc-
tion forecasting accuracy, which can be calculated from

HR =
PF + NF

N
, ð9Þ

where PF denotes the times of correct positive forecasting,
NF is the times of correct negative forecasting, and N means
the total times of direction forecasting.

5.4.3. Accumulated Return (AR). Accumulated return (AR)
is an indicator that measures the profitability of the trading
system with the formulas shown in

AR = 〠
N

n=1
Pn ∗ ln − Cð Þ, ð10Þ

Pn =
Closen+1 −Openn

Openn
, ð11Þ

Table 3: The four subdatasets for model training and model testing.

Subdataset Model training period Model testing period

Dataset 1 2020/Jan.–2020/Dec. (1 year) 2021/Jan.–2021/Mar. (3 months)

Dataset 2 2020/Apr.–2021/Mar. (1 year) 2021/Apr.–2021/June (3 months)

Dataset 3 2020/Jul.–2021/June (1 year) 2021/Jul.–2021/Sept. (3 months)

Dataset 4 2020/Oct.–2021/Sept. (1 year) 2021/Oct.–2021/Dec. (3 months)
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where Pn denotes the return yielded by the nth transaction,
which can be calculated from Equation (11), and ln indi-
cates the leverage chosen for the nth transaction; C denotes
the trading cost for each transaction. Note that the trading
cost C is zero for the current trading if the current trading
signal is the same as the former one, because there is no
need to close the position if the current trading signal is
identical to the former one. Otherwise, the value of the
trading cost C is 0.1% per round trip. N means the total
transaction times.

6. Experimental Results

6.1. Multiclassification Results. In this study, the FRS is used
as the rule-based classifier for price change multiclassifica-
tion of CSI300 futures, resulting in the price change labels.
The decision rules extracted based on the FRS are in the
form of IF-THEN, and some examples of the rules are
shown as follows.

Rule 1. IF R6 is around 0.0089 and H3 is around 0.1015 and
R1 is around 0.0038 and R5 is around 0.0064 and R8 is
around 0.0036 and V8 is around 0.1866 THEN label is 4.

Rule 2. IF R4 is around ﹣0.0113 and H3 is around 0.0918
and R1 is around ﹣0.0012 and R5 is around ﹣0.0082
and R8 is around ﹣0.0005 and V8 is around 0.1072
THEN label is 0.

Rule 3. IF R7 is around ﹣0.0018 and H3 is around 0.1235
and R1 is around 0.0025 and R5 is around 0.0004 and R8
is around 0.0018 and V8 is around 0.0648 THEN label is 3.

Rule 4. IF R10 is around 0.0152 and H3 is around 0.1098 and
R1 is around ﹣0.0034 and R5 is around ﹣0.0035 and R8 is
around 0.0012 and V8 is around 0.0726 THEN label is 1.

Rule 5. IF R9 is around ﹣0.0010 and H3 is around
0.1130 and R1 is around ﹣0.0003 and R5 is around
0.0002 and R8 is around 0.0025 and V8 is around
0.1536 THEN label is 1.

Based on the decision rules extracted from the training
datasets with the FRS, a predesigned trading strategy is
applied for transaction simulation with the multiclassifica-
tion results out-of-sample. The confusion matrix results of
the proposed method over the four testing periods are
presented in Figure 3, where the horizontal blocks in each
subplot indicate the predicted classes and actual classes on
the vertical blocks. The darker the color of the blocks, the
greater the number of classes.

Based on the confusion matrix results, the F1-measure
results of the proposed method and benchmark methods
for the testing periods are reported in Table 6. First, as
shown in Table 6, the average result of the F1-measure over
the four testing periods for the proposed method (SMOTE-
FRS) is 65.94%, which is larger than the results of SMOTE-
SVM (60.63%), SMOTE-ANN (60.66%), SMOTE-RF
(61.59%), and SMOTE-XGBoost (62.02%). Moreover, the
results of all benchmark methods experienced at least one
F1-measure lower than 60% within the testing periods. It
indicates that compared to these traditional machine learn-
ing algorithms, the proposed method produced a more
accurate and robust performance in price change multiclas-
sification of the CSI300 futures. Although the SMOTE-
MLP-based method produced the excellent F1-measure
result in the fourth quarter (72.41%), the results within the
second and third quarters are less than 65%, while the
proposed method consistently yielded F1-measure results

tt – 1t – 2t – 3t – 4t – 5t – 6t – 7t – 8t – 9 t + 1

Return VCR
OICR Predict

Forecasting
Return (FR) No trading

Long transaction with small leverage
Long transaction with large leverage
Short-selling transaction with small leverage
Short-selling transaction with large leverage

label = 0
label = 1
label = 2
label = 3
label = 4

T2 ≤ FR ≤ T3
T3 < FR ≤ T4

T1 < FR ≤ T2
FR ≤ T1

T4 < FR

label = 0
label = 1

label = 2
label = 3

label = 4

Multi-classification Generating trading signal labels Trading simulation

Figure 2: The design of multiclassification and trading simulation of the proposed method.

Table 4: The design of label, threshold, trading signal, and leverage
of the trading strategy for the proposed method.

Label Level threshold Trading signal Leverage

0 T2, T3½ � No trading N/A

1 T3, T4ð � Long 1

2 >T4 Long 2

3 T1, T2½ Þ Short-selling 1

4 <T1 Short-selling 2

Table 5: The confusion matrix for price movement prediction of
the CSI300 futures.

Positive change Negative change

Positive prediction True positive (TP) False positive (FP)

Negative prediction False negative (FN) True negative (TN)
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greater than 65% in all four quarters. It can be concluded that
although a deep learning-based algorithm may produce a
wonderful performance than the traditionalmachine learning
models, while in the case of price trend multiclassification for
CSI300 futures, as evidenced by the confusion matrix results
in Figure 3, the method proposed in this research successfully
produced a more robust performance. Moreover, compared
with the F1-measure results of FRS without SMOTE (FRS-
no-SMOTE), the proposed method produced a superior pre-
diction performance after adopting the SMOTE-based
method to solve the sample imbalance problem.

6.2. Hit Ratio Results. To further evaluate the performance of
the proposed method in price change prediction, the hit
ratio results produced by the benchmarks and the proposed
method are reported in Table 7. First, it could be observed
that the average hit ratio of the proposed method in four
subtesting periods is 62.39%, which outperforms that of
the benchmark methods, including the SMOTE-SVM
(59.94%), SMOTE-ANN (59.16%), SMOTE-RF (59.97%),
SMOTE-XGBoost (59.57%), and SMOTE-MLP (61.99%).
Additionally, the proposed method yielded the best direction
prediction accuracy in all of the four subtesting periods,
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Figure 3: The confusion matrix results of direction prediction for the proposed method in the four testing periods.

Table 6: The F1-measure results of the benchmarks and the proposed method SMOTE-FRS.

Method SMOTE-SVM SMOTE-ANN SMOTE-RF SMOTE-XGBoost SMOTE-MLP FRS-no-SMOTE SMOTE-FRS

Period 1 68.92% 65.77% 60.53% 61.39% 65.79% 38.10% 65.67%

Period 2 61.31% 51.69% 66.67% 56.10% 62.30% 60.00% 65.12%

Period 3 59.20% 64.58% 61.54% 63.92% 64.46% 60.87% 66.67%

Period 4 53.10% 60.61% 57.63% 66.67% 72.41% 50.00% 66.30%

Average 60.63% 60.66% 61.59% 62.02% 66.24% 52.24% 65.94%
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which indicates that compared to the most popular
machine learning methods, the proposed method per-
formed better when applied to the price direction predic-
tion of the CSI300 futures. The results of the proposed
method are better compared to the FRS without SMOTE
(FRS-no-SMOTE), which indicates that the performance
of the proposed method can be enhanced after applying
the SMOTE-based method to deal with the sample unbal-
anced problem. Furthermore, the Friedman test [40] is
employed to evaluate whether the proposed method
performed better than the benchmarks significantly. The
Friedman test results of the hit ratio are reported in
Table 8, from which we can find that the significance is at
the 0.05 level for the one-tailed test, demonstrating that
the direction prediction accuracy of the proposed method
is significantly better than that of the benchmarks.

6.3. Accumulated Return Result. For market participants,
an excellent trading decision support system should not
only provide accurate signals of price direction change

but also own excellent profit-making ability. Table 9
provides the accumulated return results of the proposed
method SMOTE-FRS and all benchmarks. The average
return of the proposed method over the four subtesting
periods is 6.36%, which is superior to the results of
the benchmarks, including SMOTE-SVM (﹣3.17%),
SMOTE-ANN (﹣1.74%), SMOTE-RF (﹣7.82%),
SMOTE-XGBoost (﹣4.19%), FRS-no-SMOTE (﹣1.40%),
and SMOTE-MLP (﹣3.98%). In addition, the return gen-
erated by the proposed method in subtesting periods 1-4 is
6.49%, 5.90%, 6.25%, and 6.80%, all of which are positive
returns. In contrast, the benchmark methods almost
produced negative accumulated return results over the four
subtesting periods. Although the classic passive trading
strategy BAH produced an outstanding return in the second
quarter, the proposed approach was capable of producing a
more robust return over four quarters. Therefore, it is
evident that the proposed method outperforms benchmark
methods in terms of profit-making ability. Furthermore,
the Friedman test results for accumulated return are

Table 7: The hit ratio results of the benchmarks and the proposed method SMOTE-FRS.

Method SMOTE-SVM SMOTE-ANN SMOTE-RF SMOTE-XGBoost SMOTE-MLP FRS-no-SMOTE SMOTE-FRS

Period 1 64.05% 58.96% 61.54% 61.25% 62.60% 35.00% 65.15%

Period 2 58.59% 58.25% 59.32% 57.65% 58.18% 55.56% 60.53%

Period 3 58.54% 60.47% 59.02% 62.37% 61.95% 50.00% 63.21%

Period 4 58.59% 58.95% 60.00% 57.00% 65.22% 33.33% 60.65%

Average 59.94% 59.16% 59.97% 59.57% 61.99% 43.47% 62.39%

Table 8: Friedman test on the hit ratio results for the proposed method SMOTE-FRS against the benchmark methods.

Compared models Significant level α = 0:05
SMOTE-FRS versus SMOTE-SVM H0 : n1 = n2 = n3 = n4 = n5 = n6 = n7
SMOTE-FRS versus SMOTE-ANN

SMOTE-FRS versus SMOTE-RF F = 15:96
SMOTE-FRS versus SMOTE-XGBoost

SMOTE-FRS versus SMOTE-MLP p = 0:014 rejectH0ð Þ
SMOTE-FRS versus FRS-no-SMOTE

Table 9: The accumulated return results of the benchmarks and the proposed method SMOTE-FRS.

Method
SMOTE-
SVM

SMOTE-
ANN

SMOTE-
RF

SMOTE-
XGBoost

SMOTE-
MLP

FRS-no-
SMOTE

BAH SAH
SMOTE-

FRS

Period
1

3.28% ﹣0.35% ﹣2.08% ﹣11.23% 0.15% ﹣1.05%
﹣

2.62%
2.42% 6.49%

Period
2

﹣2.55% ﹣3.40% ﹣6.38% ﹣1.28% ﹣14.46% 0.18% 7.98%
﹣

8.18%
5.90%

Period
3

﹣11.63% 4.25% ﹣13.16% 0.39% 2.31% ﹣4.18% 3.00%
﹣

3.20%
6.25%

Period
4

﹣1.79% ﹣7.44% ﹣9.67% ﹣4.64% ﹣3.91% ﹣0.53% 4.55%
﹣

4.75%
6.80%

Average ﹣3.17% ﹣1.74% ﹣7.82% ﹣4.19% ﹣3.98% ﹣1.40% 3.23%
﹣

3.43%
6.36%
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displayed in Table 10. It is observed that the profitability of
the proposed method is significantly better than that of the
benchmarks at the 0.1 level, demonstrating that the method
proposed in this research could be applied as an alternative
trading support system for the market participants in the
CSI300 futures market.

7. Conclusion

In this paper, we propose a novel approach SMOTE-FRS for
high-frequency price prediction and trading simulation of
the CSI300 futures. The SMOTE-based method is applied
to solve the sample imbalanced problem, while the fuzzy
rough set-based approach is employed to generate the move-
ment prediction and simulation trading signal. Moreover,
for the purpose of improving the profitability of the pro-
posed method, a predesigned trading strategy was proposed,
and one-year simulated trading was carried out for the out-
of-sample test. For the proposed method, its average F1-
measure was 65.94%, the average hit ratio was 62.39%, and
the average accumulated return was 6.36%. In summary,
compared to benchmark methods, the proposed method
SMOTE-FRS produced the best prediction accuracy and
trading profit results. The outstanding performance of the
proposed method indicates that the proposed method could
be applied as an efficient prediction and trading support
system for the market participants. Additionally, employing
the SMOTE-based method for solving sample unbalanced
problems can effectively improve the performance of the
proposed method. In future works, researchers could design
a more sophisticated trading strategy to enhance the profit-
ability of the method proposed in this research.
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The B&R strategy came into being to promote the free and orderly flow of economic factors, the efficient allocation of resources,
and the depth of market integration. Logistics is the artery of element circulation and the basis of the B&R. The logistics capacity
of core cities along the R&B will be an essential factor affecting the strategy. In this context, it is of practical significance to measure
the logistics capacity of the core cities along the B&R. Since combing domestic and overseas research, this paper first uses
clustering analysis to screen out nine core cities along the B&R and then uses fuzzy matter-element analysis to measure their
urban logistics capacity and sort them. The results show that the urban logistics capacity in the eastern coastal areas of China
is higher than that in northwest and southwest China. The logistics capacity of cities along “The 21st Century Sea Silk Road” is
more robust than that of others and through the urban agglomeration could further achieve economies of scale. The logistics
capacity of cities along the “Silk Road Economic Zone” should improve the construction of logistics infrastructure and enhance
logistics information in the future.

1. Research Background and Significance

1.1. Research Background. The “Silk Road” is an interna-
tional channel with a long history, which has played an
indispensable role in the economic and cultural exchanges
between the East and the West since the Western Han
Dynasty. With the deepening of global economic integra-
tion, this trading artery has also been given a new meaning
to the times.

In 2013, President Xi Jinping puts forward a significant
initiative to jointly build the Silk Road Economic Belt and
the 21st Century Maritime Silk Road (the Belt and Road).
As soon as this initiative was put forward, it attracted wide
attention at home and abroad. The initiative was promoted
to the top-level national strategy in the following important
meetings, such as the Third Plenary Session of the 18th CPC
Central Committee and the Central Working Conference. It
was mentioned many times on international occasions, such
as Boao Forum, APEC, and foreign state visits.

The vital role of “the Belt and Road” is to make the cir-
culation of production factors smoother and more conve-
nient. Therefore, in the process of constructing the
circulation system of “the Belt and Road,” logistics is both
a critical connotation and an indispensable vital means. At
the same time, implementing “the Belt and Road” will put
higher requirements on the logistics capacity of cities along
the route.

China’s modern logistics industry rose in the 1990s.
Although it started relatively late, it has made significant
progress, driven by international logistics. As shown above,
China’s total social logistics was 38.4 trillion CNY in 2004.
In 2012, this index increased to 177.3 trillion CNY, with an
average annual growth rate of 21.07%. This shows the devel-
opment speed of China’s logistics industry. In terms of logis-
tics cost, in 2004, China’s total social logistics cost accounted
for 18.8% of GDP; in 2012, it decreased to 18%. Although it
has dropped by 0.8 percentage points, there is still a big gap
compared with 10% in developed countries. China’s logistics
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efficiency has improved, and the overall development speed
is relatively slow.

1.2. Research Significance. Logistics is the derived demand
for social and economic development. Implementing “the
Belt and Road” has linked the fragmented regional econo-
mies along the line, thus increasing trade and investment
and accelerating the industrial transfer and material flow.
Implementing “the Belt and Road” should also consider
the logistics capacity of areas along the line and promote
its economic growth through logistics first. Therefore, the
logistics capacity of the core cities along the “Belt and Road”
will also become a key factor affecting the implementation of
the national strategy. At the present stage, although “the Belt
and Road” has become an academic hotspot, there is
research on the logistics capability of areas along “the Belt
and Road.” Under this background, it is of theoretical and
practical significance to measure the logistics capacity of
the core cities along “the Belt and Road” in China.

2. Literature Review

This paper reviews the existing literature from two aspects:
“the Belt and Road” and logistics capability.

2.1. Literature Review of “the Belt and Road.” Since it was put
forward, “the Belt and Road” has attracted wide attention
from scholars in various fields at home and abroad.

Mackerras [1] conducted relevant research from the per-
spective of “the Belt and Road” construction. He believed
that Xinjiang, China, as the hub connecting China and
Kazakhstan, should pay attention to its construction and
development. Li et al. [2] studied from the perspective of
environmental protection, pointing out that “the Belt and
Road” involves many countries along the route, so we should
pay attention to the protection of resources and the environ-
ment in the implementation process. Scholars from neigh-
boring countries in India think more from the perspective
of international relations. Chaturvedy [3], on the one hand,
discusses in detail the development opportunities brought
by China’s “the Belt and Road” policy to countries along
the route; on the other hand, it studies the possible responses
of relevant countries, including positive responses and rela-
tively negative confrontations. Sakhuja [4] pointed out that
the “Belt and Road” policy put India in a dilemma: on the
one hand, India expected to benefit from cooperation, but
on the other hand, it was worried that the rise of China
brought about by “the Belt and Road” would adversely affect
India.

Domestic scholars have also done a lot of research on
“the Belt and Road.” In terms of the regional economy,
Wubin [5] used the GTAP model to simulate and analyze
the regional economic integration effect between China
and 64 countries along the “Belt and Road,” and based on
this, predicted the FTA (free-trade area) strategic path under
China’s “the Belt and Road.” The results show that imple-
menting free trade under “the Belt and Road” will bring pos-
itive economic and trade incentives to China and countries
along the route. In contrast, countries that have not partici-

pated in it will face negative effects. In terms of international
trade, Wu [6] used the random front gravity model and the
trade barrier analysis model for empirical analysis. The
results show that the average trade efficiency between China
and the Belt and Road-related countries is 0.49, and half of
the trade potential has not yet been developed.

2.2. Literature Review on Logistics Capability. Under the
background of the rapid development of logistics, logistics
capability has also become a research hotspot in the aca-
demic field. The logistics industry in western countries such
as Europe, America, and the like has a high level of develop-
ment, so the relevant scholars in these countries have done
more profound research on logistics capabilities.

The Global Logistics Research Team of Michigan State
University (MSUGLRT) (1995) researched the measurement
of logistics capability. The team divides logistics capabilities
into four types, namely, measurement capability, configura-
tion capability, integration capability, and agility capability.
This achievement pioneered the research of logistics capabil-
ity and laid the foundation for subsequent analysis. Follow-
up foreign scholars think more from the perspective of
enterprise logistics capability. Bowersox [7] believe that
logistics capability is the ability of enterprises to provide
the best quality logistics services to minimize costs. Morash
et al. [8] divided the strategic logistics capability into two
parts: the demand-oriented function, which aims to meet
customer needs, such as response to the target market, pre-
sales and after-sales service, reliability, and punctuality of
delivery. The second is the supply-oriented function, which
aims to reduce the cost of enterprises, such as distribution
scope and cost. Clinton and Closs [9] put information tech-
nology into the elements that affect logistics capability, so
they think logistics capability includes five components: alli-
ance, information system, EDI, inventory control, and pro-
cess reengineering. These five elements comprehensively
reflect enterprises’ logistics integration, information, and
process capability. Daugherty et al. [10] explained the logis-
tics capability of enterprises from the perspective of
resources. They believe that logistics capability is part of
enterprise resources, including all assets, knowledge, and
organizational processes of the enterprise. Pfohl and Buse
[11] think that a broader range of logistics capabilities
includes four key capabilities: flexibility, trade-off, position-
ing, and merging. Waters and Liu [12] explained the logistics
capability from the supply chain perspective. They believe
that the logistics capacity of the supply chain refers to the
maximum flow of materials in the supply chain within a cer-
tain period, from which the optimal output of the supply
chain within a limited period can be determined.

2.3. Literature Review. Combined with the above literature, it
can be found that the research on “the Belt and Road” covers
a vast field. Among them, the research on logistics focuses
on the following two aspects. In the aspect of theoretical
analysis, it is mainly the idea of building a new logistics
development model under the background of “the Belt and
Road.” Empirical research focuses on the measurement of
logistics efficiency and its influencing factors. However, the
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research on the logistics capability of core cities along “the
Belt and Road” is rare.

As for the research on logistics capability, the western
countries started earlier, and China only started the related
research after 2000. In theoretical research, the definition
of logistics capability involves enterprise logistics capability,
supply chain logistics capability, urban logistics capability,
and regional logistics capability. At present, there is no rec-
ognized measurement method for urban logistics capacity,
and the following three methods are used in related research:
(1) the classical comprehensive evaluation method based on
AHP and TOPSIS; (2) the multivariate statistical method
based on dimensionality reduction based on principal com-
ponent analysis and factor analysis; and (3) the self-
compiled formula method. However, the above calculation
methods have some defects. If the analytic hierarchy process
(AHP) constructs different judgment matrices within the
scope of consistency and validity, different evaluation results
may be obtained; the problem of the TOPSIS method is that
if the scores of the two indexes are symmetrical, the connec-
tion between the best scheme and the worst scheme, it is dif-
ficult to get accurate results. Principal component analysis
and factor analysis are difficult to reflect all the information
of indicators; however, the self-compiled formula method
obtains the weight through the Delphi method, so it cannot
accurately and objectively evaluate the logistics capacity of
the city. In contrast, the fuzzy matter-element analysis
method can effectively avoid the above problems to objec-
tively and comprehensively assess the logistics capacity of
the city, which provides a brand-new idea for this paper.

3. Research Innovation and Methods

3.1. Innovation of the Paper. The innovation of this paper is
mainly reflected in the following two aspects.

Firstly, the core cities along “the Belt and Road” are
selected by cluster analysis, which ensures that the core cities
can organize urban logistics and drive regional logistics and
avoids subjective assumptions.

Secondly, on the empirical method, this paper adopts the
fuzzy matter-element analysis method to calculate and eval-
uate the logistics capacity of core cities objectively and com-
prehensively, making this paper’s research results more
scientific and reliable.

3.2. Research Methods. This paper mainly adopts theoretical,
empirical, comparative, and other research methods to
explore the problem and reach a scientific and reliable
conclusion.

First, theoretical analysis: by combing and commenting
on the existing literature about “the Belt and Road” and
logistics capability at home and abroad, we have mastered
the research status and development trends of “the Belt
and Road” and logistics capability.

Second, empirical analysis: the core cities along “the Belt
and Road” are selected through cluster analysis. Then, the
fuzzy matter-element analysis method is used to measure
the logistics capacity of the core cities.

Third, comparative analysis: this paper compares each
city’s logistics capabilities, advantages, and disadvantages
and puts forward some pertinent suggestions.

4. A Basic Concept of Urban Logistics
Capability and the Analysis of the Current
Situation of “the Belt and Road”

4.1. The Basic Concept of Urban Logistics Capability. A city is
the center of economy and trade in a region, while logistics is
the artery of urban development and the foundation of
urban economic growth. A logistics center city should have
not only good competitive strength but also provide com-
prehensive and comprehensive logistics services to its sur-
rounding areas. Therefore, an efficient logistics system
must have strong storage capacity, throughput capacity,
and radiation capacity, which can meet the needs of modern
production mode and management mode.

Based on the research, this paper defines the meaning
of urban logistics capability. Urban logistics capability is
the comprehensive capability of a city to organize regional
logistics and drive the logistics in the surrounding areas.
With advanced logistics technology, rational development
and utilization of logistics resources can promote the
coordinated development of regional overall strength and
competitiveness.

4.2. The Development Status of “the Belt and Road” and the
Choice of Node Cities along the Route

4.2.1. Development Status of “the Belt and Road.” “The Belt
and Road” includes “Silk Road Economic Belt” and “21st
Century Maritime Silk Road.” The two international chan-
nels involve 26 countries and regions, covering about 4.5 bil-
lion people, accounting for 62.5% of the global population.
The regional GDP along the line is about 23 trillion USD,
accounting for 29.5% of the worldwide GDP. The imple-
mentation of this strategy will significantly promote the free
and orderly flow of economic factors along the line, optimize
resource allocation, and promote the deep integration of the
market. “The Belt and Road” can not only become a new
economic growth point in China but also play a significant
role in driving the economic development of the areas along
the line.

Internationally, the “the Belt and Road” strategy crosses
Asia and Europe, connects the Asia-Pacific economic circle
in the East, and can enter the European economic process
through Central Asia and West Asia in the West. Among
them, the Silk Road Economic Belt is supported by the Sec-
ond Asia-Europe Continental Bridge and the node cities
along the route to jointly build international economic coop-
eration corridors such as New China-Indo-China Peninsula
and China-Central Asia-West Asia, and gradually spread to
more expansive areas such as Western Europe and North
Africa in the later period. In the twenty-first century, the
Maritime Silk Road takes ports as its node, further deepen-
ing the cooperation between China and ASEAN and extend-
ing to countries in Africa, the Mediterranean, and other
regions later.
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Domestically, the “the Belt and Road” strategy has infil-
trated and cooperated with various domestic economic
regions. Vision and Action is authorized by the State Coun-
cil. The location of each region has been clearly defined,
which will give full play to the comparative advantages of
each region, adjust measures to local conditions, and com-
prehensively improve the opening level of China’s economy.
Among them, Xinjiang, as an essential window for opening
to the West, has become the core area of the Silk Road Eco-
nomic Belt with its unique location advantages; as an impor-
tant gateway to the Indian Ocean and the South Pacific,
Fujian has been entrusted with the vital task of building
the core area of the 21st Century Maritime Silk Road.

4.2.2. Selection of Node Cities along “the Belt and Road.” The
Silk Road Economic Belt scope mainly includes five prov-
inces in northwest China, namely, Shaanxi, Gansu, Qinghai,
Ningxia, and Xinjiang, and four provinces in southwest
China, namely, Chongqing, Sichuan, Yunnan, and Guangxi.
This paper selects nine cities, Xi’an, Lanzhou, Xining, Yin-
chuan, Urumqi, Chongqing, Sichuan, Kunming, and Nan-
ning, as the node cities along the “Belt.” In the twenty-first
century, the maritime silk road mainly relies on the ports
of Shanghai, Tianjin, Ningbo, Guangzhou, Xiamen, and Hai-
kou, so this paper chooses these six cities as the node cities
along the “One Road.”

Therefore, this paper selects the above 15 cities as the
node cities along the “Belt and Road.”

5. Measurement of Logistics Capacity Research
Methods and Model Building

5.1. Fuzzy Matter-Element Analysis Method. Fuzzy matter-
element analysis organically combines fuzzy mathematics
with matter-element analysis, describing research problems
using three elements: things, characteristics, and values. Its
basic idea is to analyze the fuzziness of the values corre-
sponding to the attributes of things and the incompatibility
among many factors that affect things to solve the problem
of numerous indicators and fuzzy incompatibility.

5.1.1. Matter-Element and Fuzzy Matter-Element. The three
elements in the meta-analysis are things, characteristics, and
corresponding values (the same below), which are recorded.
Suppose a matter-element has something, and each thing
corresponds to a feature. In that case, the matter-element
has a total of values, which can be called the dimensional
compound matter-element of each item, namely,

Rm × n =
x11 L x1n
M O M
xm1 L xmn

2
664

3
775: ð1Þ

If the quantity is fuzzy, and the fuzzy quantity is, then
the matter-element represents the dimensional compound
fuzzy matter-element of a thing. The fuzzy value is calcu-
lated according to the principle of preferential membership,

and the specific calculation method is:

Benefit : μij =
xij −min xij

max xij −min xij
, ð2Þ

Cost : μij =
max xij − xij

max xij −min xij
, ð3Þ

where indicates the maximum (minimum) value of all the
quantities under the ith characteristic of each thing max xij
(min xij).

By combining formulas (2) and (3), the dimensional
compound fuzzy matter element of the corresponding item
in formula (1) can be obtained, namely,

~Rm × n =
μ11 L μ1n
M O M
μm1 L μmn

2
664

3
775: ð4Þ

Order, that is, the difference square of each item corre-
sponding to the standard fuzzy matter-element and the
dimensional compound fuzzy matter-element is called the
difference square compound fuzzy matter-element, that
is,Δij = ðμoj − μijÞ2.

~RΔ =
Δ11 L Δ1n
M O M

Δm1 L Δmn

2
664

3
775: ð5Þ

Among them, it is the preferential membership degree of
each index calculated according to the preferential member-
ship degree. In this paper, if the maximum value is opti-
mized, the subordination degree of each index is 1.

5.1.2. Composite Fuzzy Matter-Element of Weight and
Euclidean Closeness. From the perspective of information
theory, information is a measure of the degree of system
order; on the contrary, entropy is a measure of the system’s
disorder. However, in the specific process of evaluating the
index system, its entropy value is determined by the varia-
tion degree of the index value: the high variation degree indi-
cates that the index system contains comprehensive
information, and its contribution to the information of the
system is high, so the uncertainty is small, and the entropy
value of the index is low, and the weight is significant; on
the contrary, if the variation degree is low, the entropy value
of the index is high, and the weight is small. In this paper,
the entropy method is used to calculate the index weight,
and the specific calculation process is as follows.

Step 1: normalize the initial matrix to obtain the normal-
ized judgment matrix. Among them,

bij = xij −min xij
max xij −min xij

: ð6Þ

In formula (6), it represents the most satisfactory value
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(the least satisfactory value) among different things under
the same feature max xij(min xij).

Step 2: according to the definition of entropy in informa-
tion theory, calculate the entropy of item features of item
events:

Hi = −
1

ln n
〠
n

j=1
f ij ln f ij

" #
: ð7Þ

Among them,

f ij = bij
∑n

j=1bij
: ð8Þ

At that time, it was 0, and currently, it was infinite, so it
was necessary to translate. The revised formula is the correc-
tion formula:

f ij = A + bij
∑n

j=1 A + bijð Þ : ð9Þ

In formula (9), the translation amplitude is 1.
Step 3: calculate the entropy weight of features:

ωi = 1 −Hi
m −∑m

i=1Hi
: ð10Þ

Satisfy in formula (10).
Step 4: calculate the European closeness of things and

the compound fuzzy matter element:

ρHj = 1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
m

i=1
ωiΔij

s
, ð11Þ

RρH =
M1 M2 ⋯ Mn

ρHj ρH1 ρH2 ⋯ ρHn

" #
: ð12Þ

The closeness degree is used to measure how close every-
thing is to the best thing, and the larger the value, the closer
the measured thing is to the best thing.

5.1.3. Fuzzy Matter Elements of Panel Data. Those men-
tioned above fuzzy matter-element analysis method can be
directly used to process cross-sectional data or time series
data, but if it is applied to panel data, the data must be
dimension-reduced; that is, things in different years are
regarded as new things and incorporated into the original
dimension complex element, to construct the following
new dimension complex element:

Rm × n yð Þ =
x11 1ð Þ L x1n tð Þ
M O M

xm1 1ð Þ L xmn tð Þ

2
664

3
775: ð13Þ

It indicates the magnitude corresponding to the first fea-

ture of the first thing in a year. xijðyÞ, ðy = 1, 2,⋯tÞ repre-
sents the year y and the I and x.

Because the panel data complex element absorbs the
information of time and things, it keeps the differences
between groups, which makes the finally calculated Euro-
pean closeness comparable. Rm × nðyÞ absorbed the infor-
mation of time and things, thus keeping the differences
between groups and making the finally calculated European
style close.

5.2. WARD Cluster Analysis. Clustering analysis divides
observation samples into different groups or classes based
on their similarities or differences among multiple groups
of indicators. Its basic idea is to maximize the homogeneity
of objects in the same category by classifying individuals or
objects. In contrast, the properties of research objects in dif-
ferent types are pretty other so that the problems can be clas-
sified according to the characteristics of research objects.
This paper adopts the Ward method, a systematic clustering
method, and its specific steps are as follows.

The first step is to measure the correlation.
We should first measure the similarity when extracting a

relatively simple class structure from a group of complex
data. In this paper, the Ward cluster analysis method is
adopted, so its corresponding measurement method is
Euclidean distance, which is widely used.

Let ðx, yÞ be two cluster variables that measure similarity,
containing values. The specific measurement formula is as
follows:

d x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
m

i=1
xi − yið Þ2

s
: ð14Þ

In practice, the index data often have different dimen-
sions, impacting the correlation measurement. Therefore,
before measuring the correlation, the data should be dimen-
sionless. This paper adopts an extreme difference method to
deal with it. The specific calculation method is as follows:

xi′=
xi −min xi

max xi −min xi
: ð15Þ

The second step is clustering or grouping.
Systematic clustering methods mainly include the aggre-

gation method and decomposition method. The aggregation
method is to regard each sample as a class and combine the
two classes with the closest properties to form a new class,
and then, there are common classes. Then, two types with
the closest properties are selected from the new classes and
merged to obtain classes, and so on, until all the samples
are grouped into one class, and a cluster diagram is obtained.
On the contrary, the decomposition method treats all sam-
ples as one class at first and then divides them into two clas-
ses according to the optimal criterion; then, according to this
criterion, each subclass is divided into two classes, and a sub-
class with better objective function is selected so that the two
classes become three classes, and so on, until there is only
one sample in each category.
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Ward clustering is an aggregation method that uses var-
iance analysis to minimize the differences between groups
and maximize the differences between groups. That is,
because of Euclidean square distance, when the number of
classes is fixed, the sum of squares of intraclass deviation will
be minimized. This clustering method is very effective in
theory and practice and is widely used.

6. “The Belt and Road” along the Core Cities
Logistics Capacity Measurement
Empirical Analysis

6.1. Selection of Core Cities. Urban energy level reflects a
city’s comprehensive ability and influence on the surround-
ing areas. The stronger the comprehensive strength of a city,
the higher its energy level, and the lower the energy level.
This part measures the energy levels of the node cities
selected in Section 1 by constructing the relevant index sys-
tem and classifies 15 cities by Ward cluster analysis to screen
out the core cities along “the Belt and Road.”

6.1.1. Index System and Data Source for Measuring Urban
Energy Level. The core city is the hub of the circulation of
production factors in “the Belt and Road.” This function
requires it to have a robust external circulation capacity.
An efficient logistics system cannot be separated from the
perfect infrastructure, so it needs a particular economic
strength as support. Based on the existing research of Lijun
and Yaolin [13] and Chhetri et al. [14], this paper selects
six indicators from three aspects, urban economic strength,
urban investment, and construction capacity and urban
external circulation capacity, and constructs a comprehen-
sive measurement system of urban energy level. Among
them, the indicators that characterize the city’s economic
strength are GDP, total retail sales of social goods, and the
proportion of GDP of secondary and tertiary industries.
The index of urban investment and construction ability is
the fixed asset investment of the whole society. The indica-
tors that characterize the external circulation capacity of cit-
ies are urban freight volume and urban passenger volume.
See the following table for the specific index system and data
sources (Tables 1 and 2).

As the statistical caliber of passenger traffic indicators of
individual cities was adjusted in 2013 and 2014, it is not
comparable with previous years’ data. Therefore, this paper
selects the panel data of 15 cities from 2010 to 2012 as
samples.

6.1.2. Establishment of Core Cities Based on Ward Cluster
Analysis. Because cluster analysis cannot directly process
panel data, this paper takes the average value according to
the year to get the cross-section data of 6 indicators in 15 cit-
ies and uses the range method to dimensionless the cross-
section data to get the cluster analysis raw data with the dis-
tribution interval of [0, 1]. See the following table for details:

Using the above data, 15 node cities along “the Belt and
Road” are analyzed by the Ward cluster, and the statistical
software used in this part is stata13.1, and the hierarchical
tree diagram is obtained.

In this paper, 15 node cities are divided into four cat-
egories. Shanghai, Chongqing, Tianjin, Chengdu, and
Guangzhou have a robust economic foundation and supe-
rior geographical position, which are far ahead of other
cities in terms of economic strength and circulation capac-
ity, so they are classified as the first category. Nanning,
Kunming, Xi’an, and Ningbo are classified in the second
category. Although these cities are relatively backward in
the economic aggregate, they play an important role in
collection and distribution. Haikou, Urumqi, and Xiamen
are divided into the third category. Although Haikou and
Xiamen are located in the southeast coastal areas, their
economic hinterland is relatively narrow compared with
Guangzhou, Shenzhen, and other cities, and their contri-
bution to “the Belt and Road” is limited. Urumqi is the
gateway of China to Central Asia and the export station
of the new Asia-Europe Continental Bridge, which has
an irreplaceable strategic position. However, its infrastruc-
ture is weak, and it is difficult to meet the demand of
modern circulation. Yinchuan, Xining, and Lanzhou, deep
inland in the northwest, are divided into the fourth cate-
gory. Limited by geographical factors, these three cities
are weak in all aspects. To better serve the construction
of “the Belt and Road,” these three cities still have many
places to be improved.

According to the results of cluster analysis, this paper
selects the first two types of cities, namely, Shanghai, Chong-
qing, Tianjin, Chengdu, Guangzhou, Nanning, Kunming,
Xi’an, and Ningbo, as the core cities along the “Belt and
Road,” and calculates the logistics capacity.

6.2. Calculation of Logistics Capacity of Core Cities

6.2.1. Index System and Data Source of Urban Logistics
Capability. Combining with the definition of urban logis-
tics capability given in Section 1.1 of this paper and based
on previous studies, eight indicators are selected to mea-
sure urban logistics capability from three aspects: logistics
basic level, transportation volume level, and logistics
informatization capability. Among them, the indicators
to measure the basic level of logistics are an investment
in fixed assets and the number of employees in the logis-
tics industry; the indicators to measure the level of trans-
portation are cargo turnover, passenger turnover, and
total freight volume; the indexes to measure logistics
information ability are the number of postal marketing
outlets, the total amount of postal services, and the length
of postal routes. See the following table for the specific
index system [15].

The data on the total freight volume and the number of
postal marketing network points in this paper come from
the National Bureau of Statistics. The data of the other six
indicators come from the Statistical Yearbook of Cities, the
Statistical Yearbook of Transportation, the Statistical Bulle-
tin of National Economic and Social Development, and the
statistical yearbooks of the provinces to which each city
belongs [16–18]. The statistical caliber of the total post and
telecommunications business in Xi’an, Nanning and other
cities changed significantly in 2011, which is not comparable
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with the relevant data in 2010, so this paper selects the data
from 2011 to 2014 for four years.

6.2.2. Estimation of Urban Logistics Capacity Based on Fuzzy
Matter-Element Analysis. Taking the above-mentioned
panel data as samples, this paper uses fuzzy matter-
element analysis to measure the logistics capacity of core cit-
ies along “the Belt and Road.” The operating software used
in this part is MATLAB (R2014a).

Firstly, the 8-dimensional compound fuzzy matter-
element matrix is calculated according to formulas (1) to
(4). This paper adopts the transposed form of the matrix.
The matrix shows the relative values of 36 samples on eight
indexes [19–21]. The related data of the transpose matrix are
as follows:

Then, calculate the entropy weight of eight indexes.
According to formulas (5) to (10), the entropy weight vector is:

ωi = 0:0955 0:0741 0:0290 0:1141 0:0622 0:1520 0:0948 0:1983ð ÞT ,
i = 1, 2,⋯,8ð Þ:

ð16Þ

It can be seen from the entropy weight vector that the
entropy weights of the eight indexes are between 0.02 and
0.20, with little difference. Among them, the maximum index
of entropy weight is the length of the postal route, and the
minimum index of entropy weight is the turnover of goods.
Under the index system of this paper, the length of the postal
route, postal marketing outlets, and passenger turnover have

Table 1: Urban energy level index system and data source.

Primary index Secondary index Data source

Urban economic strength

GDP Wind database

The total volume of retail sales
National Bureau of Statistics

(NBS)

The proportion of gross product of secondary industry in
GDP

Wind database

Urban investment and construction
capacity

Investment in fixed assets of the whole society Wind database

Urban external circulation capacity
Urban freight volume

National Bureau of Statistics
(NBS)

Urban passenger traffic
National Bureau of Statistics

(NBS)

Table 2: Cluster analysis of raw data.

City

Urban economic strength
Urban investment and
construction capacity

Urban external circulation
capacity

GDP
The total volume
of retail sales

The proportion of secondary and
third industry in GDP

Investment in fixed assets of
the whole society

Urban
freight
volume

Urban
passenger
traffic

Ningbo 0.289 0.257 0.725 0.288 0.330 0.200

Xiamen 0.096 0.076 0.971 0.102 0.099 0.071

Guangzhou 0.635 0.730 0.921 0.424 0.704 0.474

Nanning 0.080 0.119 0.000 0.220 0.241 0.053

Seaport 0.000 0.016 0.487 0.000 0.069 0.231

Chengdu 0.338 0.381 0.717 0.639 0.410 0.718

Kunming 0.101 0.142 0.626 0.255 0.216 0.075

Xi’an 0.171 0.248 0.704 0.443 0.412 0.219

Lanzhou 0.034 0.055 0.820 0.074 0.065 0.004

Xining 0.001 0.000 0.761 0.017 0.000 0.009

Yinchuan 0.014 0.000 0.678 0.048 0.100 0.000

Urumqi 0.053 0.063 0.942 0.041 0.153 0.004

Tianjin 0.575 0.459 0.938 0.925 0.454 0.159

Shanghai 1.000 1.000 1.000 0.644 1.000 0.048

Chongqing 0.500 0.511 0.390 1.000 0.964 1.000
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strong explanatory power to the urban logistics capacity, con-
tributing 46.44% of the information cumulatively. It should be
noted that the entropy weight does not mean the importance
of an index to improve the urban logistics capability, but only
the amount of practical information provided by the index
when measuring the urban logistics capability [22].

Finally, based on the index entropy weight, the logistics
capacity values of nine cities are calculated and sorted by
combining the formula (11). The specific calculation results
are shown in the following table (the values in brackets are
the ranking of logistics capacity of cities in the current year).

6.3. Analysis of Empirical Results of Urban Logistics Capacity
Measurement. In this part, nine core cities are selected from
15 node cities along “the Belt and Road” by cluster analysis.
Then, the logistics capacity of 9 core cities is measured by
fuzzy matter-element analysis.

Overall, the average level of logistics capacity of core cit-
ies along “the Belt and Road” has been increasing in loga-
rithm in the past four years, with the fastest growth rate in
2012 and then gradually slowing down. In 2012, to alleviate
the declining growth rate of imports and export, the Chinese
government timely introduced measures to stabilize the
growth of foreign trade in September so that the growth rate
of foreign trade picked up. According to the data released by
the General Department of Commerce, China’s trade vol-
ume of goods still ranks second in the world in 2012, against
the background that the world’s total import and export vol-
ume only increased by 0.2%. Driven by international trade,
the logistics industry of the core cities along the “Belt and
Road” in China is also constantly transforming and upgrad-
ing, realizing the leap-forward improvement of logistics
capability. After two years, the world economy continued
its weak recovery, and foreign trade was relatively weak. As
a result, the logistics capacity of core cities along “the Belt
and Road” was affected, and the growth rate declined.

Except that the logistics capacity of Tianjin declined
slightly in 2014, and the fluctuation range of Xi’an was
extensive, the logistics capacity of other cities mostly made
steady progress.

As China’s international trade center, Shanghai’s port
imports and exports account for about 1/3 of the country’s
total, and it is a vital hub of the 21st Century Maritime Silk
Road. The establishment of Daxiaoshan Port makes up for
the shortcomings of Shanghai’s deep-water port; the deepen-
ing of the Shanghai Pilot Free Trade Zone has attracted
many outstanding enterprises and talents. Shanghai’s logis-
tics capability ranks first among the nine core cities with a
solid economic foundation and modern logistics infrastruc-
ture. It is far ahead and the mainstay of China’s connection
with the Asia-Pacific economic circle [23].

As the largest city in western China, Chongqing ranks sec-
ond in logistics capacity. Chongqing is an important node city
on the southwest line of the Silk Road Economic Belt and a
transit center to ASEAN countries via Guangxi and Yunnan.
With the help of perfect logistics infrastructure and substantial
collection and distribution capacity, Chongqing has played an
indispensable role in the outbound transportation of western
resources and industrial raw materials. Chengdu is one of

the largest railway hubs in southwest China and one of the
most important highway hub cities in China, which plays a
vital role in land transportation. However, the positioning
and development of Chengdu determine that its logistics capa-
bility is slightly inferior to that of Chongqing.

Although Guangzhou is a subprovincial city, its logistics
capacity ranks third above that of Tianjin, and it has grown
rapidly since 2012, approaching Chongqing. Guangdong has
a superior geographical position and excellent infrastructure
and has the natural advantage of multimodal transport by
sea, land, and air; with a vast hinterland adjacent to Hong
Kong and Macao, it is a crucial material distribution center
and trading port in South China. In addition, Guangzhou
pays attention to the innovation and development of the
logistics industry, such as the coordinated development of
e-commerce and logistics, actively expanding overseas ware-
houses, etc., constantly improving the modern logistics capa-
bility and playing the vanguard role of “the Belt and Road.”

Tianjin Binhai New Area, with convenient shipping con-
ditions and developed land transportation, is one of the cru-
cial ports connecting inland areas with Japan and South
Korea and also one of the core cities of the 21st Century
Maritime Silk Road. However, compared with the Yangtze
River Delta, Pearl River Delta, and other regions, Tianjin’s
logistics cost is higher, and its logistics service is relatively
backward, so its logistics capability still has a lot of room
for improvement.

As an inland city in northwest China, Xi’an has a weak
economic foundation and relatively backward infrastructure
compared with the eastern coastal areas. From the table
above, the passenger and freight turnover and passenger vol-
ume of Xi’an fluctuate considerably, indicating that its logis-
tics capacity is unstable. Kunming and Nanning, which are
in the southwest inland, are the gateways of China to
ASEAN countries. Still, their development lags, and their
logistics capacity is relatively weak. It is undeniable that
Kunming’s logistics capacity was significantly improved in
2013. Ningbo’s economy is small; its logistics capacity is
insufficient compared with other municipalities directly
under the central government and provincial capital cities
and even nearly ten times the gap compared with Shanghai.

To sum up, from 2011 to 2014, the average logistics
capacity of the core cities along “the Belt and Road” in China
has dramatically improved. From the regional point of view,
the overall logistics capacity of the eastern coastal areas is
more vital than that of the inland cities in the northwest
and southwest. Tianjin and Xi’an and other cities have made
different degrees of progress, among which Shanghai’s logis-
tics capability is far ahead, Guangzhou and Kunming have
made significant progress, while Nanning and Ningbo’s
development is slightly lagging.

6.4. Policy Recommendations. According to the empirical
results of urban logistics capacity measurement, this chapter
puts forward the following policy suggestions.

First, strengthen the infrastructure construction of cities
along the Silk Road Economic Belt and improve the level of
logistics technology to adapt to the modern development of
logistics. As seen from Tables 3–5, except for Chongqing,
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there is still a big gap between the urban logistics capacity in
the northwest and southwest regions and that in the eastern
coastal areas [24]. With the rapid development of science
and technology, the early “Tea-Horse Road” has been unable
to meet the needs of modern production and management,
and the transportation flow of the route and the transit
speed of the hub have become the bottlenecks that limit
the improvement of its logistics capacity. Therefore, cities
in northwest and southwest China should first strengthen
the construction of a transportation network and introduce
advanced logistics facilities and professionals to dredge the
circulation artery of the Silk Road Economic Belt and
enhance the city’s logistics capacity.

Second, to build urban agglomerations along the 21st
Century Maritime Silk Road and achieve 1 + 1 > 2 urban
logistics capacity through urban agglomeration. Each city’s
location has its advantages and disadvantages. Still, each
element in the same urban agglomeration can learn from
each other’s strong points to make up for one’s weak
points, define the urban industrial division of labor, accu-
rately position the urban functions, and realize industrial
complementarity and infrastructure sharing. For example,
Yangshan Deepwater Port in Zhejiang has solved the
problem of insufficient water depth in Shanghai port.
Similarly, Xiamen’s logistics capacity is limited. Still, it
can jointly build an urban agglomeration with Fuzhou,
Quanzhou, and other cities to expand the economic hin-
terland, achieve economies of scale, and work together
to create the core area of the 21st Century Maritime Silk
Road in Fujian.

Third, to better serve “the Belt and Road,” cities should
actively carry out reform and innovation and give corre-
sponding policy support. For example, implementing the
regional customs clearance mechanism along the “Belt
and Road” will eliminate cumbersome customs clearance
procedures and reduce trade barriers. Further, improve
circulation efficiency and promote upgrading urban logis-
tics capacity.

7. Research Conclusions and Prospects

7.1. Research Conclusion. Based on systematically sorting out
the related literature about “the Belt and Road” and logis-
tics capability, this paper calculates the logistics capability
of core cities along “the Belt and Road.” Firstly, cluster

analysis selects nine core cities from 15 nodes in the “Belt
and Road.” Then, the fuzzy matter-element analysis is
used to measure the logistics capacity of these nine cities.
The main conclusions of this paper are as follows: first,
from 2011 to 2014, the logistics capacity of core cities
along China’s “Belt and Road” continued to improve, but
the growth rate declined slightly. Under the background
of the weak recovery of the world economy, China should
actively take corresponding measures to cooperate with
“the Belt and Road” to stimulate foreign trade to enhance
the logistics capacity of cities along the route. For example,
the regional customs clearance mechanism is implemented
along the “Belt and Road.” Secondly, the development of
logistics capacity in different regions is uneven, among
which the logistics capacity of cities in eastern coastal
areas is vital. In contrast, that of cities in northwest and
southwest areas is weak. To improve the logistics capacity
of a town, we should not only rely on international trade
but also strengthen the construction of the city’s own
logistics infrastructure. Therefore, to better serve the con-
struction of “the Belt and Road,” the western region
should first improve logistics modernization and introduce
advanced technical equipment and logistics professionals.
The eastern region can build the 21st Century Maritime
Silk Road urban agglomeration and realize the specialized
division of urban functions through urban agglomeration
to realize the scale effect.

7.2. Research Prospect. There are three main points to be
improved in this paper: firstly, when clustering the panel
data, the average value of the data by year is adopted. The
disadvantage of this operation is that the dynamic informa-
tion reflected by the panel data is eliminated, and the devel-
opment of a specific city index in four years cannot be
measured in the classification process. Secondly, this paper
uses the same index system to measure “Belt and Road.”
Considering the integrity of the data, there is no subdivision
of cargo turnover and passenger turnover by water, land,
and air, and it is impossible to compare the respective
advantages of inland and coastal cities accurately. Thirdly,
when measuring the logistics capacity of the core cities, the
radiation range of the core cities is not deeply considered.
The “breaking point” model can be used to calculate the
radiation range of the core city and further enrich the index
system to measure the logistics capacity of the city [25].

Table 3: Index system of urban logistics capability.

Primary index Secondary index Symbol of this article

Basic level of logistics
Investment in fixed assets of logistics C1

Number of employees in the logistics industry C2

Transportation volume level

Cargo turnover C3

The volume of passenger transportation C4

Total freight volume C5

Logistics informatization capability

Postal marketing network C6

Total post and telecommunications business C7

Length of the postal route C8
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Table 5: Logistics capacity value of core cities along “the Belt and Road”.

Age Shanghai Chongqing Tianjin Chengdu Guangzhou Nanning Kunming Xi’an Ningbo Mean

2011 0.466 (1) 0.288 (2) 0.204 (4) 0.129 (5) 0.212 (3) 0.027 (9) 0.058 (7) 0.077 (6) 0.055 (8) 0.168

2012 0.462 (1) 0.294 (2) 0.212 (4) 0.144 (6) 0.235 (3) 0.050 (9) 0.092 (7) 0.170 (5) 0.055 (8) 0.191

2013 0.490 (1) 0.311 (2) 0.219 (4) 0.153 (5) 0.295 (3) 0.050 (9) 0.143 (6) 0.102 (7) 0.055 (8) 0.202

2014 0.503 (1) 0.333 (2) 0.204 (4) 0.155 (5) 0.318 (3) 0.051 (9) 0.143 (6) 0.102 (7) 0.054 (8) 0.207

Table 4: Transpose matrix of 8-dimensional compound fuzzy matrix.

City Age C1 C2 C3 C4 C5 C6 C7 C8

Shanghai

2011 0.235 0.625 0.997 0.508 0.950 1.000 0.511 0.077

2012 0.137 0.650 1.000 0.473 0.963 0.737 0.702 0.105

2013 0.133 1.000 0.873 0.523 0.928 0.896 0.821 0.119

2014 0.147 0.992 0.914 0.557 0.914 0.878 1.000 0.129

Chongqing

2011 0.511 0.567 0.113 0.249 0.993 0.636 0.264 0.073

2012 0.691 0.610 0.119 0.280 0.866 0.490 0.303 0.073

2013 0.930 0.664 0.102 0.237 0.876 0.610 0.361 0.080

2014 1.000 0.710 0.116 0.267 1.000 0.702 0.459 0.067

Tianjin

2011 0.281 0.248 0.489 0.109 0.354 0.105 0.196 0.025

2012 0.332 0.273 0.366 0.146 0.391 0.180 0.203 0.029

2013 0.437 0.335 0.255 0.163 0.439 0.252 0.213 0.028

2014 0.460 0.440 0.154 0.141 0.431 0.245 0.267 0.020

Chengdu

2011 0.193 0.290 0.002 0.286 0.228 0.048 0.185 0.117

2012 0.178 0.297 0.004 0.310 0.291 0.056 0.232 0.139

2013 0.231 0.360 0.002 0.262 0.338 0.055 0.274 0.138

Chengdu 2014 0.281 0.385 0.004 0.303 0.150 0.060 0.350 0.120

Guangzhou

2011 0.199 0.398 0.130 0.744 0.602 0.001 0.342 0.089

2012 0.240 0.399 0.233 0.824 0.739 0.000 0.369 0.041

2013 0.365 0.482 0.326 0.908 0.899 0.011 0.503 0.075

2014 0.399 0.445 0.416 1.000 0.990 0.011 0.555 0.076

Nanning

2011 0.021 0.000 0.007 0.044 0.105 0.000 0.088 0.023

2012 0.080 0.138 0.013 0.051 0.172 0.001 0.101 0.026

2013 0.064 0.123 0.016 0.056 0.185 0.001 0.108 0.025

2014 0.073 0.128 0.019 0.014 0.213 0.001 0.137 0.024

Kunming

2011 0.028 0.004 0.001 0.068 0.000 0.023 0.000 0.241

2012 0.067 0.015 0.000 0.058 0.011 0.023 0.015 0.443

2013 0.122 0.030 0.002 0.068 0.140 0.023 0.010 1.000

2014 0.106 0.031 0.003 0.078 0.146 0.023 0.011 0.974

Xi’an

2011 0.000 0.300 0.014 0.101 0.287 0.018 0.218 0.027

2012 0.073 0.241 0.018 0.108 0.357 0.018 0.235 0.533

2013 0.065 0.315 0.020 0.118 0.421 0.018 0.270 0.045

2014 0.108 0.296 0.019 0.095 0.322 0.019 0.319 0.045

Ningbo

2011 0.108 0.092 0.092 0.025 0.228 0.018 0.006 0.000

2012 0.121 0.099 0.091 0.027 0.206 0.019 0.004 0.000

2013 0.070 0.095 0.099 0.019 0.240 0.019 0.006 0.008

2014 0.081 0.094 0.090 0.000 0.302 0.017 0.005 0.009
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This paper uses the fuzzy matter-element analysis
method to preliminarily calculate the logistics capacity of
the core cities along the “Belt and Road.” The empirical anal-
ysis shows that this method is feasible for measuring urban
logistics capacity, but there are still three problems. Future
research can improve on the above three aspects and accu-
rately calculate urban logistics capacity.

Data Availability

All data, models, and code generated or used during the
study appear in the submitted article.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Authors’ Contributions

Zhichao Sun,Tao Wang, Xinuo Xiao, Qing Zhang, and Hui-
wen Guo contributed to the work equally and should be
regarded as co-first authors.

References

[1] C. Mackerras, “Xinjiang in China's foreign relations: part of a
New Silk Road or central Asian zone of conflict?,” East Asia,
vol. 32, no. 1, pp. 25–42, 2015.

[2] P. Li, H. Qian, K. W. F. Howard, and J. Wu, “Building a new
and sustainable “Silk Road economic belt”,” International
Viewpoint and News, vol. 74, no. 10, pp. 7267–7270, 2015.

[3] R. R. Chaturvedy, “NewMaritime Silk Road: converging inter-
ests and regional responses,” ISAS Working Paper, vol. 2,
p. 197, 2015.

[4] V. Sakhuja, “Xi Jinping and the Maritime Silk Road: the Indian
dilemma,” ISAS, Working Paper, vol. 2, pp. 48–51, 2015.

[5] S. Wubin, International Regional Economic Cooperation
Under the "the Belt and Road" Strategy and Its Effect Analysis,
[Ph.D. Thesis], Zhejiang University, 2016.

[6] Q. Wu, Research on the Trade Potential Between China and
"the Belt and Road" Countries, [Ph.D. Thesis], Nanjing Univer-
sity, 2016.

[7] D. Bowersox, “World class Logistics: the challenge of manag-
ing continuous change,” Council of Logistics Management,
vol. 3, pp. 56–58, 1995.

[8] E. A. Morash, C. L. Droge, and S. K. Vickery, “Strategic logis-
tics Capabilities for competitive advantage and firm success,”
Journal of Business Logistics, vol. 17, no. 1, pp. 1–22, 1996.

[9] S. R. Clinton and D. J. Closs, “Logistics strategy: does it exist?,”
Journals of Business Logistics, vol. 18, no. 1, p. 19, 1997.

[10] P. J. Daugherty, T. P. Stank, and A. E. Elinger, “Leveraging
logistics/distribution capabilities: the effect of logistics service
on market share,” Journal of Business, vol. 19, pp. 35–52, 1998.

[11] H. C. Pfohl and H. P. Buse, The Organisation of the Logistics
System in Flexible Production Networks: an Organisational
Capabilities Perspective, Darmstadt Technical University,
Department of Business Administration, Economics and
Law, Institute for Business Studies (BWL), 1998.

[12] D. Waters and B. Liu, Translated by Han Yong, Introduction to
Logistics Managemen,t [M.S. Thesis], Electronic Industry Pub-
lishing, Beijing, 2004.

[13] L. Lijun and T. Yaolin, “Comprehensive Agglomeration
Degree of Central Zhejiang Urban Agglomeration and Core
Cities,” Economic Geography, vol. 4, pp. 552–556, 2008.

[14] P. Chhetri, M. Nkhoma, K. Peszynski, A. Chhetri, and P. T.-W.
Lee, “Global logistics city concept: a cluster-led strategy under
the Belt and Road initiative,”Maritime Policy & Management,
vol. 45, no. 3, pp. 319–335, 2018.

[15] S. Wang, L. Lei, and L. Xing, “Urban circular economy perfor-
mance evaluation: A novel fully fuzzy data envelopment anal-
ysis with large datasets,” Journal of Cleaner Production,
vol. 324, p. 129214, 2021.

[16] J. Liu, “Development of regional logistics in the Belt and
Road,” in Contemporary Logistics in China, Springer, Singa-
pore, 2018.

[17] C. Ye, S. Li, L. Zhuang, and X. Zhu, “A comparison and case
analysis between domestic and overseas industrial parks of
China since the Belt and Road initiative,” Journal of Geograph-
ical Sciences, vol. 30, no. 8, pp. 1266–1282, 2020.

[18] Y. Jiang, G. Qiao, and L. Jing, “Impacts of the new interna-
tional land-sea trade corridor on the freight transport struc-
ture in China, central Asia, the ASEAN countries and the
EU,” Research in Transportation Business & Management,
vol. 35, article 100419, 2020.

[19] M. Mohammadi, S. Shahparvari, and H. Soleimani, “Multi-
modal cargo logistics distribution problem: decomposition of
the stochastic risk-averse models,” Computers & Operations
Research, vol. 131, article 105280, 2021.

[20] P. T.-W. Lee, Q. Zhang, K. Suthiwartnarueput, D. Zhang, and
Z. Yang, “Research trends in Belt and Road initiative studies
on logistics, supply chains, and transportation sector,” Inter-
national Journal of Logistics Research and Applications,
vol. 23, no. 6, pp. 525–543, 2020.

[21] J. Wang, “Construction of modern logistics system in the Belt
and Road economic zone,” China Circulation Economy, vol. 3,
pp. 25–31, 2016.

[22] M. L. Song, S. P. Cao, and S. H. Wang, “The impact of knowl-
edge trade on sustainable development and environment-
biased technical progress,” Technological Forecasting and
Social Change, vol. 144, pp. 512–523, 2019.

[23] P. Xu, H. Guan, A. A. Talebi, M. Ghassemi, and
H. Rashmanlou, “Certain concepts of interval-valued intuitio-
nistic fuzzy graphs with an application,” Advances in Mathe-
matical Physics, vol. 2022, Article ID 6350959, 12 pages, 2022.

[24] L. N. Yu, Y. Sun, X. Liu, and T. Wang, “Does regional value
chain participation affect global value chain positions? Evi-
dence from China,” Economic Research Ekonomska Istraži-
vanja, vol. 21, no. 8, p. 474, 2022.

[25] D. Wang, X. Q. Wang, M. S. Liu, H. J. Liu, and B. S. Liu, “Man-
aging public-private partnerships: a transmission pattern of
underlying dynamics determining project performance,” Engi-
neering, Construction and Architectural Management, vol. 28,
no. 4, pp. 1038–1059, 2020.

11Advances in Mathematical Physics



Research Article
Evaluation and Analysis of Land Input-Output Comprehensive
Benefit Based on Fuzzy Mathematics and Analytic
Hierarchy Process

Xincheng Zhu,1 Yan Zhang ,2 Yunzhi Hou,1 and Minda Jiang3

1Anglo Chinese School International 61 Jln Hitam Manis, Singapore 278475
2School of Management, Guangzhou College of Technology and Business, Guangdong 510850, China
3Australian International School 1 Lor Chuan, Singapore 556818

Correspondence should be addressed to Yan Zhang; yanzhanggz@outlook.com

Received 5 June 2022; Accepted 18 July 2022; Published 5 September 2022

Academic Editor: S. E. Najafi

Copyright © 2022 Xincheng Zhu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Land use and comprehensive land evaluation are essential. Based on fuzzy mathematics theory and biological heuristic algorithm,
the land input-output benefits are evaluated comprehensively. This paper firstly selects six indicators from six aspects of land
resource input, capital input, and economic output, and so on. Based on land input and output, this paper constructs the
evaluation indicator system of comprehensive benefit for land use. Then, based on the theory of fuzzy mathematics, the
improved particle swarm optimization (PSO) algorithm is used to identify the fuzzy density value of the evaluation index.
Combined with the analytic hierarchy process (AHP), comprehensive evaluation method, through the combination of
subjective and objective methods, is comprehensively evaluating land benefits. Finally, the Tobit model is constructed to
further analyze the influencing factors of total factor productivity of urban land use and explore the influencing mechanism of
government regulation, land opening, and other factors and land development. The research results of this paper can provide
reference for future urban planning, land structure adjustment, land resource utilization and protection, food security,
ecological security, economic security, and so on.

1. Research Background

Since the birth of the earth, land resources have been born from
it. It is the first natural substance that human beings have been
exposed to since its birth, an abstract reflection in the human
brain. Its connotation has constantly been changing as human
beings have deepened their use and understanding. It is both a
natural material form of existence and great material wealth of
human society. With the development of human beings, the
land has been continuously developed and utilized, which has
broadened the space for human activities and improved the
quality of human life. The relationship between man and land
is constantly evolving, and the contradiction between man and
land is also constantly prominent. People began to understand
and study the relationship between man and land, the law of
change, and development of man and land and looked forward
to better playing the function of every inch of land.

In the 19th century, Germany was the first country to
study land use. The famous agricultural geographer Duneng
(Johann Heinrich-von Thun-en 1783-1850), who selected a
piece of land 50miles away from the city as a research object,
analyzed the distribution of farming operations dominated
by the level of land rent prices. In 1832, he published the
publication of the book “The Relationship of Isolated Coun-
tries with Agriculture and The National Economy” which
also heralded the birth of the theory of agricultural location.
Over the next period, land-use research developed rapidly.
In the 1920s, the Americans Thor and Jones proposed the
concept of land use, and the British Bona made a rough esti-
mate of the country’s land resources. In 1930, the famous
geographer Sample studied the quality of land in Britain
and compiled a British land use map. After that, large-scale
land investigation and research in Europe and the United
States, represented by Britain and the United States, and
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Japan in Asia, continued to advance. In the later develop-
ment process, Brazil and Mexico in Latin America also car-
ried out land surveys. By the beginning of this century, all
countries have compiled their land use status maps. With
the advent of new technologies, especially the widespread
use of remote sensing (RS), GIS, and GPS, the rapid develop-
ment of land survey data collection has been promoted. At
the same time, as land resources become increasingly scarce,
people are beginning to realize the importance of rational
planning of existing land and evaluating the benefits of the
original land use. Food and Agriculture Organization of
the United Nations published the Outline of Land Valuation
to guide land-use master planning. In 1993 published, the
Guide to Land-Use Planning set out three goals of sustain-
ability, equity, and acceptability.

By the 1990s, the focus shifted to the impact of land use
on the global environment, focusing on land use and cover
change (LUCC). In this area, the processes of biological
and human social activities intersect most closely. With solid
support from the International Union of Sciences and the
International Federation of Social Sciences, the focus of
research work shifted to how land use affects the regional
and global environment, focusing on the integrated evalua-
tion of the drivers of land use and regional and global
models. The LUCC research plan, adopted internationally
in 1996, is guided by five framework issues: first, how human
activity has changed land cover over the past three centuries;
second, the causes of the leading human factors that have
changed in human land use; third, how land-use change will
change land cover over the next 50-100 years.

Moreover, fourth, how humans and biophysics have
directly driven sustainable land-use development and the
specific types of impacts it has. Fifth is the interplay between
land use and cover change, global climate change, and bio-
geochemical change. In the subsequent research process,
the impact of land use on the ecological environment,
including the study of environmental problems caused by
the process of land reclamation in tropical rainforest areas
of South America and the Caribbean, was strengthened.
Land development on the island of Madagascar is responsi-
ble for nearly 50% of the destruction of forest land, and the
adverse consequences are evaluated and predicted. It also
includes the ecologically fragile areas of Africa, Sumatra,
the Philippine Archipelago, the Indochina Peninsula, and
other parts of the world where the contradictions are more
serious. In the twenty-first century, LUCC’s research focus
is still on the relationship between global land cover change
and the environment, and the C cycle is one of the research
hotspots, which mainly explores the distribution, flow, con-
version, storage, loss, and the total amount of C in natural
and human activities, which is not only closely related to
the biological world but also communicates the atmosphere,
hydrosphere, lithosphere, and human activities. Humans are
trying to unravel the carbon cycle between organisms and
the atmosphere, the exchange of carbon dioxide between
the atmosphere and the ocean, and the formation and
decomposition of carbonaceous rocks.

At the same time, the emergence of remote sensing, com-
puter mapping, global positioning systems, geographic infor-

mation systems, various mathematical calculation methods,
and new technologies has been of great help to the continuous
evolution of land evaluation tools, means, and methods,
improve the scope and accuracy of data collection, and the
accuracy of evaluation. In these areas, foreign scholars have
achieved many research results, such as Stark’s analysis of GIS
technology in German farm planning, land management, and
significant projects for land demand analysis; Canada’s M. C
Roberts and India’s J. C Randolph and J.R. Chiesa, who jointly
studied the Monroe lake transport in southern India and
applied GIS to analyze spatial properties and their combina-
tions; Moisten Ahmadinejad, Yoshihisa Maruyama, Fungi
Yamasaki costudied the Zaja region of Iran, and jointly studied
the impact of human factors on the land surface cover in the
region through multitemporal satellite imagery and GIS tech-
nology; Ademola Braimoh and Paul L.G. Vlek costudied rural
land cover change in northern Ghana, showing that human
activities also have a more significant impact on rural land
use; L. M Paden and K. Venkataramaiah applied satellite imag-
ery to study land use in the Indian state of Boulanger District of
Orissa in 1983 [1–4]. E.R. Alexander, Faludi, through a large
number of empirical studies, proposed the PPIP evaluation
model; the most important research results are that in addition
to land use research, it also includes land planning research. At
present, the more famous ones are the Canadian Institute of
Planners (CIP) and the American Institute of Planners (APA).

2. Related Types of Research

The land is one of the essential factors of production, and
improving its total factor productivity (TFP) has also become
an important research topic. Foreign scholars’ research on
TFP began with the economic growth accounting method
established by Solow [5]. It mainly analyzes the effects of tech-
nological progress and institutions on economic growth [6].
Later, Hansen and Prescott [7] considered the land factor and
believed that land, capital, and labor are all critical factors in
promoting economic growth. Although different scholars have
different research emphases, it has become a consensus in the
academic world that land, capital, and labor are regarded as
the primary factors affecting the total factor productivity of
urban land use. Presently, domestic scholars have conducted
in-depth studies on urban land use efficiency, and the research
results can be summarized into three aspects: the first is the
research on the role of urban land use in economic growth.
For example, Du and Cai [8] incorporated land resources as
input factors into the analysis framework of economic growth
and quantitatively analyzed the role of construction land and
other factors in economic growth, providing a possibility for
in-depth analysis of the role of land resources in economic
growth. The second is the evaluation of urban land use extent.
Early scholars mainly used the envelope analysis method [9]
and the stochastic frontier method [10] to measure urban land
use extent in different regions. With the development of econo-
metrics, improving the extent of urban land evaluation
methods, study methods tend to be diversified; SBM [11] and
the superefficiency model [12] were gradually applied to the
related research of the assessment of urban land. The third is
the study on the influencing factors and regional differences

2 Advances in Mathematical Physics



in urban land use extent. In this aspect, the influencing factors
and regional differences in urban land use efficiency are ana-
lyzed by taking the whole country [13], different regions [14],
and different urban agglomerations [15] as case areas [16].

The comprehensive evaluation method uses a more sys-
tematic and standardized method to evaluate multiple
indexes and units simultaneously. It is an important means
to deeply understand and objectively know the evaluated
object. It is the decision base for sorting and optimizing
the evaluation objects. The evaluation of employees, the
finalization of the company’s planning scheme, and the rec-
tification of construction projects are inseparable from the
comprehensive evaluation method. Therefore, the compre-
hensive evaluation method is essential for the development
of human society. Many comprehensive evaluation models
are currently commonly employed in management, econ-
omy, society, and education.

The analytic hierarchy process [17] belongs to the sys-
tem engineering method, entropy value method [18] from
the information theory method, and rough sets theory [19]
border areas from the fuzzy mathematics thought; fuzzy
comprehensive evaluation model is by the method of fuzzy
mathematics [20] of evolution; the matter-element analysis
method [21] is based on extension set theory; the grey
clustering analysis [22] is derived from the gray system
theory; TOPSIS model method [23] and cosine decision
method [24] are both multiattribute decision methods. In
contrast, the catastrophe series method [25] is a mathe-
matical theory derived from topology. The grey-fuzzy
safety evaluation method for the antifloating anchor sys-
tem is established using the grey theory and the relevant
theory of fuzzy mathematics [26]. The researcher uses
the multilevel fuzzy comprehensive evaluation method to
evaluate the human resource performance of enterprises
[27]. Researchers construct a method based on data and
the model of the analytic hierarchy (AHP) process [28],
by using the fuzzy comprehensive evaluation method for
water evaluation [29]. Evaluation methods developed rap-
idly from the 1950s to the 1980s, and various disciplines
gradually integrated into evaluation research during this

period. AHP, fuzzy comprehensive evaluation method,
entropy method, and catastrophe progression method are
all produced in this stage. Therefore, with the development
of evaluation methods, the application of comprehensive
evaluation is increasing. After the evaluation methods are
gradually enriched, many scholars also turn their research
focus to the evaluation of evaluation methods. The matter-
element analysis method, grey clustering analysis method,
Technique for Order Preference by Similarity to an Ideal
Solution (TOPSIS) model method, rough set multiattribute
decision theory, and cosine decision method are developed
innovatively based on the formation of essential theories
of evaluation methods in the early stage.

With the development of evaluation methods, some
combinatorial evaluation methods based on fuzzy mathe-
matics are applied more successfully [30–32]. This paper
intends to combine the analytic hierarchy process, particle
swarm optimization algorithm, and fuzzy mathematics com-
prehensive evaluation method, through the subjective and
objective mutual combination of methods, a comprehensive
evaluation of the comprehensive benefits of the land. In
addition, this paper further analyzes the influencing factors
of total factor productivity of urban land use by constructing
the Tobit model and discusses the influencing mechanism of
government regulation, land openness, and other factors and
land development. The Tobit model is first proposed by
Amemiya [33]. Figure 1 shows the technology roadmap in
this study. Fuzzy measure and fuzzy integral are introduced
in Section 3, Section 4 introduces the land economic benefit
evaluation method based on fuzzy integral, Malmquist index
is constructed in Section 5, and Tobit model and APH pro-
cessing are introduced in Sections 6 and 7.

3. Model Building: Fuzzy Measure and
Fuzzy Integral

In 1974, the Japanese scholar Sugeno first defined fuzzy mea-
sures and defined the integration of measurable functions con-
cerning fuzzy measures [34]. The fuzzy measure is the scale of
subjective measurement of faint objects, the principle of which

Evaluation index system

Total factor productivity
of land use

Tobit model

Land resource
 input

Money input

Labor input

Economic output

Ecological output

Social output Fuzzy density
value

Analytic hierarchy
process (AHP) Fuzzy mathematics

Comprehensive
evaluation method

Particle swarm optimization

Figure 1: The technology roadmap in this study.
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is to convert the probability theory generally based on the
measurement of things into a possible theory and consider
the correlation between evaluation indicators. Generally,
when fuzzy measures are applied to decision-making prob-
lems, the candidate sets represent evaluation items, and the
fuzzy measure is the weight value of the evaluation items
[35]. Thus, fuzzy measure refers to the degree to which
the object to be measured is sure to belong to the candi-
date set.

Definition: Let g be a mapping from PðXÞ (power set of
X) to [0,1]; if g satisfies:

Bounded: gð∅Þ = 0, gðxÞ = 1;
Monotonicity: A, B ∈ PðXÞ, if A ⊆ B, so gðAÞ ≤ gðBÞ;
Continuity: if Ai ∈ PðXÞ and fAig∞i=1 are monotonous,

that is, A1 ⊆ A2 ⊆⋯⊆ An ⊆⋯ or A1 ⊇ A2 ⊇⋯⊇An⊇⋯, then

there is lim
i⟶∞

gðAiÞ = gð lim
i⟶∞

AiÞ, then g is said to be a fuzzy

measure on PðXÞ.
Three common measures are as follows:
Probabilistic measure: if A, B ∈ PðXÞ and A ∩ B =∅, then

gðA ∪ BÞ = gðAÞ + gðBÞ;
F additive measure: if A, B ∈ PðXÞ, then gðA ∪ BÞ =max

fgðAÞ, gðBÞg;

(1) λ measure: if A, B ∈ PðXÞ and A ∩ B =∅, then gðA
∪ BÞ = gðAÞ + gðBÞ + λgðAÞgðBÞ, where λ ∈ ð−1,∞Þ
, records as gλ, When λ = 0, the gλ measure is a
probabilistic measure

If X = fx1,⋯,xng is a finite set, and each variable xi cor-
responds to the fuzzy function gi, then gλ can be written as

When gðXÞ = 1, λ can be calculated as

λ + 1 =
Yn
i=1

1 + λgið Þ: ð2Þ

When calculating the λ fuzzy measure using the above
method, the initial fuzzy measure needs to be given by an
expert first. If you require a gλ fuzzy measure of set A ⊆ X,
you only need to know the fuzzy density gi of each metric,
then find the value of λ from Equation (2), and then get its
fuzzy measure according to Equation (1).

Fuzzy integral is a nonlinear function defined based on
fuzzy measures. It is not necessary to assume that the evalu-

ation indicators are independent of each other in the com-
prehensive evaluation. Therefore, it can be applied to
situations where there is a correlation between evaluation
indicators and is particularly suitable for dealing with the
evaluation of subjective values. There are many ways to
fuzzy integration, the most commonly used such as Sugeno
integrals and Choquet integrals. Choquet integrals describe
the degree of interaction between evaluation indicators with
fuzzy measures, considering the respective importance of
evaluation indicators. Assuming that the question does not
lose its generality, f ðxk1Þ ≥⋯≥f ðxiÞ≥⋯≥f ðxknÞ, f ðxiÞ repre-
sents the normalized evaluation value of the ith evaluation
index to evaluate the kth protocol. The fuzzy measure gð∙Þ
of f ð∙Þ has a Choquet integral on X as [36–38]:

where gðX1Þ = gðfx1gÞ, gðX2Þ = gðfx1, x2gÞ, ⋯, gðXnÞ = g
ðfx1, x2,⋯xngÞ represents the fuzzy measure of each indica-
tor set. f = ðcÞ Ð f dg is the total evaluation value after the
fuzzy integral is calculated.

4. Model Building: Land Economic Benefit
Evaluation Method Based on Fuzzy Integral

Before evaluating the land economic benefits of the develop-
ment zone, the fuzzy measure of the evaluation indicators is
determined by scoring the importance of each evaluation

index and the set of indicators by experts. Suppose the fuzzy
measure value given by an expert or determined by other
methods does not satisfy the mathematical nature of the λ
measure. In that case, it is tough to calculate the λ value
from Equation (2). Therefore, the following optimization
calculations can be used to go from the fuzzy measure given
by the experts to the fuzz measure that meets the require-
ments of the definition. ĝλðAÞ,A ∈ PðXÞ represents the λ
fuzzy measure given by the expert, and ĝi

λ represents the
fuzzy density value given by the expert. When the set of
solutions is a univariate, the optimization equation is as

gλ x1,⋯,xnf g = 〠
n

i=1
gi + λ〠

n−1

i1=1

〠
n

i2=i1+1
gi1gi2+⋯+λn−1g1g2 ⋯ gn =

1
λ

Yn
i=1

1 + λgið Þ − 1

�����
�����, λ ∈ −1,∞ð Þ: ð1Þ

ð
f dg = f xkn

� �
g Xnð Þ + f xkn−1

� �
− f xkn

� �h i
g Xn−1ð Þ+⋯+ f xk1

� �
− f xk2

� �h i
g X1ð Þ, ð3Þ
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follows:

minλ 〠
A∈P Xð Þ

ĝλ Að Þ − 1
λ

Y
xi∈A

1 + λĝi
λ

� �
− 1

" #�����
�����, s:t:−1 < λ <∞:

ð4Þ

When the set of solutions is ðg1λ, g2λ,⋯,gnλ, λÞ, the opti-
mization equation is as follows:

min 〠
A∈P Xð Þ

ĝλ Að Þ − 1
λ

Y
xi∈A

1 + λgiλ
� �

− 1
" #�����

�����, s:t:−1 < λ <∞:

ð5Þ

In the actual data analysis, an improved PSO is used in
this paper to identify the λ value and the fuzzy density value
of the evaluation index.

5. Model Building: Malmquist Index

Mquist Productivity Index (from now on referred to as MI)
is a unique index used to measure changes in total factor
productivity. When the evaluated unit data is panel data
containing observed values at multiple time points, the effect
of productivity change, technical efficiency, and technologi-
cal progress on productivity change can be analyzed. The
formula is:

MIt,s =
dt xs, ysð Þ
dt xt , ytð Þ ×

ds xs, ysð Þ
ds xt , ytð Þ

� �1/2
, ð6Þ

where ðxt , ytÞ and ðxs, ysÞ are the input-output relationship
of t and s phases, respectively; dtðxt , Þ is the distance func-
tion, representing the distance between the production con-
figuration ðxt , ytÞ and the system frontier at time t. The
Malmquist index can be divided into the technological
change index and technological efficiency change index
under the condition of constant return to scale. After the
constraint of constant return to scale is removed, the change
index of technical efficiency can be further decomposed into
a change of pure technical efficiency and change of scale
efficiency.

6. Model Building: Tobit Model

James Tobin first proposed the regression problem that
explained variables have an upper limit, lower limit, or
extreme value. Then, scholars will be limited in the value
of explained variables. There is a choice behavior model
called the Tobit model. Because of the urban land measured
TFP and decomposition efficiency have been cut and the
characteristics of the truncated, traditional least squares esti-
mation method, there is a significant deviation, so using
truncation method Tobit regression model analyzes the
influencing factors, and the model is:

Yi = α + βiXi + ε, ð7Þ

where Yi is the dependent variable; Xi is the independent
variable; α is the intercept vector; βi is the parameter vector;
ε is a random vector.

7. Model Building: Weighting by Principal
Component Analysis

This article will introduce standardization of evaluation
indicators, determination of dataset, and weight hierarchical
model building. Hierarchical single ordering and hierarchy
total ranking, and its consistency test also will be introduced
in detail.

7.1. Standardization of Evaluation Indicators. The data itself
should have corresponding units and orders of magnitude
differences in the various types of data collected. In order to
eliminate the impact of data units on data analysis in the sta-
tistical analysis process, it is necessary to standardize the data
processing (undimensionization processing, normalization
processing). Usually, there are several standardized treatment
methods: the power function, the standardized method, the
maximum method, the coefficient of variation method, and
so on. Therefore, this paper uses the power method in the pro-
cess of data standardization, and its expression is as follows:

Positive indicators, that is, the bigger the value, the better
the indicator, take their upper limit effect:

Mij =
Xi − bið Þ
ai − bið Þ : ð8Þ

Negative indicators, that is, the smaller the value, the
better the indicator, take their lower limit effect:

Mij =
ai − Xið Þ
ai − bið Þ , ð9Þ

where Mij is the value of the jth indicator in the ith year; ai
and bi are the dataset’s upper and lower limits, respectively;
Xi is the data that needs to be standardized.

In practical application, the upper and lower limits of the
dataset can be determined according to the relevant policies,
statistical standards, and the actual situation of socioeco-
nomic development. For this article, the maximum value of
the data is used as the upper bound and the minimum value
as the lower limit.

7.2. Model Building: Determination of Dataset Weights. Being
able to accurately, reasonably, and effectively determine the
weight of each indicator is a crucial step in the overall land effi-
ciency evaluation. The weighting process emphasizes the final
effect or contribution of some phenomenon (or dataset) to
some aspect. The subjective empowerment method is based
on the experience of experts and subjective judgments, such
as the analytic hierarchy method (AHP) and Delphi method;
these methods were used earlier and have been widely used
in economics, management, mathematics, and statistics, more
mature. Of course, this method will be affected by subjective
factors, but if a large amount of data is collected, the bias caused
by subjective factors can be reduced as much as possible. The
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objective empowerment method analyzes the data processing
process mainly according to the situation of the original data
itself and does not rely on people’s subjective judgment, for
example, coefficient of variation method, entropy method, fac-
tor analysis method, and complex correlation coefficient. In
this paper, the analytic hierarchy (AHP) method is used to
determine the weights according to the actual situation of the
data.

The analytic hierarchy method, also known as AHP, was
first proposed by Professor T. L SARRTY, who teaches at the
University of Pittsburgh. He can analyze and process some
uncertain indicators through a combination of qualitative
and quantitative methods through mathematical models.
This method can use people’s subjective judgment to link
the elements within the system mathematically and list them
layer by layer according to the corresponding hierarchical
level by sorting their importance and comparing them with
each other (must pass the consistency test), from which to
find a way to solve the problem.

7.2.1. Build a Hierarchical Model. First, after data collection,
the necessary analysis of the interrelationship between the ele-
ments within the data is required to determine their internal
correlation. Select the correlation factor as the target layer A,
criterion layer B, and factor layer C. Maintain the indepen-
dence of each factor to form a hierarchical relationship, and
finally, establish an evaluation system.

7.2.2. Constructing a Judgment Matrix. In the AHP method,
to achieve a comparison between the two pairs of data and to
determine the importance relative to each other and their
clear level, it is necessary to construct a judgment matrix.
This is shown in Table 1.

7.2.3. Method for Determining Matrix Elements Aij Scale.
Psychologists believe it is best not to exceed nine levels of
comparative factors in comparing the elements. Therefore,
the comparison is made on a scale of 1-9.

7.2.4. Hierarchical Single Ordering and Its Consistency Test.
According to the results of the expert scoring the importance
of each indicator, the judgment matrix is constructed, and
the characteristic vector λ max of the most prominent feature
root of the corresponding judgment matrix is calculated.
Then, the W value is calculated by the corresponding
standardized method. W is the weight of the next level in the
hierarchy relative to the previous level, and we call this the
single hierarchical order.

Once the W weight value is derived, it cannot be used
immediately, and it needs to be tested for consistency so that
its value falls within the allowable value. Otherwise, the
matrix is readjusted until it passes the test. The test can be
performed according to the following: theorem 1, the only
nonzero feature root of the nth order uniform array is n;
the maximum Eigen root of the nth-order positive and neg-
ative array A is λ ≥ n, if and only if λ = nA is a uniform array.

However, in practical applications, the degree of consis-
tency of A can be measured by the size of the λ − n numeric

value. Its consistency formula is as follows:

CI = λ − nð Þ
n − 1ð Þ : ð10Þ

If CI = 0 indicates that the matrix has a firm consistency,
which is extremely unlikely; CI is close to 0, it has a satisfac-
tory consistency in most cases; CI is huge, it does not have
consistency, and it cannot pass the test. The next step is to
find the consistency ratio and define it as CR = CI/RI; when
CR < 0:1, if the inconsistency of A is within the allowable
range, through the consistency test, it can be normalized as
a weight vector. Instead, the judgment matrix needs to be
reconstructed to adjust the elements. Table 2 shows the sto-
chastic consistency indicator RI.

7.2.5. Hierarchy Total Ranking and Its Consistency Test.
Total hierarchy refers to calculating the weight of the relative
importance of all factors at a certain level to the highest level
(target layer). It is from the highest layer A to the B layer
until the end of the lowest level indicator layer C. The hier-
archy is tested for consistency (consistency ratio) by calcu-
lating the total hierarchy order:

CR =
∑wjCIj
∑wjRI j

,  j = 1, 2, 3,⋯,nð Þ: ð11Þ

When the CR < 0:1, it passes the real hierarchy consis-
tency test. Instead, we need to adjust the values of the CR
elements so that the overall hierarchical system passes the
test. The weights of each level are derived sequentially, along
with their single weight W.

8. Data Using

8.1. Data Description. The data in this paper are mainly from
The Statistical Yearbook of Chinese Cities from 2012 to
2021, the Statistical Yearbook of China’s Land and Resources,
and the Statistical Yearbook of Corresponding Provinces. To
ensure comparability, using the CPI will involve revised eco-
nomic data up to 2012. The indexes selected in this paper
are all from the level of municipal districts.

Table 1: The judgment matrix.

Factor layer C1 C2 ⋯ C1n

C1 A11 A12 ⋯ A1n

C2 A21 A22 ⋯ A2n

⋯ ⋯ ⋯ ⋯ ⋯
Cn An1 An2 ⋯ Ann

Table 2: Stochastic consistency indicator RI.

n 1 2 3 4 5 6 7 8 9

RI 0 0 0.46 0.87 0.98 1.13 1.45 1.61 1.65
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8.2. Variable Description

8.2.1. Evaluation Indicators. Based on reference to previous
studies and based on the theory of C-D production function,
the investment index is selected from land, capital, and
labor. That is, the built-up area (km2) of the use area repre-
sents the investment of urban land resources. Investment in
urban fixed assets (ten thousand yuan) represents a capital
investment. In contrast, the number of employees in the sec-
ondary and tertiary industries (ten thousand people) repre-
sents the level of labor investment. Urban land use
efficiency is based on urban land use. Urban land output
includes three aspects: economy, society, and ecology. Urban
land is mainly used to meet the needs of production, living
activities, and urban ecological protection. Therefore, the
economic output is selected as the added value of the second
and third industries (ten thousand yuan) that can directly
reflect the output level of urban land use. Social output is
expressed as per capita disposable income of urban residents
(yuan); the ecological output is expressed by the green cov-
erage area (km2) of the built-up area.

8.2.2. Influencing Factor Indicators. Man-land relationship:
using population density to represent the man-land relation-
ship, good population density can promote urban land use
efficiency. Otherwise, the too high or too low population
density will lead to overloading or idle urban infrastructure,
urban disease, or lack of economic development power,
which will reduce urban land use efficiency.

City openness: when the technical efficiency reaches a
certain level, the substitution rate between capital and land

is high, the scarcity of urban land is insufficient to restrict
economic development, and the efficiency of urban land
use is improved. On the contrary, the less open we are to
the outside world, the more constrained the efficiency of
urban land use is.

Government regulation: the ratio of local financial gen-
eral budget expenditure to GDP represents the level of gov-
ernment regulation. Because the market has blindness and
other defects, the government must adjust, and the govern-
ment increase in financial expenditure can correct the mar-
ket failure and improve the efficiency of urban land use to
a certain extent. However, excessive government regulation
and interference with the market will backfire.

Spatial factors of urban land: according to the propor-
tion of built-up area in the area of administrative divisions
of municipal districts, generally speaking, under the con-
straints of urban planning, the higher the proportion of the
built-up area is, the less possible it is to strive for a land
use index for economic development through urban land
expansion, and the more it can force the improvement of
existing urban land use efficiency. The lower the proportion
of the built-up area is, the lower the cost of land acquisition
may be in the process of urban economic development,
which reduces the pressure of intensive and economical
use of urban land, and, thus is less conducive to improving
the efficiency of urban land use.

Marketization level of the land: the ratio of the total area
of land transfer with “recruitment, auction, and listing” is
expressed. The higher the level of land marketization is,
the higher the degree of participation in the market compe-
tition is, and the higher the efficiency of urban land use is.

Table 3: Variable descriptive.

Rule layer Type of indicator Indicator layer Unit

Input
indicators

Land resource input Built-up area Km2

Money input Fixed asset investment
Ten thousand

yuan

Labor input
Workers in the secondary industry

Ten thousand
people

Workers in the tertiary industry
Ten thousand

people

Output
indicators

Economic output
The added value of the secondary industry

Ten thousand
yuan

The added value of tertiary industry
Ten thousand

yuan

Social output Per capita disposable income of urban residents Yuan

Ecological output The afforestation coverage area of built-up area Km2

Influencing
factors

Land relationship The population density People/Km2

The openness of the city to the outside
world

Amount of foreign investment
Ten thousand

yuan

Government regulation The ratio of fiscal expenditure to GDP %

Spatial structure of urban land use The ratio of built-up area to the municipal area %

Land marketization level “Recruit auction listings” account for the total land offered %

The industrial structure
The output value of the tertiary industry accounts for the

regional GDP
%

The output value of tertiary industry and gross regional product.
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Industrial structure: the proportion of output value of
the tertiary industry to GDP is used to represent the status
of the urban industrial structure. Under the current situation
of high-speed urbanization, the proportion of the output
value of the tertiary industry in the GDP of municipal dis-
tricts can better distinguish the characteristics of urban
industrial structures. The descriptive variables are shown in
Table 3.

9. Evaluation Analysis Empirical Test

9.1. Spatio-Temporal Analysis of TFP of Urban Land Use.
Based on the Malmquist index, the TFP of urban land use
in 18 prefecture-level cities in the land Economic Zone was
measured with an annual cycle. The results (Table 4) show
that from 2013 to 2021, the average TFP of each city fluctu-
ated between [0.993, 1.09].

9.2. Analysis of Influencing Factors of Total Factor
Productivity of Urban Land Use. Tobit model was con-
structed to analyze further the influencing factors of TFP
of urban land use. The results (Table 5) show that the influ-
ence coefficients of urban land use spatial factors on TFP
and decomposition efficiency were negative, and this index’s
influence on technological progress and efficiency passed the
significance test of 5%. The possible explanation is that in
the process of urban land expansion, the increase of urban
land area alone cannot effectively improve the effectual out-
put and efficiency of urban land use. The land marketization
level passes the significance test for the TFP and technolog-
ical progress of urban land use at the 10% level. The
improvement of land marketization management level can
promote urban technological progress and thus promote
the TFP of urban land use. The influence coefficients of
industrial structure on the TFP and decomposition efficiency
of urban land use were positive. However, the influence coef-
ficients were minor and did not pass the significance level
test, indicating that the proportion of tertiary industry
should be increased. The advantages of technology, capital,
and information should be utilized to improve the effectual
output of urban land use, and there is still plenty of room
for improvement.

9.3. Comprehensive Evaluation Results. Table 6 shows the
evaluation accuracy of different optimization algorithms on

Table 6: Evaluation accuracy of different optimization algorithms
on the test set.

Test sets/total datasets = 0:2 Test sets/total datasets = 0:3
Accuracy
(PSO)

Accuracy
(GA)

Accuracy
(PSO)

Accuracy
(GA)

76.54% 73.56% 75.67% 74.65%

Table 4: Mean value of Malmquist indexes and its decomposing results on urban land use in the land economic zone.

Period
Technical efficiency
TEC = PTEC ∗ SECð Þ

Technological
advancements (TC)

Purely technical
efficiency (PE)

Scale efficiency
(SE)

TFP
TFP = TEC ∗ TCð Þ

2013 1.111 1.237 0.899 0.962 1.093543

2014 1.166 1.109 0.953 0.963 1.021637

2015 1.113 1.116 0.92 0.943 0.996

2016 1.121 1.158 0.92 0.951 1.038

2017 1.12 1.17 0.913 0.957 1.04265

2018 1.124 1.083 0.935 0.939 0.977445

2019 1.121 1.052 0.919 0.952 0.931068

2020 1.119 1.128 0.915 0.954 1.00296

2021 1.129 1.167 0.928 0.951 1.055376

Table 5: Tobit regression analysis results.

Explanatory variable
TFP TEC TC

Coefficient Z-value Coefficient Z-value Coefficient Z-value

Man-land relationship 0.024 0.560 0.06 2:45∗∗ 0.015 0.412

City openness -0.027 -3:14∗∗ 0.006 0.99 -0.02 −2:14∗∗

Government regulation -0.140 -0.96 -0.031 -0.24 -0.18 -1.012

Spatial factors of urban land -0.41 -1.13 -0.39 −2:13∗∗ -0.502 −1:542∗∗

Marketization level of land 0.112 1:45 ∗ 0.078 0.291 0.069 1:125∗

Industrial structure 0.000 0.15 0.002 0.111 0.000 0.113

Constant 1.41 3.8 0.456 2.12 1.24 3.93

Note: “∗∗∗” means passing 1% significance test, “∗∗” means passing 5% significance test, and “∗” means passing 10% significance test.
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the test set; as seen from Table 6, the optimization efficiency
of the proposed algorithm for the comprehensive evaluation
model is higher than that of the benchmark model GA.

Table 7 shows the total benefit evaluation values of land
input and output in 18 selected regions from 2010 to 2021
(based on the fuzzy mathematical model optimized by parti-
cle swarm optimization). It can be seen from the table that
the overall comprehensive evaluation value of land keeps
increasing, which indicates that the comprehensive benefit
of land keeps expanding.

10. Ending

In this paper, first of all, we select 6 indicators from 6 levels,
including land resource input, capital input, and economic
output, and build the evaluation index system of land use
comprehensive benefit based on land input and output.
Then, based on the fuzzy mathematics theory, this paper
adopts the improved particle swarm optimization algorithm
to identify the fuzzy density value of the evaluation index.
This paper, combined with the AHP comprehensive evalua-
tion method, carries out a comprehensive evaluation of the
comprehensive benefit of land through the combination of
subjective and objective methods. Finally, this paper further
analyzes the influencing factors of total factor productivity of
urban land use by constructing the Tobit model. It discusses
the influencing mechanism of government regulation, land
openness, and other factors and land development. The
research results of this paper can provide a reference for
future urban planning, adjustment of land structure, utiliza-
tion and protection of land resources, food, and ecological
security, and economic security.
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In this study, we focus our attention on a kind of generalized fuzzy set. This generalized fuzzy set is known as neutrosophic
octahedron sets (NOSs). NOSs are a combination of neutrosophic, intuitionistic fuzzy, and octahedron sets that provide a
better platform for dealing with imprecise and ambiguous data. First of all, we analyze uncertainty, for this purpose, we need
neutrosophic octahedron set that can also reduce the loss of information about ambiguity and uncertainty. We use NOS over
TOPSIS method (technique to order the performance by similarity with the ideal solution). It is a most suitable technique for
describing uncertain data in the TOPSIS method in order to allow more imprecision than the neutrosophic, intuitionistic
fuzzy, and octahedron set. Thus, the TOPSIS method of NOSs in decision making is used to overcome the problems that arise
during decision-making. We use this proposed structure to implement the selection of the energy source by a numerical
example as an application. As a result, this model is valuable for decision-making and can be used to choose the most
environmentally friendly energy source. Finally, we present an example to demonstrate the validity and effectiveness of the
proposed strategy.

1. Introduction

Decision-making is a beneficial method in human activities
to consider the appropriate option among alternatives with
the highest degree of membership from a group of available
possibilities in terms of parameters. In decision-making
problems, the evaluated values of alternatives considering
the evaluated attribute are often imprecise. The theme of
uncertainty and vagueness is difficult, to understand and
implement in different areas. So, Zadeh, the developer of
fuzzy set theory [1], introduces fuzzy sets in this area to solve
the complications and make it more usable. Fuzzy set theory
can be applied to evaluate the elements of a set defined by a

membership (MM) function in a closed interval ½0, 1�. After
fuzzy set theory, Zadeh [2] also introduced the theme of
interval valued fuzzy set in 1975. Atanasove developed the
intuitionistic fuzzy set [3] in 1986, with MM and nonmem-
bership (NMM) degrees such that their sum is less than or
equal to one. In 1989, Atanassov and Gargov [4] developed
a new them with the help of intuitionistic fuzzy set which
is known as interval valued intuitionistic fuzzy set. Lee
et al. [5] in 2020 introduced octahedron set by combining
interval-valued fuzzy set, an intuitionistic fuzzy set and a
fuzzy set. The theme of neutrosophic sets developed by
Smarandache [6–8] by expanding Atanasove’s ideas. He
created the term “neutrosophic” because “neutrosophy” is
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etymologically related to “neutrosophic.” On the other hand,
Lupiáñez [9] developed the structure of neutrosophic sets
and their topology with basic algebraic operations. In 2005,
Wang et al. [10] developed the structure of interval neutro-
sophic sets. In 2009, Bhowmik and Pal [11] distinguished
between truth-based intuitionist neutrosophic sets and intu-
itionist neutrosophic sets. They established that all intuitio-
nistic neutrosophic sets are neutrosophic sets, but not all
neutrosophic sets are intuitionistic neutrosophic sets. In
addition, some new INS operations have been defined, as well
as illustrations of how the operations could be implemented
in real scenarios. Maji [12] developed the structure of neutro-
sophic soft sets by using Smarandache’s idea of neutrosophic
sets and also introduced some basic definitions and opera-
tion. In 2015, Alkhazaleh and Uluçay [13] initiated the theme
of neutrosophic soft expert set with basic operations and also
discussed real-life application. Alias et al. [14] established the
theme of rough neutrosophic multisets in 2017 with basic
operations and properties. The fuzzy sets discussed above
are incapable of handling imprecise, uncertain, inconsistent,
and incomplete periodic information. To overcome this chal-
lenge, Ali and Smarandache [15] expand the idea of neutro-
sophic sets and developed the structure of complex
neutrosophic set. There are some many other applications
for solving these uncertainty like [16–19]. In 2012, Balin
et al. [20] developed multicriteria decision making model
for energy sources. Huang et al. [21] worked on the applica-
tion used in multicriteria decision making technique in the
field of environmental science. TOPSIS is a most useful
method. According to certain studies, the TOPSIS technique
exhibits a monotonically increasing or decreasing preference
for each criterion [22, 23]. Compensatory approaches, like
TOPSIS, are widely used in numerous fields of multicriteria
decision-making due to the potential of criteria modeling.
Some researchers [24, 25] worked on the significance of
TOPSIS approach in MADM problem. Pehlivan and Yalçın
[26] utilized the TOPSIS approach in a neutrosophic envi-
ronment to identify sustainable suppliers in a low market
chain in 2022. Distinct techniques [27, 28, 30] utilize differ-
ent versions of neutrosophic sets in decision making chal-
lenges, such as single valued neutrosophic sets, single
valued neutrosophic type2 fuzzy sets, and type2 neutrosophic
model. Jun et al. [29] discovered the cubic set in 2012. Jun
et al. [30] studied the concept of cubic subalgebras/ideals in
BCK/BCI-algebras and their characteristics. Jun et al. [31]
have also presented the neutrosophic cubic set notion
(NCS). Gulistan and Khan [32] show the extension of neu-
trosophic cubic set via complex fuzzy set with application.
Some researchers [33, 34] have used the different version of
fuzzy sets in the decision-making environment.

Since neutrosophic set provides higher uncertainty and
ambiguity than intuitionistic fuzzy set, interval valued fuzzy
set and fuzzy set. To further analyze uncertainty, we there-
fore require a neutrosophic octahedron set. Compared to
intuitionistic octahedron sets and octahedron sets, neutro-
sophic octahedron sets also reduce information loss about
ambiguity and uncertainty. So, neutrosophic octahedron
set covers broader area as compare to intuitionistic fuzzy
set, fuzzy set, and interval valued fuzzy set.

1.1. Contribution of the Study. The following is a list of the
planned study’s contributions.

(1) Interval number, intuitionistic number, octahedron
number, neutrosophic set, and octahedron set are
some of the core notions discussed in the literature

(2) This work conceptualises the construction of a NOS
with set theoretic operation

(3) In a neutrosophic octahedron environment, the
TOPSIS method is proposed

(4) The paper is summarised, along with its scope and
future research prospects

1.2. Organization of the Study. The following is a diagram
illustrating the study’s structure: Section 2: recall some useful
information from the previous research. The construction of
the NOS is described in Section 3 as a novel mathematical
instrument for solving the problem of uncertainty. Introduce
the internal and external NOSs, as well as their union and
intersection. The NOS’s operational features are addressed.
Also, the practical element of the suggested structure is
developed in this section. Section 4 describes the TOPSIS
approach in the context of a NOS as a decision-making
problem, and Section 5 describes the comparison, while Sec-
tion 6 summarises the conclusion and future directions.

2. Materials and Methods

This section of the document reviews the available literature
to give some basic materials and methods for a clear under-
standing of the planned work.

Definition 1 (see [4]). A intuitionistic neutrosophic set is the
structure of the form A = ðx, TðxÞ, IðxÞ, FðxÞÞ such that Tð
xÞ∧IðxÞ ≤ 0:5, TðxÞ∧FðxÞ ≤ 0:5, FðxÞ∧IðxÞ ≤ 0:5, with 0 ≤ T
ðxÞ + IðxÞ + FðxÞ ≤ 2, for all x ∈ X:

Definition 2 (see [5]). Denote members of ½I� × ðI ⊕ IÞ × I as

~~x = <~x, �⋏, x > = < x−,x −½ �, v∈, x∉
� �

, x > , ð1Þ

and it is called octahedron number.

Definition 3 (see [5]). Let X be the collection of some ele-
ments and let AO = ½A−, A+�∈I�X , BO = ðB∈, B∉Þ ∈ ðI ⊕ IÞX ,
and λO ∈ IX . Then, the triplet O = hAO, BO, λOi is called an
octahedron set in X. The mapping O : X⟶ I� × ðI ⊕ IÞ × I
is known as octahedron.

Definition 4 (see [8]). Let X be the collection of some ele-
ments. A neutrsophic set in X is a structure of the type A
= fx ; TðxÞ, IðxÞ, FðxÞjx ∈ Xg, which is characterised by
truth-membership (t-MM) T , indeterminacy-membership
(i-MM) I, and falsity-membership(f-MM) F, in such a way
that 0 ≤ TðxÞ + IðxÞ + FðltimesÞ ≤ 3:
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3. Neutrosophic Octahedron Sets with
Basic Operations

In this section, we introduce new notion of NOS with some
interesting properties and basic operations. Also the score
function, neutrosophic octahedron weighted average opera-
tor, and neutrosophic octahedron order the weighted aver-
age operator are discussed.

Definition 5. Let X be the collection of some elements. A
structure of the form A = ðA1, A2, A3Þ, where A1 : X⟶ I�
denotes the interval valued neutrsophic set, A2 : X⟶ ðI ⊕
IÞ denotes the intuitionistic neutrosophic set, A3 : X ⟶ I
denotes the neutrsophic set, is called the neutrosophic octa-
hedron set (NOS) with A : X⟶ I� × ðI ⊕ IÞ × I.

Example 1. Let X = f _x, €x,   x⃛g be a nonempty set and A = ð
A1, A2,A3Þ: X⟶ I� × I ⊕ I� × I be the mapping given by

A _xð Þ =
A1 _xð Þ = 0:2,0:4½ �, 0:3,0:5½ �, 0:3,0:5½ �ð Þ,

A2 _xð Þ = 0:8,0:2,0:4ð Þ,
A3 _xð Þ = 0:6,0:8,0:4ð Þ

* +
, ð2Þ

A €xð Þ =
A1 €xð Þ = 0:3,0:4½ �, 0:4,0:5½ �, 0:4,0:6½ �ð Þ,

A2 €xð Þ = 0:8,0:2,0:4ð Þ,
A3 €xð Þ = 0:5,0:7,0:6ð Þ

* +
, ð3Þ

A   x⃛ð Þ =
A1   x⃛ð Þ = 0:1,0:3½ �, 0:4,0:6½ �, 0:4,0:5½ �ð Þ,

A2   x⃛ð Þ = 0:8,0:2,0:4ð Þ,
A3   x⃛ð Þ = 0:4,0:6,0:5ð Þ

* +
: ð4Þ

Then, A = ðA1, A2, A3Þ is NOS.

Definition 6. Let X be the collection of some elements. A
structure of the form A = ðA1,A2, A3Þ, where A1 = f½A−

T , A+
T

�, ½A−
I , A+

I �, ½A−
F , A+

F �g ∈ I�, A2 = ðAT∗ , AI∗ , AF∗Þ ∈ ðI ⊕ IÞX , A3
= fAT , AI , AFg ∈ I, is called the NOS in X, with the map-
ping, A : X ⟶ I� × ðI ⊕ IÞ × I. We consider following spe-
cial NOSs:

0̂, 0̆, 0
� �

= 0, ð5Þ

0̂, 0̆, 1
� �

, 0̂, 1̆, 0
� �

, 0, 0, 1h i, ð6Þ

0̂, 1̆, 1
� �

, 1̂, 0, 1
� �

, 1̂, 1̆, 0
� �

, ð7Þ

1̂, 1̆, 1
� �

= 1: ð8Þ

In the above case, 0 (resp., 1) is called a neutrosophic
octahedron empty (resp., neutrosophic octahedron whole
set) in X.

Remark 7.

(1) Every NOS is an Octahedron set

The set of all NOS of X is denoted by NOðXÞ.

Definition 8. Let X be the collection of some elements and let
A = ðA1, A2,A3Þ, and B = ðB1, B2, B3Þ ∈NOðXÞ: Then, we can
define the order relations between A and B as follows:

(i) Equality

A = B if and only if A1 = B1, A2 = B2, A3 = B3,
ð9Þ

(ii) Type 1-order

A⊂1B if and only if A1 ⊂ B1, A2 ⊂ B2, A3 ≤ B3,
ð10Þ

(iii) Type 2-order

A⊂2B if and only if A1 ⊂ B1, A2 ⊂ B2, A3 ≥ B3,
ð11Þ

(iv) Type 3-order

A⊂3B if and only if A1 ⊂ B1, A2 ⊃ B2, A3 ≤ B3,
ð12Þ

(v) Type 4-order

A⊂3B if and only if A1 ⊂ B1, A2 ⊃ B2, A3 ≥ B3:

ð13Þ

Definition 9. Let X denote a universe of discourse and ðAjÞ
j ∈ �J = hA1j, A2j, A3jij ∈ �J denote a family of neutrosophic
octahedron sets in X. Then, for ðAjÞj ∈ Jði = 1, 2, 3, 4Þ, the
type i-union ∪i and type i-intersection ∩ i are defined as
follows:

(i) Type i-union

∪1
j∈�JA = ∪j∈�JA1j, ∪j∈�JA2j, ∪j∈�JA3j

� �
, ð14Þ
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∪2
j∈�JA = ∪j∈�JA1j, ∪j∈�JA2j, ∩ j∈�JA3j

� �
, ð15Þ

∪3
j∈�JA = ∪j∈�JA1j, ∩ j∈�JA2j, ∪j∈�JA3j

� �
, ð16Þ

∪4
j∈�JA = ∪j∈�JA1j, ∩ j∈�JA2j, ∩ j∈�JA3j

� �
: ð17Þ

(ii) Type i-intersection

∩ 2
j∈�JA = ∩ j∈�JA1j, ∩ j∈�JA2j, ∪j∈�JA3j

� �
, ð18Þ

∩ 3
j∈�JA = ∩ j∈�JA1j, ∪j∈�JA2j, ∩ j∈�JA3j

� �
, ð19Þ

∩ 4
j∈�JA = ∩ ∩ j∈�JA1j, ∪j∈JA2j, ∪j∈�JA3j

� �
: ð20Þ

Proposition 10. Let X be the collection of some elements and
let A = ðA1, A2, A3Þ, B = ðB1, B2, B3Þ, C = ðC1, C2, B3Þ, and
�∝ = ð �∝1, �∝2, �∝3Þ be neutrosophic octrahedron sets. Then,
for each i = 1, 2, 3, 4.

(i) If A⊂iB and B⊂iC then A⊂iC

(ii) If A⊂iB and A⊂iC then A⊂iB ∩ C

(iii) If A⊂iB and C⊂iB then A ∪ C⊂iB

(iv) If A⊂iB and C⊂i �∝ then A ∪ C⊂iB ∪ �∝ and A ∩ C⊂i
B ∩ �∝

Definition 11. Let X be the collection of some elements and
let A = ðA1,A2, A3Þ be a neutrosophic octahedron set in X.
Then, the complement Ac,[] and ⋄ of A are defined as
follows:

(i) AC = ðA1, A2, A3Þ
(ii) []A = ðA1, ½�A2, A3Þ
(iii) ⋄A = ðA1,⋄A2, A3Þ
From Definition 6, we can easily see that the following

holds:

b_0c = 1, 1c = 0, ð21Þ

b_0, _̆0, 1D Ec
= 1̂, 1̆, 0
� �

, 1̂, 1̆, 0
� �c = b_0, _̆0, 1D E

, ð22Þ

b_0, 1̆, 0D Ec
= 1̂, _̆0, 1
D E

, 1̂, _̆0, 1
D Ec

= b_0, 1̆, 0D E
, ð23Þ

1̂, _̆0, 0
D Ec

= 0, 1̂, 1̆
� �

, 0, 1̂, 1̆
� �c = 1̂, _̆0, 0

D E
, ð24Þ

b_0, 1̆, 1D Ec
= 1̂, _̆0, 0
D E

, 1̂, _̆0, 0
D Ec

= b_0, 1̆, 1D E
, ð25Þ

1̂, _̆0, 1
D Ec

= b_0, 1̆, 0D E
, b_0, 1̆, 0D Ec

= 1̂, _̆0, 1
D E

, ð26Þ

1̂, 1̆, 0
� �c = b_0, _̆0, 1D E

, b_0, _̆0, 1D Ec
= 1̂, 1̆, 0
� �

: ð27Þ

Remark 12. The union, intersection, and complement of
NOS does not hold in general, i.e., A ∪ Ac = 1 and A ∩ Ac =
0:

Proposition 13. Let X be the collection of some elements and
let A = ðA1, A2, A3Þ, and B = ðB1, B2, B3Þ be two neutrosophic
octrahedron sets in X. If A⊂iB, then BC⊂iA

C , for each i = 1,
2, 3.

Proposition 14. Let A ∈NOðXÞ and let ðAJÞj ∈ J ⊂NOðXÞ:
Then

(i) ðACÞC = A

(ii) For each i = 1, 2, 3

[i
j∈J

Aj

 !C

=
\i
j∈J

AC
j , ð28Þ

\i
j∈J

Aj

 !C

=
[i
j∈J

AC
j : ð29Þ

Proposition 15. Let X be the collection of some elements and
let A = ðA1, A2, A3Þ, and B = ðB1, B2, B3Þ be two neutrosophic
octrahedron sets in X. If A ⊂ B, then NN

CB ⊂NN
CA for each i

= 1, 2, 3, 4.

Definition 16. Let X be the collection of some elements and
let A = ðA1, A2, A3Þ ∈NOðXÞ, then, A is called an internal
and external neutrosopic octahedron set if the following
are satisfied:

A truth-internal NOS (briefly, INOS) in X, for each x
∈ X,

A
2TA

xð Þ, A 3TA
xð Þ ∈ A1 = A−

TA, A+
TA½ �, A−

IA, A+
IA½ �, A−

FA,A+
FA½ �ð Þ:
ð30Þ

An indeterminacy-internal NOS (briefly, INOS) in X, for
each x ∈ X,

A
2IA

xð Þ, A 3IA
xð Þ ∈ A1 = A−

TA, A+
TA½ �, A−

IA, A+
IA½ �, A−

FA, A+
FA½ �ð Þ:
ð31Þ

A falsity-internal NOS (briefly, INOS) in X, for each x
∈ X,

A
2FA

xð Þ, A 3FA
xð Þ ∈ A1 = A−

TA, A+
TA½ �, A−

IA, A+
IA½ �, A−

FA, A+
FA½ �ð Þ:
ð32Þ

A truth-external NOS (briefly, ∉ −ENOS) in X, for each
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x ∈ X,

A
2TA

xð Þ, A 3TA
xð Þ ∉ A1 = A−

TA,A+
TA½ �, A−

IA, A+
IA½ �, A−

FA, A+
FA½ �ð Þ:
ð33Þ

An indeterminacy-external NOS (briefly, INOS) in X,
for each x ∈ X,

A
2IA

xð Þ, A 3IA
xð Þ ∉ A1 = A−

TA, A+
TA½ �, A−

IA,A+
IA½ �, A−

FA, A+
FA½ �ð Þ:
ð34Þ

A falsity-external NOS (briefly, INOS) in X, for each x ∈ X,

A
2FA

xð Þ, A 3FA
xð Þ ∉ A1 = A−

TA, A+
TA½ �, A−

IA, A+
IA½ �, A−

FA, A+
FA½ �ð Þ:
ð35Þ

Proposition 17. Let X be the collection of some elements and

let A = ðA1, A2, A3Þ ∈NOðXÞ: If A is not external NOSs, then,
there is x ∈ X such that

A2 xð Þ ∈ A−
TA, A+

TA½ �, A−
IA, A+

IA½ �, A−
FA, A+

FA½ �ð Þ, ð36Þ

or

1 − A2 xð Þ ∈ A−
TA, A+

TA½ �, A−
IA, A+

IA½ �, A−
FA,A+

FA½ �ð Þ, ð37Þ

A3 xð Þ ∈ A−
TA, A+

TA½ �, A−
IA, A+

IA½ �, A−
FA,A+

FA½ �ð Þ: ð38Þ
Proposition 18. Let X be the collection of some elements and
let A = ðA1, A2,A3Þ ∈ AðXÞ: if A is both internal and external
NOSs, then, there is x ∈ X,

Figure 1: Source of solar energy.

Figure 2: Source of wind energy.

Figure 3: Source of geothermal energy.

Figure 4: Source of hydropower energy.

A2 xð Þ, 1 − A2 xð Þ, A3 xð Þ ∈U A1ð Þ ∪ L A1ð Þ, A−
TA, A+

TA½ �, A−
IA, A+

IA½ �, A−
FA, A+

FA½ �ð Þ, ð39Þ
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where UðA1Þ = fA+
TA, A+

IA,A+
FA : x ∈ Xg and LðA2Þ = fA−

TA,
A−
IA, A−

FA : x ∈ Xg.

Proposition 19. Let X be the collection of some elements and
let A = ðA1, A2, A3Þ ∈ AðXÞ: if A is an internal (resp., exter-
nal) NOSs, then, ⌝A (complement) is external (resp., internal).

Example 2. Let A = hA1, A2, A3i be a NOS in X given by for
each x ∈ X,

A xð Þ =

x
4 ,

1 + x
2

� �
, x
6 ,

1 + x
4

� �
, x
8 ,

1 + x
6

� �� 	
,

x
3 ,

1 + x
5

� �
, x
5 ,

1 + x
7

� �
, ~a
7 ,

1 + x
9

� �� 	
, x

2 ,
x
4 ,

x
6


 �
* +

:

ð40Þ

A2ðxÞ, A3ðxÞ ∈ A1 for each x ∈ X is then easily calculated, but
A2ðxÞ ∉ ð½A−

TA, A+
TA�, ½A−

IA, A+
IA�, ½A−

FA, A+
FA�Þ, for each x ∈ X

such that x > 3/7: Thus, A is an ∈−INOS but not a ∉ −
INOS in X.

Proposition 20. Let X be the collection of some elements and
let A = ðA1, A2, A3Þ, and B = ðB1, B2, B3Þ be two neutrosophic
octrahedron sets in X. Suppose A and B are internal for each
x ∈ X:

Definition 21. The sum between two NOSs A = ðA1, A2, A3Þ,
and B = ðB1, B2, B3Þ is defined as

A ⊕ B = A1 + B1 − A1:B1, A2 + B2 − A2:B2, A3 + B3 − A3:B3ð Þ:
ð41Þ

Definition 22. The product between two NOSs A = ðA1, A2,
A3Þ, and B = ðB1, B2, B3Þ is defined as A ⊗ B = ðA1:B1, A2:B2
, A3:B3Þ.

Definition 23. Scalar multiplication with a neutrosophic
octahedron set of a Scalar λA = ðA1,A2, A3Þ, is defined as λ
A.

Theorem 24. Let A = ðA1,A2, A3Þ, B = ðB1, B2, B3Þ and C = ð
C1, C2, C3Þ be three NOSs ofA, whereA be a collection of NOSs.
Then ðA, ⊕Þ is a commutative monoid.

Proof.

(1) Let A, B ∈ A: Then, we have

A ⊕ B = A1 + B1 − A1:B1,A2 + B2 − A2:B2, A3 + B3 − A3:B3ð Þh i,
ð42Þ

which is clearly in A:

(2) Let A, B, C ∈ A. Then, we prove ðA ⊕ BÞ
⊕ C = A ⊕ ðB ⊕ CÞ

NNC
1 ⊕NNC

2
� �

⊕NNC
3

= A1,A2, A3ð Þ ⊕ B1, B2, B3ð Þh i ⊕ C1, C2, C3h i
= A1 + B1 − A1:B1, A2 + B2 − A2:B2,A3 + B3 − A3:B3ð Þh i

⊕ C1, C2, C3h i = A1, A2, A3ð Þ
⊕ B1 + C1 − B1:C1, B2 + C2 − B2:C2, B3 + C3 − B3:C3ð Þh i

= A ⊕ B ⊕ Cð Þ:
ð43Þ

(3) Let A, B ∈ A. Then, we have

0.
45

85

0.
46

48

0.
43

44

0.
51

74

RANKING ORDER

Figure 5: Ranking.
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A ⊕ B = A1, A2, A3ð Þ ⊕ B1, B2, B3ð Þh i
= A1 + B1 − A1:B1,A2 + B2 − A2:B2, A3 + B3 − A3:B3ð Þh i
= B1 + A1 − B1:A1, B2 + A2 − B2:A2, B3 + A3 − B3:A3ð Þh i
= B ⊕ A:

ð44Þ

Hence, ðA, ⊕Þ is a commutative semigroup.

Theorem 25. Let A = ðA1, A2, A3Þ, and B = ðB1, B2, B3Þ be
any two NOSs. Then, the following holds

(1) €λðA ⊕ BÞ = €λA ⊕ €λB

(2) ð€λ1 + €λ2ÞA = €λ1A + €λ2A, where €λ is any scalar

Proof.

(1) Let A, B be two NOSs and €k0 be any constant. Then,
we have

€λ0 A ⊕ Bð Þ = €λ0 A1, A2, A3h i ⊕ B1, B2, B3h ið Þ

= €λ0 A1 + B1 − A1:B1, A2 + B2 − A2:B2,A3 + B3 − A3:B3ð Þh i

=

−1 − −1 − A1 + B1 − A1:B1ð Þð Þ€λ0

 �

,

−1 − −1 − A2 + B2 − A2:B2ð Þð Þ€λ0

 �

,

−1 − −1 − A3 + B3 − A3:B3ð Þð Þ€λ0

 �

* +

=

−1 − −1 − A1 − B1 + A1:B1ð Þ€λ0

 �

,

−1 − −1 − A2 − B2 + A2:B2ð Þ€λ0

 �

,

−1 − −1 − A3 − B3 + A3:B3ð Þ€λ0

 �

* +

=

−1 − −1 − A1 − B1 1 − A1:B1ð Þð Þ€λ0

 �

,

−1 − −1 − A2 − B2 1 − A2:B2ð Þð Þ€λ0

 �

,

−1 − −1 − A3 − B3 1 − A3:B3ð Þð Þ€λ0

 �

* +

=

−1 − −1 − A1 − B1 1 − B1ð Þð Þ€λ0

 �

,

−1 − −1 − A2 − B2 1 − B2ð Þð Þ€λ0

 �

,

−1 − −1 − A3 − B3 1 − B3ð Þð Þ€λ0 ,

 �

* +

=

−1 − −1 − A1ð Þ 1 − B1ð Þð Þ€λ0

 �

,

−1 − −1 − A2Ið Þ 1 − B2ð Þð Þ€λ0

 �

,

−1 − −1 − A3ð Þ 1 − B3ð Þð Þ€λ0

 �

* +

=

−1 − −1 − A1ð Þ€λ0 − 1 + B2ð Þ€λ0 + 1 + −1 − A1ð Þ€λ0

+ 1 + B1ð Þ€λ0 − −1 − A1ð Þ€λ0 1 + B1ð Þ€λ0 ,

0@ 1A,

−1 − −1 − A2ð Þ€λ0 − 1 + B2ð Þ€λ0 + 1 + −1 − A2ð Þ€λ0

+ 1 + B2ð Þ€λ0 − −1 − A2ð Þ€λ0 1 + B2ð Þ€λ0 ,

0@ 1A,

−1 − −1 − A3ð Þ€λ0 − 1 + B3ð Þ€λ0 + 1 + −1 − A3ð Þ€λ0

+ 1 + B3ð Þ€λ0 − −1 − A3ð Þ€λ0 1 + B3ð Þ€λ0 ,

0@ 1A

* +

=

2 − −1 − A1ð Þ€λ0 − 1 + B1ð Þ€λ0 − −1 − 1 + B1ð Þ€λ0



− −1 − A1ð Þ€λ0
�
+ −1 − A1ð Þ€λ0 1 + B1ð Þ€λ0 ,

0B@
1CA,

2 − −1 − A2ð Þ€λ0 − 1 + B2ð Þ€λ0 − −1ð − 1 + B2ð Þ€λ0

− −1 − A2ð Þ€λ0
�
+ −1 − A2ð Þ€λ0 1 + B2ð Þ€λ0 ,

0@ 1A,

2 − −1 − A3ð Þ€λ0 − 1 + B3ð Þ€λ0 − −1ð − 1 + B3ð Þ€λ0

− −1 − A3ð Þ€λ0
�
+ − −1 − A1ð Þ€λ0

�
+ −1 − A3ð Þ€λ0 1 + B3ð Þ€λ0 ,

0@ 1A
i

*

=

−1 − −1 − A1ð Þ€λ0 + 1 − 1 − B1ð Þ€λ0

− 1 − −1 − A1ð Þ€λ0

 �

1 − 1 − B1ð Þ€λ0

 �

,

0@ 1A,

−1 − −1 − A2ð Þ€λ0 + 1 − 1 − B2ð Þ€λ0

− 1 − −1 − A2ð Þ€λ0

 �

1 − 1 − B2ð Þ€λ0

 �

,

0@ 1A,

−1 − −1 − A3ð Þ€λ0 + 1 − 1 − B3ð Þ€λ0

− 1 − −1 − A3ð Þ€λ0

 �

1 − 1 − B3ð Þ€λ0

 �

,

0@ 1A

* +

=

−1 − −1 − A1ð Þ€λ0 ,
−1 − −1 − A2ð Þ€λ0 ,
−1 − −1 − A3ð Þ€λ0

* +
⊕

−1 − −1 − B1ð Þ€λ0 ,
−1 − −1 − B2ð Þ€λ0 ,
−1 − −1 − B3ð Þ€λ0

* +
,

= €λ0 A1, A2, A3h i ⊕ €λ0 B1, B2, B3h i ð45Þ

we have €λ0ðA ⊕ BÞ = λA ⊕ €λ0B:

(2) Let Ω ∈ A and €λ1, €λ2 be any constant. Then, we have
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€λ1 + €λ2

 �

A = €λ1 + €λ2

 �

A1, A2, A3h i

=

−1 − −1 − A1ð Þ€λ1+€λ2

 �

,

−1 − −1 − A2ð Þ€λ1+€λ2

 �

,

−1 − −1 − A3ð Þ€λ1+€λ2

 �

* +

=

−2 − 1 − A1ð Þ€λ1 − 1 − A1ð Þ€λ2 + 1 − A1ð Þ€λ1

−1 + 1 − A1ð Þ€λ2 − 1 − A1ð Þ€λ1+€λ2 ,

0@ 1A,

−2 − 1 − A2ð Þ€λ1 − 1 − A2ð Þ€λ2 + 1 − A2ð Þ€λ1

−1 + 1 − A2ð Þ€λ2 − 1 − A2ð Þ€λ1+€λ2 ,

0@ 1A,

−2 − 1 − A3ð Þ€λ1 − 1 − A3ð Þ€λ2 + 1 − A3ð Þ€λ1

−1 + 1 − A3ð Þ€λ2 − 1 − A3ð Þ€λ1+€λ2 ,

0@ 1A
i

*

=

−1 − −1 − A1ð Þ€λ1 + 1 − −1 − A1ð Þ€λ2

− 1 − 1 − A1ð Þ€λ1

 �

−1 − 1 − A1ð Þ€λ2

 �

0B@
1CA,

−1 − −1 − A2ð Þ€λ1 + 1 − −1 − A2ð Þ€λ2

− 1 − 1 − A2ð Þ€λ1

 �

−1 − 1 − A2ð Þ€λ2

 �

,

0B@
1CA,

−1 − −1 − A3ð Þ€λ1 + 1 − −1 − A3ð Þ€λ2

− 1 − 1 − A3ð Þ€λ1

 �

−1 − 1 − A3ð Þ€λ2

 �

,

0B@
1CA

i
*

=

1 − 1 − A1ð Þ€λ1 ,
1 − 1 − A2ð Þ€λ1 ,
1 − 1 − A3ð Þ€λ1

* +
⊕

−1 − −1 − A1ð Þ€λ2 ,
−1 − −1 − A2ð Þ€λ2 ,
−1 − −1 − A3ð Þ€λ2

* +
ð46Þ

we have ð€λ1 + €λ2ÞA1 = €λ1A1 + €λ2A1:

Definition 26. Let A = ðA1, A2, A3Þ be a NOS, and we define
score function as

S Að Þ = A1 + A2 + A3
12 : ð47Þ

Definition 27. Let A = ðA1, A2, A3Þtðt = 1, 2,⋯mÞ be the col-
lection of values of neutrosophic octahedron and weighted
average operator is defined as NOWA : Ωn ⟶Ω by
NOWAwðA1, A2 ⋯ AmÞ =∑m

Tru=1wtA1, where W =
ðw1,w2,⋯,wmÞt is the weight vector, such that wt ∈ 0, 1�
and ∑m

t=1wt = 1:

Definition 28. Let A = ðA1, A2, A3Þtðt = 1, 2,⋯mÞ be the col-
lection of values of neutrosophic octahedron and order
weighted average operator as NOOWA : Ωn ⟶Ω by
NOOWAwðA1, A1 ⋯ , A1Þ =∑m

t=1wtA1, where NOOWA is
order weighted average operator A1 is the the largest, W =

ðw1,w2 ⋯ ,wmÞt is the weight vector of A1ðt = 1, 2,⋯mÞ,
such that wt ∈ 0, 1� and ∑m

t=1wt = 1:

4. Energy Source Selection by TOPSIS Method

It is essential to select an energy source that has the least impact
on the natural environment, and it must take into account cru-
cial factors like as reliability, cost, and maintenance. As a result,
selecting the optimal energy source is not a simple task, as this
decision may be fraught with uncertainty and ambiguity. To
deal with ambiguity and vagueness, Zadeh developed the fuzzy
theory. In 1975, he defined interval-valued fuzzy sets as a more
general class of fuzzy sets. Intuitionistic fuzzy sets, neutrosophic
sets, interval neutrosophic sets, intuitionistic neutrosophic sets,
neutrosophic cubic sets, neutrosophic soft sets, rough neutro-
sophic sets, and octahedron sets are some well-known kinds
of fuzzy sets. We use neutrosophic octahedron sets to define
decision making problem. The algorithms are proposed in this
section. The algorithm shows the procedure of TOPSIS method
based on the following terminologies. Some example of energy
sources are solar energy, wind energy, geothermal energy, and
hydropower energy.

Solar energy: solar power is the conversion of solar energy
into thermal or electrical energy. Solar energy is the most
abundant and environmentally friendly source of renewable
energy available today. The source of solar energy is shown
as in Figure 1.

Wind energy: wind is a type of solar energy. Winds are
created by the heating of the atmosphere by the sun, the rota-
tion of the Earth, and irregularities in its surface. The source of
wind energy is shown as in Figure 2.

Geothermal energy: geothermal energy is the heat that
exists in the earth’s crust. Geothermal energy is derived from
the Greek words geo (earth) and therm (heat). Because heat
is constantly produced in the earth, geothermal energy is a
renewable energy source. The source of geothermal energy is
shown as in Figure 3.

Hydropower energy: the conversion of energy from run-
ning water into electricity is known as hydroelectricity. It is the
oldest and largest renewable energy source in the world. The
source of hydropower energy is shown as in Figure 4.

These energy sources are renewable. These resources do
not pollute the environment in any way, and H = human
activities have no effect on renewable resources. It is important
to choose the best energy source for their country which min-
imum effects the environment. The important parameter of
energy sources is reliability, yields, cost, and maintenance.
Where U1,U2,U3, andU4 stand for solar energy, wind energ,
geothermal energy, and hydropower energy. These sources are
evaluated against the four parameters which are represented
by €λ1, €λv, €λ3, and €λ4 where these parameters stand for reliabil-
ity, yields, cost, and maintenance.

For this purpose, we select a panel which are consist of
expertise. The panel assessed the energy sources according to
given criteria. The panel gives their judgements in the form
of decision matrix. Suppose the decision matrix is represented
by a = ½aij �m × n, where aij shows evaluation of ith alternative

with respect to jth criteria.
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Step 1. Standardize the decision matrix as follows:

D =

  U1 U2 U3 U4

€λ1

0:1,0:2�,
0:3,0:1�,
0:1,0:2�,

0:5,0:2,0:4ð Þ,
0:2,0:3,0:4ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:1,0:1�,
0:1,0:1�,
0:1,0:1�,

0:3,0:2,0:4ð Þ,
0:3,0:5,0:4ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:1,0:2�,
0:1,0:2�,
0:1,0:2�,

0:3,0:2,0:4ð Þ,
0:3,0:5,0:4ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:1,0:2�,
0:1,0:1�,
0:1,0:2�,

0:3,0:2,0:4ð Þ,
0:3,0:5,0:4ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;
,

€λ2

0:1,0:1�,
0:1,0:2�,
0:1,0:3�,

0:5,0:2,0:3ð Þ,
0:3,0:4,0:2ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:2,0:1�,
0:3,0:2�,
0:1,0:2�,

0:3,0:2,0:4ð Þ,
0:5,0:7,0:6ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:1,0:2�,
0:1,0:2�,
0:2,0:1�,

0:5,0:2,0:4ð Þ,
0:2,0:3,0:4ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:1,0:1�,
0:2,0:2�,
0:2,0:1�,

0:5,0:2,0:3ð Þ,
0:3,0:4,0:2ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;
,

€λ3

0:1,0:2�,
0:1,0:2�,
0:2,0:1�,

0:2,0:2,0:5ð Þ,
0:5,0:4,0:3ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:1,0:2�,
0:1,0:1�,
0:2,0:2�,

0:3,0:2,0:2ð Þ,
0:4,0:3,0:2ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:1,0:2�,
0:1,0:2�,
0:2,0:2�,

0:8,0:2,0:4ð Þ,
0:6,0:8,0:4ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:1,0:2�,
0:2,0:1�,
0:2,0:2�,

0:2,0:2,0:5ð Þ,
0:5,0:4,0:3ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;
,

€λ4

0:1,0:2�,
0:1,0:2�,
0:1,0:2�,

0:8,0:2,0:4ð Þ,
0:6,0:8,0:4ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:2,0:1�,
0:1,0:2�,
0:3,0:1�,

0:8,0:2,0:4ð Þ,
0:6,0:8,0:4ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:1,0:1�,
0:2,0:2�,
0:1,0:1�,

0:5,0:2,0:4ð Þ,
0:2,0:3,0:4ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;

0:2,0:1�,
0:1,0:1�,
0:1,0:2�,

0:2,0:2,0:5ð Þ,
0:5,0:4,0:3ð Þ

8>>>>>>>><>>>>>>>>:

9>>>>>>>>=>>>>>>>>;
:

ð48Þ

Step 2. Construct normalized decision matrix, using the fol-
lowing equation:

λ
∘

i j
=

ui jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑u2i j

 �r  for i = 1,⋯,m ; j = 1,⋯, n: ð49Þ

  U1 U2 U3 U4

λ
∘

1

0:25,0:29�,
0:5,0:143�,
0:2,0:25�,
0:461,0:5,
0:492

 !
,

0:233,0:292,
0:596

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:17,0:1�,
0:17,0:17�,
0:143,0:17�,
0:314,0:5,
0:554

 !
,

0:6324,0:413,
0:471

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:25,0:29�,
0:2,0:25�,
0:17,0:33�,
0:314,0:5,
0:554

 !
,

0:6324,0:413,
0:471

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:20,0:33�,
0:17,0:20�,
0:17,0:29�,
0:314,0:5,
0:554

 !
,

0:6324,0:413,
0:471

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

,

λ
∘

2

0:25,0:143�,
0:17,0:29�,
0:2,0:38�,
0:461,0:5,
0:369

 !
,

0:349,0:389,
0:298

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:33,0:1�,
0:5,0:33�,
0:143,0:33�,
0:314,0:5,
0:554

 !
,

0:539,0:578,
0:707

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:25,0:29�,
0:2,0:25�,
0:33,0:17�,
0:461,0:5,
0:492

 !
,

0:233,0:292,
0:596

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:20,0:17�,
0:33,0:4�,
0:33,0:143�,
0:461,0:5,
0:369

 !
,

0:349,0:389,
0:298

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

,

λ
∘

3

0:25,0:29�,
0:17,0:29�,
0:5,0:125�,
0:184,0:5,
0:616

 !
,

0:581,0:389,
0:447

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:17,0:2�,
0:17,0:17�,
0:29,0:33�,
0:314,0:5,
0:277

 !
,

0:431,0:247,
0:236

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:25,0:29�,
0:2,0:25�,
0:33,0:33�,
0:838,0:5,
0:554

 !
,

0:647,0:661,
0:471

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:20,0:33�,
0:33,0:20�,
0:33,0:29�,
0:184,0:5,
0:616

 !
,

0:581,0:389,
0:447

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

,

λ
∘

4

0:25,0:29�,
0:17,0:29�,
0:2,0:25�,
0:736,0:5,
0:493

 !
,

0:698,0:779,
0:596

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:33,0:1�,
0:17,0:33�,
0:43,0:17�,
0:838,0:5,
0:554

 !
,

0:647,0:661,
0:471

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:25,0:143�,
0:4,0:25�,
0:17,0:17�,
0:461,0:5,
0:492

 !
,

0:233,0:292,
0:596

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:40,0:17�,
0:17,0:20�,
0:17,0:29�,
0:184,0:5,
0:616

 !
,

0:581,0:389,
0:447

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

:

ð50Þ

Step 3. Create the weighted normalized decision matrix
using the equation below

€λi j =wj:λ
∘

i j
, ð51Þ

  G1 G2 G3 G4

€λ1

0:075,0:087�,
0:15,0:043�,
0:06,0:075�,
0:138,0:15,

0:148

 !
,

0:069,0:088,
0:179

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:017,0:01�,
0:017,0:017�,
0:0143,0:017�,
0:0314,0:05,

0:0554

 !
,

0:06324,0:0413,
0:0471

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:05,0:06�,
0:04,0:05�,
0:034,0:066�,
0:0628,0:1,
0:1108

 !
,

0:1265,0:083,
0:0942

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:08,0:132�,
0:07,0:08�,
0:07,0:12�,
0:1256,0:2,
0:2216

 !
,

0:253,0:1652,
0:1882

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

,

€λ2

0:075,0:043�,
0:051,0:087�,
0:06,0:114�,
0:138,0:15,
0:1107

 !
,

0:105,0:117,
0:089

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:033,0:01�,
0:05,0:033�,
0:0143,0:033�,
0:0314,0:05,

0:0554

 !
,

0:0539,0:0578,
0:0707

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:05,0:06�,
0:04,0:05�,
0:066,0:034�,
0:0922,0:1,
0:0984

 !
,

0:0466,0:0584,
0:1192

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:08,0:07�,
0:132,0:16�,
0:132,0:06�,
0:1844,0:2,
0:1476

 !
,

0:1396,0:1556,
0:1192

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

,

€λ3

0:075,0:087�,
0:051,0:087�,
0:15,0:038�,
0:055,0:15,

0:185

 !
,

0:174,0:117,
0:134

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:017,0:02�,
0:017,0:017�,
0:029,0:033�,
0:0314,0:05,

0:0277

 !
,

0:0431,0:0247,
0:0236

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:05,0:06�,
0:04,0:05�,
0:066,0:066�,
0:168,0:1,
0:1108

 !
,

0:129,0:1322,
0:0942

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:08,0:132�,
0:132,0:08�,
0:132,0:12�,
0:0736,0:2,

0:246

 !
,

0:2324,0:156,
0:179

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

,

€λ4

0:075,0:087�,
0:051,0:087�,
0:06,0:075�,
0:221,0:15,

0:148

 !
,

0:209,0:234,
0:179

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:033,0:01�,
0:017,0:033�,
0:043,0:017�,
0:0838,0:05,

0:0554

 !
,

0:0647,0:0661,
0:0471

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:05,0:143�,
0:08,0:05�,
0:034,0:034�,
0:0922,0:1,
0:0984

 !
,

0:0466,0:0584,
0:1192

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:40,0:07�,
0:07,0:08�,
0:07,0:12�,
0:0736,0:2,
0:2464

 !
,

0:2324,0:156,
0:179

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

:

ð52Þ

Step 4. Identify the ideal and negative ideal solutions. Ideal
solution λ∗ = fλ∗1 ,⋯, λ∗ng, where

λ∗j = max λi j


 �
if j ∈ J ; min λi j


 �
if j ∈ J ′

n o
: ð53Þ

Negative ideal solution

λ′ = λ1′ ,⋯, λn′
n o

, ð54Þ

where

λ j′= max λi j


 �
if j ∈ J ; min λi j


 �
if j ∈ J ′

n o
, ð55Þ
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λ∗

0:075,0:087�,
0:15,0:087�,
0:15,0:114�,
0:221,0:15,

0:185

 !
,

0:209,0:234,
0:179

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:033,0:02�,
0:05,0:033�,
0:029,0:033�,
0:0838,0:0578,

0:0554

 !
,

0:0647,0:0661,
0:0707

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:05,0:143�,
0:08,0:05�,
0:066,0:066�,
0:168,0:1,
0:1108

 !
,

0:129,0:1322,
0:1192

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:08,0:07�,
0:07,0:07�,
0:07,0:06�,
0:0736,0:2,
0:1476

 !
,

0:1396,0:156,
0:1476

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

,

λ′

0:075,0:043�,
0:051,0:043�,
0:06,0:038�,
0:055,0:15,
0:1107

 !
,

0:069,0:088,
0:089

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:017,0:01�,
0:017,0:017�,
0:0143,0:017�,
0:0314,0:033,

0:0277

 !
,

0:0431,0:0247,
0:0236

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:06,0:05�,
0:04,0:05�,
0:034,0:034�,
0:0628,0:1,
0:0984

 !
,

0:0466,0:0584,
0:0942

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

0:40,0:132�,
0:132,0:16�,
0:132,0:12�,
0:2324,0:2,

0:246

 !
,

0:253,0:1652,
0:1882

 !

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;

:

ð56Þ
Step 5. Calculate the separation measures for each alterna-
tives, with the help of the following equations as

s∗i =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠 λ∗j − λi j


 �2h ir
i = 1,⋯,m: ð57Þ

Separation from negative ideal alternatives is also
expressed as

si′=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠 λj′− λi j


 �2h ir
i = 1,⋯,m, ð58Þ

€s∗1 = 0:3476, ð59Þ

€s∗2 = 0:3531, ð60Þ

€s∗3 = 0:3369, ð61Þ

€s∗4 = 0:4106, ð62Þ

€s1′ = 0:4106, ð63Þ

€s2′ = 0:4066, ð64Þ

€s3′ = 0:4386, ð65Þ

€s4′ = 0:3830: ð66Þ
Step 6. Calculate the distance between relative closeness and
ideal solution D∗

i where

D∗
i =

si′
s∗i + si′

 � 0 ≤D∗

i ≤ 1, ð67Þ

select the option with D∗
i closest to 1.

€λ1 = 0:4585, €λ2 = 0:4648, €λ3 = 0:4344, €λ4 = 0:5174, ð68Þ

€λ4 > €λ2 > €λ1 > €λ3: ð69Þ

The ranking order of €λ1, €λ2, €λ3, and €λ4 is shown as in
Figure 5.

5. Comparison

Topsis method is a common technique to handle decision
making problems. In a neutrosophic set, a group decision-
making procedure was presented by Abdel et al. and Biswas
et al. [35, 36]. The several iterations of the neutrosophic set
were also used in decision-making issues by Zulqarnain
et al. and Dey et al. [37, 38]. All of these techniques are rel-
evant to the ongoing effort. We now contrast the suggested
method with two comparable ways to analyze the benefits
and drawbacks of the current model in order to demonstrate
the technological achievements in this research. The primary
distinction between them is that whereas Biswas focused on
the hybridization of the two ideas, namely, generalized neu-
trosophic sets, and soft sets. Abdel examined the truth, inde-
terminacy, and falsity membership values. As a result, the
decision data in the current model is broader. Consequently,
the strategy described in this paper is more circumspect.

6. Conclusion

We proposed a new notion known as neutrosophic octahe-
dron set in this article by combining the concepts of neutro-
sophic set, intuitionistic fuzzy, and octahedron set. The
major goal of this concept is to resolve uncertainty in real-
world situations. We also look at some basic NOS operations
including union, intersection, and complement, as well as
their characteristics. Define some operational features as
well. We also discussed the fact that the need for energy
planning has increased with the development of new
energy-related technologies and energy sources. The prob-
lem of decision-making is made even more difficult by the
need for collaboration between various stakeholders in order
to produce effective decisions. In order to quantitatively
reflect the ambiguity and imprecision of the data, neutro-
sophic octahedron sets are a useful tool. Finally, using our
proposed method and a numerical example, we presented
a decision-making process.

In the future, this structure can be extended in interval
neutrosophic octahedron set and can be applied in many
real-life applications such as pattern recognition, medical
diagnosis, and personal selection. Moreover, one can use this
concept and develop a new decision-making technique with
VIKOR, ELECTRE, CODAS, and AHP under a neutro-
sophic octahedron environment.
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We essentially suggest the concept of mutual sequences and Cauchy mutual sequence and utilize the same to prove the existence
and uniqueness of common fixed point results for finite number of self- and non-self-mappings using fuzzy ℤ∗-contractive
mappings in fuzzy metric spaces. Our main result was obtained under generalized contractive condition in the fuzzy metric
spaces. We provide examples to vindicate the claims and usefulness of such investigations. In this way, the present results
generalize and enrich the several existing literature of the fuzzy metric spaces.

1. Introduction

In 1975, Kramosil and Michalek [1] introduced the notion of
fuzzy metric spaces using the theory of fuzzy sets, which
generalizes the metric spaces. Later on, many authors have
introduced the notion of fuzzy metric spaces in different
ways (see [2–5]). The widely accepted definition is given
by George and Veeramani [6]. They presented slight modifi-
cation on the definition of fuzzy metric spaces initiated by
the respective authors by obtaining Hausdorff topology on
the same setting. Utilizing the notion of the fuzzy metric,
many authors proved various interesting common fixed
point result for self- and non-self-mappings using different
contraction in this setting. In 1984, Hadžić [7] proved some
common fixed point theorems for family of mapping. After
that, Bari and Vetro [8] also proved theorems for family of
mappings in fuzzy metric spaces. In 1994, Subrahmanyam
[9] generalized Jungck’s theorem [10] in the setting of fuzzy
metric spaces introduced by Kramosil and Michalek [1].
Vasuki [11] proved common fixed point theorems in the
same setting. In 2002, Rhoades [12] proved common fixed

point theorems for non-self-mappings using
quasicontraction.

Jungck and Rhoades [13] introduced the concept of
weak compatibility in metric spaces, which was further stud-
ied by Singh and Jain [14] in the fuzzy metric settings. Sed-
ghi et al. [15] proved common fixed point theorems for four
weakly compatible mappings. For the common fixed point
using the notion of common limit range property, we refer
common fixed point theorems by Chauhan et al. [16]. In this
continuation, Imdad et al. [17] proved common fixed point
theorems in fuzzy metric spaces using common property
(E.A) and Prasad et al. [18] presented some coincidence
point theorems via contractive mappings.

Recently, Roldan and Sintunavarat [19] introduced an
important concept of fuzzy metric spaces on the product
space XN which is induced by a simple fuzzy metric struc-
ture and compare the convergence, Cauchy, and complete-
ness between these two structures. They also proved
common fixed point results using CLRg property in the
same metric setting. On the other hand, Shukla et al. [20]
unify classes of different fuzzy contractive mappings

Hindawi
Advances in Mathematical Physics
Volume 2022, Article ID 1550332, 8 pages
https://doi.org/10.1155/2022/1550332

https://orcid.org/0000-0002-8119-9546
https://orcid.org/0000-0003-0808-4504
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1550332


presented in [21–24] and introduced a new class of fuzzy Z
-contractive mapping and notions of properties S and S′ to
prove fixed point results in the fuzzy metric spaces.

In this paper, firstly we define the mutual sequences and
Cauchy mutual sequences. The idea behind defining Cauchy
mutual sequence is to collect those Cauchy sequences which
are converging to the same limit. After that, we utilize this
idea to find common fixed points. Indeed, Cauchy mutual
sequences in a fuzzy metric space ðX ,M,∗Þ are the special
type of Cauchy sequences in fuzzy metric space ðXN ,MN ,
∗Þ which converge to the same limit ϱ ∈X , if they are con-
vergent. We also generalize the ℤ-contraction for finite
number of mappings; using these contractive mappings, we
will prove some unique common fixed point theorems in
fuzzy metric spaces. The main aim of this paper is to prove
unique common fixed point theorems using ℤ∗-contrac-
tion (which is the extension of ℤ-contraction for finite num-
ber of mappings) in fuzzy metric spaces for self- and non-
self-mappings with the help of mutual sequences. We also
give examples for validity of our claims. In this way, our
results generalize and improve several existing results.

2. Preliminaries

Throughout this paper, N , n,m are natural numbers, i ∈ ð1
, 2, ::,N Þ; XN will denote Cartesian product of N -copies
of X and X is any nonempty set. In the sequel, sometimes
T ðϱÞ will be denoted by T ϱ.

Definition 1 (see [6]). An ordered triple ðX ,M,∗Þ is called a
fuzzy metric space if X is a (nonempty) set, M is a fuzzy set
on X2 × ð0,∞Þ, and ∗ is a continuous t-norm satisfying the
following conditions, for all ϱ, ρ, z ∈X and t, s > 0:

(1) Mðϱ, ρ, tÞ > 0
(2) Mðϱ, ρ, tÞ = 1, if and only if ϱ = ρ

(3) Mðϱ, ρ, tÞ =Mðρ, ϱ, tÞ
(4) Mðϱ, z, t + sÞ ≥Mðϱ, ρ, tÞ ∗Mðρ, z, sÞ
(5) Mðϱ, ρ,:Þ: ð0,∞Þ⟶ ð0, 1� is continuous

Definition 2 (see [6]).

(i) Let ðX ,M,∗Þ be a fuzzy metric space. A sequence
ðϱnÞ is said to be converge to ϱ in X if and only if
lim

n⟶∞
Mðϱn, ϱ, tÞ = 1 for all t > 0, i.e., for each r ∈ ð

0, 1Þ and t > 0, there exists n0 ∈ℕ such that Mðϱn
, ϱ, tÞ > 1 − r for all n ≥ n0

(ii) A sequence ðϱnÞ in a fuzzy metric space ðX ,M,∗Þ is
a Cauchy sequence if and only if for each ϵ > 0, t > 0
there exists n0 ∈N such that Mðϱn, ϱm, tÞ > 1 − ϵ
for all n,m > n0. On the other hand, ðϱnÞ is called
a Cauchy sequence if lim

n⟶∞
Mðϱn, ϱn+m, tÞ = 1 for

all m ∈ℕ and t > 0

(iii) A fuzzy metric space ðX ,M,∗Þ is said to be com-
plete if every Cauchy sequence in X is convergent
to some ϱ ∈X

Lemma 3 (see [19]). Let ðX ,M,∗Þ be a fuzzy metric space
and XN =X ×X ×⋯ ×X|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

N times

, where N ∈ℕ and define a

fuzzy set MN on XN ×XN × ½0,∞Þ⟶ ½0, 1� such that

MN P ,Q, tð Þ = ∗N
i=1M pi, qi, tð Þ, for allP = p1, p2,⋯, pNð Þ, Q

= q1, q2,⋯, qNð Þ ∈XN , t > 0:

ð1Þ

Then, the following hold:

(i) ðXN ,MN ,∗Þ is also a fuzzy metric space

(ii) Let ðP n = ðp1n, p2n,⋯, pNn ÞÞ be a sequence on XN

and P = ðp1, p2,⋯, pN Þ ∈XN ; then, sequence ðP n

Þ converges to P on ðXN ,MN ,∗Þ if and only if all
sequences ðpinÞ converge to ðpiÞ on ðX ,M,∗Þ, for
all i ∈ ð1, 2,⋯,N Þ

(iii) Let ðP n = ðp1n, p2n,⋯, pNn ÞÞ be a sequence on XN ;
then, ðP nÞ is Cauchy sequence on ðXN ,MN ,∗Þ if
and only if ðpinÞ is Cauchy sequence on ðX ,M,∗Þ,
for all i ∈ ð1, 2,⋯,N Þ

(iv) ðX ,M,∗Þ is complete if and only if ðXN ,MN ,∗Þ is
complete

Definition 4 (see [20]). Let Z denote the family of all func-
tions ζ : ð0, 1� × ð0, 1�⟶ℝ satisfying the following condi-
tion: ζðt, sÞ > s, for all t, s ∈ ð0, 1Þ.

Definition 5 (see [20]). Let T be a self-mapping and ðX ,
M,∗Þ a fuzzy metric space. If there exists ζ ∈Z such that

M T ϱ,T ρ, tð Þ ≥ ζ M T ϱ,T ρ, tð Þ,M ϱ, ρ, tð Þð Þ, ð2Þ

for all ϱ, ρ ∈X , T ϱ ≠T ρ, t > 0, then T is called a fuzzy Z

-contractive mapping with respect to the function ζ ∈Z .

Definition 6 (see [20]). Let T be any self-mapping in X , ζ
∈Z and ðX ,M,∗Þ a fuzzy metric space then quadruplet ð
X ,M,T , ζÞ has the property (S′), if there exists ϱn ∈X such
that ϱn =T nϱ, for all n ∈ℕ and inf

m>n
Mðϱn, ϱm, tÞ ≤ inf

m>n
Mð

ϱn+1, ϱm+1, tÞ, for all n ∈ℕ, t > 0 and 0 < lim
n⟶∞

inf
m>n

Mðϱn, ϱm
, tÞ < 1, for all t > 0 implies that

lim
n⟶∞

inf
m>n

ζ M ϱn+1, ϱm+1, tð Þ,M ϱn, ϱm, tð Þð Þ = 1, for all t > 0:

ð3Þ
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3. Proposed Results

For brevity, we observe that Definitions 4 and 6 can be uni-
fied as follows.

Definition 7. Let ℤ∗ denote the set of all functions ζ : ð0, 1�
× ð0, 1� to ℝ satisfying the following conditions:

(i) ζðp, qÞ > q, for all~p, q ∈ ð0, 1Þ
(ii) Let ðpnÞ and ðqnÞ be two sequences in ð0, 1� such that

pn ≤ qn, for all n ∈ℕ and lim
n⟶∞

pn ∈ ð0, 1� and then

lim
n⟶∞

inf
m>n

ζðqn, pnÞ = 1

Example 1. Define ζ : ð0, 1� × ð0, 1�⟶ℝ such that ζðp, qÞ
= q/p and qn = ð1/2Þ − ð1/3nÞ, pn = ð1/2Þ + ð1/3nÞ, we
observe that ζ ∈ℤ∗ as lim

n⟶∞
ðð1/2Þ − ð1/3nÞÞ/ðð1/2Þ + ð1/3n

ÞÞ = 1.

Definition 8. Let ðX ,M,∗Þ be a fuzzy metric space and T 1
,T 2,⋯,T N are N -mapping onX satisfying following con-
dition:

MN T 1ϱ
1,T 2ϱ

2,⋯,T N ϱN
� �

, T 2ρ
2,T 3ρ

3,⋯,T N ρN ,T 1ρ
1

� �
, t

� �
≥ ζ MN T 1ϱ

1,T 2ϱ
2,⋯,T N ϱN

� �
, T 2ρ

2,T 3ρ
3,⋯,T N ρN ,T 1ρ

1
� �

, t
� �

,MN
�
� ϱ1, ϱ2,⋯,ϱN

� �
, ρ2, ρ3,⋯,ρN , ρ1
� �

, t
� ��

,

ð4Þ

for all t > 0, ðϱ1, ϱ2,⋯,ϱN Þ ≠ ðρ1, ρ2,⋯,ρN Þ ∈X , ðT 1ϱ
1,T 2

ϱ2,⋯,T N ϱN Þ ≠ ðT 1ρ
1,T 2ρ

2,⋯,T N ρN Þ, where N ∈ℕ, ζ
∈ℤ∗ and ðXN ,MN ,∗Þ is a fuzzy metric space induced by
ðX ,M,∗Þ. Then, T 1,T 2,⋯,T N are said to be fuzzy ℤ∗

-contractive mappings.
Observe that for “N = 1,” Definition 5 is a particular case

of Definition 8.

Definition 9. A sequence ðϱ1n, ϱ2n,⋯,ϱNn Þ ∈XN =

X ×X ×⋯ ×X|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
N times

is said to be a mutual sequence in a fuzzy

metric space ðX ,M,∗Þ.

Definition 10. Let ðϱ1n, ϱ2n,⋯,ϱNn Þ ∈XN =X ×X ×⋯ ×X|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
N times

be a mutual sequence in a fuzzy metric space ðX ,M,∗Þ
and all sequences ðϱinÞ, i ∈ ð1, 2,⋯N Þ converge, then the
sequence ðϱ1n, ϱ2n,⋯,ϱNn Þ is said to be convergent mutual
sequence. If the sequence ðϱinÞ, for all i ∈ ð1, 2,⋯,N Þ con-
verge to the unique limit ϱ ∈X , then the mutual sequence
is said to be coconvergent mutual sequence and limit ϱ is
said to be the mutual limit.

Definition 11. A mutual sequence ðϱ1n, ϱ2n,⋯,ϱNn Þ ∈XN =

X ×X ×⋯ ×X|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
N times

is said to be a Cauchy mutual sequence

in a fuzzy metric space ðX ,M,∗Þ, if for each ϵ > 0, there
exists n0 ∈ℕ such that for all n,m ≥ n0ðn,m ∈ℕÞ, we have

MN ϱ1n, ϱ2n,⋯,ϱNn
� �

, ϱ2m, ϱ3m,⋯,ϱNm , ϱ1m
� �

, t
� �

> 1 − ϵ, ð5Þ

for all t > 0, i.e., a mutual sequence is said to be a Cauchy
mutual sequence if as n,m⟶∞,

MN ϱ1n, ϱ2n,⋯,ϱNn
� �

, ϱ2m, ϱ3m,⋯,ϱNm , ϱ1m
� �

, t
� �

⟶ 1, ð6Þ

for all t > 0, where ðXN ,MN ,∗Þ is fuzzy metric spaces
induced by ðX ,M,∗Þ.

Now, we are considering the following lemmas to prove
the existence and uniqueness of common fixed points.

Lemma 12. Every Cauchy mutual sequence in ðX ,M,∗Þ is a
Cauchy sequence in ðXN ,MN ,∗Þ.

Proof. Let fðϱ1n, ϱ2n,⋯,ϱNn Þg be a mutual sequence. By Defini-
tion 1 and Lemma 3, we have

MN ϱ1n, ϱ2n,⋯, ϱNn
� �

, ϱ1m, ϱ2m,⋯, ϱNm
� �

, t
� �

≥MN ϱ1n, ϱ2n,⋯, ϱNn
� �

, ϱ2k, ϱ3k,⋯, ϱNk , ϱ1k
� �

, t2

� �

∗MN ϱ2k, ϱ3k,⋯, ϱNk , ϱ1k
� �

, ϱ1m, ϱ2m,⋯, ϱNm
� �

, t2

� �
:

ð7Þ

Now, we have sequence fðϱ1n, ϱ2n,⋯,ϱNn Þg a Cauchy
mutual sequence. So, as n,m, k⟶∞, we get

MN ϱ1n, ϱ2n,⋯, ϱNn
� �

, ϱ1m, ϱ2m,⋯, ϱNm
� �

, t
� �

⟶ 1: ð8Þ

Hence, fðϱ1n, ϱ2n,⋯,ϱNn Þg is a Cauchy sequence in ðXN ,
MN ,∗Þ.

The following example shows that the converse of
Lemma 12 may not be true.

Example 2. Let X = ½1,∞Þ define a fuzzy metric space ðX ,
M,∗Þ, where

M ϱ, ρ, tð Þ =
1, if ϱ = ρ

2
2 + max ϱ, ρf g , otherwise

8><
>: for all ϱ, ρ ∈ℝ+, t > 0,

ð9Þ

and ∗ be a continuous t-norm defined as a ∗ b =min fa, bg.
Consider a mutual sequence fð1 − ð1/nÞ, 2 − ð1/nÞ, 3 − ð1/n
ÞÞg on fuzzy metric space ðXN ,MN ,∗Þ, then mutual

sequence is a Cauchy sequence in ðXN ,MN ,∗Þ but not
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Cauchy mutual sequence because as n,m⟶∞, we have

M3 1 − 1
n
, 2 − 1

n
, 3 − 1

n

� �
, 2 − 1

m
, 3 − 1

m
, 1 − 1

m

� �
, t

� �
⟶

2
5 ,

ð10Þ

for all t > 0.

Lemma 13. In a fuzzy metric space, every convergent Cauchy
mutual sequence is coconvergent.

Proof. Let fðϱ1n, ϱ2n,⋯,ϱNn Þg be a convergent mutual sequence
which converges to ðϱ1, ϱ2,⋯,ϱN Þ, where ϱi ∈X , for i ∈ ð1,
2,⋯,N Þ. Since fðϱ1n, ϱ2n,⋯,ϱNn Þg is a convergent Cauchy
mutual sequence, as n,m⟶∞, we have

MN ϱ1n, ϱ2n,⋯,ϱNn
� �

, ϱ2m, ϱ3m,⋯,ϱNm , ϱ1m
� �

, t
� �

⟶ 1, ð11Þ

for all t > 0, which implies that

MN ϱ1, ϱ2,⋯,ϱN
� �

, ϱ2, ϱ3,⋯,ϱN , ϱ1
� �

, t
� �

= 1, ð12Þ

for all t > 0. Hence, ϱ1 = ϱ2 =⋯ = ϱN .

Theorem 14. Let ðX ,M,∗Þ be a complete fuzzy metric space;
T 1,T 2,⋯,T N are N -self mappings on X satisfying

(a) fuzzy ℤ∗-contraction

(b) lim
n⟶∞

inf
m>n

MN ððT m
1 ðϱÞ,T m

2 ðϱÞ,⋯,T n
N ðϱÞÞ, ðT m

2 ðϱÞ
,T m

3 ðϱÞ,⋯,T n
N ðϱÞ,T m

1 ðϱÞÞ, tÞ > 0, for all t > 0, ϱ
∈X

Then, T 1,T 2,⋯,T N have unique common fixed point.

Proof. Let ϱi0 ∈X and T iðϱinÞ = ϱin+1, for all n ∈ℕ ∪ f0g and
i ∈ ð1, 2,⋯N Þ. We get ðϱ1n, ϱ2n,⋯,ϱNn Þ as a mutual sequence
on ðX ,M,∗Þ and according to Lemma 3, ðXN ,MN ,∗Þ is
also a fuzzy metric space.

If ϱin = ϱin−1, for all i ∈ ð1, 2,⋯,N Þ and for any n ∈ℕ,
then T iðϱinÞ = ϱin−1 = ϱin, i.e., ϱ

i
n is the fixed point of T i′s,

for every i and a fixed n. Suppose that ϱ1n ≠ ϱ2n ≠⋯ ≠ ϱNn ,
for fixed n. From, Definitions 8 and 7

MN ϱ1n, ϱ2n,⋯, ϱNn
� �

, ϱ2n−1, ϱ3n−1,⋯, ϱNn−1, ϱ1n−1
� �

, t
� �

=MN T 1ϱ
1
n,T 2ϱ

2
n,⋯,T N ϱNn

� �
, T 2ϱ

2
n−1,T 3ϱ

3
n−1,⋯,T N ϱNn−1,T 1ϱ

1
n−1

� �
, t

� �
≥ ζ MN T 1ϱ

1
n,T 2ϱ

2
n,⋯,T N ϱNn

� �
, T 2ϱ

2
n−1,T 3ϱ

3
n−1,⋯,T N ϱNn−1,T 1ϱ

1
n−1

� �
, t

� �
,MN

�
� ϱ1n, ϱ2n,⋯, ϱNn

� �
, ϱ2n−1, ϱ3n−1,⋯, ϱNn−1, ϱ1n−1
� �

, t
� ��

>MN ϱ1n, ϱ2n,⋯, ϱNn
� �

, ϱ2n−1, ϱ3n−1,⋯, ϱNn−1, ϱ1n−1
� �

, t
� �

,

ð13Þ

for all t > 0. So, ϱ1n = ϱ2n =⋯ = ϱNn = ϱ ðsayÞ is a common
fixed point of T i′ s.

Now, assume that no consecutive terms of the sequence
ðϱ1n, ϱ2n,⋯,ϱNn Þ are the same and ðϱ1n, ϱ2n,⋯,ϱNn Þ = ðϱ1m, ϱ2m,⋯

,ϱNm Þ for some n <m, i.e.,

ϱin+1 =T iϱ
i
n =T iϱ

i
m = ϱim+1, ð14Þ

for some n <m and for all i. From Definition 8 and 7, we
have

MN ϱ1n+2, ϱ2n+2,⋯, ϱNn+2
� �

, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t
� �

=MN T 1ϱ
1
n+1,T 2ϱ

2
n+1,⋯,T N ϱNn+1

� �
,

�
� T 2ϱ

2
n,T 3ϱ

3
n,⋯,T N ϱNn ,T 1ϱ

1
n

� �
, t
�

≥ ζ MN
�

T 1ϱ
1
n+1,T 2ϱ

2
n+1,⋯,T N ϱNn+1

� �
,

�
� T 2ϱ

2
n,T 3ϱ

3
n,⋯,T N ϱNn ,T 1ϱ

1
n

� �
, t
�
,MN

� ϱ1n+1, ϱ2n+1,⋯, ϱNn+1
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� �

>MN ϱ1n+1, ϱ2n+1,⋯, ϱNn+1
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� �

,

ð15Þ

for all t > 0. Similarly, we get

MN ϱ1n+1, ϱ2n+1,⋯, ϱNn+1
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� �

<MN ϱ1n+2, ϱ2n+2,⋯, ϱNn+2
� �

, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t
� �

<⋯ <MN ϱ1m+1, ϱ2m+1,⋯, ϱNm+1

� �
, ϱ2m, ϱ3m,⋯, ϱNm , ϱ1m
� �

, t
� �

,

ð16Þ

for all t > 0, which is a contradiction in light of the inequality
(14). Therefore, ðϱ1n, ϱ2n,⋯,ϱNn Þ ≠ ðϱ1m, ϱ2m,⋯,ϱNm Þ, for some
n <m.

Now consider, ðϱ1n, ϱ2n,⋯,ϱNn Þ ≠ ðϱ1m, ϱ2m,⋯,ϱNm Þ, for all n
≠mð∈ℕÞ. Then, from Definitions 8 and 7, we have

MN ϱ1m+1, ϱ2m+1,⋯, ϱNm+1

� �
, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t
� �

=MN T 1ϱ
1
m,T 2ϱ

2
m,⋯,T N ϱNm

� �
,

�
� T 2ϱ

2
n,T 3ϱ

3
n,⋯,T N ϱNn ,T 1ϱ

1
n

� �
, t
�

≥ ζ MN T 1ϱ
1
m,T 2ϱ

2
m,⋯,T N ϱNm

� �
,

��
� T 2ϱ

2
n,T 3ϱ

3
n,⋯,T N ϱNn ,T 1ϱ

1
n

� �
, t
�
MN

� ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� ��

>MN ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� �

,

ð17Þ

for all t > 0 and n <m. Taking infimum (over m > n) in the
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above inequality, we have

inf
m>n

MN ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� �

≤ inf
m>n

MN ϱ1m+1, ϱ2m+1,⋯, ϱNm+1

� �
, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t
� �

,

ð18Þ

for all t > 0. Therefore, ðinf
m>n

MN ððϱ1m, ϱ2m,⋯, ϱNm Þ, ðϱ2n, ϱ3n,
⋯, ϱNn , ϱ1nÞ, tÞÞ is a monotonic and bounded sequence, for
all t > 0. So, there exist some sðtÞ ≤ 1 such that

lim
n⟶∞

inf
m>n

MN ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� �

= s tð Þ,
ð19Þ

for all t > 0.
Denote

pn =MN ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� �

, ð20Þ

qn =MN ϱ1m+1, ϱ2m+1,⋯, ϱNm+1

� �
, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t
� �

,

ð21Þ
for all t > 0.
Now, our claim is sðtÞ = 1, for every t > 0. Letting on

contrary that sðt1Þ < 1, for some t1 > 0. In light of (3), we
have pn ≤ qn and by condition (b), lim

n⟶∞
pn ∈ ð0, 1�. Applying

Definition 7, we get

lim
n⟶∞

inf
m>n

ζ MN ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t1
� �

,MN
�

� ϱ1m+1, ϱ2m+1,⋯, ϱNm+1

� �
, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t1
� ��

= 1:

ð22Þ

From (2), we have

inf
m>n

MN ϱ1m+1, ϱ2m+1,⋯, ϱNm+1

� �
, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t1
� �

≥ inf
m>n

ζ MN T 1ϱ
1
m,T 2ϱ

2
m,⋯,T N ϱNm

� �
,

��
� T 2ϱ

2
n,T 3ϱ

3
n,⋯,T N ϱNn ,T 1ϱ

1
n

� �
, t1

�
,MN

� ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t1
� ��

> inf
m>n

MN ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t1
� �

:

ð23Þ

By (22) and as n⟶∞, we get

inf
m>n

MN ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t1
� �

= s t1ð Þ = 1,

ð24Þ

which is a contradiction. We conclude that

lim
n⟶∞

lim
n,m⟶∞

MN ϱ1m, ϱ2m,⋯, ϱNm
� �

, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� �

= 1,

ð25Þ

for all t > 0. Hence, the mutual sequence ðϱ1n, ϱ2n,⋯,ϱNn Þ is a
Cauchy mutual sequence. Completeness of X and Lemma
12 ensure that there exists ðϱ1, ϱ2,⋯, ϱN Þ ∈X such that

lim
n⟶∞

MN ϱ1n, ϱ2n,⋯,ϱNn
� �

, ϱ1, ϱ2,⋯, ϱN
� �

, t
�� �

= 1, ð26Þ

for all t > 0. From Lemma 13, sequence ðϱ1n, ϱ2n,⋯,ϱNn Þ is
coconvergent sequence, i.e., ϱ1 = ϱ2 =⋯ = ϱN = ϱ ðsayÞ.
Now, we have to prove that ϱ is a common fixed point of
T 1,T 2,⋯,T N . Suppose that T iϱ ≠ ϱ, i ∈ ð1, 2,⋯,N Þ.
Without loss of generality, let us assume that ðϱ1n, ϱ2n,⋯,
ϱNn Þ ≠ ðϱ, ϱ,⋯, ϱÞ and ðϱ1n, ϱ2n,⋯, ϱNn Þ ≠ ðT 2ϱ,T 3ϱ,⋯,T N

ϱ,T 1ϱÞ, for all n ∈N . So, there exists t1 > 0 such that MN

ððϱ, ϱ,⋯, ϱÞ, ðT 2ϱ,T 3ϱ,⋯,T N ϱ,T 1ϱÞ, t1Þ < 1, MN ððϱ1n,
ϱ2n,⋯, ϱNn Þ, ðϱ, ϱ,⋯, ϱÞ, t1Þ < 1 and

MN T 1ϱ
1
n,T 2ϱ

2
n,⋯,T N ϱNn

� �
, T 2ϱ,T 3ϱ,⋯,T N ϱ,T 1ϱð Þ, t1

� �
=MN ϱ1n+1, ϱ2n+1,⋯, ϱNn+1

� �
, T 2ϱ,T 3ϱ,⋯,T N ϱ,T 1ϱð Þ, t1

� �
< 1,

ð27Þ

for all n ∈ℕ. Then, we have

MN ϱ1n, ϱ2n,⋯, ϱNn
� �

, ϱ, ϱ,⋯, ϱð Þ, t1
� �

< ζ MN T 1ϱ
1
n,T 2ϱ

2
n,⋯,T N ϱNn

� �
,

��
� T 2ϱ,T 3ϱ,⋯,T N ϱ,T 1ϱ, t1ð Þ,MN ϱ1n, ϱ2n,⋯, ϱNn

� �
, ϱ, ϱ,⋯, ϱð Þ, t1

� ��
=MN T 1ϱ

1
n,T 2ϱ

2
n,⋯,T N ϱNn

� �
, T 2ϱ,T 3ϱ,⋯,T N ϱ,T 1ϱð Þ, t1

� �
=MN ϱ1n+1, ϱ2n+1,⋯, ϱNn+1

� �
, T 2ϱ,T 3ϱ,⋯,T N ϱ,T 1ϱð Þ, t1

� �
,

ð28Þ

as n⟶∞; from (5) and Lemma 13, we get

MN T 1ϱ,T 2ϱ,⋯T N ϱð Þ, ϱ, ϱ,⋯, ϱð Þ, t1ð Þ ≥ 1, ð29Þ

which is a contradiction. Hence, MN ððT 1ϱ,T 2ϱ,⋯T N ϱÞ
, ðϱ, ϱ,⋯, ϱÞ, tÞ = 1, for all t > 0. Hence, ϱ is the common
fixed point of T i′ s, for all i ∈ ð1, 2,⋯N Þ.

Now, we have to prove the uniqueness of the common
fixed point of T i′ s. Assume on contrary that ϱ, ρ ∈X be
two distinct common fixed points of T i′ s, for all i ∈ ð1, 2,
⋯,N Þ and there exists t1 > 0 such that MN ððϱ, ϱ,⋯, ϱÞ, ð
ρ, ρ,⋯, ρÞ, t1Þ < 1. Then, from Definitions 8 and 7, we get

MN ϱ, ϱ,⋯, ϱð Þ, ρ, ρ,⋯, ρð Þ, t1ð Þ
=MN T 1ϱ,T 2ϱ,⋯,T N ϱð Þ, T 2ρ,T 3ρ,⋯,T N ρ,T 1ρð Þ, t1ð Þ
= ζ MN T 1ϱ,T 2ϱ,⋯,T N ϱð Þ, T 2ρ,T 3ρ,⋯,T N ρ,T 1ρð Þ, t1ð Þ,MN

�
� ϱ, ϱ,⋯, ϱð Þ, ρ, ρ,⋯, ρð Þ, t1ð ÞÞ >MN ϱ, ϱ,⋯, ϱð Þ, ρ, ρ,⋯, ρð Þ, t1ð Þ,

ð30Þ

implying therebyMN ððϱ, ϱ,⋯, ϱÞ, ðρ, ρ,⋯, ρÞ, tÞ = 1, for all
t > 0. Hence, ϱ = ρ.

Remark 15. On putting N = 1, in Theorem 14, it reduces to
Theorem 3.19 presented in [20].
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Example 3. Let X = f0, 1/5, 1/3, 1/2, 1, 2, 12, 17, 31, 45, 60,
71, 91, 100, 111g and ðX ,M,∗Þ be a fuzzy metric space in
which M is a fuzzy set defined on X2 × ð0,∞Þ such that
M = t/ðt + jϱ − ρjÞ for all ϱ, ρ ∈X and t > 0, ∗ is a continu-
ous t-norm defined as ϱ ∗ ρ = ϱ:ρ, then ðX ,M,∗Þ is a com-
plete metric space. Now, let us define 5-maps
T 1,T 2,⋯T 5 : X ⟶M as

T 1 ϱð Þ =
1, if ϱ ∈ 12, 17, 31f g,
0, otherwise,

(

T 2 ϱð Þ =
1
2 , if ϱ ∈ 45, 60, 71f g,
0, otherwise,

8<
:

T 3 ϱð Þ =
2, if ϱ ∈ 91, 100, 111f g,
0, otherwise,

(

T 4 ϱð Þ =
0, ϱ ∈ 1, 12 ,

1
3 ,

1
5 , 0

� �
,

1
3 , otherwise,

8>><
>>:

T 5 ϱð Þ =
0, if ϱ ∈ 1

2 ,
1
3 ,

1
5 , 0

� �
,

1
5 , otherwise,

8>><
>>:

ð31Þ

and a function ζ : ð0, 1� × ð0, 1�⟶ℝ such that ζðp, qÞ = q/p
for all p, q ∈ ð0, 1�.

Let ðϱ10, ϱ20, ϱ30, ϱ40, ϱ50Þ = ð31, 60, 91, 1, 2Þ and T iðϱinÞ =
ϱin+1 for all n ∈ℕ ∪ f0g, we get fð31, 60, 91, 1, 2Þ, ð1, 1/2, 2,
0, 1/5Þ, ð0, 0, 0, 0, 0Þ,⋯g as a mutual sequence. We can eas-
ily observe that conditions ðaÞ and ðbÞ of Theorem 14 are
satisfied. Hence, 0 is the unique common fixed point of T 1
,T 2,⋯T 5.

Now, we present the fixed point theorem for non-self-
mappings.

Theorem 16. Let ðX ,M,∗Þ be a fuzzy metric space, Y1,
Y2,⋯,YN are N subset of X . Let T 1 : Y1 ⟶Y2,T 2
: Y2 ⟶Y3,⋯,T N −1 : YN −1 ⟶YN and T N : YN

⟶Y1 are N mappings satisfying the following conditions:

(i) T iðY iÞ are complete subspace of X

(ii) MN ððT 1ϱ
1,T 2ϱ

2,⋯,T N ϱN Þ, ðT 2ρ
2,T 3ρ

3,⋯,T N

ρN ,T 1ρ
1Þ, tÞ ≥ ζðMN ððT 1ϱ

1,T 2ϱ
2,⋯,T N ϱN Þ, ð

T 2ρ
2,T 3ρ

3,⋯,T N ρN ,T 1ρ
1Þ, tÞ,MN ððϱ1, ϱ2,⋯,

ϱN Þ, ðρ2, ρ3,⋯,ρN , ρ1Þ, tÞÞ for all t > 0, ϱi ≠ ρið∈Y iÞ,
i ∈ ð1, 2,⋯N Þ, ðT 1ϱ

1,T 2ϱ
2,⋯,T N ϱN Þ ≠ ðT 1ρ

1,
T 2ρ

2,⋯,T N ρN Þ, where N ∈ℕ, ζ ∈ℤ∗ and ðXN ,
MN ,∗Þ is fuzzy metric spaces induced by ðX ,M,∗Þ

(iii) lim
n⟶∞

inf
m>n

MN ððT m
1 ðϱ1Þ,T m

2 ðϱ2Þ,⋯,T n
N ðϱN ÞÞ, ð

T m
2 ðϱ2Þ,T m

3 ðϱ3Þ,⋯,T n
N ðϱN Þ,T m

1 ðϱ1ÞÞ, tÞ > 0 for
all t > 0, ϱi ∈Y i, i ∈ ð1, 2,⋯,N Þ

Then, T 1,T 2,⋯,T N have unique common fixed point.

Proof. Let ϱ11 ∈Y1 and T 1ðϱ1nÞ = ϱ2n, T 2ðϱ2nÞ = ϱ3n,..., T N −1ð
ϱN −1
n Þ = ϱNn and T N ðϱNn Þ = ϱ1n+1, for all n ∈ℕ. We get ðϱ1m,

ϱ2m,⋯,ϱNm Þ ∈XN as a mutual on ðX ,M,∗Þ.
If ϱin = ϱin+1, for all 1 ≤ i ≤N ∈ℕ and for any n ∈ℕ, then

T 1ðϱ1nÞ = ϱ2n = ϱ2n+1, T 2ðϱ2nÞ = ϱ3n = ϱ3n+1, ..., T N −1ðϱN −1
n Þ =

ϱNn = ϱNn+1 and T N ðϱNn Þ = ϱ1n+1 = ϱ1n+1. Now, from Lemma
3, Definition 7, and condition (ii), we have

MN ϱ1n, ϱ2n,⋯, ϱNn
� �

, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t
� �

=MN ϱ1n+1, ϱ2n,⋯, ϱNn
� �

, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t
� �

=MN T N ϱNn ,T 1ϱ
1
n,⋯,T N −1ϱ

N −1
n

� �
,

�
� T 1ϱ

1
n+1,T 2ϱ

2
n+1,⋯,T N −1ϱ

N −1
n+1 ,T N ϱNn

� �
, t
�

≥ ζ MN T N ϱNn ,T 1ϱ
1
n,⋯,T N −1ϱ

N −1
n

� �
,

��
� T 1ϱ

1
n+1,T 2ϱ

2
n+1,⋯,T N −1ϱ

N −1
n+1 ,T N ϱNn

� �
, t
�
,MN

� ϱNn , ϱ1n,⋯, ϱN −1
n

� �
, ϱ1n+1, ϱ2n+1,⋯, ϱN −1

n+1 , ϱNn
� �

, t
� ��

>MN ϱNn , ϱ1n,⋯, ϱN −1
n

� �
, ϱ1n+1, ϱ2n+1,⋯, ϱN −1

n+1 , ϱNn
� �

, t
� �

=MN ϱ1n, ϱ2n,⋯, ϱNn
� �

, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t
� �

,

ð32Þ

for all t > 0, a contradiction, which implies that MN ððϱ1n,
ϱ2n,⋯, ϱNn Þ, ðϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1Þ, tÞ = 1, i.e., ϱ1n = ϱ2n =
⋯ = ϱNn = ϱ ðsayÞ is a common fixed point of T i’s.

From Lemma 3, Definition 7, and condition (ii), for all
t > 0, we have

MN ϱ1n+2, ϱ2n+2,⋯, ϱNn+2
� �

, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n+1
� �

, t
� �

=MN T N ϱNn+1,T 1ϱ
1
n+2,⋯,T N −1ϱ

N −1
n+2

� �
,

�
� T 1ϱ

1
n+1,T 2ϱ

2
n+1,⋯,T N −1ϱ

N −1
n+1 ,T N ϱNn

� �
, t
�

≥ ζ MN T N ϱNn+1,T 1ϱ
1
n+2,⋯,T N −1ϱ

N −1
n+2

� �
,

��
� T 1ϱ

1
n+1,T 2ϱ

2
n+1,⋯,T N −1ϱ

N −1
n+1 ,T N ϱNn

� �
, t
�
,MN

� ϱNn+1, ϱ1n+2,⋯, ϱN −1
n+2

� �
, ϱ1n+1, ϱ2n+1,⋯, ϱN −1

n+1 , ϱNn
� �

, t
� ��

>MN ϱNn+1, ϱ1n+2,⋯, ϱN −1
n+2

� �
, ϱ1n+1, ϱ2n+1,⋯, ϱN −1

n+1 , ϱNn
� �

t
� �

=MN T N −1ϱ
N −1
n+1 ,T N ϱNn+1,⋯,T N −2ϱ

N −2
n+2

� �
,

�
� T N ϱNn ,T 1ϱ

1
n+1,⋯,T N −1ϱ

N −1
n

� �
, t
�

≥ ζ MN T N −1ϱ
N −1
n+1 ,T N ϱNn+1,⋯,T N −2ϱ

N −2
n+2

� �
,

��
� T N ϱNn ,T 1ϱ

1
n+1,⋯,T N −1ϱ

N −1
n

� �
, t
�
,MN

� ϱN −1
n+1 , ϱNn+1,⋯, ϱN −2

n+2

� �
, ϱNn , ϱ1n+1,⋯, ϱN −2

n+1 , ϱN −1
n

� �
, t

� ��
>MN ϱN −1

n+1 , ϱNn+1,⋯, ϱN −2
n+2

� �
, ϱNn , ϱ1n+1,⋯, ϱN −2

n+1 , ϱN −1
n

� �
, t

� �
>⋯ >MN ϱ1n+1, ϱ2n+1,⋯, ϱNn+1

� �
, ϱ2n, ϱ3n,⋯, ϱNn , ϱ1n
� �

, t
� �

:

ð33Þ

In the light of inequality (6), we observe that the behav-
ior of mutual sequence in the proof of Theorem 14 and
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mutual sequence as above is alike. The proof of sequence ð
ϱ1m, ϱ2m,⋯,ϱNm Þ to be a Cauchy mutual sequence is immediate
from Theorem 14.

From (i) and Lemma 12, there exist ϱi ∈T iðY iÞ such
that ðϱ1m, ϱ2m,⋯,ϱNm Þ converges to ðϱ1, ϱ2,⋯, ϱN Þ, and from
Lemma 13, sequence ðϱ1m, ϱ2m,⋯,ϱNm Þ is coconvergent to
some point ϱ ∈X .

Now, we have to prove that ϱ is a common fixed point of
T i’s. Without loss of generality, let us assume that ðϱ1n, ϱ2n,
⋯, ϱNn Þ ≠ ðϱ, ϱ,⋯, ϱÞ and

ϱ1n, ϱ2n,⋯, ϱNn
� �

≠ T 2ϱ,T 3ϱ,⋯,T N ϱ,T 1ϱð Þ, for all n ∈N :

ð34Þ

So, there exists t1 > 0 such that MN ððϱ, ϱ,⋯, ϱÞ, ðT 2ϱ,
T 3ϱ,⋯,T N ϱ,T 1ϱÞ, t1Þ < 1,

MN ϱ1n, ϱ2n,⋯, ϱNn
� �

, ϱ, ϱ,⋯, ϱð Þ, t1
� �

< 1, ð35Þ

MN T 1ϱ,T 2ϱ,⋯,T N ϱð Þ, T 2ϱ
2
n+1,T 3ϱ

3
n+1,⋯,T N ϱNn+1,T 1ϱ

1
n

� �
, t1

� �
=MN T 1ϱ,T 2ϱ,⋯,T N ϱð Þ, ϱ1n+1, ϱ2n+1,⋯, ϱNn+1

� �
, t1

� �
< 1,

ð36Þ

for all n ∈ℕ. Then, we have

MN ϱ, ϱ,⋯, ϱð Þ, ϱ2n+1,⋯, ϱNn+1, ϱ1n
� �

, t1
� �

< ζ MN T 1ϱ,T 2ϱ,⋯,T N ϱð Þ, T 2ϱ
2
n+1,T 3ϱ

3
n+1,⋯,T N ϱNn+1,T 1ϱ

1
n

� �
, t1

� �
,MN

�
� ϱ, ϱ,⋯, ϱð Þ, ϱ2n+1, ϱ3n+1,⋯, ϱNn+1, ϱ1n

� �
, t1

� ��
=MN T 1ϱ,T 2ϱ,⋯,T N ϱð Þ, T 2ϱ

2
n+1,T 3ϱ

3
n+1,⋯,T N ϱNn+1,T 1ϱ

1
n

� �
, t1

� �
=MN T 1ϱ,T 2ϱ,⋯,T N ϱð Þ, ϱ1n+1, ϱ2n+1,⋯, ϱNn+1

� �
, t1

� �
,

ð37Þ

as n⟶∞, and from (5), we get MN ððT 1ϱ,T 2ϱ,⋯T N ϱ
Þ, ðϱ, ϱ,⋯, ϱÞ, t1Þ ≥ 1, a contradiction. Hence, MN ððT 1ϱ,
T 2ϱ,⋯T N ϱÞ, ðϱ, ϱ,⋯, ϱÞ, tÞ = 1, for all t > 0. Therefore, ϱ
is the common fixed point of T i′ s, for all i ∈ ð1, 2,⋯N Þ.

The proof of uniqueness of common fixed point runs
similar to the proof of Theorem 14. Hence, we are through.

Example 4. Let X = ð0, 1� and ðX ,M,∗Þ be a fuzzy metric
space where

M ϱ, ρ, tð Þ =
1, if ϱ = ρ

min ϱ, ρf g, otherwise

(
for all ϱ, ρ ∈X , t > 0,

ð38Þ

∗ is continuous t-norm defined as a ∗ b =min fa, bg. Let

Y1 =
1

1000 ,
1
600 ,

1
200 ,

1
70 , 1

� �
,

Y2 =
1
900 ,

1
500 ,

1
100 ,

1
50 , 1

� �
,

Y3 =
1
800 ,

1
400 ,

1
90 ,

1
30 , 1

� �
,

Y4 =
1
700 ,

1
300 ,

1
80 ,

1
20 , 1

� �
,

ð39Þ

be subset of X ; we define T 1 : Y1 ⟶Y2,T 2 : Y2 ⟶
Y3,T 3 : Y3 ⟶Y4 and T 4 : Y4 ⟶Y1 such that

T 1 1ð Þ =T 2 1ð Þ =T 3 1ð Þ =T 4 1ð Þ = 1,

T 1
1

1000

� �
= 1
900 ,T 1

1
600

� �
= 1
500 ,T 1

1
200

� �
= 1
100 ,T 1

1
70

� �
= 1
50 ,

T 2
1
900

� �
= 1
800 ,T 2

1
500

� �
= 1
400 ,T 2

1
100

� �
= 1
90 ,T 2

1
50

� �
= 1
30 ,

T 3
1
800

� �
= 1
700 ,T 3

1
400

� �
= 1
300 ,T 3

1
90

� �
= 1
80 ,T 3

1
30

� �
= 1
20 ,

T 4
1
700

� �
= 1
600 ,T 4

1
300

� �
= 1
200 ,T 4

1
80

� �
= 1
70 ,T 4

1
20

� �
= 1:

ð40Þ

Now, define function ζ similar to Example 3. We can
easily verify that all conditions of Theorem 16 are satisfied.
If ϱ11 = 1/1000 and T 1ðϱ1nÞ = ϱ2n, T 2ðϱ2nÞ = ϱ3n,..., T N −1ðϱN −1

n

Þ = ϱNn and T N ðϱNn Þ = ϱ1n+1 for all n ∈N . We get fð1/1000,
1/900, 1/800, 1/700Þ, ð1/600, 1/500, 1/400, 1/300Þ,⋯g as
mutual sequence, 1 as unique common fixed point of T 1,
T 2,T 3, and T 4.

4. Conclusion

In this paper, the concept of mutual sequences in ðX ,M,∗Þ
is given, and with the help of induced fuzzy metric structure
ðXN ,MN ,∗Þ, we define Cauchy mutual sequences in simple
fuzzy metric structure ðX ,M,∗Þ. For brevity, Definitions 2.6
and 2.4 (presented in [20]) are unified as Definition 7. We
also present ℤ∗ contraction, which is an extension of ℤ
-contraction for finite number of mappings. With the help
of mutual sequences, we proved unique common fixed point
theorems for finite numbers of mappings using ℤ∗ contrac-
tion. We also provide many examples to show that our
results are meaningful and to support our theorems. The
given results generalize and extend several results in the
existing literature. As perspectives, it would be interesting
that the results presented in this paper proved for other con-
tractive conditions and extend to other nonclassical metric
structure, like bipolar fuzzy metric spaces [5] and relational
fuzzy metric spaces [25].
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China’s jewelry sales maintain a good momentum of annual growth, and consumption potential is huge. However, jewelry
packaging design faced many problems. Even through China has many jewelry brands, the packaging is poorly designed. The
fundamental reason lies in the lack of targeted design of jewelry packaging and the lack of detailed analysis and research, only
to meet the functional use. Fuzzy front-end is suitable for the initial stage of product design and determines the success or
failure of product design. In view of the uncertain factors, such as consumer demand, technical characteristics, and competitive
environment that need to be considered in jewelry packaging design, this paper takes jewelry packaging products, jewelry
brands, and fuzzy front-end as research objects, analyzes the existing problems, and makes quantitative analysis by using
methods such as questionnaire survey, brainstorming, and scenario analysis. Rough set theory and Kano Model are used to
classify and analyze user demand information and determine the realization opportunity. Finally, the research ideas of this
topic are formed, and the corresponding research methods and models for ring packaging in jewelry are put forward and
verified by examples, so as to form a research method suitable for fuzzy front-end design of jewelry packaging and improve the
quality of jewelry packaging design.

1. Introduction

In 2020, the sales volume of precious metal jewelry in China
has exceeded 200 billion yuan. It can be seen that Chinese
people’s consumption demand for jewelry products is
extremely strong. As the carrier and bridge between con-
sumers and jewelry brands, jewelry packaging also embodies
the practical functions of protection, display, and collection.
Therefore, jewelry packaging design occupies an important
position in the gold and silver jewelry sales market. At pres-
ent, jewelry packaging design in the market generally has
problems such as lack of aesthetic feeling, brand difference,
less correlation between packaging and jewelry, and single
function [1]. The occurrence of these problems shows that
the current jewelry packaging does not consider the con-
sumers, brands, and product characteristics for creative
design, which needs to be analyzed based on the comprehen-
sive factors of consumer psychology, science, technology,
culture, and processing technology.

The design process can be divided into fuzzy front-end
(FFE) stages according to the chronological order of design,
new product development (NPD), and commercialization
stage. Among them, the fuzzy front-end (FFE) is the initial
stage of product design, which determines the success or
failure of product design [2]. Since there are a series of
unknown and unclear factors in this stage, such as consumer
needs, technical characteristics, and market conditions, this
stage is also the most critical and difficult to control of the
entire product design process.

2. Fuzzy Front-End Design Theory and Method

Scholars have done a lot of research on fuzzy front-end the-
ory which is mainly used in the field of management. There-
fore, there are relatively few fuzzy front-end theories and
application methods for product packaging. Scholars such
as Moenaert and Meyer [3] summarized the fuzzy front-
end as the enterprise determines the concept for the new
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product development and whether it needs to invest the
resources owned by the enterprise in the detailed product
development process. This paper uses the fuzzy front-end
theory to solve the problems existing in jewelry packaging.
The first person to introduce the concept of fuzzy front-
end in China should be Professor Chen Jin and his team
from Zhejiang University, and they elaborated on the con-
tent and procedures of fuzzy front-end management in
detail [4].

Ashish Dutta and Ajay Pal Singh Rathore published an
article saying: Ergonomic attributes play an important role
in cars and passengers. Identify 20 important attributes,
obtain user needs, and build a new framework combining
quality functions [5].

Dou and Li point out in their article: The degree of sat-
isfaction improvement of each product attribute is measured
from two aspects of customer perception and competitor
performance, and House of Quality (HoQ) is used to calcu-
late the optimal improvement scheme [6].

Kim and Hong mainly studied the analysis of fruit pack-
aging quality with Fuzzy Kano Model [7].

Fuzzy front-end (FFE) refers to the first stage of prod-
uct design. Many factors need to be considered, including
consumers, materials, technologies, and markets. Fuzzy
uncertainty increases the failure rate of new product devel-
opment. It is easy to cause blind design and lack of classi-
fication, generalization, and analysis of influencing factors.
Through the analysis of relevant literature, several com-
mon methods for fuzzy front-end design are summarized:
(1) brainstorming method: it is a kind of “group thinking,”
emphasizing unlimited creativity, focusing on quantity,
and problem guidance, highlighting the thinking of seeking
differences. (2) Scenario analysis method: scenario analysis
method requires centralized analysis of component users
and use environment, to find problems and solutions in the
design. (3) Cluster analysis: cluster analysis is a multivariate
statistical technique that performs cluster analysis on similar
samples or indicators. (4) Rough set theory: this theory ana-
lyzes inaccurate, inconsistent, and incomplete information
and forms complementary with fuzzy theory. (5) Quality
function deployment: quality function deployment is a sys-
tematic decision-making technique based on satisfying user
requirement [8], which helps researchers to accurately con-
struct the demand matrix.

Quantitative analysis was carried out by means of brain-
storming, scenario analysis, cluster analysis, rough set the-
ory, etc., and the information was classified and analyzed
by using Analytic Hierarchy Process (AHP) and Kano
Model and realized the opportunity. Finally, the research
of this paper is formed the corresponding methods and com-
bined with specific design examples to verify.

3. Analysis of Jewelry Packaging Design

Jewelry packaging products revolve around the types of jew-
elry, mainly including the following: ring box, paired ring
box, pendant box, bracelet box, long chain box, watch box,
and suit box. Commonly used processes include the follow-
ing: hot stamping, hot silver, embossing, embroidery, silk

screen, UV, and other more than 10 kinds of processes.
Optional materials include the following: paper, PU leather,
leather, microfiber, cotton, linen, and flannel. Common
shapes are as follows: square, rectangle, circle, heart shape,
and irregular shape [9].

There are many problems in jewelry packaging design.
The biggest difference between jewelry products and other
products is the small in size and high in value, and jewelry,
as a form of gifts, may exist between buyers and users who
are not the same one. Therefore, the objects to be considered
are also different. On the one hand, analyze the type of jew-
elry and design according to the size parameters of the jew-
elry. On the other hand, consider increasing the value of
jewelry through packaging design artistically. It also has
the function of general packaging and needs to have the
function of emotional transmission. If it can reflect the emo-
tional expression of the gifter, will be more favored by con-
sumer groups.

Another important problem of jewelry packaging is that
the production of jewelry packaging and jewelry product
brand enterprises are in mostly cases are separated. The
packaging is designed and produced by the packaging com-
pany, and there are many cases of general packaging, which
are mainly customized by brand.

4. Research Content of Jewelry Packaging
Based on Kano Model

4.1. Opportunity Identification: Obtaining User Demand.
Opportunity identification is the first stage of fuzzy front-
end design. The sources of opportunity identification
include the following: brainstorming method, scenario anal-
ysis method, and questionnaire survey method. This paper
selects jewelry entrepreneurs, salespersons, and consumers
as questionnaires and interview objects, uses scenario analy-
sis to improve consumer needs, and uses brainstorming to
obtain N requirements of customers [10]. This paper takes
the new product of a jewelry packaging and processing
enterprise as the research event object and applies the
research theory of product fuzzy front-end design to verify
the results. The specific implementation steps are as follows:

4.1.1. Determine the Perceptual Vocabulary. Collect percep-
tual words from advertisements, Internet, magazines, and
other channels, use semantic differential [11] to formulate
an evaluation form, make questionnaire, and select six
groups of the most representative words describing jewelry
packaging as shown in Table 1.

4.1.2. Evaluate Perceptual Vocabulary against Product
Samples. Combined with the survey samples, a semantic dif-
ference scale was established, formed a questionnaire to
obtain the perceptual cognition of the test on the product
and to obtain the priority planning of various functions of
the jewelry packaging product.

Through the analysis of consumers’ requirement for
products, the keywords of the problem are extracted, and
the requirements of jewelry packaging in terms of function,

2 Advances in Mathematical Physics



appearance, and performance are obtained as the main con-
cerns; the specific function points are displayed in Figure 1.

4.1.3. Determine Design Elements. The sample pictures of
jewelry packaging are adopted color removal process, which
does not affect consumers’ evaluation. As shown in Figure 2,
select 20 groups for analysis:

Select 20 representative jewelry packaging samples for
designed jewelry packaging products. Combined with con-
sumer perceptual vocabulary analysis, we can better analyze
the functional requirements of packaging.

4.2. Assumption Screening. Through the above methods,
obtain the consumers’ data acquisition of products, the
information is disordered and chaotic, the hierarchical struc-
ture of information needs integrated, and the cluster analysis
method and AHP analysis method are used to process the
relevant information. Combined with the above research,
enterprises can obtain the most core “concerns” of con-
sumers’ products, to obtain the importance of customer
needs and new “selling points” of products [12]. Make the
final product plan designed by the enterprise in line with
the research conclusions, get the sales results to verify the
success of the plan by putting it in the market, improve the
profit rate of the enterprise and the satisfaction of con-
sumers, and expand the brand influence, thus proving the
fuzzy front-end design method applied in this paper as fea-
sible and scientific.

4.2.1. Analysis of the Customer Demand. On the basis of jew-
elry packaging three requirements, use Likert scale method
to form the consumer’s satisfaction with certain requirement
[13]. The specific methods are as follows:

Firstly, define the demand evaluation set V = fV1, V2,
V3, V4, V5g, V is the name of the set, and there are five ele-
ments in the set, from V1 to V5, respectively, representing
the satisfaction of a certain demand for jewelry packaging.
Specifically, V1 = 1 means that consumers are very dissatis-
fied with this demand, V2 = 2 means that consumers are
dissatisfied with this demand, V3 = 3 means that consumers
are generally satisfied with this demand, V4 = 4 means satis-
fied, and V5 = 5 means very satisfied with this requirement.

Secondly, according to the survey of consumer set L =
fL1, L2, L3g for the fifteen items of demand results of jew-
elry packaging in three aspects: function, appearance, and
performance, create a consumer demand evaluation gradi-
ent table based on rough set theory [14]. The evaluation
gradient of consumers is shown in Tables 2 and 3.

Among them, T is the set of different conditional demand
properties defined in the evaluation form, consumers fill in
the satisfaction value CS according to different demand prop-
erties, the combination of consumer demand properties is
represented by A, and the combination of satisfaction prop-
erties is represented by B.

According to the Relative Positive Field Theory, the Rel-
ative Positive Field of consumer L1’s requirement CR1 can
be expressed by the following formula:

POSA− CR1f g Bð Þ = T4, T26f g, T6, T15, T38f g, T8, T16, T24f g,
� T9:T17f g, T10, T18f g, T13, T21f g,
� T22, T37f g, T28, T39f g, T31, T35f g:

ð1Þ

The Relative Positive domain of consumer L1’s demand
CR2 can be expressed by the following formula:

POSA− CR2f g Bð Þ = T9, T11f g, T33, T37f g, T34, T38f g: ð2Þ

The Relative Positive domain of consumer L1’s demand
CR3 can be expressed by the following formula:

POSA− CR3f g Bð Þ = T1, T2, T5f g, T3, T4f g, T9, T10f g, T17, T18f g,
� T22, T23f g, T29, T30f g, T33, T34f g:

ð3Þ

For consumer L1, because it satisfies the positive con-
straint of formula (4), it can be concluded that the three
requirements CR1, CR2, and CR3 of consumer L1 cannot
be simplified relative to the satisfaction value CS. The same
conclusion can be drawn for consumers L2 and L3.

POSA− CR1f g Bð Þ ≠ POSA Bð Þ,
POSA− CR2f g Bð Þ ≠ POSA Bð Þ,
POSA− CR3f g Bð Þ ≠ POSA Bð Þ:

ð4Þ

Then, calculate the importance of each demand to
consumers λiL, where i represents the demand variable,
CRi, ði = 1, 2, 3Þ, and L is the set of consumers. For the
consumer L1, the importance of the three requirements
CR1, CR2, and CR3 is expressed by the following formula:

λ1L1 =
POSA Bð Þj j

Tj j −
POSA− CR1f g Bð Þ

Tj j = 1‐ 2040 = 0:5,

λ2L1 =
POSA Bð Þj j

Tj j −
POSA− CR2f g Bð Þ

Tj j = 1‐ 6
40 = 0:85,

λ3L1 =
POSA Bð Þj j

Tj j −
POSA− CR3f g Bð Þ

Tj j = 1‐ 1540 == 0:625:

8
>>>>>>>>><

>>>>>>>>>:

ð5Þ

According to the contents of Tables 3 and 4, calculate
the importance degree of demand of consumers L2 and L3,

Table 1: Describes the most representative words for jewelry
packaging.

Forward
feature

Reverse
feature

Forward
feature

Reverse
feature

Beautiful Ugly Expensive Cheap

Rich Monotone Transparent Opaque

Unique Featureless Hard Soft
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and calculate the average value of all demand importance
degrees in the consumer set L to obtain the average degree
of importance of basic needs, as shown in the formulas
(6)–(8).

λ1 =
∑3

L=L1λ1L
count Lð Þ =

λ1L1 + λ1L2 + λ1L3
3 = 0:5 + 0:6 + 0:575

3 = 0:558,

ð6Þ

λ2 =
∑3

L=L1λ2L
count Lð Þ =

λ2L1 + λ2L2 + λ2L3
3 = 0:85 + 0:6 + 0:575

3 = 0:675,

ð7Þ

λ3 =
∑3

L=L1λ3L
count Lð Þ =

λ3L1 + λ3L2 + λ3L3
3 = 0:625 + 0:4 + 0:625

3 = 0:55:

ð8Þ
According to the above calculation results, λ2 > λ1 > λ3,

it can be concluded that consumers pay the most attention
to the appearance requirements of jewelry packaging,
followed by the functional requirements, and the perfor-
mance requirements are the least concerned.

Finally, after obtaining the importance of the require-
ments of the first layer (CR1, CR2, and CR3), the importance

of the second layer of requirement attributes is obtained
according to quantitative statistics as shown in Table 5,
λCR′ as CR represents the number of layers of requirements
and the serial number of specific requirements.

The importance of the first layer of demand calculated
by formulas (6)–(8) and the calculation method of calculat-
ing the importance of the second layer of demand in formula
(9) can be concluded that consumers have quantitative sta-
tistics on each layer of jewelry packaging. The importance
of each requirement is shown in Table 6.

λiCR = λi ⋅ λCR′ : ð9Þ

4.2.2. Correction and Quantification of Requirement
Importance Based on Competitive Product Analysis. On the
basis of obtaining the importance of various needs of jewelry
packaging through consumer survey results, it is also neces-
sary to consider the evaluation and scoring of other compet-
ing products, so as to obtain more comprehensive analysis
conclusion of the market competitive advantage of jewelry
packaging needs.

Firstly, define G = fG1,G2,⋯,Gjg, and j = 1, 2, 3, 4, 5
to quantify the pros and cons of consumers’ requirements
for the product compared with similar products in the
market. Specifically, G1 means that the product has no

Consumer
requirement 

Functional
requirements

(CR1) 

Appearance
requirements

(CR2) 

Performance
requirements

(CR3) 

Protective function (CR11)

Storage function (CR12)

Transport function (CR13)

Display function (CR14)

Description function (CR15)

Highlight the brand (CR21)

Beautify products (CR22)

Optimized design (CR23)

Enhance value (CR24)

Unique (CR25)

Display (CR31)

Collectible (CR32)

Ease of use (CR33)

Safety (CR34)

Reliability (CR35)

Figure 1: Three consumer demands for jewelry packaging.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

(k) (l)

(m) (n)

(o) (p)

Figure 2: Continued.
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Table 3: Evaluation gradient of consumer L3.

T CR1 CR2 CR3 CS T CR1 CR2 CR3 CS T CR1 CR2 CR3 CS

1 1 1 1 1 15 2 4 2 2 29 4 2 3 3

2 1 1 2 1 16 2 4 5 3 30 4 2 5 3

3 1 1 3 1 17 2 5 3 3 31 4 3 2 3

4 1 2 3 1 18 2 5 5 4 32 4 3 5 4

5 1 2 5 1 19 3 1 5 3 33 4 5 3 4

6 1 2 4 1 20 3 2 1 2 34 4 5 5 5

7 1 4 5 1 21 3 2 3 3 35 5 1 1 2

8 1 3 4 2 22 3 2 5 3 36 5 1 3 4

9 2 2 3 2 23 3 4 2 3 37 5 2 3 3

10 1 5 4 2 24 3 4 5 4 38 5 3 5 4

11 2 1 1 1 25 3 5 3 4 39 5 3 2 4

12 2 2 5 3 26 3 5 5 4 40 5 5 3 4

13 2 3 4 2 27 4 1 1 3

14 2 3 5 3 28 4 2 1 3

Table 2: Evaluation gradient of consumer L1.

T CR1 CR2 CR3 CS T CR1 CR2 CR3 CS T CR1 CR2 CR3 CS

1 1 2 3 1 15 2 4 5 4 29 4 1 3 3

2 1 2 5 1 16 3 1 1 1 30 4 1 5 3

3 1 3 2 1 17 3 1 3 2 31 4 2 1 3

4 1 3 5 1 18 3 1 5 2 32 5 1 1 2

5 1 2 4 1 19 3 2 1 2 33 5 1 3 4

6 1 4 5 4 20 3 3 2 2 34 5 1 5 4

7 1 5 4 2 21 3 3 5 3 35 5 2 1 3

8 2 1 1 1 22 3 5 3 4 36 5 3 2 4

9 2 1 3 2 23 3 5 5 4 37 5 5 3 4

10 2 1 5 2 24 4 1 1 1 38 5 4 5 4

11 2 2 3 2 25 4 3 2 3 39 5 4 5 5

12 2 3 4 2 26 4 3 5 1 40 5 5 3 5

13 2 3 5 3 27 4 4 2 4

14 2 4 2 2 28 4 4 5 5

(q) (r)

(s) (t)

Figure 2: 20 representative jewelry packaging samples.
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Table 4: Evaluation gradient of consumer L2.

T CR1 CR2 CR3 CS T CR1 CR2 CR3 CS T CR1 CR2 CR3 CS

1 1 1 1 1 15 2 5 3 3 29 4 2 3 3

2 1 1 2 1 16 2 5 5 4 30 4 2 5 3

3 1 1 3 1 17 3 1 1 2 31 4 4 2 4

4 1 3 2 1 18 3 1 3 2 32 4 4 5 4

5 1 3 5 1 19 3 1 5 3 33 4 5 3 4

6 1 3 4 2 20 3 2 1 2 34 4 5 5 5

7 1 5 5 2 21 3 3 2 2 35 5 1 5 4

8 1 5 4 2 22 3 3 5 3 36 5 2 1 3

9 2 1 1 1 23 3 4 2 3 37 5 2 3 3

10 2 1 3 2 24 3 4 5 4 38 5 3 5 4

11 2 1 5 2 25 3 5 3 4 39 5 5 3 5

12 2 2 3 2 26 4 1 3 3 40 5 5 5 5

13 2 2 4 2 27 4 1 5 3

14 2 2 5 3 28 4 2 1 3

Table 5: The importance of peer-level requirements of the second-level requirements.

Contents of the second layer
requirements

The importance of peer
requirements

Contents of the second
layer requirements

The importance of
peer requirements

Protective function 0.245 Enhance value 0.195

Storage function 0.09 Unique value 0.265

Transport function 0.215 Display 0.235

Display function 0.255 Collectible 0.225

Description function 0.195 Ease of use 0.175

Highlight the brand 0.29 Safety 0.2

Beautify products 0.125 Reliability 0.165

Optimized design 0.125

Table 6: Importance of consumers’ requirements for jewelry packaging.

First floor requirements Basic importance Second floor requirements Basic importance

Functional requirements
CR1

0.558

Protective function 0.137

Storage function 0.05

Transport function 0.119

Display function 0.143

Description function 0.109

Appearance requirements
CR2

0.675

Highlight the brand 0.196

Beautify products 0.084

Optimized design 0.084

Enhance value 0.132

Unique 0.179

Performance requirements
CR3

0.55

Display 0.129

Collectible 0.124

Ease of use 0.096

Safety 0.11

Reliability 0.090
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competitive advantage; G2 means that the advantage is lack-
ing; G3 means that it has a general advantage; G4 means that
the advantage is strong; G5 means that the product has a
strong advantage.

Secondly, define F = fF1, F2,⋯, Ff g, f = 1, 2, 3, 4, 5 as
the quantitative rating of the product designer on whether

a certain requirement of the product is related to similar
products in the market. Specifically, F1 means that the
requirement is not related to the existing product; F2 means
that it is generally related; F3 means that it is relatively
related; F4 means that it is closely related; F5 means that it
is very related.

Table 7: Market competitive advantages of each requirement.

Consumer requirement Market competitiveness evaluation

First floor
requirements

Second floor
requirements

Similar product in the
market (G)

Requirement functional
relevance (F)

Market competitiveness
(H)

Zhou∗∗ Northwest∗∗

CR1

CR11 4 3 4 0.733

CR12 3 3 3 0.600

CR13 4 3 2 0.600

CR14 3 3 2 0.533

CR15 3 4 3 0.667

CR2

CR21 5 4 5 0.933

CR22 4 4 3 0.733

CR23 4 3 3 0.667

CR24 2 2 2 0.400

CR25 4 3 4 0.733

CR3

CR31 2 2 3 0.467

CR32 4 5 5 0.933

CR33 2 3 2 0.467

CR34 2 3 3 0.533

CR35 2 4 3 0.600

Table 8: Market competitive advantages of each requirement.

Consumer requirement Basic importance correction
First floor
requirements

Second floor
requirements

Selling point Standard increase
rate (L)

Kano correction
factor (K)Existing products New products

CR1

CR11 4 5 1.25 1.2

CR12 3 3 1.00 1

CR13 3 3 1.00 1

CR14 3 3 1.00 1.3

CR15 3 4 1.33 1

CR2

CR21 3 5 1.67 1

CR22 4 5 1.25 1

CR23 4 5 1.25 1.4

CR24 3 3 1.00 1

CR25 3 4 1.33 1

CR3

CR31 3 3 1.00 1.3

CR32 3 4 1.33 1

CR33 2 2 1.00 1.2

CR34 3 3 1.00 1

CR35 3 3 1.00 1
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Then, define the variable set H = fH1,H2,⋯,Hhg, h =
1, 2, 3⋯ for the analysis of the product market competitive
advantage of h consumers surveyed, and compare N related
similar competing products; then, for specific consumer, the
following calculation formula can be obtained.

Hh =
∑N

n=1G +∑N
n=1F

i + fð Þ ⋅ N + 1ð Þ : ð10Þ

In this paper, we compared the packaging design of two
similar brand products in the market: Zhou∗∗ and North-
west∗∗, scored the competitive evaluation of each demand,
to obtain the market competitive advantage table of each
demand, such as shown in Table 7.

4.2.3. The Final Quantification of the Importance of
Consumer Requirements Based on the Kano Model. Accord-
ing to the consumer requirement hierarchy chart for jewelry
packaging, the functional demand is protection function, the
appearance demand is to highlight the brand and beautify
the product, it is unique, and the performance requirement
is highly collectible. Brand, uniqueness, and collectability
will be the main “selling points” of jewelry packaging devel-
opment and design, and the company’s existing products
will be compared with the new products to be developed
and designed; the horizontal growth rate of each require-
ments will be obtained. Specific data is shown in Table 8.

The calculation of the final importance degree PCRi of
each consumer demand is defined as formula (11), λiCR is
the basic importance degree of the consumer to the require-
ments CRi, and its value is obtained from Section 4.2.1; Hi is
the market competitiveness of the requirement CRi. Its value
is given by formula (10); Ki is the modified quantitative
parameter of the requirements; Li is the horizontal growth
value of the market demand of the demand.

PCRi = λCRi ⋅Hi ⋅ Ki ⋅ Li, i = 1, 2, 3,⋯, n: ð11Þ

In this paper, according to the quantitative formula, the
basic importance of comprehensive consumer requirements,
the market competitiveness of consumer requirements, the
use of Kano Model to correct various requirements quantita-
tive parameters and the horizontal growth value [15], the

final importance of customer demand for jewelry packaging
products is obtained. The quantification results are shown in
Table 9.

4.3. Realization Opportunities. After the abovementioned
stages, it can be seen from Table 6 that consumers are more
concerned about the three requirements of jewelry packag-
ing, namely, “brand highlighting CR21,” “unique CR25,”
and “display function CR14.” After the above market compe-
tition analysis, it can be concluded from Table 9: adding the
influencing factors between the market and competing prod-
ucts, the “collectible CR32” of jewelry packaging has replaced
“display function CR14” as the third content of concern, the
two needs of “highlighting the brand CR21” and “unique C
R25” are still the focus of consumers’ attention, so it can be
concluded that for the field of jewelry packaging design,
attention should be paid to the innovation of appearance
design needs, and packaging needs to be considered at the
same time, providing new selling points for jewelry sales.

5. Ruby Ring Packaging Design Practice Based
on Kano Model

5.1. Appearance Design. The design drawing shown in
Figure 3 is based on the theme of ruby rings. The ring shape
is relatively small, and the structure is stable [16]. Combined
with the design process and conclusion of the Fuzzy Kano
Model, first of all, the consumer demand for ruby rings is
analyzed to understand the weight of consumer demand for
each part, appearance demand more than function require-
ments more than performance requirements, focusing on
the analysis of appearance design. This packaging design
adopts the expression form of leather material, hexagon,
and red. Leather material is a high-grade material in the
selection of jewelry packaging materials. The hexagon is a
design in the shape of a turtle shell and a honeycomb. The
red hue is consistent with the ruby ring of the package con-
tents and is highly ornamental. The auspicious ornamenta-
tion in the outer packaging echoes the inner wall of the
ring, increasing the relevance [17] and cultural nature of
the packaging in the details.

5.2. Functional Design. According to the analysis of functional
requirements of jewelry packaging, it is mainly reflected in the
following: protection function, storage function, transporta-
tion function, display function, and explanation function. This
packaging design has a rigorous packaging structure, which
can protect the interior well. The regular hexagonal design is
convenient for storage and transportation, and the transparent
setting on the top can better display the jewelry.

5.3. Dimensional Analysis. As a ring packaging box, the
packaging size should not be too large. The height of ring
packaging currently on the market is generally between
1.8 cm and 3.5 cm. Therefore, this packaging design adopts
3.5 cm and hexagonal diameter 6 cm, which is more in line
with the grip of the hand. The size is easy to carry, and the
specific product size chart is shown in Figure 4.

Figure 3: Ruby ring packaging design renderings.
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5.4. Unique Analysis. Based on the Kano Model summary,
obtain the unique design requirements for jewelry packag-
ing. This packaging design has a dark pattern on the surface
of the packaging, which has good unified echo with the inner
wall pattern of the ring. It is customized packaging design
and has certainly collection [18], to satisfy the consumer
requirement for high-end jewelry packaging design.

6. Conclusion

Jewelry packaging products, as the “clothing” of jewelry,
have many important functions. In view of the fact that
domestic enterprises currently not pay much attention to
the front-end development of jewelry packaging, it is hoped
that through the research content of this article, enterprises
can understand the demands of jewelry packaging. Regard-
ing the weight relationship of various needs of jewelry pack-
aging, we design products that satisfy consumers. Through
the research on the fuzzy front-end design theory, combined
with the specific placement, the weight analysis of the
demand layer, and functional layer of jewelry packaging, in
addition to highlighting the brand and unique characteris-
tics, the front-end designer of jewelry packaging also needs
to consider adding collection design; research in this aspect

can continue to combine fuzzy front-end theory and semi-
otic theory to analyze specific design plans in the future.

Through research and the implementation of the fuzzy
front-end theoretical feasibility plan, the randomness in the
design process of the enterprise can be avoided, the experi-
ence value of jewelry can be improved, the sales and packag-
ing innovation of the enterprise can be better promoted, the
market share of the enterprise can be increased, and the
brand influence can be expanded.
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The basic technological process of sludge conditioning and pressing is introduced in this paper. The purpose is to set up an
adaptive fuzzy control algorithm to treat the problems of conditioning, mixing, feeding, and pressing control, so that the
equipment used to process the sludge can run on demand. The algorithm is verified by MATLAB simulation. The results show
that the control accuracy of the fuzzy adaptive control system is significantly improved compared with the original PID
(proportion integration differentiation) control algorithm. The upper computer program is compiled with VB (visual basic)
and applied to industry control to save the energy consumption.

1. Preface

Urban sewage treatment will inevitably produce sludge,
and many harmful substances will remain in the sludge,
so it is necessary to treat and dispose of excess sludge
[1]; otherwise, it will pollute the environment. Sludge
treatment and disposal follow the reduction, stabilization,
harmlessness, and resource utilization. It is necessary to
reduce the amount of sludge in the sewage treatment plant
before connecting to the next stage [2]. It can be seen that
dehydration and volume reduction are the most urgent
needs at present, no matter what the disposal method is.
The sludge conditioning and pressing technology is widely
used and has become an important sludge dewatering
treatment technology [3]. According to the needs of cus-
tomers, the moisture content range after dehydration can
be adjusted, and it has a very high degree of matching
with various subsequent sludge disposal outlets. Due to
the uncertainty of the organic matter content, moisture
content, and process environment of the sludge drying
treatment, the sludge volume and various parameters of
the sludge quality of each batch are uncertain, resulting
in the inconsistency of the sludge conditioning formula
and control strategy [4]. Due to the lack of self-adaptive
adjustment system, the current domestic process schemes
often adopt the method of adding more chemicals and
amplifying the insurance factor to standardize the water

content of the mud; however, it cannot realize the on-
demand distribution of chemicals and process operations,
which increase the operating costs. In addition, it is diffi-
cult to obtain an accurate mathematical model and control
accurately for traditional method; there are many input
parameters and control objects in the whole process sys-
tem and still problems of nonlinearity and large time delay
[5]. Therefore, a more reasonable and complicated algo-
rithm needs to be proposed. The fuzzy adaptive control
technology was used to dynamically control and adjust
the feeding time, pressing pressure, and time in the filter-
ing and pressing process [6], so as to realize on-demand
operation, and achieve the goal of reducing the overall
energy consumption of the system and saving operating
costs. For uncertain nonlinear systems, indirect and direct
adaptive fuzzy control (AFC) approaches have been inten-
sively developed in the past decades [7]. Javanbakht and
Chakravorty propose a new application of the prediction
of human behavior using TOPSIS as an appropriate tool
for data optimization [8]. Garg et al. presented a novel
idea about the continuous possibilistic cooperative static
game. The proposed Poss-CCSTG is a continuous cooper-
ative static game (CCSTG) in which parameter associated
with the cost functions of the players involves the possibil-
ity measures [9]. Bulut and Ozceylan developed a fuzzy
inference system (FIS) to use six criteria as inputs, 144
rules were created, and the linguistic variables of air
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textured yarn (ATY) samples of a textile manufacturer
were used as well [10]. The quality level of the products
according to the different membership functions is identi-
fied with the proposed FIS generated by MATLAB version
2015a, and recommendations are made to the manufac-
turer. Arora et al. use the Mamdani fuzzy inference system
to predict COVID-19. The timely prognosis of the disease
at home isolation or at the security checks can help the
patient to seek the medical treatment as early as possible
[11]. Chen et al. introduce the basic concepts of fuzzy the-
ory and several common types of fuzzy application exam-
ples such as fuzzy washing machine and fuzzy control of
incinerator plant in China illustrating the application of
fuzzy theory in real society [12]. In this paper, for the
uncertainty of pressure control in the process of sludge
conditioning and pressing, an adaptive fuzzy control algo-
rithm is proposed, and a control model is established to
dynamically control and adjust the process of conditioning
and pressing, so as to realize the operation of equipment
on demand, and achieve the goal of reducing the overall
energy consumption of the system and saving the opera-
tion cost.

2. Sludge Conditioning and Pressing Process

The residual sludge in the secondary sedimentation tank of
the sewage treatment plant was used as analyte by the sludge
conditioning and pressing process. [13]. The volume or
weight of the sludge is reduced by two-thirds, and then,
the remaining one-third of the concentrated sludge is
reduced by more than 90% through the “chemical condi-
tioning and pressing process,” and the sludge becomes a
granules with moisture content less than 60% [14], which
can initially reduce the amount of sludge treatment and
reduce subsequent equipment investment and operating
costs. After preconcentration, the sludge is quantitatively
added with a suitable proportion of conditioner to improve
the dewatering performance of the sludge, kill the pathogenic
bacteria in the sludge and solidify the heavy metals in the
sludge, and then press, and themoisture content of the pressed
mud cake is below 60%. The corresponding sludge volume will
be reduced by 8 to 13 times [15]. The mud cake can be dis-
posed by various methods such as landfill, land use, and incin-
eration. The entire process is shown in Figure 1.

In this process, the core equipment is the diaphragm fil-
ter press, which is composed of a filter plate and a filter
frame with filtrate passages. It consists of five parts [16] as
shown in Figure 2. A filter cloth is sandwiched between each
group of filter plates and filter frames, and the filter plates
and filter frames are pressed tightly with the movable end,
so that a filter press chamber is formed between the filter
plates and the filter frame. The sludge flows in from the feed
liquid inlet, and the water flows through the filter plate out
from the filtrate discharge port [17]. During this procedure,
the filter cake will be squeezed and accumulated on the
frame filter cloth. After the filter plate and the filter frame
are loosened, the mud cake can be easily peeled off from
the filter frame or removed from the filter cloth with a
shovel.

Diaphragm filter press realizes a complete cycle of
sludge deep dewatering procedure which mainly includes
the following processes [18]: filling and filtration, dia-
phragm pressing, feeding hole core blowing, automatic
pulling plate, and unloading cake, as shown in Figure 3.
(1) Filling and filtration: the sludge is injected into all
the filter chambers through the feeding pipeline. At the
same time, the newly injected sludge squeezes the previous
sludge to discharge the filtrate through the filter cloth. (2)
Diaphragm pressing: after the feeding is finished, the
extrusion medium (high pressure water) enters, and the
diaphragm enters the filter chamber from the stop position
under pressure. Through the movement of the diaphragm,
the volume of the filter chamber is reduced, and the filter
cake is squeezed and mechanically dried. (3) Core blowing
in the feeding hole: use compressed air to blow the sludge
in the feeding pipeline back to the feeding direction, so
that the feeding hole and its surroundings are kept drying
[19]. (4) Automatically pulling the plate and unloading the
cake: the flap is opened, the hydraulic system drives the
filter plate moving device to open the filter chamber one
by one, and the filter cake is discharged into the down-
stream equipment.

In the actual production process, the key parameters of
the machine are the pressing pressure and pressing time,
which lead to the mud cake produced by the plate and frame
filter press fulfill the criterion or not. If the pressing pressure
is insufficient, no matter how long the pressing time is, the
mud cake cannot fulfill the criterion [20]; if the pressing
pressure is sufficient and the pressing time is not enough,
the standard water content of mud cannot be produced. In
terms of cost control, on the one hand, it is necessary to find
a suitable pressing pressure to prevent it is too low to exceed
the standard of mud production, further more causes energy
waste in long-term pressing. On the other hand, when the
pressing pressure is determined [21], it is necessary to find
out appropriate pressing time, in order to achieve qualified
water content of the mud, and the pressing time should
not be too long to waste energy. In addition, if the water con-
tent of the sludge entering the diaphragm plate and frame
sludge filter press is too high, in order to maintain the pro-
cess stability, the dosing ratio of chemical additives must
be slightly increased, thereby increasing the cost and the
water content of the sludge, and the amount of mud entering
the plate and frame will be increased too [22]. If the resi-
dence time of the leaching tank is shortened, the biological
reaction is affected when the moisture content is too high,
then the feeding needs to be completed within the specified
time, and the flow rate of the sludge screw pump needs to
be increased, which will inevitably increase the power of
the sludge screw pump, thereby increasing the power con-
sumption. In this paper, in order to keep the mud quality
and conditioning conditions of each batch, the fuzzy
adaptive control algorithm is used to dynamically control
and adjust the feeding time, pressing pressure, and time of
the filtration and pressing process, so as to realize on-
demand operation, and achieve the goal of reducing the
overall energy consumption of the system and saving operat-
ing costs [23].
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3. Design of Fuzzy Adaptive Control Algorithm

In the early 1990s, Liu et al. proved that the fuzzy controller
is a universal nonlinear approximator; that is, the fuzzy con-
troller can realize the function approximation under arbi-
trary precision for any kind of continuous nonlinear
equation defined under the density [24]. It is an important
theoretical foundation for the universal application of fuzzy
technology. In 1993, Yang et al. first proposed a stable adap-
tive fuzzy control method. Based on the Lyapunov function,
they gave the adaptive rate of the parameters in the fuzzy
system and strictly proved the stability of the control system.
The derived closed-loop control system is globally stable,

and the tracking error of the system converges to zero
asymptotically under the condition that the minimum
approximation error is square integrable [25]. Yang et al.’s
work has made a breakthrough in the research of adaptive
fuzzy control theory. Under their promotion, the analysis
methods of the stability, robustness, and control perfor-
mance of fuzzy control systems have been developed rapidly.
The stable adaptive fuzzy control method proposed by Yang
et al. opens up a new way to study the control problems of
unknown nonlinear systems with fuzzy logic systems.

3.1. System Description. Consider the object of study
described by the following equation:

x nð Þ = f x, _x,⋯,x n−1ð Þ
� �

+ bu,

y = x:

(
ð1Þ

In the formula, f is an unknown function, and b is an
unknown constant. Direct adaptive fuzzy control uses the
following IF-THEN fuzzy rules to describe the control
knowledge:

IF x1 is Pr
1 and xn is P

r
n, THEN u isQr: ð2Þ

In the formula, Pr
i , Q

r is a fuzzy set in R, and r = 1, 2,
⋯, Ln.

Suppose the position command is ym; make

e = ym − y = ym − x, e = e, _e,⋯,e n−1ð Þ
� �T

: ð3Þ

Choose k = ðkn,⋯,k1ÞT so that all the roots of the poly-
nomial sn + k1s

ðn−1Þ +⋯+kn lie in the left half-open of the
complex plane. Because b in the system is uncertain, in order
to ensure the stability of the fuzzy controller, another con-
troller can be designed and added to the fuzzy controller to

Preconcentration Conditioning
pool

Mud
pump

Filter press Conveyor

Grouped
equipmentAdd conditioning

agents

Back to
sewage
system

Buffer
pool

Figure 1: Sludge deep dewatering process flow chart.

Figure 2: Diaphragm filter press.

Figure 3: Sludge deep dewatering process.

3Advances in Mathematical Physics



maintain the stability, which is called the supervisory con-
troller. Take the control law as

u∗ =
1
b

−f xð Þ + y nð Þ
m + KTe

h i
: ð4Þ

Substitute equation (4) into equation (1) to obtain the
equation of the closed-loop control system:

e nð Þ + k1e
n−1ð Þ+⋯+kne = 0: ð5Þ

Through the selection of K , when t⟶∞, eðtÞ⟶ 0,
that is the output y of the system gradually converges to
the ideal output.

Direct type fuzzy adaptive control is based on fuzzy sys-
tem to design a feedback controller u = uðxjθÞ and an adap-
tive law of adjusting parameter vector θ, so that the system
output y can track the ideal output ym as much as possible.

3.2. Design of Fuzzy Controller. The direct adaptive fuzzy
controller is

u = uD x θjð Þ, ð6Þ

where is a fuzzy system andθ is a set of adjustable
parameters.

The fuzzy system uD can be constructed by the following
two steps:

Step 1. For variable xiði = 1, 2,⋯,nÞ, define mi fuzzy sets Ali
i

ðli = 1, 2,⋯,miÞ.

Step 2. Construct a fuzzy system
Qn

i=1mi with the following
uDðxjθÞ fuzzy rules:

IF x1 isA
l1
1 and xn isAln

n , THEN uD is Sl1⋯ln , ð7Þ

where l1 = 1, 2,⋯,mi and i = 1, 2,⋯, n.

A product inference engine, a single-valued fuzzer, and a
center-averaged defuzzifier are used to design the controller.

uD
x
θ

� �
=
∑m1

l1=1
⋯∑mn

ln=1
y
−l1⋯ln
u

Qn
i=1u

li
Ai

xið Þ
� �

∑m1
l1=1

⋯∑mn
ln=1

Qn
i=1u

li
Ai

xið Þ
� � : ð8Þ

Let y−l1⋯ln
u be a free parameter and put them in the set

θ ∈ R
Qn

i=1mi, respectively; then, the fuzzy controller is

uD x θjð Þ = θTξ xð Þ, ð9Þ

where ξðxÞ is a
Qn

i=1mi dimensional vector whose l1,⋯, ln
element is

ξl1⋯ln
xð Þ =

Qn
i=1u

li
Ai

xið Þ
∑m1

l1=1
⋯∑mn

ln=1

Qn
i=1u

li
Ai

xið Þ
� � : ð10Þ

The fuzzy control rule (2) is embedded in the fuzzy con-
troller by setting its initial parameters.

3.3. Design of the Adaptive Law. Substitute equations (4) and
(6) into equation (1), and get

e nð Þ = −KTe + b u∗ − uD
x
θ

� �h i
: ð11Þ

Make

Λ =

0 1 0 0 ⋯ 0 0

0 0 1 0 ⋯ 0 0

⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 0 ⋯ 0 1

−kn −kn−1 ⋯ −k1

0
BBBBBBBB@

1
CCCCCCCCA
b =

0

0

⋮

0

b

0
BBBBBBBB@

1
CCCCCCCCA
:

ð12Þ

Then, the closed-loop system dynamic equation (11) can
be written in vector form:

_e =Λe + b u∗ − uD
x
θ

� �h i
: ð13Þ

The optimal parameters are defined as

θ∗ = arg minQn

θ∈Ri=1
mi

sup
x∈Rn

uD x θjð Þ − u∗j j
� �

: ð14Þ

The minimum approximation error is defined as

ω = uD x θ∗jð Þ − u∗: ð15Þ

From formula (13), we can get

_e =Λe + b uD x θ∗jð Þ − uD x θjð Þð Þ − b uD x θ∗jð Þ − u∗ð Þ: ð16Þ

From equation (9), the error equation (16) can be rewrit-
ten as

_e =Λe + b θ∗ − θð ÞTξ xð Þ − bω: ð17Þ

Define the Lyapunov function:

V =
1
2
eTPe +

b
2r

θ∗ − θð ÞT θ∗ − θð Þ, ð18Þ

where parameter γ is a positive constant.
P is a positive definite matrix and satisfies the Lyapunov

equation:

ΛTP + PΛ = −Q, ð19Þ

where Q is an arbitrary positive definite matrix n × n given
by equation (12).
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Take V1 = ð1/2ÞeTPe and V2 = ðb/2rÞðθ∗ − θÞTðθ∗ − θÞ,
letM = bðθ∗ − θÞTξðxÞ − bω, and then formula (17) becomes

_e =Λe +M,

V
:
=
1
2
_eTPe +

1
2
eTP _e =

1
2

eTΛT +MT� �
Pe +

1
2
eTP Λe +Mð Þ

=
1
2
eT ΛTP + PΛ
� �

e +
1
2
MTPe +

1
2
eTPM

= −
1
2
eTQe +

1
2

MTPe +
1
2
eTPM

� 	
= −

1
2
eTQe + eTPM,

ð20Þ

which is _V1 = −ð1/2ÞeTQe + eTPb½ðθ∗ − θÞTξðxÞ − ω� and
_V2 = −ðb/rÞðθ∗ − θÞT _θ.

The derivative of V is

_V = −
1
2
eTQe + eTPb θ∗ − θð ÞTξ xð Þ − ω

h i
−
b
r
θ∗ − θð ÞT _θ:

ð21Þ

Let pn be the last column of P, it can be eTPb = eTpnb
known from b = ½0,⋯,0, b�T , and then, formula (21) becomes

_V = −
1
2
eTQe +

b
r
θ∗ − θð ÞT γeTpnξ xð Þ − _θ

h i
− eTpnbω: ð22Þ

Make adaptive law:

_θ = γeTpnξ xð Þ,
_V = −

1
2
eTQe − eTpnbω:

ð23Þ

Since Q > 0 and ω are the minimum approximation
errors, by designing a fuzzy systemuDðxjθÞ with enough
rules, ω can be made sufficiently small and satisfy jeTpnbωj
hð1/2ÞeTQ, so that _Vh0.

The structure of the direct adaptive fuzzy control system
is shown in Figure 4.

3.4. Simulation Discussion. The simulation of sludge condi-
tioning and pressing can generally be defined as a first-
order inertia plus pure lag link model. The sludge screw
pressing process is affected by the fluctuation of sludge con-
centration, the different viscosity of materials in the waste-
water, the structural characteristics of variable pitch and
diameter, and the dewatering process. Therefore, the control
system of the dewatering machine is nonlinear and time-lag,
which can easily lead to the blockage of the dewatering
machine and the unstable concentration of the discharged
sludge.

This paper studies the sludge dewatering process and
designs an adaptive fuzzy control algorithm suitable for
sludge dewatering. The transfer function of the controlled
object and the disturbance channel is P1 = Pd1 = e−10s/100s
+ 1 and P2 = Pd2 = 2e−2s/20s + 1. The input pressure is xdðt

Þ = sin ðtÞ. Take the following five membership functions
to fuzzify the input xi of the fuzzy
system:μNMðxiÞ = exp ½−ððxi + π/3Þ/ðπ/12ÞÞ2�, μNSðxiÞ = exp
½−ððxi + π/6Þ/ðπ/12ÞÞ2�, μZðxiÞ = exp ½−ðxi/ðπ/12ÞÞ2�, μPSðxi
Þ = exp ½−ððxi − π/6Þ/ðπ/12ÞÞ2�, and μPMðxiÞ = exp ½−
ððxi − π/3Þ/ðπ/12ÞÞ2�. Then, there are 25 fuzzy rules for
approximating f . According to the membership function
design program, the membership function diagram can be
obtained, as shown in Figure 5.

After analyzing the input and output characteristics of
the actual control system, it is concluded that the transfer
function of sludge conditioning and pressing is approxi-
mated as a first-order inertia plus pure lag link model. The
step response curve of the above fuzzy control system is
shown in Figure 6. For analysis and comparison, the control
effect of the above system and the traditional PID control
effect are placed in a coordinate system. From the system
simulation curve, the system response curve of the PID con-
troller has overshoot and the transition time is relatively
long, while the system response curve of the fuzzy controller
is relatively stable and has no overshoot.

Using the adaptive fuzzy algorithm above, real-time con-
trol is realized by computer. According to the deviation and
the fluctuation, the fuzzy control rules are used to determine
the electrical output, so as to obtain a good control effect,
which has the following characteristics:

(1) Compared with the control effect of the ordinary
PID controller, the system response overshoot is
small after the adaptive fuzzy controller is adopted,
and the response curve is stable

(2) The system has good response speed, stability, and
accuracy and has strong robustness

(3) The three parameters determined by the fuzzy con-
trol rules are dynamic, which is more in line with
the control characteristics of the system

−

ym

+

θ

Controlled object

Adaptive law

Initial value 𝜃(0)

Fuzzy controller
uD (x| 𝜃) = 𝜃T𝜉 (x)

x(n) = f(x) + bu, y = x

𝜃 = 𝛾eTPn𝜉 (x)
.

Figure 4: Direct type adaptive fuzzy control.
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4. Control System Composition

The adaptive fuzzy control algorithm of this project is devel-
oped by the host computer using high-level language pro-
gramming. The entire control system consists of two parts:
measurement and control subsystem and execution subsys-
tem. The measurement and control subsystem is responsible
for completing the collection of on-site data and generating
dynamically adjustable dosing amount and feeding pressure
according to the adaptive fuzzy control algorithm and sends
the speed regulation command to the frequency converter
for control. The execution subsystem is composed of PLC
and control motor, to communicate between fuzzy control
software and field PLC through standard Ethernet commu-
nication protocol.

The main pressure control is divided into feeding control
and pressing control. Generally, the feeding pressure shall
not exceed 0.45MPa, and the thickness or volume of the fil-
ter cake formed by the feeding shall not exceed the specified
value.

4.1. Feed Control Strategy. Collect the organic substance con-
tent of each batch after treating the sludge, and calculate the
feed volume according to the measured sludge moisture con-
tent, dosing amount, and the water content of the batch of
sludge after dosing. The feeding time is set (usually 90
minutes), and the adaptive fuzzy control is used for subfeed-
ing according to the actual feeding pressure, and the feeding
pressure is automatically adjusted to reduce the energy con-
sumption of the system. Input the parameters required by
the system: minimum feeding amount, feeding time, feeding
material, running time, and other parameters. The fuzzy
control system will output the segmented feeding control
pressure according to the input parameters.

4.2. Squeeze Control Strategy. By monitoring the liquid level
of the conditioning tank in real time, when the liquid level
drops to the set value after the feeding is completed, the
water content of the sludge after dosing can be used to calcu-
late the liquid level that needs to be lowered in the condi-
tioning tank. The amount of material to choose the
controlled pressing pressure and pressing time, to control
the press, and the pressure control curve is shown in
Figure 7.

In the process of sludge adjustment and pressing, the tra-
ditional PID automatic control mode and adaptive fuzzy
control mode are used to control the operation of the sludge
treatment equipment, and the power consumption during
the operation of the equipment is evaluated and compared.
The power consumption of the equipment mainly includes
sludge feeding process, conditioning process, pressing pro-
cess, and sludge conveying process. The comparative analy-
sis is shown in Table 1.

According to the statistics in the above table, when the
complete set of sludge treatment equipment is operated
under the traditional PID control mode and the adaptive
fuzzy control mode, except for the sludge conveying system,
the latter save nearly 11% of the total cost of electricity.
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Figure 7: Press interface and time pressure curve.
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5. Summary

In this paper, the design and implementation of an adaptive
fuzzy control system for the sludge conditioning and press-
ing process is completed, which is superior to the traditional
PID control method. Fuzzy control is controlled according
to the experience of experts, the control is intelligent and
flexible, and it can control the system in real time accurately.
The control process is simple and effective. Compared with
the traditional controller, it has the advantages of small over-
shoot and small steady-state error. And for different control
objects, without changing the parameters, all achieved better
control effect. Through real-time dynamic detection and
self-adaptive control of each batch of sludge volume and
mud quality and use of fuzzy expert control technology to
establish a control model to dynamically control and adjust
the conditioning process, the equipment can be operated
on demand, so as to reduce the overall energy consumption
of the system and save energy. With the continuous in-depth
research and development of fuzzy control technology, it
will definitely open up new application prospects for indus-
trial process control, environmental protection, and control
in the fields of sewage sludge.

This paper studies the self-adaptive fuzzy control
method of sludge conditioning and pressing in sewage plant,
in order to reduce production energy consumption. On the
other hand, the historical data of the operation of the sewage
treatment system is accumulating, and many important
information is hidden behind these data. It is important to
understand the hidden knowledge, potential relationships,
and rules behind the data from a large number of highly
coupled historical data. In the next step, we will deeply study
the coupling relationship between dissolved oxygen and total
sludge, combine the control of dissolved oxygen with the
control of total sludge, and then study the sludge reduction
control method in the sewage treatment process.

Data Availability

All data, models, and code generated or used during the
study appear in the submitted article.

Conflicts of Interest

The author declares no conflicts of interest.

Acknowledgments

This work was supported by the Guangzhou Youth Science
and Technology Education Project (KP 2022157) and a sup-
port from the Intelligent Control Application Innovation
Team in Guangzhou Vocational Colleges.

References

[1] H. Wei, B. Gao, J. Ren, A. Li, and H. Yang, “Coagulation/floc-
culation in dewatering of sludge: a review,” Water Research,
vol. 143, pp. 608–631, 2018.

[2] Y. Li, L. Pan, Y. Zhu et al., “How does zero valent iron activat-
ing peroxydisulfate improve the dewatering of anaerobically
digested sludge?,” Water Research, vol. 163, article 114912,
2019.

[3] S. Skinner, L. J. Studer, D. R. Dixon et al., “Quantification of
wastewater sludge dewatering,” Water Research, vol. 82,
pp. 2–13, 2015.

[4] M. L. Christensen, K. Keiding, P. H. Nielsen, and M. K.
Jørgensen, “Dewatering in biological wastewater treatment: a
review,” Water Research, vol. 82, pp. 14–24, 2015.

[5] A. G. Sheik, S. M. Mohan, and A. S. Rao, “Fuzzy logic control
of active sludge-based wastewater treatment plants,” in Soft
Computing Techniques in Solid Waste and Wastewater Man-
agement, R. R. Karri, G. Ravindran, and M. H. Dehghani,
Eds., pp. 409–422, Elsevier, 2021.

[6] M. Wójcik and F. Stachowicz, “Influence of physical, chemical
and dual sewage sludge conditioning methods on the dewater-
ing efficiency,” Powder Technology, vol. 344, pp. 96–102, 2019.

[7] L. X. Wang, Adaptive Fuzzy Systems and Control: Design and
Stability Analysis, Prentice-Hall, New Jersey, USA, 1994.

[8] T. Javanbakht and S. Chakravorty, “Prediction of human
behavior with TOPSIS,” Journal of Fuzzy Extension and Appli-
cations, vol. 3, no. 2, pp. 109–125, 2022.

[9] H. Garg, S. A. Edalatpanah, S. El-Morsy, and H. A. El-Wahed
Khalifa, “On stability of continuous cooperative static games
with possibilistic parameters in the objective functions,” Com-
putational Intelligence and Neuroscience, vol. 2022, Article ID
6979075, 10 pages, 2022.

[10] U. Bulut and E. Ozceylan, “Application of the fuzzy inference
system to evaluate the quality of air textured warp yarn,” Jour-
nal of Fuzzy Extension and Applications, vol. 3, no. 1, pp. 31–
44, 2022.

[11] S. Arora, R. Vadhera, and B. Chugh, “A decision-making sys-
tem for Corona prognosis using fuzzy inference system,” Jour-
nal of Fuzzy Extension and Applications, vol. 2, no. 4, pp. 344–
354, 2021.

Table 1: Comparative analysis of power consumption.

Category Technological process PID control Adaptive fuzzy control Saving ratio

Power consumption (kW·h/batch)

Sludge feeding 0.60 0.52 13.3%

Conditioning 8.02 7.14 11.0%

Press 7.6 6.72 11.6%

Sludge transportation 0.80 0.80 0.0%

Total 17.02 15.18 10.8%

Electricity cost (RMB yuan/t) Total 18.24 16.26 10.9%

Note: the unit price of electricity is calculated as 0.75 yuan/kw · h, the treatment capacity of each batch is calculated as 0.70 t, and the sludge volume is
calculated as 80% moisture content.

7Advances in Mathematical Physics



[12] T. Chen, I. Karimov, J. Chen, and A. Constantinovitc, “Com-
puter and fuzzy theory application: review in home appli-
ances,” Journal of Fuzzy Extension and Applications, vol. 1,
no. 2, pp. 133–138, 2020.

[13] S. V. Patil and B. N. Thorat, “Mechanical dewatering of red
mud,” Separation and Purification Technology, 2022.

[14] H. Budiarto and A. Dafid, “Design and development of fuzzy
logic control systems on bottled drinking water pressing
equipment,” IOP Conference Series Materials Science and Engi-
neering, vol. 1125, no. 1, article 012057, 2021.

[15] L. Swierczek, B. M. Cieślik, and P. Konieczka, “The potential of
raw sewage sludge in construction industry - a review,” Journal
of Cleaner Production, vol. 200, pp. 342–356, 2018.

[16] B. Bień and J. D. Bień, “Dewatering of sewage sludge treated by
the combination of ultrasonic field and chemical methods,”
Desalination and Water Treatment, vol. 199, pp. 72–78, 2020.

[17] B. Bień and J. D. Bień, “Analysis of reject water formed in the
mechanical dewatering process of digested sludge conditioned
by physical and chemical methods,” Energies, vol. 15, no. 5,
p. 1678, 2022.

[18] J. T. Novak, “Dewatering of sewage sludge,” Drying Technol-
ogy, vol. 24, no. 10, pp. 1257–1262, 2006.

[19] G. Feng, W. Tan, Y. Geng, Z. He, and L. Liu, “Optimization
study of municipal sludge conditioning, filtering, and express-
ing dewatering by partial least squares regression,” Drying
Technology, vol. 32, no. 7, pp. 841–850, 2014.

[20] M. Kowalczyk and T. Kamizela, “Artificial neural networks in
modeling of dewaterability of sewage sludge,” Energies, vol. 14,
no. 6, p. 1552, 2021.

[21] G. Raman, M. S. Klima, and J. M. Bishop, “Pressure filtration:
bench-scale evaluation and modeling using multivariable
regression and artificial neural network,” International Journal
of Mineral Processing, vol. 158, pp. 76–84, 2017.

[22] T. Zhang, S. S. Ge, and C. C. Hang, “Stable adaptive control for
a class of nonlinear systems using a modified Lyapunov func-
tion,” IEEE Transactions on Automatic Control, vol. 45, no. 1,
pp. 129–132, 2000.

[23] G. Mininni, L. Spinosa, and V. Lotito, “Cost optimization of
sewage sludge filterpressing,” Water Science and Technology,
vol. 23, no. 10-12, pp. 2001–2009, 1991.

[24] Y. Liu, S. Tong, andW.Wang, “Adaptive fuzzy output tracking
control for a class of uncertain nonlinear systems,” Fuzzy Sets
and Systems, vol. 160, no. 19, pp. 2727–2754, 2009.

[25] L. Yang, G. Wang, H. Zhang, J. Liu, and Y. Zhang, “Pressing
speed stability control of a special ceramic roller bearing press
based on fuzzy adaptive PID,” Journal of Computational
Methods in Sciences and Engineering, vol. 2, pp. 1–16, 2021.

8 Advances in Mathematical Physics



Research Article
A Stochastic Approach Analysing Enterprises’ Investment
following Financing Reform in China

Shuxing Xiao,1,2 Guangliang Li,3 Weikun Zhang ,4 Mingming Zhou ,5 and Wolin Zheng6

1School of Public Administration and Law, Hunan Agricultural University, Changsha, China
2School of Teacher Education, Shaoguan University, Shaoguan, China
3School of Economics & Management, Shanghai Ocean University, Shanghai, China
4Mangrove Institute, Lingnan Normal University, Zhanjiang, China
5School of Economics, Jiaxing University, Jiaxing, China
6School of Credit Management, Guangdong University of Finance, Guangzhou, China

Correspondence should be addressed to Weikun Zhang; weikunz@sids.org.cn and Mingming Zhou; zhoumingming66@126.com

Received 16 May 2022; Revised 13 June 2022; Accepted 6 July 2022; Published 1 August 2022

Academic Editor: S. E. Najafi

Copyright © 2022 Shuxing Xiao et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

This paper explores the change of enterprises’ investment following the financing system reform through the established stochastic
investment model. In this constructed model, financing property, market-oriented reform, and government intervention are
regarded as a stochastic process. Furthermore, the modern China’s economic situation is interpreted to analyze the enterprises’
investment by government intervention plan combined with he deduced proposition from the stochastic investment model.
The results provide a depth understanding for characteristics of the enterprise in China that the steady capital of state-owned
enterprises’ investment is higher than that of non-state-owned enterprises without government intervention before completing
financing reform. Although government intervention can increase the investment level of state-owned enterprises, doing so
increases the turbulence of the market economy. Additionally, the impact of government-led financing reform on enterprises’
investment is asymmetrical. Promoting market-oriented, clear-cut financing reform, and reducing government-led investment
plans will improve enterprises’ investment efficiency and stabilize China’s economic development. The present paper provides
a specific future orientation of China’s financing reform determining the level of enterprises’ investment.

1. Introduction

China is a country with consumer power shortage, and its
economic growth mainly depends on corporate invest-
ment. China can increase corporate investment through
financing reform so as to get through the crisis smoothly,
when the market environment is in a slump. The financ-
ing reform increased the potential output of enterprises
and made economic development more resistant to eco-
nomic shocks [1]. But financing reform also has some
shortcomings such as placing some enterprises lacking
political connection under huge financial burden due to
unfair institutional contracts [2]. Yet, existing studies on
enterprise investments have not identified the mechanism

by which financing reform changes enterprise investment
behavior.

Previous studies have shown that the financing reform
by government might distort the level of enterprises’ invest-
ment due to political intervention, resulting in inefficient
investment [3–5]. Enterprise managers may abuse freer cash
flow for overinvestment, leading to more inefficient invest-
ments [6, 7]. Other studies have shown that the financing
reform was valuable in promoting efficient enterprises’
investment during the financial crisis [8–11], which can bet-
ter remedy market failures and compensate for inefficient
market allocation [12, 13]. Financing reform can better
ensure reform in enterprises’ investment and economic
growth faced with economic recession and external shocks,
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which may result in a national fiscal deficit in the short term,
but improve the output of enterprises and employment in
the medium term and generate a huge fiscal surplus in the
long run [14]. With the development of a market-oriented
system, the rewarding priority of reform would bring the
knowledge transfer spillovers [15].

This paper first attempts to build a new stochastic invest-
ment model to evaluate the consequence of the government-
based financing reform. When the economic institution is
relatively simple, the level can be adjusted through financing
reform if something goes wrong. However, when the eco-
nomic institution is more complicated, this transaction cost
of correcting course is too large. In the past, many economic
problems and social contradictions have been solved by
massive investment expansion. If the economic growth rate
declines, many contradictions and problems were revealed
due to declining capital returns from enterprises’ invest-
ment. The enterprise investment is related to the state
administrative institution [16]. So, due to the random vola-
tility of China’s policy plan, China’s financing reform defers
to the Markov process containing the correction mechanism
with independent increments; that is, the factor of this
reform consists of the institutional constant, correction
mechanism, and white noise, making deterministic quanti-
zation of financing reform difficult.

An answer to identify the enterprises’ investment effi-
ciency is relevant to the considerations for China’s external
capital and the government intervention-oriented plan.
Based on the assumption that external capital has infinite
flexibility, enterprise financing has depended to some extent
on its demand for debt [17]. Unfortunately, China’s capital
markets, especially the stock market and bond market, were
relatively unsophisticated, and bank credit has been the
main source of financing for Chinese enterprises [18, 19].
If the Chinese central government intervened in enterprises’
investment in response to economic depression, it would
loosen the bank credit supply by implementing economic
stimulus plans and release more liquidity to the market to
remedy the failure of the capital market [9, 10, 11, 20]. How-
ever, Liu et al. pointed out that this policy mechanism is of
great significance to the investment of state-owned enter-
prises, but not significant in non-state-owned enterprises’
investment [21]. Despite increasing the investment in
state-owned enterprises, the financing system may fail to
maintain the effectiveness of these investments from state-
owned ones, thus leading to overcapacity from expanding
production due to government intervention. In China, there
are double atrophy of output and investment in state-owned
enterprises and double rise in output and investment in non-
state-owned enterprises [22]

Also, the paper differentiates the state- and non-state-
owned enterprises’ investment function from macroenter-
prise investments. In China, non-state-owned enterprise is
subject to unfair discrimination compared to state-owned
one with which the state power has a good relationship.
Although individual non-state-owned enterprises maintain
a relationship with state-owned banks or governments, their
ability to obtain information is less than that of state-owned
enterprises; they also suffer from the discriminatory treat-

ment of bank credit, in which banks are reluctant to lend
to non-state-owned enterprises for investment [23, 24]. Even
if non-state-owned enterprises is lent based on reliable busi-
ness judgments [25], depending on their reputation, most of
the credit goes to state-owned enterprises [21, 26]. In the
case of incomplete social information, state-owned enter-
prises increase their level of investment, and more invest-
ments are based on private interests or the trend to crony
capitalism rather than economies of scale. Wang et al.
pointed out that the government may use political power
to control state-owned enterprises to achieve private goals
[27]. Government intervention creates market distortions
under certain circumstances and leads to improper alloca-
tion of market resources [28, 29].

This paper relaxes the assumption for the certainty of
the economic situation, namely, the accurate known and
predicted economic status, and views the financing as a
Brownian movement condition. There are inherent unob-
servable noneconomic fluctuations [30, 31]; that is, an eco-
nomic entity cannot predict the fluctuation of economic
conditions caused by disturbances in the process of eco-
nomic development, and such disturbances change the
information set of enterprises for future economic invest-
ment output. Truly, there are macroeconomic uncer-
tainties in the process of financing institution reform. If
the reform decision-making adjustment cost function is
nonconvex, some irreversible government-led investment
projects will increase the real option value of enterprise
investment [32]. The uncertainty in institutional reforms,
namely, the unknown and unpredicted economic conse-
quence resulting from financing reform, can lead to an
increase in the market risk premium, so that a rise in risk
premiums increases corporate financing costs or difficulties
and has a significant negative impact on enterprise invest-
ment [33]. In addition, the return on capital also increases
with the rise in the financing cost, so the drive to perform
the investment will decline, and cash holdings will tend to
increase, resulting in a liquidity preference or ambiguity
aversion behavior [34, 35].

This paper contributes to the growing body of literature
on enterprise investment following financing reform by pro-
viding novel insights into the mechanism of enterprises’
investment. The enterprises’ investment effect by financing
reform is reconstructed to investigate the role of government
intervention through the built stochastic investment model
with the consideration for the uncertainty from the eco-
nomic consequence produced by institutional arrangement.
Existing researches are based on the influence mechanism
of financing reform and enterprise investment in developed
Western capitalist countries and rarely consider the relation-
ship between the financing reform in this particular econ-
omy and enterprise investment. The central role of China’s
state-owned enterprises means that its economic develop-
ment is very different from western developed capitalist
countries. Opportunistic behaviors such as political corrup-
tion and rent-seeking are inevitable, and distortion of mar-
ket resource allocation may lead to biased corporate
investment. Therefore, this paper focuses on the financing
system and the random fluctuation of the reform process
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and explores the relationship between the financing reform
and the enterprise investment level in China.

The rest of the paper is organized as follows. The second
part establishes the stochastic investment model following
the financing reform; the third part solves the model and
obtains the investment level of the enterprise in the steady
state and the enterprise investment in the process of financ-
ing reform. The fourth part further explores changes in
levels of investment in combination with China’s economic
development and provides a deeper deconstruction of the
“structural imbalance” of the current depressed Chinese
economy using propositions derived from the third part.
The fifth part is the conclusion.

2. Model

2.1. The Basic Model of Enterprises’ Investment. Enterprises
in China, especially state-owned enterprises, have different
business objectives due to the special arrangement of the
property rights system, which goes beyond the maximization
of profits (i.e., the sales income of enterprises minus the
operating cost of raw materials) as in the West, or the max-
imization of outputs. It is a common practice to expand
investment scale and production capacity to win political
benefits because of the objectives of state-owned enterprise
management (since the equilibrium prices of market com-
modities were unknown during China’s planned economy
era, the SOEs chose a quantitative index with the maximiza-
tions of their output instead of a market profit or income.
Furthermore, SOE managers with correlated administrative
levels at the company level sought a strong incentive to max-
imize productions due to the returns on companies’ control
property rights. For the SOE, expanding the investment scale
is the common method winning the political asset (Li,
2006)). Considering that state-owned enterprises with out-
put maximization as their quantitative objective have the
dual objective of profits and production, the profit function
of state-owned enterprises expressed as an instantaneous
profit function is pf ðK , LÞ − CðK , L, IÞ, where f ð⋅Þ and Cð⋅Þ
represent production function and cost function, with p, K ,
L, and I representing relative prices, capital, labor, and
investment related to product production. ðθ − 1Þpf ðK , LÞ
represents the production objective of enterprises. θ ≥ 1
measures the impact of property rights on firms’ operations.
When θ = 1, property rights reform is completed. The bigger
θ is, the lower the marketization from property rights
reform. The actual financing cost can be characterized by
the relative price of finished goods to capital goods implicit
in China. We modeled χ (χ ≥ 1) as the commercialization
of banks. When χ = 1, the commercialization of banks is
complete, and soft constraints are gone. The bigger the χ,
the lower the commercialization of banks and the stronger
the impact of soft constraints.

Of course, every aspect of economic life in China, espe-
cially dependence on government’s top-down planning,
involves government intervention. The government in
China, according to its judgment of the economic situation,
exercises its management power over state-owned enter-
prises and intervenes in their operation at its discretion

either through administration or direction. State-owned
enterprises in China are at present still subordinate to the
administrative management of SASAC (State-owned Assets
Supervision and Administration Commission), so the inter-
vention of government administrative power will inevitably
affect the operation of enterprises. If the government wishes
to pursue rapid national economic development and
requires the cooperation of state-owned enterprises, state-
owned enterprises need to accomplish certain quantitative
tasks, although doing so may violate the interests of state-
owned enterprises. λ (λ > 0) is used for the measurement
of government intervention. If λ > 1, the government hopes
to expand its capacity; otherwise, the government imposes
limitations over the operation of enterprises. Therefore, we
have the following decision objective:

λχθpf K , Lð Þ − C K , L, Ið Þ, λ > 0, χ ≥ 1, θ ≥ 1: ð1Þ

The difference in state- and non-state-owned enterprises
is their business objectives and financing costs, so the spe-
cific modeling must be carried out in different areas for
state- and non-state-owned enterprises. If two types of
enterprises are assumed to have the same production tech-
nology, the investment behavior of non-state-owned enter-
prises could be regarded as a special case of the state-
owned enterprise model; for instance, λ = χ = θ ≡ 1. Because
non-state-owned enterprises are not administratively regu-
lated by the Chinese government, which holds surplus con-
trol over many banks, they without the benefits of low-
interest bank credit have only one profit goal to make mar-
ket profits rather than political profits. Therefore, we discuss
non-state-owned enterprises as a special case of state-owned
enterprises, when λ = χ = θ ≡ 1.

2.2. The Stochastic Process Setting. A continuous time uncer-
tain investment model is usually characterized by a random
process. This paper divides the randomness into two parts:
the stochastic process setting and its correlation.

It is necessary to analyze the characteristics of China’s
economic transformation, among which gradual reform is
China’s overall reform idea, including reform of the property
rights system and the commercialization of banks. The mir-
acle of China in the past 40 years of reform and opening-up
demonstrates that the most worthwhile reform approach is
at exploring methods guided by asymptotic market-
oriented reform through government intervention. China’s
reform process, in fact, includes random disturbances called
stochastic deviations. The benchmark, under the condition
of complete marketization with the relative price of finished
goods to capital goods, property rights reform, and bank
commercialization reform through government interven-
tion, is analyzed in accordance with the following geometric
Brownian motion equations.

dpt = μpptdt + σpptdzp, ð2Þ

dθt = μθθtdt + σθθtdzθ, ð3Þ
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dχt = μχχtdt + σχχtdzχ, ð4Þ

dλt = μλλtdt + σλλtdzλ, ð5Þ

where μp, μθ, μχ, and μλ and σp, σθ, σχ, and σλ are constants
that represent drift rate and variance rate concerning relative
price, property design, commercialization of bank reform,
and government intervention. dzp, dzθ, dzχ, and dzλ are
set in accordance with standard Brownian motion. It is
worth noting that there may be uncertainties about labor
productivity in a real-life economy, but to simplify this
model, stochastic changes are reflected in the random pro-
cess of relative price of finished goods to capital goods vari-
able p. It is a kind of “real price” with labor productivity or
that of “relative price” compared with cost price. If China’s
economic transformation still adheres to reform and open-
ing up over the long term, μθ and μχ should be less than 0,
which indicates that property rights reform for state-
owned enterprises has improved in the direction of the mod-
ern enterprise system, with state-owned commercial banks
more and more commercialized but less affected by institu-
tional factors. The government has no policy rules in the
early stages of reform, only depending on history in the for-
mulation and operation of policies according the actual situ-
ation, so μλ can be arbitrary, positive or negative, and its sign
can be heterogeneous at different times.

The profits of enterprises in Equation (1) mainly come
from the following three aspects:

(1) θχ, the institutional arrangement

(2) λ, government policy decisions based on its financial
status

(3) p, pure economic factors

Parameter correlations in Equations (2)–(5) can be clas-
sified into four categories. On one hand, assuming that dzλ,
dzχ, and dzθ have no correlation with dzp, if X ∈ ðλ, χ, θÞ,
the correlation coefficient is ρðdzX , dzpÞ = E½ðdzX − EðdzXÞÞ
ðdzp − EðdzpÞÞ�/ðvar ðdzXÞ var ðdzpÞÞ1/2 ≡ EðdzXdzpÞ/dt
with EðdzXÞ = EðdzpÞ ≡ 0 and var ðdzXÞ = var ðdzpÞ ≡ dt due
to dz in accordance with standard Brownian motion. On
another hand, given that the property rights system will
affect the dual goal decision-making of state-owned enter-
prises, and government intervention is defined as the direct
administrative meddling of the government in enterprises,
there is a relationship between voluntary decision-making
and administrative order with ρðdzθ, dzλÞ = 0, but it is possi-
ble that state-owned enterprises remain “loyal” to the gov-
ernment with ρðdzθ, dzλÞ > 0, and we do not set
ρðdzθ, dzλÞ > 0 to avoid reinforcing the latter conclusion.
There are still some positive correlations between λ and χ
due to government management between state-owned enter-
prises and state-owned banks. If the outcome of the govern-
ment’s discretion is to stimulate investment and the
economy, it would require the cooperation of state-owned
enterprises and state-owned banks. When state-owned

enterprises hope to stabilize product returns with the
increase of λ, the state-owned banks will provide more credit
under government pressure and also will be motivated to
ease credit for state-owned enterprises with the increase of
χ, so ρðdzλ, dzχÞ > 0. The current state of the Chinese econ-
omy in the Sino-US trade war proves that the central bank
has lowered its benchmark to implement a looser monetary
policy, with the main credit flowing to state-owned
enterprises.

(1) θ depends on the arrangement of the property rights
of state-owned enterprises and the behavior charac-
teristics of state-owned enterprises themselves

(2) χ depends on the mechanism of “rotten meat in the
pot” and state-owned banks themselves

So, ρðdzχ, dzθÞ = 0.
In general, relaxing this assumption does not affect the

conclusion of mathematical derivation in this paper, and
we can conclude the following:

ρχ,p = ρθ,p = ρλ,p = ρθ,λ = ρθ,χ ≡ 0 ρλ,χ

> 0, where ρX,Y = E dzX , dzYð Þ
dt

:
ð6Þ

3. Model Solution and Related
Propositional Deduction

3.1. Model Solution. Consider a representative state-owned
enterprise whose production function is Cob-Douglas, FsL

a
s

K1−a
s , while the cost of investment is CðIÞ = γIβ and β > 1

with no correlation between investment cost and investment
stock, CK ′ = 0. Following Equations (1)–(6), let F ≡ λθχp.
Given state variable Kt (capital stock) and Ft (including cur-
rent institutional arrangement θtχt , government interven-
tion λt , and pure economic factor pt), state-owned
enterprises make investment decisions to maximize the
expected discounted present value Vð·Þ of the income stream
or investment under their dual objectives. Therefore, the
maximum value function in the case of uncertainty is

V Kt , Ftð Þ =max
Is ,Ls

Et

ð+∞
t

e−r s−tð Þ FsL
a
s K

1−a
s −wLs − γIβs

h i
ds,

ð7Þ

s:t:dKt = I − δKtð Þdt, ð8Þ

where w is wages and r is interest rate. δ is capital discount
rate, and Et is the expectation operator of this value func-
tion. The stochastic Bellman equation for this optimization
problem is

rV Kt , Ftð Þdt =max
It ,Lt

FtL
a
t K

1−a
t −wLt − γIβt

h i
dt + Et dVð Þ:

ð9Þ
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Using Ito’s Lemma, we obtain

dV = VKdK +VFdF + 1
2

� �
VKK dKð Þ2

+ 1
2

� �
VFF dFð Þ2 +VFK dFð Þ dKð Þ:

ð10Þ

VK and V and VKK and VFF are the first and second
derivatives of subscript variables, and VFK = ∂2V/ð∂F∂KÞ.

Because F ≡ λθχp, we can obtain with Ito’s Lemma:

dF = Fλdλ + Fθdθ + Fχdχ + Fpdp +
1
2

� �

� Fλλ dλð Þ2 + Fθθ dθð Þ2 + Fχχ dχð Þ2 + Fpp dpð Þ2
h i
+ Fλθ dλð Þ dθð Þ + Fχλ dλð Þ dχð Þ + Fλp dλð Þ dpð Þ
+ Fθχ dθð Þ dpð Þ + Fχp dχð Þ dpð Þ:

ð11Þ

FX = ∂F/∂X, with Equations (3)–(5), we obtain:

FXdX = FμXdt + FσXdzX : ð12Þ

Because ðdtÞ2 = ðdtÞðdzXÞ ≡ 0 and ðdzXÞ2 = dt,

FXX dXð Þ dYð Þ = F
XYð Þ μXXtdt + σXXtdzXð Þ

� μYYtdt + σYYtdzYð Þ
= FσXσYdzXdzY :

ð13Þ

With FXX = 0, Equation (12) and equation (13) can be
substituted into Equation (11), and we obtain:

dF = F μλ + μθ + μχ + μp

� �
dt + F

�
σλdzλ + σθdzθ

+ σχdzχ + σpdzp
�
+ F
�
σλσχdzλdzχ

+ σλσpdzλdzp + σθσχdzθdzχ + σχσpdzχdzp
�
:

ð14Þ

With ðdtÞ2 = ðdtÞðdzXÞ = 0, ðdzXÞ2 = dt

dFð Þ2 = F2 σλdzλ + σθdzθ + σχdzχ + σpdzp
� �2

= F2 σ2
λ + σ2θ + σ2χ + σ2p

� �
dt + 2F

�
σλσθdzλdzθ

+ σλσχdzλdzχ + σλσpdzλdzp + σχσθdzχdzθ

+ σpσθdzpdzθ + σχσpdzχdzp
�
:

ð15Þ

According to Equation (8), dK = ðI − δKÞdt, ðdKÞ2 =
ðI − δKÞ2ðdtÞ2 = 0, and ðdKÞðdFÞ = ðIt − δKtÞðdtÞðdFÞ = 0.

With Equation (8), Equation (14) and Equation (15) can
be substituted into Equation (10), and using EtðdzXÞ =
ðdtÞ2 = ðdtÞðdzXÞ = 0, we obtain:

Et dVð Þ =
�
It − δKtð ÞVK + F μ + ρλ,χσλσχ

� �
VF

+ 1
2

� �
F2
t σ2 + 2ρλ,χσλσχ
� �

VFF

�
dt,

ð16Þ

where μ ≡ μλ + μθ + μχ + μp and σ2 ≡ σ2
λ + σ2θ + σ2χ + σ2

p. If
Equation (16) is substituted into Equation (9), eliminating
dt, we get

rV Kt , Ftð Þ =max
Lt ,It

�
FtL

a
t K

1−a
t −wLt − γIβt

� �
+ It − δKtð ÞVK + μ + ρλ,χσλσχ

� �
FVF

+ 1
2

� �
F2 σ2 + 2ρλ,χσλσχ
� �

VFF

	
,

ð17Þ

where μ ≡ μλ + μθ + μχ + μp and σ2 ≡ σ2λ + σ2
θ + σ2χ + σ2p.

The first-order condition for in Equation (7) is

γβIβ‐1 =VK : ð18Þ

And the first-order condition for L in Equation (7) is

aFtL
a−1
t K1−a

t =w: ð19Þ

So,

max
Lt

FtL
a
t K

1−a
t −wLt


 �
= hF1/ 1−að Þ

t Kt; ; ð20Þ

where h = ð1 − aÞða/wÞa/ð1−aÞ. Substituting into Equation
(17) with Equation (18) and Equation (20), we obtain

rV Kt , Ftð Þ = hF1/ 1−að Þ
t Kt + β − 1ð ÞγIβt − δKtVK

+ μ + ρλ,χσλσχ
� �

FtV F

+ 1
2

� �
F2
t σ2 + 2ρλ,χσλσχ
� �

VFF :

ð21Þ

Let VK ≡ q represents the shadow price of capital, and we
obtain the second-order partial differential equation of

V Kt , Ftð Þ = q Fð ÞK +G Fð Þ, ð22Þ

where qðFÞ and GðFÞ is the function of F. With Equation
(22) and VK ≡ q substituted into Equation (21), we obtain

rq Fð ÞKt + rG Fð Þ = hF1/ 1−að Þ
t Kt + β − 1ð ÞγIβt − δKtq +

�
μ

+ ρλ,χσλσχ

�
F qF Fð ÞK +GF Fð Þð Þ + 1

2

� �

� σ2 + 2ρλ,χσλσχ
� �

qFF Fð ÞK +GFF Fð Þð Þ:
ð23Þ
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First order of Equation (23) related to Kt :

rq = hF1/ 1−að Þ − δq + μ + ρλ,χσλσχ

� �
+ FqF

+ 1
2

� �
F2 σ2 + 2ρλ,χσλσχ
� �

qFF :
ð24Þ

Equation (24) is the nonlinear second-order differential
equation, called the Euler Equation, whose general solution
is:

q Fð Þ = BF1/ 1−að Þ + A1F
η1 + A2F

η2 , ð25Þ

where B, A1, and A2 are the undetermined parameters, and
η1 > η2 are the two roots of r + δ − ðμ − ρλ,χσλσχÞη − ð1/2Þð
σ2 + 2ρλ,χσλσχÞηðη − 1Þ = 0. In fact, q is the shadow price
of capital, and we make sure this equation does not diverge,
A1 = A2 = 0

q Fð Þ = BF1/ 1−að Þ: ð26Þ

If Equation (26) is substituted into Equation (24), we
obtain:

If Equation (27) is substituted into Equation (26), we
obtain:

With Equation (18) and qt ≡VK , we can obtain the opti-
mal investment level of state-owned enterprises:

With the differential of Equation (28) based on Ito’s
Lemma, we obtain:

dqt
qt

= 1
1 − a

dFt

Ft
+ a

2 1 − að Þ2
dFt

Ft

� �2
: ð30Þ

With the differential of Equation (29) based on Ito’s
Lemma, we obtain:

dIt
It

= 1
β − 1

dqt
qt

+ 2 − β

2 β − 1ð Þ2
dqt
qt

� �2
: ð31Þ

With Equation (30) substituted into Equation (31), we
obtain:

dIt
It

= 1
β − 1

1
1 − a

dFt

Ft
+ a

2 1 − að Þ2
dFt

Ft

� �2
 !

+ 2 − β

2 β − 1ð Þ2
1

1 − a
dFt

Ft
+ a

2 1 − að Þ2
dFt

Ft

� �2
 !2

= 1
β − 1

1
1 − a

dFt

Ft
+ a

2 1 − að Þ2
dFt

Ft

� �2
 !

+ 2 − β

2 β − 1ð Þ2
1

1 − a
dFt

Ft

� �2
:

ð32Þ

B ≡
h

r + δ − μ + ρλ,χσλσχ
� �

/ 1 − að Þ
� �

− σ2 + 2ρλ,χσλσχ
� �

a/2 1 − að Þ2
� � : ð27Þ

qt = hF1/ 1−að Þ
t

r + δ − μ + ρλ,χσλσχ
� �

/ 1 − að Þ
� �

− σ2 + 2ρλ,χσλσχ
� �

a/2 1 − að Þ2
� � : ð28Þ

It = qt/γβ½ �1/ β−1ð Þ = h1/ β−1ð ÞF1/ 1−að Þ β−1ð Þ½ �
t

γβð Þ1/ β−1ð Þ r + δ − μ + ρλ,χσλσχ/ 1 − að Þ
� �

− σ2 + 2ρλ,χσλσχ

� �
a/2 1 − að Þ2

� �h i1/ β−1ð Þ : ð29Þ
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With Equation (14) and EtdzX = Etdzp = 0, we obtain:

Et =
dFt

Ft

� �
= μλ + μθ + μχ + μp

� �
dt ≡ μdt: ð33Þ

With Equation (6), Equation (33), and ðdtÞ2 = ðdtÞðdzX
Þ = 0, we obtain:

dFt

Ft

� �2
= σ2

λ + σ2θ + σ2χ + σ2p

� �
dt + 2σλσχρλ,χdt

≡ σ2dt + 2σλσχρλ,χdt:

ð34Þ

With Equation (33) and Equation (34) substituted into
Equation (32), we obtain the expected growth rate of invest-
ment in state-owned enterprises:

1
dt

E
dIt
It

� �
= μ

β − 1ð Þ 1 − að Þ + a β − 1ð Þ + 2 − β

2 β − 1ð Þ2 1 − að Þ2

� σ2 + 2ρλ,χσλσχ
� �

,
ð35Þ

where Ft ≡ λtθtχtpt , μ ≡ μλ + μθ + μχ + μp, and σ2 ≡ σ2λ + σ2
θ

+ σ2
χ + σ2p.
The investment function of non-state-owned enterprises

is only a special case of the function of state-owned enter-
prises when λt = θt = χt ≡ 1. The optimal investment level
of non-state-owned enterprises is:

I
_

t =
h1/ β−1ð Þp1/ 1−að Þ β−1ð Þ½ �

t

γβð Þ1/ β−1ð Þ r + δ − μp/ 1 − að Þ
� �

− σ2pa/2 1 − að Þ2
� �h i1/ β−1ð Þ :

ð36Þ

The expected growth rate of investment in non-state-
owned enterprises is:

1
dt

E
d I
_

t

I
_

t

 !
=

μp
β − 1ð Þ 1 − að Þ + a β − 1ð Þ + 2 − β

2 β − 1ð Þ 1 − að Þ2 σ
2
p: ð37Þ

3.2. Related Propositional Deduction

3.2.1. The Advancement of the Reform of Financing
Institutions and Enterprises’ Investment

Proposition 1. Without government intervention, the steady
capital of state-owned enterprises is higher than that of non-
state-owned enterprises before the reform of investment insti-
tutions is completed. State-owned enterprises will always
accumulate excessive capital, triggering a new round of
“national advancement and civil retreat,” which is not condu-
cive to sustainable economic development.

Proof. See Appendix A.1.

Proposition 2. The investment drive of state-owned enter-
prises can be alleviated by the reform of market-oriented
financing institutions.

Proof. See Appendix A.2.

3.2.2. Government Intervention and Investment of
Enterprises

Proposition 3. Government intervention increases invest-
ment turbulence when it effectively regulates the investment
of state-owned enterprises.

Proof. See Appendix A.3.

In other words, government intervention can regulate the
investment level of state-owned enterprises efficiently and
also increase investment turbulence, consistent with the con-
clusion of Gulen et al. (2016), which is not conducive to the
sustainability of investment by state-owned enterprises.

Proposition 4. The impact of government intervention
behavior on enterprises’ investment level is asymmetric in
terms of promotion or restraint.

Proof. See Appendix A.4.

Given in Proposition 3, no matter whether government
intervention is one-time or continuous, dzλ > 0, μλ = 0, or
dzλ > 0, μλ > 0, the sustainability of state-owned enterprises’
investment will increase. In addition, if the reform of financ-
ing institutions is complete, Edθt/θt = μθ = 0, and Edχt/χt

= μχ = 0, Equation (38) can be transformed:

EtgIt =
μλ + μp

β − 1ð Þ 1 − að Þ +
2 β − 1ð Þ + 2 − β½ � σ2 + 2ρλ,χσλσχ

� �
2 β − 1ð Þ 1 − að Þ½ �2 :

ð38Þ

The difference in investment growth rate between state-
owned enterprises and non-state-owned enterprises is
(Equations (37) and (38))

EtgIt − Etg I
_

t
=

μλ + μp
β − 1ð Þ 1 − að Þ

+
a β − 1ð Þ + 2 − β½ � σ2θ + σ2χ + σ2

λ + 2ρλ,χσλσχ
� �

2 β − 1ð Þ 1 − að Þ½ �2
:

ð39Þ

If β < ð2 − aÞ/ð1 − aÞ, the latter item in Equation (28)
would be greater than 0. No matter whether μλ > 0 or μλ =
0, the investment growth rate of state-owned enterprises is
higher than that of non-state-owned enterprises because Et

gIt − Etg I
_

t
> 0. Therefore, we obtain Proposition 5.
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Proposition 5. If the effect of government intervention is pos-
itive, the investment drive and investment growth rate of
state-owned enterprises are higher than those of non-state-
owned enterprises. However, if the reform of financing insti-
tutions is stopped with β < ð2 − aÞ/ð1 − aÞ, the investment
growth rate of state-owned enterprises is increasingly higher
than that of non-state-owned enterprises.

4. Further Discussion for China’s
Economic Downturn

Combined with the concrete practice of China’s economic
transformation and current financing institutions, the char-
acteristic trend in enterprises’ investment levels in China is
analyzed in this section, with several propositions put for-
ward based on the preceding theoretical model.

Bank loans in China are the main source of external
financing for enterprises, because of the underdeveloped
stock and bond market in China (Cull & Xu, 2000; Firth
et al., 2008; Firth et al., 2012). State-owned enterprises
accounted for 78% of new corporate loans in 2016, while
non-state-owned enterprises accounted for only 17%. Dee-
per reform of financing institutions was implemented in
the second half of 2016 by China’s central government to
foster a better external financing environment. However,
the financing scale of non-state-owned enterprises declined
from 0.86 million dollars in 2015 to 0.66 million dollars in
2017, while that of state-owned enterprises rose from 1 mil-
lion dollars to 3.2 million dollars, which is a typical case of
“the state advancing and the people retreating.”

The emergence of a Sino-US trade war in 2018 has had a
devastating impact on China’s enterprises, especially for
non-state-enterprise operations, due to a sharp drop in for-
eign demand with the decrease of μp. Moreover, the absolute
level and growth rate of business investment will decrease,
which will cause a greater economic decline such as the
thunderstorm on current P2P platform in accordance with
Equations (29), (35), (36), and (37). The central government
in China may decide to adopt a large-scale positive eco-
nomic stimulus package such as the “New 0.682 Billion Dol-
lars Economic Stimulus Plan” announced in August 2018 to
deal with the economic decline the Sino-US trade war trig-
gered, when dzλ > 0 and maybe μλ > 0. At the same time,
when local governments face a decline in their economies,
they carried out 1 billion dollar leading investment plan in
September 2018, and thus, dzλ and μλ would be on the rise
continuously. This economic stimulus package implemented
in 2018, which points that state-owned enterprises and non-
state-owned enterprises with politically connected and local
governments must be saved, is a directional rescue com-
pared with the plan in 2008. Revenue from local state-
owned enterprises has become the main financing source
of local governments since the implementation of fiscal
and tax decentralization in 1994. Local governments’ eco-
nomic stimulus packages mainly benefit local state-owned
enterprises controlled by local political power, which to a
certain extent distorts resource allocation. Of course, state-
owned banks also take the initiative to develop robust posi-
tive loan policies, such as the targeted cuts to required
reserve ratios that release 1,081 billion dollars in credit in
October 2018, when ρλ,χ > 0 brings dzχ > 0 and dχ/ðχdtÞ
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Figure 1: The proportion of output or investment of state-owned and non-state-owned enterprises. Data source: China Statistical Yearbook:
1981–2008.
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> 0. When the central government grants property rights to
state-owned enterprises, it also gives them political advan-
tages, scale advantages, and market advantages. State-
owned bank loan credit might give first place to state-
owned enterprises, especially central enterprises, due to their
national political power from their soft constraints on credit,
meaning that the investment level of state-owned enterprises
may increase. The result may be another example of “the
state advancing and the people retreating.” The outcome of
excessive accumulation of capital and rapid investment of
state-owned enterprises would further strengthen the ineffi-
ciency of their investment, based on Propositions 1 and 5.
When the government realized the problem of inefficient
investment, it decided to “restructure” to maintain effi-
ciency. The difficulty and complexity of hindering enter-
prises’ investment and economic growth largely outweigh
its positive ability, unless it again deepens the reform of
financing institutions, due to the asymmetry explained by
Proposition 4 and Proposition 5.

According to Proposition 5, although the past evolution
of the investment system would lead to “the state retreating
and the people advancing,” the reverse would happen with
massive government intervention, especially if the financing
reform is suspended. We also contribute to the current
debate on whether “the state is advancing and the people
retreating” or not: the development in China is bound to
be “the state retreating and the people advancing” as stated
by Liu et al. (2016), in contrast to before 1978, but it is
“the state advancing and the people retreating” surely in
response to recent economic circumstances. Hence, the
“state advancing and the people retreating” due to govern-
ment intervention has a number of costs, including the low
efficiency of state-owned enterprise investment and greater
instability in the national economy. We thus obtain Proposi-
tion 6.

Proposition 6. The implementation of market-oriented
reform of investment institutions and the reduction of
government-led economic stimulus plans will improve the effi-
ciency of investments and reduce volatility.

To be clear, we are not opposed to a stimulus package to
deal with the recent economic decline, but we need to know
its purpose. The implementation of a robust positive eco-
nomic stimulus plan in regard to this depression would fur-
ther aggravate the inefficiency of state-owned enterprises’
investment level, as suggested by Proposition 5. Although
the current administrative and investment intervention of
the Chinese government may achieve good results in the
short term, it could also be accompanied by huge costs, such
as the low efficiency of investment, repeated construction
(the supply of products or services whose quality is not as
good as the existing products or services is greater than the
social demand) in the long term, and nonperforming loans.
The government should focus on domestic demand such as
increasing household income and guiding household con-
sumption, which may be more and more effective than the
leading positive financing policy.

σ2 and ρλ,χσλσχ in Equation (29) provide the impact for
uncertainty (second order) of financing reform on state-
owned enterprises’ investment. If uncertainty about the
financing reform (σθσχσλ) increases, state-owned enter-
prises’ investment level will increase as the denominator in
Equation (29) decreases. In addition, an increase in uncer-
tainty of reform of financial institutions will improve the
expected investment growth rate of state-owned enterprises
only with β < ð2 − aÞ/ð1 − aÞ. That is, if the central govern-
ment in China carries out regular and normative reform of
financial institutions (conforming to objective criteria defin-
ing the scope of powers and responsibilities of local govern-
ment and enterprises), the variance rate (σθ, σλ, and σχ) in
Equations (3)–(5) will drop, which means that the invest-
ment and expected growth rate of state-owned enterprises
will decline. Hence, we obtain Proposition 7.

Proposition 7. Poor financing reform may increase the
investment level of state-owned enterprises, but regular and
normative reforms that are fair and just can reduce economic
volatility.

Using enterprises’ investment to stimulate economic
growth has become our “conventional weapon” for macro-
control. Because the financing reform involves a great deal
of uncertainty, it may result in excessive investment among
state-owned enterprises and thus have consequences such
as waste of resources, environmental pollution, and eco-
nomic overheating. When these consequences emerge,
unless social planners under the financing reform (which
could cause economic upheaval), it will be much more diffi-
cult to regulate the economic system, in accordance with
propositions (5) and (6). Proposition 7 indicates that the
evolution of systemic reform and financing reform will
reduce price fluctuation and the overinvestment of state-
owned enterprises, which will stabilize market supply and
alleviate the “distortion” of economic structure.

5. Conclusion

The financing reform in China in connection with enter-
prises’ investment behavior is generally advancing in the
direction of marketization. The reform is gradual, in which
government intervention is of a “discretionary” nature. In
this paper, we establish the stochastic investment to explore
the change of enterprises’ (especially state-owned enter-
prises) investment and interpret the modern China’s econ-
omy. We can transform the evolution of the financing
reform and government intervention into a stochastic pro-
cess and implant it into a classical enterprise investment
model to construct a stochastic theory investment model to
analyze the trend of enterprises’ investment level in China’s
transition period, which suggests the following conclusions.
First, the advancement of property rights and the financing
reform before 2008 may have reduced state-owned enter-
prises’ investment level and outputs in contrast with non-
state-owned enterprises, to some extent bringing about
“the state retreating and the people advancing.” Second, if
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the government does not intervene economically and the
financing reform remains incomplete, the stable capital
accumulation of state-owned enterprises is higher than that
of nonstate enterprises. However, it could aggravate this eco-
nomic instability, resulting in “the state advancing and the
people retreating,” though government intervention and
random reform of financing institutions could increase
state-owned enterprises’ investment level. The promoting
or restraining effect of government intervention on enter-
prises’ investment level appears to be asymmetric. Third,
the decrease of government-led investment and market-
oriented or normative reform of financing institutions could
improve the efficiency of enterprises’ investment levels and
reduce economic turmoil and promoting social welfare.

For the record, the regular and normative reform of
financing institution this paper proposes is an updated ver-
sion of the top-down design suggested by China’s social
planners in 2011. It is a pity that this design has not been
carried out by China’s local governments, and the policy
has been implemented through mandatory monopoly plan
directives such as the circuit breaker in 2016. Deepening
reform of financing institutions has been mentioned in the
“opinions on deepening financing reform” published by
the CPC Central Committee and State Council in 2016 and
in the report of the nineteenth national congress of the
CPC in 2017. However, this statement only refers to a spe-
cific target, without mentioning a standard, specific imple-
mentation plan and specific institutional guarantee.
“Shouting slogans” and “singing with high voices” will not
develop China’s economy and improve the efficiency of
social investment. The market-oriented reform of financing
institutions regulates the relationship between local govern-
ment and enterprises, through contract law protected by
legal institutions, though the antimonopoly law of 2007
and the law on unfair competition in commodities of 2018
were promulgated without exact criteria for “monopoly”
and “unfair competition,” and are thus unenforceable. A
market-oriented reform of financing institutions needs fair,
clear, and equitable rules to balance the interests of local
governments and enterprises.

The article only discusses “what should be done,” but the
question of “how to do it” still needs more in-depth and sys-
tematic analysis. Its conclusion could help deepen the
understanding of enterprises’ investment behavior in
response to the reform of financing institutions and current
investment phenomena in China’s transition period. Of
course, this paper also has some shortcomings, which should
be supplemented by future research. It has focused its anal-
ysis on China’s state-owned enterprises and adopted a gen-
eral setting for non-state-owned enterprises. Non-state-
owned enterprises in China also have some irrational char-
acteristics, which should be the focus of future research. In
addition, the short-term and long-term effects of China’s
economic depression as a result of the Sino-US trade war
have not been discussed in this paper. What intervention
should the government make, such as intervening in the hir-
ing practices or investment of enterprises, especially state-
owned enterprises? This question might be the focus of our
future research.

Appendix

A. Proof of Proposition

A.1. Proof of Proposition 1. When capital reaches a steady
state, capital stock remains unchanged: dKt = ðI − δKtÞdt ≡
0, I ≡ δK t. That is to say, steady-state investment is used to
offset capital discount. The value objective function of Equa-
tion (7) for state-owned enterprises with I ≡ δK t and Equa-
tion (18) is transformed into

max
Ks

Et

ð+∞
t

hF1/ 1−að Þ
s Ks − γ δKsð Þβ

h i
exp −r s − tð Þð Þds:

ðA:1Þ

The equilibrium value of this objective function of Equa-
tion (A.1) relative to Ks is

Kst
s = hF1/ 1−að Þ

s

γβδβ

 !1/ β−1ð Þ
: ðA:2Þ

If there is no government intervention, then λ2 ≡ 1, and
the equilibrium value of the objective function of Equation
(A.1) relative to Ks is

Kst
s = h θsχspsð Þ1/ 1−að Þ

γβδβ

 !1/ β−1ð Þ
: ðA:3Þ

The stable capital for state-owned enterprises ðθsχs > 1Þ
before the reform of financial institution is complete is
higher than that of non-state-owned enterprises ðθs = χs ≡
1Þ. Therefore, state-owned enterprises always accumulate
capital in excess.

In addition, the financing reform from mainly occurred
after the worldwide financial crisis in 2008. Because SOE
output is lower than nSOE output and the former’s invest-
ment higher than the latter’s, the former’s investment effi-
ciency (e.g., output divided by investment) is higher than
the latter’s, as shown in Figure 1.

A.2. Proof of Proposition 2. The reform of market-oriented
financing institutions can reduce θt and χt . Ft will decrease
over time due to Ft = λtθtχtpt . The optimal investment level
of state-owned enterprises in Equation (29) also decreases
with time. After the reform of market-oriented financing
institutions, μθ < 0, and μχ < 0, but if this reform has not
been accomplished, μθ = μχ = 0. The denominator of the
investment function in reform becomes larger with μθ = μχ
= 0, μθ < 0, and μχ < 0 substitutes into Equation (29); that
is, Ijμθ<0μχ<0 < Ijμθ=μχ=0. Let ð1/dtÞEðdI/ItÞ ≡ EtgIt . Then,

the reform of market-oriented institutions reduces the
expected rate of enterprises with EtgItjμθ<0μχ<0 < EtgIt j
μθ=μχ=0.

In sum, the sustainability of investment by state-owned
enterprises could be reduced by the reform of market-
oriented institutions through institutional design Ft , the

10 Advances in Mathematical Physics



impact of drift rate μθ orχ, and the change of expected growth
rate. Above all, the impact of μθ < 0 and μχ < 0 changes the
expectation of institutional design Ft and that of the income
discount in the enterprise objective function. Furthermore,
institutional design Ft and μθ < 0 or μχ < 0 both decrease
the expected growth rate of enterprises, whereas μθ orχ
mostly decreases the absolute level of enterprises’ invest-
ment. Therefore, the reform of China’s marketization is
effective at present.

A.3. Proof of Proposition 3. If the government decides to get
involved in expanding or reducing all-over social production
capacity, μλ and dzλ in Equation (5) will change. If govern-
ment intervention is short-term, dzλ > 0 and μλ = 0; but if it
continues for a long time, dzλ > 0, and μλ > 0.

Whatever the government intervention, it will greatly
affect the investment behavior of state-owned enterprises.
If the government hopes that state-owned enterprises will
expand their investment level, this will affect the real invest-
ment sustainability of state-owned enterprises. As long as
the government engages in intervention behavior, dzλ > 0,
dλt/ðλtdtÞ in Equation (5) will increase, because ρλ,χ > 0,
dzλ > 0, and dχt/ðχtdtÞ in Equation (4) will increase. It in
Equation (29) will increase as λt and χt increase. When
dzλ > 0, μλ > 0 will make the denominator in Equation (29)
decrease and increase the investment level; in addition, Et
g1t increases. Thus, continuous government intervention
changes the absolute investment level of enterprises and
their expected growth rate of investment.

A.4. Proof of Proposition 4. The effect of continuous govern-
ment intervention behavior on state-owned enterprises’
investment level appears to be asymmetric. We obtain this
result by substituting μ ≡ μλ + μθ + μχ + μp into Equation
(35):

Etg1t =
μλ

β − 1ð Þ 1 − að Þ + ϕ, ϕ ≡
μθ + μχ + μp
β − 1ð Þ 1 − að Þ

+
a β − 1ð Þ + 2 − β½ � σ2 + 2ρλ,χσλσχ

� �
2 β − 1ð Þ 1 − að Þ½ �2 :

ðA:4Þ

The effect μλ between positive change ðΔÞ and negative
change ð−ΔÞ has the same strength over the expected invest-
ment growth rate of state-owned enterprises unless ϕ = 0 is
different; that is, EtgIt jμλ=Δ ≠ −EtgItjμλ=−Δ. Of course, ϕ = 0
is only a coincidental situation. Therefore, government
intervention has an asymmetrical impact on the promotion
or restraint of enterprises’ investment levels.
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More recently, type-3 (T3) fuzzy logic systems (FLSs) with better learning ability and uncertainty modeling have been presented.
On other hand, the proportional-integral-derivative (PID) is commonly employed in most industrial control systems, because of
its simplicity and efficiency. The measurement errors, nonlinearities, and uncertainties degrade the performance of conventional
PIDs. In this study, for the first time, a new T3-FLS-based PID scheme with deep learning approach is introduced. In addition to
rules, the parameters of fuzzy sets are also tuned such that a fast regulation efficiency is obtained. Unlike the most conventional
approaches, the suggested tuning approach is done in an online scheme. Also, a nonsingleton fuzzification is suggested to reduce
the effect of sensor errors. The proposed scheme is examined on a case-study microgrid (MG), and its good frequency stabilization
performance is demonstrated in various hard conditions such as variable load, unknown dynamics, and variation in renewable
energy (RE) sources.

1. Introduction

Today, as technology advances and the consumerist popula-
tion grows, providing sustainable, safe, and clean energy is
one of the human’s core concerns. Regarding limitation of
non-RE resources and the environmental problems caused
by their consumption, different countries have decided to
choose other energy sources, including renewable sources,
as a future and sustainable energy source. Although RE
sources are available worldwide, many of these sources are
not available seven days a week, 24 hours a day. Some days
may be windier than others, the sun does not shine at night,
and droughts may occur for a period of time. It can be
unpredictable weather events that disrupt these technologies.
To improve the sustainability, some energy storage systems
and modern controllers should be used to make a balance
between consumption and germination [1, 2].

Because of its simplicity and capacity, PID control sys-
tems are extensively employed in most industrial problems
such as mechanical engineering, chaotic systems, and electri-
cal engineering [3]. In proportional control mode of PID,
the output is proportional to the amount of error (hence, it
is called proportional). If the error is large, the controller
output is large, and if the error is small, the controller output
is small. The adjustable parameter of proportional control is
called controller gain. The higher the controller gain leads to
the higher the proportional error. If the gain is adjusted too
high, the control loop will start to oscillate and become
unstable [4]. On the other hand, if the gain is too low,
responding to disturbances or changes in the setpoint will
not be effective enough. There is one major drawback to
using a proportional controller alone, and that is offset. Offset
is a persistent error that cannot be eliminated by proportional
control alone. The integrated control mode continuously
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increases or decreases the controller output to minimize error.
By the larger error, the integral mode increases or decreases
the output rapidly, and by the smaller error, changes will be
occur more slowly. The output of the derivative controller is
directly related to the error rate over time. Derivative control-
lers are generally used when process variables start to fluctuate
or change at very high speeds. Derivative controllers are also
used to predict the future performance of the error by means
of an error curve. In this mode, when the error changes are
large, the derivative mode will produce more control action.
When the error does not change, the derivative operation will
be zero. When the derivative time is too long, fluctuations
occur in this mode and the closed loop becomes unstable.
Then, in real-world applications, the PID parameters should
be carefully tuned [5–7].

2. Literature Review

The main approach that has been frequently used for PID
tuning is the use of evolutionary based methods. For exam-
ple, the fractional PID is investigated in [8], and by the use of
grasshopper optimization algorithm, the parameters of PID
are tuned. In [9], a predictive controller is used to improve
the performance of PI controller. In [10], a regulator is con-
structed using a reinforcement method, and it is evaluated
on an isolated MG. The developed genetic algorithm (GA)
by the use of nondominated sorting approach is suggested
in [11], to design a frequency regulator. The application of
FLSs in designing of voltage controller is studied in [12].
The particle swarm optimization (PSO) is used in [13] for
optimization, and it is examined on an inverter-based MG.
In [14], the various approaches are reviewed.

One of main approaches to tune the PIDs is the use of
FLSs and neural networks [15, 16]. The FLSs are widely used
for approximation problems [17, 18]. For example, in [19], a
PID is designed using type-1 FLSs, and it is applied for tem-
perature control. In [20], a defuzzification is suggested for
FLSs to decrease the computations, and then, a PID is
designed based on the simplified FLS. The backstepping
PID is studied in [21], and a FLS is formulated to estimate
the uncertainties. Similar to classical PIDs that are reviewed
in the above paragraph, some evolutionary-based algorithms
have also been developed for tuning of FLS-PIDs. In these
methods, the evolutionary-based techniques are used to tune
FLS rules, and the output of FLSs determines the gains of
PID [22]. In [23], a fractional-order version of PID is
designed, and one FLS is used to optimize all gains. In
[24], the frequency control in MG is studied, and a FLS-
based PID is schemed. In [25], the efficiency of FLS-PID is
examined on a power system, and the accuracy improve-
ment by FLSs is shown. A comparative study in [26] shows
that FLSs well amend the accuracy of PIDs in versus of dis-
turbances and uncertainties.

The type-2 FLSs have been rarely used in MG. For exam-
ple, in [27], a deep-learned T2-FLS-based control technique
is developed, and the good efficiency of T2-FLSs is verified.
In [28], a T2-FLS is formulated for optimizing a PID, and
its performance is examined by a stabilization problem in
MGs. In [29], the membership functions of a generalized

IT2FS are optimized, and a controller is designed for both
frequency and voltage management. The equilibrium opti-
mization scheme is used in [30] for tuning the parameters
of PID controller on the basis of T2-FLSs. In [31], a type-2
PID is developed, and its efficiency is compared by applying
on MG. In [32], the efficiency of the T2-FLS-based control
systems is evaluated on the basis of Harris approach. A
PID is developed in [33] using T2-FLSs, and it is demon-
strated that high-order FLSs enhance the accuracy.

More recently, it has been shown that high-order FLSs
such as type-3 FLSs and generalized FLSs give better effi-
ciency in real-world engineering problems. For example, in
[34], a T3-FLS is used for energy management, and by vari-
ous comparisons, the superiority of T3-FLSs is shown. In
[35], a T3-FLS-based controller is designed for MGs and
the fluctuation of solar energies is tackled by the use of T3-
FLSs. The capability of T3-FLSs in a real-world 5G telecom
application is tested in [36], and it is verified that T3-FLSs
result in better stabilization efficiency. Similarly, in [37],
the better estimation efficiency and stabilization perfor-
mance of T3-FLSs are examined in an experimental DC
power system.

3. Motivations

The literature review shows that in most of PID tuning
approaches, trial-and-error methods and some evolutionary
algorithms are commonly used. However, the uncertainties,
nonlinearities, and changes in dynamic parameters decrease
the performance of conventional approaches. Also, the
evolutionary-based approaches are not suitable for practical
systems, due to the high computational process of these
algorithms. Furthermore, in most of investigated methods,
the tuning is done in an off-line schedule, and then, the
unpredictable online disturbances are not supported.
Although some FLS-based PIDs have been presented, most
of the conventional FLSs are vulnerable to the plant’s uncer-
tainties, sensor errors, and nonlinearities.

4. Novelettes

The basic advantages of the designed regulator are as follows:

(i) A type-3 FLS-based PID with higher capability and
using fractional-order calculus is introduced

(ii) There is no need for MG dynamics

(iii) Unlike most FLS-based PIDs, the structure of the
suggested approach is nonlinear

(iv) In addition to rules, the MFs are also tuned to
speed up the learning

(v) The tuning is done in an online approach, and the
suggested PID is updated, at each sample time

(vi) All gains are tuned simultaneously

(vii) Nonsingleton fuzzification decreases the effect of
sensor error
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(viii) In various hard conditions, such as considering
load changes, variation of wind/solar powers, and
dynamic disturbances, the better efficiency of the
suggested approach is demonstrated

5. Problem Formulation

Power imbalance is felt by its effect on the speed or fre-
quency of the generator. If the load is reduced and the out-
put is increased, the generator tends to enhance its speed/
frequency. By increasing load and production shortage, the
speed/frequency of the generator decreases. The variation
of frequency from its nominal value is chosen as a signal
to excite the automatic controller. Then, a power balance
at a constant frequency is an important problem [38, 39].

The load frequency control (LFC) loop responds only to
small amplitude and slow load and frequency changes and is
unable to control in emergencies and the resulting power
imbalance. System control in emergencies and sudden
changes is examined by studying the transient stability and
protection of systems.

A general view is shown in Figure 1. The designed con-
trol scheme does not use the mathematical models. The sug-
gested control technique is well optimized and tackles the
effect of perturbations such as variation of weather condi-
tions and output lead.

The main purposes of LFC are as follows: maintaining
the frequency uniformly, dividing the system load between
the generators optimally and preferably economically, and
regulating the power exchanged from the communication

lines in the planned values. In fact, the change in the fre-
quency of the system and the actual power of the communi-
cation lines must be eliminated by changing the output.

6. Fuzzy PID Controller

PIDs are commonly employed in most industrial control
systems because of their simplicity and capacity. The control
performance of conventional PIDs degrades under nonline-
arities, uncertainties, and parameter changes. In the conven-
tional FLS-based PIDs, FLSs are used to alter the PID gains.
The closed-loop error and its derivative are commonly used
as inputs of FLSs. The output of FLS determines the gains of
PIDs. In the suggested approach, the output of designed
type-3 FLS directly determines the output. The input vari-
ables are error and its fractional derivative and integral.
Rules of FLS are tuned such that an error-based cost func-
tion is minimized. The general scheme is shown in Figure 2.

7. Type-3 FLS

The type-3 FLS [40] is a more capable version of the type-2
FLS. Figure 3 depicts a broad overview of the hypothesized
T3-FLS. In T3-FLSs, secondary membership function (MF)
is likewise a type-2 MF, as illustrated in Figure 4. In contrast
to conventional MFs, the top/lower boundaries of member-
ships are not constant. Because of these characteristics,
type-3 MFs can manage a higher amount of uncertainty.
The computations are discussed in this section:
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Figure 3: A general view on T3-FLS.
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(1) The input variables are e, Iqt e, and Dq
t e, where

Dq
t e tð Þ =

Ð t
0 e xð Þ/ t − xð Þqð Þdx

Γ 1 − qð Þ ,

Iqt e tð Þ =
Ð t
0 t − xð Þq−1e xð Þdx

Γ qð Þ

ð1Þ

(2) For inputs e, Iqt e, and Dq
t e, MFs are considered as ~M

1
e

− ~M
2
e , M1

Iqt e
− ~M

2
Iqt e
, and M1

Dq
t e
− ~M

2
Dq
t e
, respectively.

As illustrated in Figure 4, each MF is horizontally split
into n levels. The memberships for horizontal slice
level βh are calculated for each input, as illustrated in
Figure 4. A Gaussian MF is considered for inputs to
handle the sensor errors. The upper/lower member-
ships at level βh for input e are calculated as follows:

�υ ~M
j
e
�βhj = exp −

�e�βh
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e
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ð2Þ

where

�e�βh
=
e�ϑ

2
~M

j
e
�βhj + σ2s c ~Mj

e
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2
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e�ϑ
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e
�βhj

ϑ2~Mj
e
�βhj + σ2

s

,

eβ
h
=
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�� + σ2s
,

ð3Þ

where, h = 1,⋯, n, j = 1, 2, c ~Mj
ej�βh

is the center of MF ~M
j
ej�βh,

and �ϑ ~M
j
ej�βh

and ϑ ~M
j
ej�βh

are the upper/lower standard-divisions

(SD) for ~M
j
ej�βh. For input I

q
t e, we have
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Figure 4: Type-3 MF.
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where

Iqt�e�βh
=
Iqt e�ϑ

2
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e
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where h = 1,⋯, n, j = 1, 2, c ~Mj

I
q
t
e
j�βh
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j
Iqt e
j�βh,

and �ϑ ~M
j

I
q
t
e
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and ϑ ~M
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I
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Similarly, for Dq
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where
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where h = 1,⋯, n, j = 1, 2, c ~Mj

D
q
t e
j�βh

denotes the center of

~M
j
Dq
t e
j�βh, and

�ϑ ~M
j

D
q
t e
j�βh

and ϑ ~M
j
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q
t e
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are the upper/lower SD

for ~M
j
Dq
t e
j�βh.

(3) The rule firing at �βh is obtained as
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The lower firing degree of rules at upper/lower slice
levels is obtained as
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Figure 5: Case-study MG.

Table 1: System parameter description (powers are in (KW)).

eBESS 0.20 (s) eg 0.10 (s) DEG 161
Iqt eL2 =
Iqt eL1 =

ePV 1.84 (s) eWTG 1.44 (s) PV 32

H 0.18 (pu) eFESS 0.20 (s) FC 71

et 0.41 (s) eI/c 0.0035 (s) FESS 47
220

eIN 0.050 (s) nr 0.320 (pu/Hz) BESS 45
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Considering the type reduction, the upper/lower bounds
of control signal is computed as

�̂y�βh
=

∑nr
l=1�η

l
�βh
�ρl

∑nr
l=1 �ηl�βh

+ ηl�βh

� � ,
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β
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β
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� � ,

ŷ�βh
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l=1η

l
�βh

ρ
l
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� � ,

ŷ
β
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l=1�η
l
β
h

ρ
l
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l=1 ηl

β
h

+ ηl
β
h

� � ,

ð11Þ

where nr denotes the number of rules and ρ
l
and �ρl are the

lower/upper of lth rule parameters.

The second type reduction is computed as

�̂y =
∑n

h=1
�βh
�̂y�βh

∑n
h=1

�βh + β
h

� � +
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h=1βh
�̂yβ
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h=1
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h

� � ,

ŷ =
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h

� � +
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ŷ
β
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�βh + β
h

� � :
ð12Þ

The output ŷ (control signal) is computed as

ŷ =
�̂y + ŷ

2
: ð13Þ

8. Learning Algorithm

The rule and MFs are tuned in this part.

8.1. Tuning of Rule Parameters. The EKF method tunes the
rule parameters such that (14) is minimized:

J =
1
2

ŷð Þ2, ð14Þ
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Figure 6: Scenario 1: load changes.
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where ŷ is the output T3-FLS that denotes control signal.
The adjusting laws for �ρ and ρ are computed as

�ρ tð Þ = �ρ t − 1ð Þ + �ξ tð Þ�χ tð Þ −ŷð Þ,
ρ tð Þ = ρ t − 1ð Þ + ξ tð Þχ tð Þ −ŷð Þ,

ð15Þ

where �ξ and ξðtÞ are covariance matrices for �ρ and ρ, respec-
tively. �χðtÞ and χðtÞ are

�χ = �χ1,⋯, �χl,⋯, �χnr

h iT
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nr

h iT
,

ð16Þ

where �χl and χ
l
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8.2. Tuning of MF Parameters. The centers of MFs are
adjusted using the gradient descent. The tuning laws are
therefore written as follows:
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Figure 7: Scenario 1: control signals.
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where γ is a constant rate. ∂J/∂c ~M1
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∂ŷ
∂�̂y

∂�̂y
∂�̂yβ

h

〠
nr

l=1
�ςle

∂�̂yβ
h

∂�ηlβ
h

∂�ηlβ
h

∂c ~M1
e

+ 〠
nr

l=1
�ςle

∂�̂yβ
h

∂η l
β
h

∂ηl
β
h

∂c ~M1
e

0
@

1
A+

=
∂J
∂ŷ
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∂ŷ
β
h

∂ηl
β
h

∂ηl
β
h

∂c ~M1
e

0
@

1
A+

=
∂J
∂ŷ
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where �ςle denotes the lth element of �ςe. �ςe is written as

�ςe = 1, 1, 1, 1, 0, 0, 0, 0½ �, ð20Þ
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Figure 11: Scenario 3: control signals.

Table 2: RMSE comparison.

Scenarios
Designed
controller

PI-T1-FLC
[41]

PI-T2-FLC
[42]

GT2-FLC
[29]

0.0012 0.0124 0.0106 0.0052

0.0014 0.0065 0.0062 0.0035

0.0016 0.0079 0.0074 0.0018
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replaced with the corresponding terms. The vectors ςe, �ςDq
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,

ςDq
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are as
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�ςDq
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ςDq
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�ςIqt e = 1, 1, 0, 0, 1, 1, 0, 0½ �,
ςIqt e

= 0, 0, 1, 1, 0, 0, 1, 1½ �:

ð23Þ

9. Simulations

The designed controller is applied on a case-study MG that
is shown in Figure 5 [29] and is described in Table 1 [29].
Time-varying dynamics, rapid power changes and solar irra-
diation, multiple load changes, and so on are all considered
in the evaluation of the LFC’s regulatory performance.

Scenario 1: a single load perturbation is taken into
account in the initial set of parameters. Also, the model
information of all units is unknown. Figure 6 shows the reg-
ulation performance. Figure 7 shows the controller signal.
Comparison with type-1 fuzzy controller (PI-T1-FLC) [41]
and type-2 FLC (PI-T2-FLC) [42] shows that the suggested
approach is superior in terms of overall performance and
accuracy. An observer can clearly tell that the designed con-
trol system is able to outperform.

Scenario 2: in addition to the perturbation of previous
scenario, in the second case, the values of all unit parameters
are considered to be time-varying as p = ð1 + cos ðtÞÞp.
Figure 8 depicts the system’s regulation outcome. Figure 9
show the controller signal. It is clear from Figure 8 that the
proposed FLC performs exceptionally well.

Scenario 3: the solar/wind powers are also time-varying
in the third scenario, in addition to the numerous fluctua-
tions in the load. Also, a sensor error is added to output sig-
nals as a Gaussian noise with variance 0.01. Figure 10 shows
the frequency’s performance in this situation. Figure 11
shows the controller signal. One can see that the proposed
technique holds up well in the face of solar variation, wind
turbine mechanical power disturbance, and various load var-
iations. In comparison to the other controllers, the suggested
method’s frequency trajectory shows less variance. Table 2
contains the RMSE values for each of the various cases.
The performance is compared with PI-T1-FLC [41], PI-
T2-FLC [42], and general type-2 FLC (GT2-FLC) [29]. The
suggested method’s RMSE in all circumstances appear to
be significantly lower than those of the other techniques.

10. Conclusion

The applications of renewable energies (REs) in meeting the
energy needs of human societies are extended, because the
use of RE sources can prevent the emission of greenhouse
gases and pollutants, reduce water consumption, and ulti-
mately help sustainable security. One of the main drawbacks
is the natural fluctuation of voltage/frequency in microgrids
(MGs) that include RE sources. In this paper, a new scheme

is developed for frequency management in MGs. A new T3-
FLS-based controller is designed, and an online optimization
scheme is proposed. The designed controller is applied for
an MG, and its performance is evaluated under various prac-
tical conditions. In the first scenario, in addition to unknown
dynamics, an abrupt change is considered in the output load.
It is shown that the suggested controller well handles the dis-
turbances, and the output is stabilized in a finite time. For
the second examination, another is added to the previous
one, and the parameters of the MG dynamics are considered
to be time-varying. The simulation results are verified that
the suggested approach well resists against dynamic pertur-
bations. Finally, for the last examination, beside the dynamic
uncertainties and load perturbations, the solar/wind powers
are also changed, and a sensor error is added to signals as a
Gaussian noise with variance 0.01. The results and compar-
isons with other approaches demonstrate that the suggested
controller has a good regulation outcome with the least
steady-state error and good transient performance.

Nomenclature

FLSs: Fuzzy logic systems
PI: Proportional-integral
T3: Type 3
MG: Microgrid
RE: Renewable energies
GA: Genetic algorithm
PSO: Particle swarm optimization
LFC: Load frequency control
MF: Membership function
SD: Standard divisions
FLC: Fuzzy controller.
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Since task allocation is one of the core tasks of ship design, the choice of its allocation strategy is a key factor that affects whether
the task and the design agent can be beneficially matched. Different from the traditional one-way assignment mode of assigning
tasks to designers, in the task assignment strategy of modern ship collaborative design mode, designers’ ability and benefit ratio is
getting higher and higher. Therefore, in order to improve the efficiency and quality of task design, this paper proposes a
multidesign agent-task allocation decision-making method. In this paper, the task attributes and designers’ attributes are
introduced into the task allocation strategy model, and the fuzzy linguistic variable method is used to build the evaluation
index matrix of the design agent, and the task timeliness function is established. Secondly, the multidesign agent-task benefit
function is established and solved to obtain the best allocation strategy. Finally, through example verification and comparative
analysis with the Round-Robin algorithm (RR) and the Weighted Round-Robin (WRR) algorithm, the validity, feasibility, and
stability of the multidesign agent-task allocation decision-making method proposed in this paper are verified, and it is proved
that the task allocation method takes the bilateral needs of the task and the design agent into account, solves the optimal
allocation strategy of collaborative design tasks, and realizes the balanced allocation between the ship collaborative design task
and the design agent.

1. Introduction

Ship product design is an extremely complex process that
requires the participation of multiple departments and profes-
sionals. In order to shorten the ship design cycle, meet the coor-
dination and communication between designers, and improve
the quality of ship design, domestic ships are gradually turning
to a collaborative design model. The collaborative design of
modern ships is jointly completed by design institutes, ship-
yards, shipowners, classification societies, suppliers, subcontrac-
tors, and other entities. Due to the large volume of ships and a
large number of design tasks, the agents participating in the
design have different fields, knowledge background, and coop-
eration efficiency. How to choose a plan with appropriate
design task granularity and optimal benefit between multiple
design agents and tasks from many task allocation schemes is

one of the key problems in the current research of ship collab-
orative design.

Task assignment is an important stage and link of collab-
orative design, and it is the communication between task
assignor and task receiver. Reasonable task allocation can
make full use of resources and assign tasks to the most appro-
priate executors, so that task executors can complete collabo-
rative design tasks efficiently, low cost, and high quality, and
finally improve the efficiency of collaborative design product
design. At present, scholars at home and abroad have done a
lot of research on the rational allocation of tasks and person-
nel. Some scholars take task assigners or task recipients as
the research objects and take factors such as the skill level of
personnel or the preference of task assigners as the research
background to study how to improve the efficiency of task
assignment and the degree of task completion. Gui et al. [1]
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considered two task allocation situations of initial personnel
alliance and joining new personnel to form a new alliance
and established a task allocation strategy of task priority satis-
faction and performance reward to meet the characteristics of
task timeliness, stability, and dynamics. Jiang et al. [2] consid-
ered the user’s learning ability, modeled the user’s skill update
method in the process of performing tasks, proposed a user
skill update mechanism, established a task allocation function
that maximizes the number of tasks completed, and applied an
improved whale algorithm. Solve task allocation problems.
Wang et al. [3] introduced a minimum perceived quality
threshold for tasks in the context of a multitasking assignment
problem, which improves the perceived quality of individual
tasks by considering the maximum number of tasks allowed
for the personnel, thus improving the overall utility of the task.
Wu et al. [4] proposed an algorithm capable of real-time task
assignment and budget awareness based on personnel maxi-
mization of desired outcomes with a finite task budget in the
context of spatial task package assignment, which was verified
to be effective in improving task assignment efficiency. Jiang
et al. [5] proposed a group-oriented approach to measure the
ability of a group to complete a task in terms of contextual
crowdsourcing value and constructed a task allocation algo-
rithm to rationally allocate tasks and people. Li and Zhang
[6] considered two types of time-constrained properties, task
timeliness, and personnel availability and designed two types
of evolutionary algorithms to solve the multitask assignment
problemwith time constraints. Most of the above scholars take
the maximum ability or quantity limit of task recipients as the
realistic constraints and take improving the efficiency of task
allocation as the ultimate goal. Some scholars also take the skill
level of task recipients as the influencing factor of task quality.
While choosing different research subjects, scholars design
corresponding functional relations to measure the timeliness
and quality of task completion in combination with the spe-
cific environmental background of task allocation.

In task allocation, resources are an important element that
affects the balance of task allocation. Many scholars have car-
ried out research on the impact of resources on task allocation.
Huang at al. [7] used idle vehicle resources as the background
to construct the coordinated task processing calculation para-
digm CVEC for parked vehicles and MEC servers and studied
how to perform effective workload distribution and maximize
user center utility in a dynamic environment to optimize net-
work task scheduling. Xu et al. [8] aimed at the low utilization
rate of collaborative logistics task resource allocation and the
conflict of interest between operators and customers. Based
on the multidistribution hybrid collaborative network, consid-
ering factors such as task delay penalties and capacity limita-
tions, they formulated a multiobjective and multilogistics
task scheduling strategy and designed an immune genetic
algorithm with a three-layer coding mechanism to solve the
model. Rajakumari et al. [9] introduced cloud computing
resources, system throughput, and execution time in the con-
text of cloud computing task scheduling problem, maximized
resource utilization, minimized system throughput, and mini-
mized execution waiting time as objective functions, thus
designing a cloud computing fuzzy hybrid particle swarm par-
allel ant colony optimization algorithm. Baroudi et al. [10]

studied the online dynamic multirobot task assignment prob-
lem and constructed a distributed multiobjective task assign-
ment method with the task quality level as the optimization
objective, while considering task distance and load balancing.
Lee [11] proposed a resource-based multirobot task allocation
algorithm with task completion timeliness and resource con-
sumption effectiveness as the research objectives, so as to
improve task efficiency and effectiveness. Yang et al. [12]
designed a node affinity-based task assignment method for
the wireless sensor task assignment problem under resource
constraints and also to reduce node task redundancy. Most of
the task assignment problems related to resource influencing
factors focus on multiuser system application fields such as
logistics, cloud computing, and multirobot system. In view of
the task allocation problem in the above multiuser system
application fields, scholars also limited the types of key
resources. In the above study, resources were limited to
network computing resources, robot use resources, logistics
vehicles, and other consumable resources, and allocation con-
straints were applied to the application of system resources.

At the same time, some scholars focus their research on
task allocation decision-making methods and use different
algorithms to innovate problem solving methods. Song et al.
[13] took the multirobot system in the medical and nursing
environment as the application background and proposed a
group intelligent allocation scheme based on the near-field task
subset division. Firstly, the tasks are arranged orderly by ant
colony algorithm to determine an optimal task chain, and then,
the task chain is divided into subsets by genetic algorithm. Hu
et al. [14] proposed a multiobjective reinforced greedy iterative
algorithm to solve the task allocation and scheduling among
mobile smart users. At the macro level of the algorithm, the
Q-learning reinforcement learning algorithm is used to opti-
mize learning, and at the micro level, the greedy algorithm is
used to select the iterative optimal solution, and it is verified
that the proposed algorithm has fast convergence speed and
low energy consumption. Feng et al. [15] proposed a group
intelligence-aware user task allocationmechanism, which com-
bines vehicle user trajectory characteristics with combinatorial
multiarmed bandit (CMAB) algorithm to improve the accu-
racy of task allocation. Ye et al. [16] used the cooperative mul-
titask assignment of the UAV to perform the suppression of
enemy air defense (SEAD) mission on the ground stationary
target as the research goal. In order to solve the problems faced
in task allocation, such as large scale, heterogeneity of UAV,
different task coupling, and task priority constraints, an
improved genetic algorithm with multitype gene chromosome
coding strategy is proposed, and the optimization performance
of the algorithm is verified by simulation. Shi et al. [17] pro-
posed a dynamic auction approach for differentiated tasks
under cost rigidities (DAACR) in the context of a multirobot
system, which was validated to reduce the task assignment
delay time of a multirobot system, while the algorithm can be
applied to multirobot systems with different work contexts,
thus improving the overall utilization of the robot system.
Zhang et al. [18] extended their research on the existing status
of UAV swarm task preprocessing to construct a discrete par-
ticle swarm algorithm that introduces a market auction mech-
anism to study the dynamic task assignment problem during
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task execution, with the objective of real-time task assignment
for UAV swarms. Yin et al. [19] constructed a group intelligent
software development task assignment method based on the
heterogeneity of software development tasks in the context of
software development task assignment in P2P networks by
transforming the task assignment problem into an optimization
problem and modeling the task assignment process through
Hidden Markov models. Zhang et al. [20] combined cloud
computing and smart grid and constructed a new smart grid
cloud task scheduling strategy to solve the cloud task scheduling
problem with minimizing task completion time and minimiz-
ing task execution cost as the objectives. Gong et al. [21] con-
structed the eco-friendly task assignment algorithm (EFTA) to
solve the task assignment problem of minimizing carbon emis-
sions under constraints such as task duration and road traffic
constraints. Wu et al. [22] constructed an unmanned
submersible-mission matching matrix while introducing tem-
poral path and voyage impact constraints to design a dynamic
extended consistency set algorithm based on the consistency
algorithm. Nedjah et al. [23] proposed a clustered dynamic task
assignment algorithm in order to improve the efficiency of
robot population task assignment coordination, which guides
the robot to complete the exploration of the assigned space at
an adaptive rate. Zhao et al. [24] proposed a fast task assign-
ment algorithm based on Q-learning algorithm to solve the task
assignment problem of heterogeneous UAVs in uncertain envi-
ronments. There are a variety of algorithm innovations in task
allocation, most of which are based on heuristic algorithms such
as particle swarm algorithm and genetic algorithm. According
to the actual environment background of task allocation, new
algorithms are introduced to update and improve strategies.
Some scholars apply reinforcement learning algorithms to
obtain better task allocation strategies through the expansibility
of reinforcement learning.

The above literature studies task allocation strategies from
different perspectives but only discusses one type of task recip-
ients and does not consider the existence of multiagent task
recipients, that is, the task recipients come from different units
and have different fields and disciplines. And the collaboration
efficiency between task recipients is also different. In addition,
the literature has more research on the number and quality of
task completion, task completion efficiency, and other issues,
and less consideration is given to the relationship between task
completion timeliness, task completion benefits and personnel
attributes, and task attributes. That is to say, there is less
research on the attributes of both tasks and personnel at the
same time. At present, most of the research in the field of ship
collaborative design focuses on how to apply computer tech-
nology and digital technology to improve the parallelism and
professionalism of ship design process and finally improve
the design quality and efficiency, for example, the secondary
development of modeling software to enable the integration
of complex and large span of expertise or to explore the appli-
cation and verification of the ship design field of the full three-
dimensional model and simulation of the full coverage system.
These studies mainly focus on the design itself, while task
management is also very important to improve the design effi-
ciency as the first step of design. At present, the task manage-
ment level of ship field is in the development stage, and the

assignment of design task mainly adopts the way of combining
manual and computer. The task manager selects the task and
the task receiver and centrally distributes the task through the
computer system. When task managers assign tasks, most of
them consider the professional suitability of designers and the
time occupation of designers, and less consider the collabora-
tion between designers in task collaboration. At the same time,
the literature has less research on the problems in the field of
ship design task allocation. As a complex product, ship design
tasks are complex, design tasks are time-sensitive, oriented to
many professions, and require high skills for designers. At the
same time, designers usually come from different units. Rea-
sonably allocate tasks so that tasks can be assigned to the most
suitable personnel at the first time, so that designers with differ-
ent specialties and abilities can coordinate their work in a uni-
fied way and improve the task execution rate. To sum up, it is
very important to take intelligent research on ship design task
allocation strategy.

The designer’s ability attribute is an important factor that
affects the result of task assignment decision. Competent and
efficient designers tend to have low rework rates and high-
quality tasks. In general, the description of designer capability
attributes is inaccurate and vague. For example, terms such as
general, good, and very good can be used to evaluate the
designer’s negotiation and communication ability, but it can-
not be expressed by precise value. How to quantitatively mea-
sure the attribute value of ability is also a problem that needs to
be explored and solved in this paper. A practical method is to
replace numerical evaluation with fuzzy linguistic variable
evaluation and to solve complex, unstructured, and nonquan-
titative problems by taking the words and sentences as the
value of fuzzy linguistic variable. Some scholars use fuzzy sets,
fuzzy soft sets, and other theories to solve group decision-
making and multiobjective decision-making problems. Garg
et al. [25] combined with the advantages of interval valued
spherical fuzzy sets and complex numbers and proposed com-
plex interval valued t-sphere fuzzy sets (CIVTSFS); Siddique
et al. [26] introduced algebraic operation into Pythagorean
fuzzy soft set (PFSS) and proposed a PFSS decision method
based on score matrix; Akram et al. [27] extended and gener-
alized the q-order graph fuzzy set (q-RPFS) to solve the multi-
objective decision-making problem. Some scholars have also
extended the fuzzy super soft set. Ihsan et al. [28] introduced
a new extended fuzzy parameterization model in the Pythago-
rean fuzzy super soft expert set; Rahman et al. [29] proposed
two new structures: fuzzy parameterized intuitionistic fuzzy
hypersoft set (fpifhs-set) and fuzzy parameterized neutro-
sophic hypersoft set (fpnhs-set); Debnath [30] describes the
related operations of fuzzy super soft sets.

To sum up, through the above literature analysis and dis-
cussion, based on the background of ship collaborative design,
this paper selects a certain stage of ship production design, con-
sidering that the recipient of the design task is multiple design
agents from different units such as shipyard design department,
suppliers, design subcontractors, and classification societies.
The professional attributes and collaboration rate between
design agents are introduced into the problem-solving model,
and a task assignment decision algorithm for ship multiagent
collaborative design based on the design agent’s professional
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attributes, ability attributes, design efficiency, design rework
rate, and collaboration rate between design agents is proposed.
This paper constructs the task timeliness function, sets the
design agent evaluation index matrix by introducing the fuzzy
linguistic variable method, then constructs the multidesign
agent-task benefit function, and obtains the task allocation
strategy by solving the benefit function value, so as to realize
the distribution balance between multidesign agents and tasks,
improve the design efficiency, and shorten the design cycle.

The chapters of this paper are arranged as follows. In Sec-
tion 2, we set up a five-tuple allocation decision model includ-
ing design task elements, design agent elements, design task
attribute elements, design agent attribute elements, and benefit
function elements. In Section 3, we set the value range or value
set of each attribute in the design agent attribute matrix,
construct the evaluation matrix through the fuzzy linguistic
variable method, establish the task timeliness function, and
finally establish the benefit function. In Section 4, we take a
certain stage of ship collaborative design as an example to ver-
ify and take polling algorithm and weighted polling algorithm
as comparison methods to verify the effectiveness and stability
of the multiagent task allocation decision-making method for
ship collaborative design proposed in this paper. Finally, Sec-
tion 5 summarizes this paper and discusses the future work.

2. Multidesign Agent-Task Allocation
Decision Model

Based on the task allocation in the subdesign stage of ship pro-
duction design, the collaborative units in this design stage
include shipyards, suppliers, design subcontractors, and classi-
fication societies. The production design tasks at this stage
involve structure, piping, outfitting, hull, interior installation,
and other majors. In the ship design business, a hull section
design project is used as a design task package, which includes
tasks for various design agents in various disciplines and types.

The distribution decision model should have the charac-
teristics of being able to completely describe the problem
background and abstract the content of the problem. Based
on the above design objectives, it is defined as follows.

Definition 1. Set the distribution decision model elements
and specifies the distribution decision model as a five-tuple:

Model = T ,D,QT ,QD, Vh i: ð1Þ

The specific meanings of allocation decision model ele-
ments and their decomposition elements are shown in Table 1.

2.1. Design Task Model Elements. T represents the design task
matrix. m represents the number of all hull section design
tasks in the task set, and Ti represents a hull section design
project, including various professional design tasks for multi-
ple design agents. n represents the number of design tasks in
a design project. In summary, the design tasks are defined as
follows.

T = T1, T2 ⋯ Tm½ �T ,
Ti = Ti1, Ti2 ⋯ T in½ �:

ð2Þ

A design task matrix T contains all design tasks.

T =

T11 T12 ⋯ T1n

T21 T22 ⋯ T2n

⋮ ⋮ ⋯ ⋮

Tm1 Tm2 ⋯ Tmn

2
666664

3
777775: ð3Þ

Among them, Tij is the subtask j in the task item i,

i = 1, 2,⋯,m,
j = 1, 2,⋯, n:

(
ð4Þ

That is, after the task is decomposed, it is the most fine-
grained subtask suitable for task allocation.

2.2. Model Elements of the Design Agent. D represents the
design agent matrix. Designers are divided based on unit
departments, such as shipyard structural design department,
shipyard piping design department or suppliers, and design
subcontractors, with a unit department as a design agent.

k represents the number of design agents involved in the
task, and Di represents a design agent, including multiple
designers who can receive design tasks. l represents the
number of designers who can accept tasks in a design agent.
In summary, the design agent is defined as follows.

D = D1D2 ⋯Dk½ �T ,
D1 = Di1Di2 ⋯Dil½ �:

ð5Þ

A design agent matrix D that contains all designers.

D =

D11 D12 ⋯ D1l

D21 D22 ⋯ D2l

⋮ ⋮ ⋯ ⋮

Dk1 Dk2 ⋯ Dkl

2
666664

3
777775, ð6Þ

where Dpq is the designer q in the design agent p.

2.3. Model Elements for Design Task Attributes.

QT = QTA; ;QTC ,QTEf g: ð7Þ

QT represents a collection of design task attributes.
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Table 1: Model elements definition.

Elements Meaning

T The design task matrix

D The design agent matrix

QT Collection of design task attributes

QD Collection of design agent attributes

V The benefit function matrix

m The number of all hull section design tasks in the task set

n The number of design tasks in a design project

Tij The subtask j in the task item i, 1 ≤ i ≤m ; 1 ≤ j ≤ n

k The number of design agents involved in the task

l The number of designers who can accept tasks in a design agent

Dpq The designer q in the design agent p, 1 ≤ p ≤ k ; 1 ≤ q ≤ l

QTA The matrix of the number of designers

QTAj
i

The number of designers required to complete the task Tij

QTC The rated completion time matrix required to complete the task

QTCj
i

The rated time required to complete the task Tij

QTE Represents the average amount of tasks

QTEj
i

The average amount of tasks occupied by a single designer in completing the Tij task

QDf The professional attribute matrix of the design agent

Q
_

Df ji
The professional attribute value matrix of all design agents D for the design task Tij

q
pQ̂Df ji

The professional attribute value of a single designer Dpq for the design task Tij

QDgx The attribute matrix of negotiation and communication ability of the design agent

QDgxqp The attribute value of the negotiation and communication ability of the designer Dpq

QDgy The analysis and planning ability attribute matrix of the design agent

QDgyqp The attribute value of the analysis and planning ability of the designer Dpq

QDgz The attribute matrix of the design agent’s practical execution ability

QDgzqp The attribute value of the practical execution ability of the designer Dpq

QDh The design efficiency matrix of the design agent

QDhqp The task design efficiency of the designer Dpq

QDl The design rework rate matrix of the main body of the design

QDlqp The design rework rate of the designer Dpq

QDo The coordination rate matrix of the design agent

QDoqp The value of the synergy rate of the designer Dpq

Upq
ij The timeliness function of the designer Dpq to the design task Tij

Φ The task quantity evaluation matrix that defines the design task

Vpq
ij The Tij benefit function of selecting the designer Dpq
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(1)QTA represents the matrix of the number of designers
required by the task specification

QTA =

QTA1
1

QTA2
1

⋯ QTAn
1

QTA1
2

QTA2
2

⋯ QTAn
2

⋮ ⋮ ⋯ ⋮

QTA1
m

QTA2
m

⋯ QTAn
m

2
666664

3
777775: ð8Þ

QTAj
i
represents the number of designers required to

complete the task Tij.
(2)QTC represents the rated completion time matrix

required to complete the task

QTC =

QTC1
1

QTC2
1

⋯ QTCn
1

QTC1
2

QTC2
2

⋯ QTCn
2

⋮ ⋮ ⋯ ⋮

QTC1
m

QTC2
m

⋯ QTCn
m

2
666664

3
777775: ð9Þ

QTCj
i
represents the rated time required to complete the

task Tij. This task needs to be completed within the specified
time; otherwise, the task is overdue and requires correspond-
ing overdue penalties.

(3)QTE represents the average amount of tasks

QTE =

QTE1
1

QTE2
1

⋯ QTEn
1

QTE1
2

QTE2
2

⋯ QTEn
2

⋮ ⋮ ⋯ ⋮

QTE1m
QTE2m

⋯ QTEnm

2
666664

3
777775, ð10Þ

QTEj
i
=
1 ×QTCj

i

QTAj
i

: ð11Þ

QTEj
i
represents the average amount of tasks occupied by

a single designer in completing the Tij task. The larger the
value, the greater the average workload of the task.

MAXQTE =max〠
n

j=1
〠
m

i=1
QTEj

i
,

MINQTE =min〠
n

j=1
〠
m

i=1
QTEj

i
,

qteji
=

QTEj
i
−MINQTE

MAXQTE −MINQTE
, qteji = 0, 1½ �,

i = 1, 2,⋯,m, j = 1, 2,⋯, n:

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð12Þ

The average task load is normalized and dimensionless,
and its value range is [0,1].

2.4. Model Elements for Design Agent Attributes.

QD = QDf ,QDg,QDh,QDl ,QDo

� �
: ð13Þ

QD represents a collection of design agent attributes.

(1) QDf is the professional attribute matrix of the design
agent. It indicates the degree of professional Match-
ing between the design agent and the design task.

QDf = Q̂Df ji

h i
m×n

; Q̂Df ji
= q

pQ̂Df ji

h i
k×l
,

QDf =

Q̂Df 11
Q̂Df 21

⋯ Q̂Df n1

Q̂Df 12
Q̂Df 22

⋯ Q̂Df n2

⋮ ⋮ ⋯ ⋮

Q̂Df 1m
Q̂Df 2m

⋯ Q̂Df nm

2
6666664

3
7777775
,

Q̂Df ji
=

1
1Q̂Df ji

2
1Q̂Df ji

⋯ l
1Q̂Df ji

1
2Q̂Df ji

2
2Q̂Df ji

⋯ l
2Q̂Df ji

⋮ ⋮ ⋯ ⋮
1
kQ̂Df ji

2
kQ̂Df ji

⋯ l
kQ̂Df ji

2
6666664

3
7777775
:

ð14Þ

Among them, Q̂Df ji
represents the professional attribute

value matrix of all design agents D for the design task Tij.
q
pQ̂Df ji

represents the professional attribute value of a single

designer Dpq for the design task Tij.
(2)QDg represents the set of design main body’s ability

attributes

QDg = QDgx ,QDgy ,QDgz

� � ð15Þ

(a)QDgx is the attribute matrix of negotiation and com-
munication ability of the design agent

QDgx =

QDgx11
QDgx21

⋯ QDgxl1

QDgx12
QDgx22

⋯ QDgxl2

⋮ ⋮ ⋯ ⋮

QDgx1k
QDgx2k

⋯ QDgxlk

2
666664

3
777775: ð16Þ

Among them, QDgxqp
represents the attribute value of the

negotiation and communication ability of the designer Dp
q.

(b)QDgy is the analysis and planning ability attribute
matrix of the design agent

QDgy =

QDgy11
QDgy21

⋯ QDgyl1

QDgy12
QDgy22

⋯ QDgyl2

⋮ ⋮ ⋯ ⋮

QDgy1k
QDgy2k

⋯ QDgylk

2
666664

3
777775: ð17Þ
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Among them, QDgyqp
represents the attribute value of the

analysis and planning ability of the designer Dpq.
(c)QDgz is the attribute matrix of the design agent’s prac-

tical execution ability

QDgz =

QDgz11
QDgz21

⋯ QDgzl1

QDgz12
QDgz22

⋯ QDgzl2

⋮ ⋮ ⋯ ⋮

QDgz1k
QDgz2k

⋯ QDgzlk

2
666664

3
777775: ð18Þ

Among them, QDgzqp
represents the attribute value of the

practical execution ability of the designer Dpq.
(3)QDh is the design efficiency matrix of the design agent

QDh =

QDh11
QDh21

⋯ QDhl1

QDh12
QDh22

⋯ QDhl2

⋮ ⋮ ⋯ ⋮

QDh1k
QDh2k

⋯ QDhlk

2
666664

3
777775: ð19Þ

Among them, QDhqp
is the task design efficiency of the

designer Dpq.
(4)QDl is the design rework rate matrix of the main body

of the design

QDl =

QDl11
QDl21

⋯ QDll1

QDl12
QDl22

⋯ QDll2

⋮ ⋮ ⋯ ⋮

QDl1k
QDl2k

⋯ QDllk

2
666664

3
777775: ð20Þ

Among them, QDlqp
is the design rework rate of the

designer Dpq.
(5)QDo is the coordination rate matrix of the design

agent

QDo =

QDo11
QDo21

⋯ QDol1

QDo12
QDo22

⋯ QDol2

⋮ ⋮ ⋯ ⋮

QDo1k
QDo2k

⋯ QDolk

2
666664

3
777775: ð21Þ

Among them, QDoqp
represents the value of the synergy

rate of the designer Dpq.

2.5. Model Elements of Benefit Function. V represents the
benefit function matrix.

V =

V11 V12 ⋯ V1n

V21 V22 ⋯ V2n

⋮ ⋮ ⋯ ⋮

Vm1 Vm2 ⋯ Vmn

2
666664

3
777775, V = Vpq

ij

h i
k×l
: ð22Þ

Among them, Vij is the benefit function of the subtask Tij.
The benefit function is constructed by selecting different
designers and qualitatively processing their design attributes.
The value of Vij is calculated by selecting the task allocation
strategy. The larger the value is, the more suitable the designer
selected in the task allocation scheme is to the design task, and
the stronger the balance between the design agent and the task.

The decomposition logic diagram of the multidesign
agent-task allocation decision-making method proposed in
this paper is shown in Figure 1.

3. Multidesign Agent-Task Allocation Decision-
Making Strategy

The decision-making process of ship collaborative design task
allocation is a complex coordinated decision-making process,
and the bilateral needs between tasks and designers need to
be considered at the same time. This paper is aimed at match-
ing and balancing between design tasks and designers, taking
the requirements of task allocation and the design needs of
designers into account, and establishing a multiagent-task
allocation decision-making model.

Through the above description of the multiagent-task
allocation decision-making model, the model elements of
design task, design agent, design task attribute, design agent
attribute, and benefit function are set. The following will
analyze in detail the process of establishing the benefit func-
tion based on the given model and its value.

Firstly, this paper sets the value range or value set of each
attribute in the main design attribute matrix, then constructs
the evaluation matrix through the fuzzy linguistic variable
method, establishes the task timeliness function, and finally
establishes the benefit function.

3.1. Evaluation Matrix Based on Fuzzy Linguistic Variables. In
the process of assigning tasks and personnel, the character
attributes of personnel and the task attributes of tasks are
important influencing factors that affect the task assignment
strategy and determine the effect of task completion. At pres-
ent, scholars have conducted some researches on personnel
and task attributes in task allocation. Jiang et al. [31] consid-
ered the staff’s experience value and current load value of the
task, matched the staff’s role and skills with the task, and
designed a task assignment algorithm based on the task and
the staff’s attributes. Wu et al. [32] introduced the concept of
task personnel’s personality ability attributes and comprehen-
sive technical ability attributes in the task personnel matching
process to provide decision support for task assignment. Tu
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et al. [33] proposed a task allocation strategy that can capture
complex interactions between tasks and personnel by construct-
ing a personnel bias model that includes personnel bias, task
basic facts, and character characteristics. Wei et al. [34] took
the aircraft assembly coordination task and personnel balance
as the background, comprehensively considered the factors
such as task granularity, equalization degree, and personnel
ability attribute, and constructed the task personnel evaluation
matrix based on the fuzzy linguistic variable method. Huang
et al. [35] constructed a time-dependent task assignment algo-
rithm in the context of the task assignment problem for mobile
groups with time constraints and considered the time-
dependent task assignment problem with personnel time per-
ception capability and perceived duration. Park et al. [36] stud-
ied the multirobot task allocation problem by applying cross-
attentive machines to compute robot preferences for tasks and
constructing deep reinforcement learning algorithms to solve
the task optimal allocation time problem. Xu et al. [37] took
the characteristics of the tasks, system features, and the ran-
domness of personnel requirements and other attributes into
account and constructed amultiobjective task schedulingmodel
in the context of the cloud task assignment problem. Ji et al. [38]
proposed an evolutionary multitasking allocation method with
the goal of maximizing the perceived quality of the task while
considering three types of constraint attributes: task budget,
perceived quality of the task, and personnel workload. Zhao
et al. [39] combinedmobile crowdsourcing with social networks
to consider the important influence of personnel relationship
attributes in task assignment.

Therefore, a conclusion can be drawn from the literature:
only by constructing a task allocation decision-making strat-
egy on the basis of taking the bilateral attribute requirements
of personnel and tasks into account can the subjective initia-
tive of personnel be fully utilized and the balance of task allo-
cation can be maximized. This paper analyzes the professional
attributes, ability attributes, design efficiency, design rework
rate, and personnel collaboration rate of ship collaborative
designers. These attributes are a generalized concept, and the
determination of their values is an uncertain problem. In order
to qualitatively analyze its value, this paper first uses Delphi
expert consultation method and empirical investigation
method to determine the evaluation information of designers’
ability attributes; Secondly, this paper uses the fuzzy linguistic
variable method to quantify its value and get the capability
attribute evaluation matrix through weight calculation.

Delphi expert consultation method and experience inves-
tigation method are both investigation methods that obtain a
large number of actual data through various investigation
methods, integrate and analyze the data with the knowledge
and experience of experts, and finally obtain the characteristics
of the research object. This paper combines Delphi expert con-
sultation method and experience investigation method,
through the investigation, analysis and statistics of the com-
pletion time, quality, feedback of tasks, others’ evaluation
and other contents of the designers to complete the task,
finally obtains the description information of the evaluation
size of the ship designers’ ability attributes. For example, for
the collaborative ability of designers, the collaborative ability

The design task matrix

Model elements for design task attributes
Task allocation decision

Model elements for design agent attributes
The task timeliness function The multi-design agent-task benefit function

Shipyard department 1 Supplier 1

The multi-design agent matrix

Shipyard department 2

… …

Design subcontractor 2

…

…

…

1 2 3 4

5

6

7

8

9

1 Define the attributes of design task and design agent model elements, such as rated time and average task quantity
of design task, professional and ability attributes of design agent, etc

2 Construct designer’s timeliness function for design task

3 According to each attribute value and timeliness value, construct the multi-design agent - task benefit function 

4 According to the benefit function value of different designers, obtain the optimal task allocation strategy 

5 The design task matrix

6 The finest-grained subtask applicable to task assignment after task decomposition

7 The multi-design agent matrix

8 Design agents are divided according to units and departments, and each unit department is a design agent,
such as shipyard design department 1 and supplier 1, etc 

9 A designer in a department who receives a design assignment

Figure 1: The decomposition logic diagram of the multidesign agent-task allocation decision-making method.
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is described as follows: general synergy rate, higher synergy
rate, and high synergy rate. Another example is to describe
the attribute size of the designer’s negotiation and communica-
tion ability, analysis and planning ability, and practice and exe-
cution ability as follows: poor, average, better, and very good.

The fuzzy linguistic variable method is applied to the prob-
lems that cannot be evaluated with accurate numerical values
in the decision-making process. The semantics of elements in
a fuzzy linguistic set are usually represented by fuzzy numbers
defined on [0,1]. The capability attribute information fuzzy set
with three description elements is represented by a triangular
fuzzy number, and the capability attribute information fuzzy
set with four description elements is represented by a trapezoi-
dal fuzzy number. For example, the designer collaboration rate
is quantified as (0.5, 0.75, 1), and the negotiation and commu-
nication ability of designers is quantified as (0.25, 0.5, 0.75, 1).
Finally, the ability attribute evaluation matrix is obtained by
calculating the weight. At the same time, the fuzzy linguistic
variable method is used to construct the task quantity evalua-
tion matrix. Fuzzy decision-making method can be applied to
the selection and evaluation of various fields. Hakim Nik
Badrul Alam et al. [40] proposed a novel multicriteria
decision-making (MCDM) model based on IZN and applied
it to the selection of automobile suppliers. Venugopal et al.
[41] constructed the fuzzy Decision-Making Trial and Evalua-
tion Laboratory (DEMATEL) approach and applied it to the
stock selection of investors and traders in the financial field.
Imeni [42] believes that it is also very necessary to apply the
fuzzy decision-making method to economic decisions such as
accounting and auditing. Sirbiladze [43] introduced various
operators used in fuzzy decision-making. Sorourkhah and Eda-
latpanah [44] also extended their research.

The ability attribute description of designers and its
quantitative processing with fuzzy linguistic variables and
the specific process of constructing the ability attribute
matrix are shown below.

(1) Quantify QDf

For the design task Tij, the professional attribute value of a

single designer Dpq for the task
q
pQ̂Df ji

, the professional attri-

bute size is described as follows: fProfessionalmismatch,
Majormatch, Professionalmatchg:.

Through the Delphi expert consultation method and
empirical survey method, the attribute evaluation set of the
ability is summarized. The above description of the ability is
fuzzy and uncertain and cannot be qualitatively analyzed, so
it is quantified. The capacity of designers is reflected by specific
numerical values. The quantized values of qpQ̂Df ji

are as Table 2.

q
pQ̂Df ji

∈ 0, 0:5, 1f g: ð23Þ

Designer selection strategy: avoid choosing designers who
do not match the task’s specialty, consider choosing designers
who are more suitable for the task, and give priority to
designers who match the task’s specialty.

(2)Quantitative analysis of QDgx, QDgy , and QDgz

Among the many types of ability attributes, this paper
selects representative three types of attributes that are also
important to the task completion effect as the research
points. The three types of ability attributes are as follows:
negotiation and communication ability, analysis and plan-
ning ability, and practical execution ability. The ability attri-
bute evaluation set is as Table 3.

To sum up, design the main body ability attribute matrix
QDg, and the values of the elements are as follows.

QDgxqp
∈ 0:25, 0:5, 0:75, 1f g,

QDgyqp
∈ 0:25, 0:5, 0:75, 1f g,

QDgzqp
∈ 0:25, 0:5, 0:75, 1f g:

8>>><
>>>:

ð24Þ

The larger the value, the better the designer’s ability.
It is defined as follows:

N0:25
dgx ,N0:5

dgx ,N0:75
dgx ,N1

dgx =
the number of elements in thematrixQDgx

with the value 0:25, 0:5, 0:75, 1,

8>><
>>: ð25Þ

N0:25
dgy ,N0:5

dgy ,N0:75
dgy ,N1

dgy =
the number of elements in thematrixQDgy

with the value 0:25, 0:5, 0:75, 1,

8>><
>>: ð26Þ

N0:25
dgz ,N0:5

dgz ,N0:75
dgz ,N1

dgz =
the number of elements in thematrixQDgz

with the value 0:25, 0:5, 0:75, 1:

8>><
>>: ð27Þ

For example, N0:25
dgx represents the number of attribute

values with a value of 0.25 in the attribute matrix QDgx of the
negotiation and communication ability of the design agent.

In order to calculate the attribute weight of the design
agent’s ability, according to formulas (25)–(27), there are
the following definitions.

Table 2: Quantification of personnel professional match
description.

Property description
Professional
mismatch

Major
match

Professional
match

Quantified value 0 0.5 1
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I QDg

� �
= 1 − 1

kl
,

I QDgx

� �
= 〠

t=0:25,0:5,0:75,1

Nt
dgx

kl
1 −

Nt
dgx

kl

 !
,

I QDgy

� �
= 〠

t=0:25,0:5,0:75,1

Nt
dgy

kl
1 −

Nt
dgy

kl

 !
,

I QDgz

� �
= 〠

t=0:25,0:5,0:75,1

Nt
dgz

kl
1 −

Nt
dgz

kl

 !
:

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð28Þ

Define the weight of each attribute of the evaluation
matrix as �ωgx , �ωgy , and �ωgz . Then through the above calcula-
tion formula (28), the weight calculation formula can be
obtained as follows.

�ωgx =
I QDg

� �
− I QDgx

� �
3I QDg

� �
− I QDgx

� �
+ I QDgy

� �
+ I QDgz

� �� �
�ωgy =

I QDg

� �
− I QDgy

� �
3I QDg

� �
− I QDgx

� �
+ I QDgy

� �
+ I QDgz

� �� �
�ωgz =

I QDg

� �
− I QDgz

� �
3I QDg

� �
− I QDgx

� �
+ I QDgy

� �
+ I QDgz

� �� �

8>>>>>>>>>><
>>>>>>>>>>:

ð29Þ

In summary, according to formula (29), the calculation
formula for the ability attribute matrix of the design agent

can be obtained.

QDg = �ωgxQDgx + �ωgyQDgy + �ωgzQDgz: ð30Þ

Designer selection strategy: priority is given to selecting
designers with high personnel ability attribute values to
complete design tasks.

(3)Quantitative analysis QDl

The design rework rate value QDlqp
of the designer Dpq for

the task is quantified as Table 4.

QDlqp
∈ 0:05, 0:1, 0:15, 0:2f g: ð31Þ

Designer selection strategy: prioritize designers with extremely
low rework rates or low rework rates, and avoid designers with
high rework rates.

(4)Quantitative analysis of QDh and QDo
The design efficiency value QDhqp

of the designer Dpq for

the task is quantified as Table 5.

QDhqp
∈ 0:5, 0:75, 1f g: ð32Þ

For the designer Dpq, the synergy rate value QDoqp
is

quantified as Table 6.

QDoqp
∈ 0:5, 0:75, 1f g: ð33Þ

Define the timeliness evaluation matrix QDho as follows.

Table 3: Personnel ability description quantitative table.

Property description
Poor General Better Very good

Quantified value 0.25 0.5 0.75 1

Table 4: Staff design efficiency description quantitative table.

Property description
Very low rework rate Low rework rate Higher rework rate High rework rate

Quantified value 0.05 0.1 0.15 0.2

QDho = QDhoqp

h i
k×l
, ð34Þ

N0:5
dh ,N0:75

dh ,N1
dh =

�
the number of elements in thematrixQDh with the value 0:5, 0:75, 1, ð35Þ

N0:5
do ,N0:75

do ,N1
do = the number of elements in thematrixQDowith the value 0:5, 0:75, 1

�
, ð36Þ

I QDhoð Þ = 1 − 1
kl
,

I QDhð Þ = 〠
t=0:5,0:75,1

Nt
dh

kl
1 − Nt

dh

kl

� �
,

I QDoð Þ = 〠
t=0:5,0:75,1

Nt
do

kl
1 − Nt

do

kl

� �
:

8>>>>>>>>><
>>>>>>>>>:

ð37Þ
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Define the weight of each attribute of the timeliness eval-
uation matrix as �ωdh, �ωdo. According to formulas (35)–(37),
the following formulas can be obtained.

�ωdh =
I QDhoð Þ − I QDhð Þ

2I QDhoð Þ − I QDhð Þ + I QDoð Þð Þ ,

�ωdo =
I QDhoð Þ − I QDoð Þ

2I QDhoð Þ − I QDhð Þ + I QDoð Þð Þ :

8>>><
>>>:

ð38Þ

In summary, according to formula (38), the calculation
formula of the timeliness evaluation matrix of the main body
of the design can be obtained.

QDho = �ωdh ∗QDh + �ωdo ∗QDo: ð39Þ

3.2. Construct Task Timeliness Function. Define the timeli-
ness function of the designer Dpq to the design task Tij as

Upq
ij . According to formulas (12) and (39), the following for-

mulas can be obtained.

Upq
ij =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + λ ∗ qteji

∗QDhoqp

q
: ð40Þ

In the formula, λ is the time-dependent coefficient, λ ∈ ð
0, 1Þ. The greater the timeliness coefficient, the more timeli-
ness of completion of the tasks of designers with the higher
design efficiency and collaboration rate under the same task
conditions. For different designers, the task timeliness func-
tion values are different. The higher the weight of designer effi-
ciency and collaboration rate, the stronger the task timeliness.

3.3. Construct Multidesign Agent-Task Benefit Function.
(1)Task capacity evaluation matrix

There are many professions involved in ship collabora-
tive design tasks. This article takes the three majors of struc-
ture ~A, piping ~B, and electrical ~C as examples.

NTτ
i = number of tasks with type τ in setTi,

τ ∈ ~A, ~B, ~C
n o

,

1 ≤ i ≤m:

8>><
>>: ð41Þ

m~A = 〠
m

i=1
NT

~A
i ,m~B = 〠

m

i=1
NT~B

i ,m~C = 〠
m

i=1
NT

~C
i , ð42Þ

m~A +m~B +m~C =m ∗ n, ð43Þ

~M~A = NT ~A
1

m~A
, NT ~A

2
m~A

,⋯, NT ~A
m

m~A

" #
, ~M~B = NT~B

1
m~B

, NT~B
2

m~B
,⋯, NT~B

m

m~B

" #

~M~C = NT ~C
1

m~C
, NT ~C

2
m~C

,⋯, NT ~C
m

m~C

" #
:

ð44Þ

Among them, NT ~A
i represents the number of structure ~A

tasks in the task item Ti,m~A represents the number of struc-

ture ~A tasks in all tasks, NT ~A
i /m~A represents the ratio of the

number of tasks of structure ~A in the subtask Ti to the num-
ber of tasks of structure ~A in all tasks. The other matrix ele-
ments are similar. According to formulas (41)–(44), the
following formulas can be obtained.

I ~M
� �

= 1 − 1
m
, ð45Þ

I ~M~A
	 


= 〠
m

i=1

NT ~A
i

m
1 − NT ~A

i

m

 !
, I ~M~B
� �

= 〠
m

i=1

NT~B
i

m
1 − NT~B

i

m

 !

I ~M~C
	 


= 〠
m

i=1

NT ~C
i

m
1 − NT ~C

i

m

 !
:

8>>>>><
>>>>>:

ð46Þ
Define the weight of each attribute of the task load eval-

uation matrix as �ω ~M~A, �ω ~M~B, and �ω ~M~C . Then, through the
above calculation, formulas (45) and (46), the weight calcu-
lation formula can be obtained as follows.

�ω ~M~A =
I ~M
� �

− I ~M~A
	 


3I ~M
� �

− I ~M~A
	 


+ I ~M~B
� �

+ I ~M~C
	 
	 
 ,

�ω ~M~B =
I ~M
� �

− I ~M~B
� �

3I ~M
� �

− I ~M~A
	 


+ I ~M~B
� �

+ I ~M~C
	 
	 
 ,

�ω ~M~C =
I ~M
� �

− I ~M~C
	 


3I ~M
� �

− I ~M~A
	 


+ I ~M~B
� �

+ I ~M~C
	 
	 
 :

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

ð47Þ

It is defined as follows:

Γ = Γ1, Γ2,⋯,Γm½ �, ð48Þ

Γi = �ω ~M~A
~M~Ai + �ω ~M~B

~M~Bi + �ω ~M~C
~M~Ci: ð49Þ

In summary, the task quantity evaluation matrix that
defines the design task is Φ. According to formulas (11)
and (49), the following formulas can be obtained.

Table 5: Staff design efficiency description quantitative table.

Property description
Average
efficiency

Higher
efficiency

High
efficiency

Quantified value 0.5 0.75 1

Table 6: Personnel collaboration rate description quantitative
table.

Property description
General

synergy rate
Higher

synergy rate
High synergy

rate

Quantified value 0.5 0.75 1

11Advances in Mathematical Physics



Φ = ΓiQTEj
i

h i
m×n

: ð50Þ

(2)Construct multidesign agent-task benefit function
Taking a single task Tij as an example, the Tij benefit

function of selecting the designer Dpq is defined as Vpq
ij .

According to formulas (30), (40), and (50) and the relevant
attribute values q

pQ̂Df ji
and QDlqp

of the designer, the following

formulas can be obtained.

Table 7: Design task.

Task item
Subtasks (professional classification)

1 2 3 4 5

1 Structure 1 Structure 1 structure2 Pipe system 3 Electrical 1

2 Structure 1 Pipe system 2 Electrical 2 Pipe system 1 Electrical 1

3 Structure 1 Structure 2 Pipe system 1 Pipe system 2 Electrical 3

4 Structure 3 Pipe system 3 Pipe system 3 Electrical 2 Electrical 3

Design task

Design agent:
Shipyard design department 1 and 2

Design agent:
Supplier 1 and 2

Design agent:
Design subcontractor 1 and 2

T11: Structural major
construction of structural material database

T12: Structure major
hull section surface modeling

T13: Structural major
design of plate, profile and other structural parts

T14: Pipe system major
3Dmodeling of partial pipe system of hull section

T15: Electrical major
equipment modeling

T1: Design task project of hull section I

T2: Design task project of hull section II

T1: Design task project of hull section I T1: Design task project of hull section I

T21: Structural major
model drawing

T22: Pipe system major
design of special pipe fitting

T2: Design task project of hull section II

T23: Electrical major
design of electric cable

T24: Pipe system major
3D modeling of pipe system

T25: Electrical major 
model check, interference check

T3: Design task project of hull section III

T31: Structural major
drawings proofing

T3: Design task project of hull section III

T32: Structural major
design of plate, profile and other structural parts

T33: Pipe system major
model drawing

T34: Electrical major
design ofelectrical assembly

T3: Design task project of hull section III

T35: Electrical major
3Dmodeling of partial electrical assembly of hull section

T4: Design task project of hull section IV

T44: Electrical major
design of cable tray

T4: Design task project of hull section IV

T41: Structural major
3Dmodeling of partial plane of hull section

T42: Pipe system major
3Dmodeling of partial pipe system of hull section

T43: Pipe system major
drawing of partial pipe system model of hull section

T45: Electrical major
drawing of partial electrical model of hull section

Figure 2: Task item decomposition and specific contents of subtasks.

Table 8: Design task-number of rated personnel.

Task item
Subtasks (number of rated personnel)

1 2 3 4 5

1 2 1 1 2 2

2 1 1 2 2 1

3 3 1 1 2 1

4 2 2 1 2 2

12 Advances in Mathematical Physics



Vpq
ij =

q
pQ̂Df ji

∗Upq
ij ∗ θ ∗QDgqp

− 1 − θð Þ ∗QDlqp

h i
ΓiQTEj

i

,

i = 1, 2,⋯,m j = 1, 2,⋯, n,
p = 1, 2,⋯, k q = 1, 2,⋯, l:

8>>>>><
>>>>>:

ð51Þ

Among them, θ is the designer’s evaluation weight, θϵ½
0, 1�. The larger the value, the greater the impact of
designers’ negotiation and communication ability, analysis
and planning ability, and practical execution ability on task
allocation in the benefit function. The benefit value calcu-
lated by the above formula, the larger the value, the better
the selection strategy.

(3)Expected completion time of the task
Define the expected completion time of the subtaskTij as tij:

it indicates the expected time required for the assigned designer
to complete the subtask after the designer assigns the task.

Define the average attribute value Q of designers: it means
the ability attribute value QDgqp

of all designers, the value of

timeliness function QDhoqp
, and the value of design rework rate

QDlqp
.

Q =
∑k

p=1∑
l
q=1QDgqp

+∑k
p=1∑

l
q=1QDhoqp

−∑k
p=1∑

l
q=1QDlqp

3 ∗ k ∗ l
:

ð52Þ

DefinitionΠ is the set of designers assigned to the subtask
Tij, and the size ofΠ is QTAj

i
, that is, the rated number of per-

sonnel for the subtask Tij.

The definition Xij is the average value of the original
attributes of the designer assigned to the subtask Tij.

Xij =
∑ΠQDgxqp

+∑ΠQDgyqp
+∑ΠQDgzqp

+∑ΠQDhqp
+∑ΠQDoqp

−∑ΠQDlqp

6 ∗QTAj
i

:

ð53Þ

In summary, the calculation formula for the expected
completion time tij of the subtask Tij is as follows.

tij =QTCj
i
−QTCj

i
Xij −Q
� �

: ð54Þ

Among them, QTCj
i
represents the rated time required to

complete the subtask Tij.

4. Instance Verification

4.1. Multidesign Agent-Task Benefit Function Example
Verification.Taking a certain stage of ship collaborative design
as an example, the multiagent-task allocation strategy pro-
posed in this paper is applied. This paper sets the design agent
as shipyard department 1, shipyard department 2, supplier 1,
supplier 2, design subcontractor 1, and design subcontractor 2.

It is stipulated that different subtasks are distinguished
by professional classification in Table 7. This paper takes
the three types of majors of structure, pipe system, and elec-
trical as examples and distinguishes design tasks applicable
to different design agents by 1, 2, and 3, 1 for shipyard
departments, 2 for suppliers, and 3 for design subcontract-
ing. For example, structure 1 represents the structural design
tasks that can be assigned to the shipyard department, and
the others are the same.

Ti represents a hull section design project, which includes
various professional design tasks for multiple design agents.
The ship design is different from the work in other fields such
as the construction industry. The hull structure is complex,
and there are many tasks such as three-dimensional (3D)
model establishment, inspection, and drawing. At the same
time, it is necessary to carry out interference, balance, and
weight center of gravity inspection, so that the model struc-
tures of various disciplines do not collide, and the designed
hull meets the requirements of stability and rigidity. In this
paper, the typical tasks of each major in hull sections I, II,
III, and IV are selected for example analysis, that is, four task
items are selected, and each task item contains five subtasks.
The breakdown of task items and the specific content of sub-
tasks are shown in Figure 2.

The rated number of personnel and the rated time of the
design task are set as Tables 8–10.

This article selects six types of design agents, each of which
contains four designers. These six design agents are shipyard
department 1, shipyard department 2, supplier 1, supplier 2,
design subcontractor 1, and design subcontractor 2. This arti-
cle sets up the designer’s ability attribute table, which contains
the ability attribute values of the designer’s negotiation and
communication, analysis and planning, practice execution,
design efficiency, collaboration rate, and design rework rate.

Table 9: Design task-rated completion time.

Task item
Subtasks (rated completion time)

1 2 3 4 5

1 10 6 5 12 8

2 8 5 6 8 8

3 15 4 5 10 6

4 12 8 4 8 8

Table 10: Design task-average task amount.

Task item
Subtasks (average task amount)

1 2 3 4 5

1 5 6 5 6 4

2 8 5 3 4 8

3 5 4 5 5 6

4 6 4 4 4 4
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Table 11: Designer capability attribute.

Design agent Designer
Capability attribute

Negotiation and
communication

Analysis and
planning

Practice
execution

Design
efficiency

Collaboration
rate

Design rework
rate

Shipyard
department 1

1 0.75 0.5 0.75 1 0.75 0.05

2 1 1 1 0.75 1 0.05

3 0.5 1 0.75 1 1 0.15

4 0.75 0.75 0.5 0.5 0.75 0.1

Shipyard
department 2

1 1 1 0.75 0.75 0.5 0.1

2 1 1 1 0.5 1 0.05

3 0.75 0.75 0.75 0.75 0.75 0.1

4 0.5 0.5 0.5 1 0.5 0.05

Supplier 1

1 0.25 1 1 1 1 0.15

2 0.75 0.75 0.75 0.5 0.75 0.1

3 0.75 1 1 1 1 0.05

4 1 1 1 1 0.5 0.1

Supplier 2

1 1 1 1 0.75 0.75 0.1

2 0.75 0.75 0.75 1 0.5 0.05

3 0.5 0.75 0.5 0.5 1 0.1

4 0.75 0.25 1 1 1 0.2

Design
subcontractor 1

1 0.5 0.5 0.5 1 0.5 0.1

2 1 1 1 0.75 0.75 0.05

3 0.25 1 0.25 0.75 1 0.2

4 1 0.5 1 1 1 0.05

Design
subcontractor 2

1 1 1 1 1 1 0.1

2 1 1 1 0.5 0.75 0.05

3 0.75 0.75 0.75 1 0.5 0.1

4 1 0.5 1 0.75 0.75 0.05

Table 12: Designer’s ability attribute matrix-QDg.

Design agent
Designer (ability attribute matrix)

1 2 3 4

1 Shipyard department 1 0.663825758 1 0.760416667 0.661931818

2 Shipyard department 2 0.911931818 1 0.75 0.5

3 Supplier 1 0.772727273 0.75 0.924242424 1

4 Supplier 2 1 0.75 0.586174242 0.665719697

5 Design subcontractor 1 0.5 1 0.508522727 0.827651515

6 Design subcontractor 2 1 1 0.75 0.827651515

Table 13: Designer timeliness matrix-QDho.

Design agent
Designer (timeliness matrix)

1 2 3 4

1 Shipyard department 1 0.881081081 0.868918919 1 0.618918919

2 Shipyard department 2 0.631081081 0.737837838 0.75 0.762162162

3 Supplier 1 1 0.618918919 1 0.762162162

4 Supplier 2 0.75 0.762162162 0.737837838 1

5 Design subcontractor 1 0.762162162 0.75 0.868918919 1

6 Design subcontractor 2 1 0.618918919 0.762162162 0.75
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The ability attribute description information of designers in
each design agent is finally obtained through investigation,
sorting, analysis, and statistics and combined with Delphi
expert consultation method and experience investigation
method. At the same time, according to the setting in Section
3.1, the description of capability attribute information corre-
sponds to its semantic fuzzy number one by one. Finally, the
ability attribute description information of each designer is
quantized into Table 11 after numerical expression.

The designer’s ability attribute matrix and timeliness
matrix are calculated by formulas (30) and (39), as shown
in Tables 12 and 13.

This article assumes that similar professions include dif-
ferent types of tasks such as drawing, modeling, review, and
modification. However, because the specific content of the
subtasks is different, the same designer has different profes-
sional attribute values for the subtasks of the same profes-
sional type. For example, the subtasks T11 and T12 belong
to the structure 1 professional type, but the subtask T11 rep-
resents the construction of structural material database to
the shipyard department, and the subtask T12 represents
the structure professional modeling task applicable to the
shipyard department. The professional attribute values of
each subtask are different, and the others are the same.

Taking the assignment of the subtask T11 to the designer
as an example, the designer’s professional attribute value q

p

Q̂Df 11
for the subtask T11 is set, and the benefit function is

used to calculate the benefit function value of each designer
for the subtask T11. The details are shown in Table 14.

The timeliness coefficient λ = 0:6 in the benefit function
formula and the personnel evaluation weight θ = 0:75 are set.
Through calculation, the designer’s benefit function value
Vpq

11 for the subtask T11 can be obtained as follows. Through
formula (51), the calculation results are shown in Table 15.

Based on the calculation result of the above benefit func-
tion and combined with the rated number of subtasks,
designers D21 and D22 are finally assigned to subtask T11.

After assigning a designer to the subtask T11, the expected
completion time is calculated by formulas (52)–(54):

Q = 36:3040
3 ∗ 6 ∗ 4 = 0:5042,

X11 =
8:35
6 ∗ 2 = 0:6958,

t11 = 10 − 10 0:6958 − 0:5042ð Þ = 8:08:

ð55Þ

It can be obtained that t11 = 8:08. Compared with its rated
time, it can be seen that through the multidesigner-task alloca-
tion strategy proposed in this paper, the task time of ship col-
laborative design is reduced, the ability of designers is greatly
utilized, and the matching degree between tasks and designers
is improved.

In the same way, through the task allocation decision-
making method for ship multiagent collaborative design pro-
posed in this paper, other design tasks are allocated, and the
task allocation strategy is shown in Table 16.

Based on the above task allocation strategy, the expected
completion time of the task is calculated, and the results are
shown in Table 17.

Comparing the rated completion time QTCj
i
of the collab-

orative design task with the expected completion time tij, the
analysis diagram is as Figure 3.

From the comparative analysis of the design task’s rated
completion time and the expected completion time, it can be
seen that the use of the ship multidesign agent-task allocation

Table 14: Designer on subtask T11-professional attribute-
q
pQ̂Df 11

.

Design agent
Designer (professional

attribute matrix)
1 2 3 4

1 Shipyard department 1 1 0.5 1 0.5

2 Shipyard department 2 0.5 1 1 0.5

3 Supplier 1 0 0 0 0

4 Supplier 2 0 0 0 0

5 Design subcontractor 1 0 0 0 0

6 Design subcontractor 2 0 0 0 0

Table 15: Subtask T11-designer benefit function value Vpq
11.

Design agent
Designer (benefit function value)
1 2 3 4

1 Shipyard department 1 1.346 1.022 1.495 0.637

2 Shipyard department 2 0.891 2.016 1.471 0.497

3 Supplier 1 0 0 0 0

4 Supplier 2 0 0 0 0

5 Design subcontractor 1 0 0 0 0

6 Design subcontractor 2 0 0 0 0

Table 16: Design allocation strategy.

Task item
Subtasks (design allocation strategy)

1 2 3 4 5

1 D21,D22 D11 D33 D52,D62 D14,D24

2 D21 D41 D42 D12,D13 D14

3 D11,D21,D23 D31 D12 D32,D34 D53

4 D54,D63 D52,D64 D64 D43,D44 D51,D61

Table 17: Expected completion time-tij.

Task item
Subtasks (expected completion time)

1 2 3 4 5

1 8.08 5.33 3.60 9.40 7.97

2 6.83 3.85 5.33 6.47 7.83

3 13.12 3.28 3.60 8.54 5.98

4 8.90 6.43 3.38 7.40 6.83
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strategy proposed in this paper shortens the task completion
time.

4.2. Algorithm Comparison Analysis. In order to verify the
stability of the multidesign agent-task allocation decision-
making method for ship collaborative design proposed in
this paper, the Round-Robin (RR) algorithm and Weighted
Round-Robin (WRR) algorithm are used as the experimen-
tal comparison objects. The RR and the WRR are applied
to design task allocation, solve the corresponding task allo-
cation strategy, and calculate the expected completion time
of the task according to formula (54). By comparing the
expected completion time of the task calculated by different
methods, the stability of the proposed method, the RR, and
the WRR in the task allocation problem is analyzed.

Both the RR and the WRR are a load balancing algo-
rithm. The RR assumes that the processing performance of
all servers is the same and allocates requests from users to
internal servers in turn.

When the algorithm is applied to the task allocation
problem, the RR is a task allocation method of stateless
scheduling. This algorithm treats users as no difference and
assigns tasks to users in turn in a Round-Robin manner.
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Figure 3: Completion time comparison chart.

Table 18: RR-design allocation strategy.

Task item
Subtasks (RR-design allocation strategy)

1 2 3 4 5

1 D11,D12 D12 D31 D51,D63 D11,D13

2 D14 D32 D33,D43 D13,D21 D22

3
D14,

D21,D23
D34 D24 D41,D44 D52

4 D53,D64 D51,D54 D61 D31,D42 D52,D62

Table 19: RR-expected completion time.

Task item
Subtasks (RR-expected completion time)

1 2 3 4 5

1 8.04 4.33 4.10 11.50 6.83

2 7.83 4.69 5.10 6.70 6.10

3 13.65 3.08 5.06 8.21 Professional mismatch

4 11.05 7.13 2.75 6.83 Professional mismatch

Table 20: WRR-design allocation strategy.

Task item
Subtasks (WRR-design allocation strategy)

1 2 3 4 5

1 D12,D13 D21 D34 D51,D63 D12,D13

2 D22 D41 D31,D43 D14,D21 D24

3
D11

D14,D23
D42 D11 D32,D44 D61

4 D52,D64 D51,D53 D62 D31,D33 D52,D54

Table 21: WRR-expected completion time.

Task item
Subtasks (WRR-expected completion time)

1 2 3 4 5

1 7.71 5.13 3.85 11.50 6.17

2 6.10 3.85 5.40 7.33 8.10

3 13.81 3.55 4.44 9.04 Professional mismatch

4 9.65 8.07 3.22 6.17 6.10
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Using the RR to calculate the task allocation strategy table
and taking the corresponding professional attribute values
of the personnel into account, the expected completion
schedule of the calculation task is as Tables 18 and 19.

The WRR assigns different weights to each server accord-
ing to the different processing capabilities of the server, so that

it can accept service requests with corresponding weights.
When the algorithm is applied to the task allocation problem,
the rated number of tasks completed is used as the weight, so
that the task can be allocated to the designer of the specified
number of completed tasks. The WRR is used to calculate
the task allocation strategy table, and the corresponding

Rated completion time
Multi-design agent-task allocation strategy
Round robin algorithm
Weighted round robin algorithm
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professional attribute values of the personnel are considered at
the same time. The expected completion schedule of the task is
as Tables 20 and 21.

The expected completion time of tasks calculated by the
multidesign agent-task allocation decision-making method
and the RR and the WRR are compared. The comparison
and analysis diagram is as Figure 4.

Comparing the multidesign agent-task allocation
decision-making method and the RR and the WRR pro-
posed in this paper, the designer’s task completion time
increase rate is calculated, and the comparison and analysis
diagram is as Figure 5.

The stability values of the three task allocation methods
are shown in Table 22.

Through the above analysis, the multidesign agent-task
allocation decision-making method proposed in this paper
has advantages in the balance and stability of task and per-
sonnel allocation. The specific advantages are as follows.

(i) The multidesign agent-task allocation decision-
making method fully considers the task attributes of
the task, the professional attributes of the personnel,
the ability attributes, the design rework rate, and
other character attributes and can take the bilateral
needs of the task and the personnel into account at
the same time. The RR and the WRR do not consider
the attributes of tasks and personnel when assigning
tasks and treat all objects as indistinguishable

(ii) The task-agent allocation strategy obtained by
applying the multidesign agent-task allocation
decision-making method improves the designer’s
task completion efficiency and reduces the task
completion time. With the task allocation strategy
solved by the RR and the WRR, there is a mismatch
between the task and the designer’s profession,
which makes the designer unable to complete the
task. The stability of these two algorithms is signifi-
cantly lower than that of the multidesign agent-task
allocation decision-making method

(iii) Comprehensive analysis shows that the multidesign
agent-task allocation decision-making method pro-
posed in this article has more advantages in terms
of balance and stability of task and designer alloca-
tion, makes full use of design resources, and is more
in line with the current situation of multispecialty
parallelism in ship collaborative design. It is more
in line with the task distribution requirements of
ship collaborative design

5. Conclusion

This paper presents a multidesign agent-task allocation
decision-making method for multidesign agents, which takes
into account the task attributes and the ability attributes of
designers. The purpose is to formulate a reasonable task allo-
cation strategy for ship collaborative design, achieve resource
balance, and improve design efficiency. This paper verifies
the effectiveness, feasibility, and stability of the multidesign
agent-task allocation decision-making method through the
example verification analysis and the comparison analysis of
RR and WRR algorithms.

The theoretical contributions of the multidesign agent-
task allocation decision-making method are as follows: (1)
This method expands the types of design agents in the task
allocation process, considers the multiagent task recipients
from different regions and units such as shipyards, suppliers,
and design subcontractors, improves the flexibility and mul-
tiscalability of multidesign agents, and further deepens the
concept of multiagent theory. (2) This method considers
the task attribute, the specialty attribute, and the capability
attribute of the design subject and constructs the task time-
liness function and the multidesign subject task benefit func-
tion, so that designers with different specialties and abilities
can coordinate and allocate based on the unified and reason-
able theory, and further deepens the concept of collaboration
in ship collaborative design. (3) In this method, Delphi
expert consultation method and experience investigation
method are used to determine the ability attribute evaluation
information of designers. Secondly, fuzzy linguistic variable
method is used to quantify its value, and the ability attribute
evaluation matrix is obtained through weight calculation,
which further expands the application method of personnel
evaluation decision. The practical significance is as follows:
(1) The enterprise decision-makers can make full use of
and reasonably allocate resources by using the multidesign
agent task allocation decision-making method to allocate
tasks to the most appropriate executors, so that the task
executors can complete the collaborative design tasks with
high efficiency, low cost, and high quality and finally
improve the design efficiency of collaborative design prod-
ucts and enhance the core competitiveness of enterprises.
(2) The application of the multidesign agent-task allocation
decision-making method satisfies the multidesign agent task
benefit function and can simultaneously take into account
the bilateral needs of tasks and personnel. It is helpful for
shipyards, suppliers, design subcontractors, and other enter-
prises to participate in the project management and person-
nel management of ship collaborative design.

It is a very complicated work to balance the assignment of
tasks and personnel in ship collaborative design. This paper
selects and studies several typical representatives of design
agent attributes that need to be considered in task assignment.
At the same time, it is set that the assigned design tasks have
reached the most fine-grained for task assignment. In addition
to the task attributes and personnel attributes set in this paper,
there are many factors that affect the task designer allocation
strategy, such as task decomposition granularity, task context,

Table 22: Task allocation method stability.

Task allocation method stability
Multidesign agent-task allocation

decision-making method
RR WRR

Stability value 100% 85% 85%
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and designer reward and punishment mechanism. In future
research, we will refine the personnel attributes that affect the
task allocation strategy, consider the impact of personnel
reward and punishment measures on the ability of designers
to perform tasks, further explore the impact of fine-grained
task decomposition on task allocation, and continue to expand
the collaborative design task scheduling strategy of shipyards,
suppliers, design subcontractors, and other multidesign agents.
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Nonlinear evolution equations are crucial for understanding the phenomena in science and technology. One such equation with
periodic solutions that has applications in various fields of physics is the Korteweg-de Vries (KdV) equation. In the present work,
we are concerned with the implementation of a newly defined quintic B-spline basis function in the differential quadrature
method for solving the Korteweg-de Vries (KdV) equation. The results are presented using four experiments involving a single
soliton and the interaction of solitons. The accuracy and efficiency of the method are presented by computing the L2 and L∞
norms along with the conservational quantities in the forms of tables. The results show that the proposed scheme not only
gives acceptable results but also consumes less time, as shown by the CPU for the elapsed time in two examples. The graphical
representations of the obtained numerical solutions are compared with the exact solution to discuss the nature of solitons and
their interactions for more than one soliton.

1. Introduction

While performing studies to identify the most effective
design for canal boats on the Edinburgh-Glasgow canal in
1844, John Scott Russell noticed a phenomenon. He noticed
that after one or two miles, the height of water in the canal
steadily decreases as it travels along the watercourse. He
invented the term “wave of translation” to describe this
unique and wonderful phenomenon [1]. This gives rise to
the soliton defined as a wave with a defined shape traveling
at a constant speed through a given medium. The first wave
to exhibit characteristics similar to a soliton was observed by
Yuliawati et al. [2]. This was the beginning of an absolutely
specific field of research to which scientists and mathemati-
cians have contributed a lot over time. Nowadays, it is
known that many equations have soliton solutions. Some

of the equations having soliton solution are the KdV equa-
tion, Fisher equation, NLS equation, etc.

The Korteweg-de Vries (KdV) equation is a nonlinear
partial differential equation developed by Gardner and Mor-
ikawa in 1895 with respect to plasma waves [3] and then
again by Washimi and Taniuti [4] to study acoustic waves
in a cold plasma. The KdV equation is used to examine the
propagation of low-amplitude water waves in shallow water
bodies. The solution to this equation produces solitary
waves [5].

The KdV equation is given by

∂U
∂t

x, tð Þ + εU x, tð Þ ∂U∂x x, tð Þ + μ
∂3U
∂x3

x, tð Þ = 0, a ≤ x ≤ b, t > 0,

ð1Þ
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where ε and μ are positive parameters and a, b represents the
range under consideration. The KdV equation is a third-
order nonlinear evolution equation that characterizes long
waves and is widely used in physical and engineering disci-
plines. For example, it is used in modeling ionic-acoustic sol-
itons in plasma physics [6], in the study of a long wave in
subsurface oceans, and shallow sols in geophysical fluid
dynamics [7, 8]. It also describes the phenomenon in cluster
physics and superdeformed nuclei [9, 10], quantum field
theory, and classical general relativity [11]. The solution of
the KdV equation has opened enormous possibilities for
mathematical concepts.

The solutions of nonlinear equations are always of
interest to researchers as they are studied using various
approaches [12, 13]. In most cases, an analytical solution
is not accessible, so numerical aspects are always necessary
[14]. Gardner et al. [15] proved both the existence and
uniqueness of solutions to the KdV equation. Liu [16] pro-
vided an elliptic Jacobi function solution for the KdV
equation. In the same research paper, Hufford and Xing
[17] reported a numerical solution for the linearized ver-
sion of the problem as well as superconvergence for the
approach used. Trogdon and Deconinck [18] presented a
finite-genus solution to the equation. Grava and Klein
[19] solved the KdV equation numerically and asymptoti-
cally for a small dispersion limit. Leach [20] gives the
large-time evolution of the generalized Korteweg-de Vries
equation. The wavelet Galerkin approach is used by
Kumar and Mehra [21] to find a time-accurate solution
of this equation. To solve this equation, Bahadir [22] uses
an exponential finite difference technique. Aksan and
Özdeş [23] use the Galerkin finite element approach with
B-spline functions. This equation was solved numerically
and analytically by Özer and Kutluay [24]. Ascher and
McLachlan [25] provided a multisymplectic box technique
for the KdV equation. Small time solutions of the equation
were given by Kutluay et al. [26]. Idrees et al. [27] use the
optimal homotopic asymptotic technique to solve this
equation. To solve the KdV equation numerically, Gücüye-
nen and Tanoğlu [28] used the iterative splitting approach.
Sarma [29] provided a solitary wave solution for this equa-
tion. Van de Fliert and Groesen [30] used a variational
methodology, which was further investigated by Yuliawati
et al. using the steepest descent approach, to study the
solution of the KDV equation in the Hamiltonian condi-
tion. In addition, there have been several other successful
numerical approaches to the KdV equation, including the
spectral method [31], the pseudospectral method, and the
collocation method [32].

This paper is divided into the following sections. In Sec-
tion 2, the numerical scheme with the weight coefficient cal-
culation procedure is discussed. Section 3 discusses
numerical experiments and results, and Section 4 presents
the final conclusion.

2. Numerical Scheme

Bellman et al. [33] first introduced the differential quadra-
ture method (DQM) for the numerical solution of partial

differential equations in 1972. Due to its simplicity, the
approach has recently attracted much attention. The concept
of the method is to use basis functions whose derivatives at
the nodes are known [34]. Numerous researchers have used
various test functions to construct different types of DQMs
[35–38].

The differential quadrature method involves estimat-
ing a derivative of a given function using linear summa-
tion of its components at different nodes of the problem
domain. The domain ½a, b� can be simply partitioned
into uniformly distributed finite nodes xi with distance
h, such that

a = x0 < x1 < x2 <⋯ < xn−1 < xn = b: ð2Þ

Let BiðxÞ be the quintic B-splines with knots at points
xn, n = 0, 1, 2,⋯,N . The arrangement of splines fB−1, B0,
B1,⋯, BN , BN+1g forms the basis for any function on ½a,
b�. For i = 1, 2,⋯,N , the solution at each time point of
the node xi is Uðxi, tÞ. The estimated derivative parame-
ters are calculated as follows:

Ux = 〠
N

j=1
piju xj, t
� �

,

Uxx = 〠
N

j=1
qiju xj, t
� �

,

Uxxx = 〠
N

j=1
riju xj, t
� �

,

ð3Þ

for i = 1, 2,⋯,N . The derivatives are approximated by pij
, qij, and rij. Once the values of pij are fixed as described
in the next section, the weighting coefficients qij and rij
can be easily calculated. The method for calculating the
other coefficients is as follows:

∂2ui
∂x2

= ∂
∂x

∂u
∂x

� �
= 〠

N

k=1
pik

∂u
∂x

� �
x=xk

= 〠
N

k=1
pik 〠

N

j=1
pkju xj, t

� � !
= 〠

N

k=1
〠
N

j=1
pikpkju xj, t

� �

= 〠
N

j=1
qiju xj, t
� �

, i = 1, 2, 3,⋯,N:

ð4Þ

Since qij is calculated using pij,rij can be calculated in a
similar manner.

For i = −2, −1, 0,⋯,N + 2, BiðxÞ, the quintic B-spline
basis function, describes a piecewise-defined function with
the properties of continuity and division of unity.
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Table 2: Experimental evaluation of single soliton: Δt = 0:0005:

Method N T L2 L∞ I1 I2 I3

Present scheme 151

0.25 2:3524 × 10−6 6:4229 × 10−6 0.1446 0.0868 0.0469

0.50 4:0430 × 10−6 1:2235 × 10−5 0.1446 0.0868 0.0469

0.75 6:0076 × 10−6 1:9232 × 10−5 0.1446 0.0868 0.0469

1.00 8:1958 × 10−6 2:5869 × 10−5 0.1446 0.0868 0.0469

2.00 4:3005 × 10−5 9:0073 × 10−5 0.1446 0.0868 0.0469

3.00 8:3086 × 10−4 0:0022 × 10−6 0.1444 0.0868 0.0469

MQ_DQM [41] 201

0.25 1:01 × 10−5 2:66 × 10−5 0.1445 0.0867 0.0468

0.50 1:11 × 10−5 2:59 × 10−5 0.1445 0.0867 0.0468

0.75 1:33 × 10−5 3.94 × 10−5 0.1445 0.0867 0.0468

1.00 1:43 × 10−5 4:08 × 10−5 0.1445 0.0867 0.0468

2.00 2:14 × 10−5 6:74 × 10−5 0.1445 0.0867 0.0468

3.00 2:86 × 10−5 8:15 × 10−5 0.1446 0.0867 0.0468

Table 3: Experimental evaluation of single soliton: Δt = 0:001:

Method N T L2 L∞ I1 I2 I3

Present scheme 91

0.25 6:2478 × 10−5 2:1816 × 10−4 0.1446 0.0868 0.0469

0.50 9:6636 × 10−5 2:0265 × 10−4 0.1446 0.0868 0.0469

0.75 1:9160 × 10−4 3:0993 × 10−4 0.1446 0.0868 0.0469

1.00 4:4543 × 10−4 7:0164 × 10−4 0.1446 0.0868 0.0469

MQ_DQM [41] 201

0.25 0.000010 0.000027 0.1445 0.0867 0.0468

0.50 0.000010 0.000021 0.1445 0.0867 0.0468

0.75 0.000012 0.000034 0.1445 0.0867 0.0468

1.00 0.000012 0.000032 0.1445 0.0867 0.0468

[42] 200

0.25 0.00522 —

0.50 0.01200 — 0.144590 0.086759 0.046871

0.75 0.01220 —

1.00 0.02220 — 0.144590 0.086759 0.046873

Table 1: Values of BiðxÞ and its derivatives at the nodes [34].

x xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3
Bi xð Þ 0 1 26 66 26 1 0

Bi′ xð Þ 0 5/h 50/h 0 −50/h 5/h 0

Bi″ xð Þ 0 20/h2 40/h2 −120/h2 40/h2 20/h2 0

B‴
i xð Þ 0 60/h3 −120/h3 0 120/h3 −60/h3 0

Biv
i xð Þ 0 120/h4 −480/h4 720/h4 −480/h4 120/h4 0
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Figure 1: Simulations of single solitons: Δt = 0:0005.
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Figure 2: Simulations of single solitons: Δt = 0:001:
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The following equations can be used to calculate the
basis functions.

Bi xð Þ = 1
h5

x − xi−3ð Þ5, x ∈ xi−3, xi−2½ Þ,
x − xi−3ð Þ5 − 6 x − xi−2ð Þ5, x ∈ xi−2, xi−1½ Þ,
x − xi−3ð Þ5 − 6 x − xi−2ð Þ5 + 15 x − xi−1ð Þ5, x ∈ xi−1, xi½ Þ,
xi+3 − xð Þ5 − 6 xi+2 − xð Þ5 + 15 xi+1 − xð Þ5, x ∈ xi, xi+1½ Þ,
xi+3 − xð Þ5 − 6 xi+2 − xð Þ5, x ∈ xi+1, xi+2½ Þ,
xi+3 − xð Þ5, x ∈ xi+2, xi+3½ Þ,
0, otherwise,

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð5Þ

where B−2, B−1, B0, B1,⋯, 0i+1, Bi+2 are the bases formed over
the region a ≤ x ≤ b. Each quintic B-spline covers six ele-
ments, so that a total of six quintic B-splines cover one ele-
ment. Table 1 summarizes the values of BiðxÞ and the first
four derivatives.

The first-order approximation of the derivative can be
estimated using the following relation:

Bi′ xið Þ = 〠
N

j=1
pijBi xj

� �
, for i = 1, 2,⋯,N: ð6Þ

Table 4: Experimental evaluation of interaction of two solitons: Δt = 0:005:

Method N T I1 I2 I3 CPU time (sec)

Present scheme 91

0.75 0.2281 0.1071 0.0533 0.208

1.50 0.2279 0.1071 0.0533 0.244

2.25 0.2278 0.1071 0.0533 0.283

3.00 0.2238 0.1074 0.0533 0.316

MQ_DQM [41] 91

0.75 0.2281 0.1070 0.0533

1.50 0.2280 0.1070 0.0533

2.25 0.2279 0.1070 0.0533

3.00 0.2277 0.1070 0.0533

200

0.75 0.2280 0.1070 0.0535

1.50 0.2280 0.1070 0.0534

3.00 0.2279 0.1070 0.0532
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Figure 3: Simulations of two solitons: Δt = 0:005:
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Table 5: Experimental evaluation of interaction of three solitons: Δt = 0:1:

Method N T I1 I2 I3

Present scheme 251

56 18.0004 9.8274 5.2615

112 17.9991 9.8275 5.2633

168 18.0029 9.8275 5.2627

224 18.0098 9.8276 5.2624

280 18.1445 9.8989 5.2627

MQ_DQM [41] 481

56 18.0002 9.8273 5.2622

112 17.9994 9.8273 5.2621

168 17.9989 9.8274 5.2623

224 17.9988 9.8274 5.2623

280 18.0006 9.8274 5.2623

MQ 2000

56 18.0018 9.5936 5.0328

112 17.9974 9.5138 4.9651

168 17.9971 9.3228 4.7808

224 17.9985 9.0697 4.5362

280 17.9995 8.8327 4.3141
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Figure 4: Simulations of three solitons: Δt = 0:1:
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As a result, a matrix system emerges as follows:

Ap
!
i½ � = s! i½ �: ð7Þ

Here, A is the coefficient matrix given by

66 26 1 0 0 0 · 0
26 66 26 1 0 0 · 0
1 26 66 26 1 0 · 0
· · · · · · · ·
0 · 0 1 26 66 26 1
0 · 0 0 1 26 66 26
0 · 0 0 0 1 26 66

2
666666666666664

3
777777777777775

, ð8Þ

representing the vector, corresponding to node point xi. The

unknown coefficients are p
!bic = ½pi1, pi2,⋯, piN�T , i = 1, 2,

⋯,N , with the right-hand side given as follows:

s! 1½ � = 0, f , g, 0,⋯, 0½ �T ,
s! 2½ � = −f , 0, f , g, 0,⋯, 0½ �T ,
s! 3½ � = −g,−f , 0, f , g,⋯, 0½ �T ,

·
·

s! N − 2½ � = 0,⋯,−g,−f , 0, f , g½ �T ,
s! N − 1½ � = 0,⋯, 0,−g,−f , 0, f½ �T ,

s! N½ � = 0,⋯, 0,−g,−f , 0½ �T :

ð9Þ

Here, f = 50/h and g = 5/h.

The coefficients pi1, pi2,⋯, piN for i = 1, 2,⋯,N were cal-
culated using MATLAB 2014 to solve the given five-band
matrix system. Substituting approximate values for the
derived first- and third-order spatial derivatives in equation
(1) yields the following system:

ut = −ϵu〠
N

j=1
pijuj − μ〠

N

j=1
rijuj: ð10Þ

The SSP-RK43 scheme [39] is then used to solve this sys-
tem of ordinary differential equations, which offers numeri-
cal solutions at various time levels.

3. Numerical Experiments

In this section, the accuracy of the proposed method is
shown by calculating the L2 and L∞ errors defined as fol-
lows:

L2 = Uex −UNk k2 ≃
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h〠

N

j=1
Uex:

j − UNð Þj
��� ���2

vuut ,

L∞ = Uex −UNk k∞ ≈max
j

Uex:
j − UNð ij

��� ���, j = 1, 2,⋯,N − 1:

ð11Þ

The lowest three invariants related to mass, momentum,
and energy conservation are also calculated by the following
equations:

I1 =
ðb
a
Udx, I2 =

ðb
c
U2dx, I3 =

ðb
a

U3 −
3μ
ε

U ′
� 	2
 �

dx:

ð12Þ

3.1. Experimental of Evaluation of a Single Soliton. Consider

Table 6: Experimental evaluation of the interaction of four solitons: Δt = 0:1:

Method N T I1 I2 I3 CPU time (sec)

Present scheme 401

80 21.6000 10.3887 5.2687 2.225

160 21.5999 10.3887 5.2683 3.819

240 21.6002 10.3887 5.2702 5.316

320 21.5992 10.3887 5.2691 7.263

400 21.5360 10.3973 5.2707 9.173

MQ_DQM [41] 451

80 21.6000 10.3887 5.2688

160 21.6000 10.3886 5.2687

240 21.6000 10.3886 5.2688

320 21.5998 10.3887 5.2688

400 21.6000 10.3887 5.2688

1500

80 2.16028 9.9723 4.8594

160 21.6049 9.7448 4.6426

240 21.6011 9.7023 4.6035

320 21.6007 9.4774 4.3943

400 21.6074 9.1922 4.1368
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the KdV equation with the exact solution given as [40] fol-
lows:

U x, tð Þ = 3C sec h2 Ax − Bt +Dð Þ, ð13Þ

Here,

A = 1
2

εC
μ

� �1/2
,

B = 1
2 εC

εC
μ

� �1/2
,

ð14Þ

so that (13) offers a single soliton with amplitude 3C and
velocity εC moving towards the right.

The equation is solved with the initial state taken from
analytic solution (13) as follows:

U x, 0ð Þ = 3C sec h2 Ax +Dð Þ, ð15Þ

and the boundary conditions Uð0, tÞ =Uð2, tÞ = 0 for t ≥ 0.
ε = 1, μ = 4:84 × 10−4, C = 0:3,D = −6 is employed in order
to create a comparison with other investigations. To dem-
onstrate the evolution of the current technique using a
modified quintic B-spline DQM, Tables 2 and 3 show
the error norm and invariant values, respectively. More-
over, at different values of Δt = 0:0005 and 0:001, numer-
ical and exact solutions are represented by Figures 1 and
2, respectively.

3.2. Experimental Evaluation of the Interaction of Two
Solitons. Consider this second experiment [43] with the ini-
tial condition stated as follows:

U = 〠
2

i=1
3Ci sec h2 Aix + xið Þ, Ai =

1
2

εCi

μ

� �1/2
, i = 1, 2,

ð16Þ

with boundary conditions

U 0, tð Þ =U 2, tð Þ = 0, ð17Þ

where ε = 1, μ = 4:84 × 10−4, C1 = 0:3, C2 = 0:1, x1 = x2 = −6
is considered in all simulations. The same parameters as in
the previous study [43] are used for numerical calculations
using MATLAB R2015b (32 bit) in Windows 10 version
21H2 for 64x, with N = 91 and Δt = 0:005: Table 4 displays
the error norm and invariant value. Moreover, Figure 3
demonstrates the numerical solution at different values of
T .

3.3. Experimental Evaluation of Interaction of Three Solitons.
The numerical solution is calculated for the interaction of
three solitons having the initial condition [44] given as fol-
lows:

U x, 0ð Þ = 〠
3

i=1
12C2

i sec h2 Ci x − xið Þð Þ, ð18Þ

with the zero boundary conditions for domain [−100,100]
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Figure 5: Simulations of four solitons at Δt = 0:1:
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with ε = 1:0, μ = 1:0, C1 = 0:3, C2 = 0:25, C3 = 0:2, x1 = −60,
x2 = −44, x3 = −26: The same parameters as in the previous
study [44] at Δt = 0:1 and a much smaller number of grid
points N = 251 than those in the previous study [44] N =
481 were used in the numerical computations. Table 5 dis-
plays the error norm and invariant value, and the numerical
solution at different values of T is presented in Figure 4.

3.4. Experimental Evaluation of Interaction of Four Solitons.
In this example, the interaction of four solitons is presented
with initial condition [44] given as follows:

U = 〠
4

i=1
12C2

i sec h2 Ci x − xið Þð Þ, ð19Þ

along with zero boundary conditions for domain [−150,150]
with ε = 1:0, μ = 1:0, C1 = 0:3, C2 = 0:25, C3 = 0:2, C4 = 0:15,
x1 = −85, x2 = −60, x3 = −35, x4 = −10.

The considered parameters are the same as those in the
previous study [44] at Δt = 0:1, and a much smaller number
of grid points N = 401 than that in the previous study [44]
N = 451 were used in the numerical computations. Table 6
displays the error norm and invariant value at different time
levels with the physical behavior being shown in Figure 5 for
different values of T .

4. Conclusion

Due to the numerous applications of the KDV equation in
the physical phenomena, in recent years, this equation has
become a point of attraction for the researchers who want
to find a numerical solution for this equation using various
methods. In this paper, the newly defined quintic B-spline
basis function is presented to solve the equation using the
differential quadrature method. The advantage of this
approach is involved in transforming the partial differential
equation to an ordinary differential equation which can be
solved by any numerical technique for the solution of the
ordinary differential equation. In the present work, the
SSP-RK43 is implemented to solve the obtained system of
the ordinary differential equation which is a combination
of the RK method of orders four and five that is a strong-
stability-preserving scheme. Numerical results in terms of
conservation variables and errors are calculated for the sin-
gle soliton and extended till interaction of four solitons.
The results are compared with numerical solutions from
the literature. The obtained results agree well with those
obtained earlier. The advantage of the proposed method is
its ease of implementation compared to the previous
methods. Thus, the present approach can be utilized to solve
a variety of nonlinear physical models with extension and
application to two-dimensional problems.
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Covering, matching, and domination are the basic concepts in graphs that play a decisive role in the properties of graphs.
Calculating these parameters is one of the difficulties in fuzzy graphs when it is not possible to accurately determine the values
of the vertices of a graph. The interval-valued intuitionistic fuzzy graph (IVIFG) is one of the fuzzy graphs which can play an
important role in solving uncertain problems in different sciences such as psychology, biological sciences, medicine, and social
networks. The necessity of using a range of value instead of one number caused them to help researchers in optimizing and
saving time and cost. In this study, we introduce some of the specific concepts such as covering, matching, and paired
domination using strong arc or effective edges by giving appropriate examples. In addition, we have calculated strong node
covering number, strong independent number, and other parameters of complete bipartite IVIFGs with several examples.
Finally, we have presented an application of IVIFG in social networks.

1. Introduction

Graphs are an inevitable tool in applied mathematics.
Among the various concepts in graphs, some concepts are
more important such as covering, matching, and domina-
tion. These concepts are closely related to vertices, as one
of the most important components of the graph, and cause
them to participate in many analyses related to vertices.
Many studies have been done by researchers on various
graphs. It is difficult to examine these concepts when the
exact values for the vertices cannot be considered.

In 1965, Zadeh [1] presented the basic idea of fuzzy set
(FS) where its prominent feature was the allocation of mem-
bership degree between 0 and 1 to each element in a set.
Zadeh [2] also introduced the interval-valued fuzzy set
(IVFS) in 1975, in which membership degrees were intervals
of numbers. Roselfeld [3] defined a new concept called the
fuzzy graph (FG) by employing fuzzy relations on FS. FGs
were considered by researchers in the fields related to ambig-

uous and uncertain problems. They were able to find numer-
ous applications in solving and modeling problems in
computer science, engineering, system analysis, economics,
network routing, transportation, and so on. With the advent
of new indefinite problems, it became clear that a member-
ship function could not well express the ambiguity in subjec-
tive perceptions and the complexity of data. To overcome
this shortcoming of the FS, Atanassov [4] proposed an
extension of FS by introducing nonmembership function
and defined intuitionistic fuzzy set (IFS). IFGs were first
introduced by Atanassov [5] in 1999 and was further dis-
cussed in [6]. Mahapatra et al. [7–9] explored concepts on
fuzzy graphs. Rashmanlou and Pal [10, 11] studied different
kinds of FGs. Kosari et al. [12] presented vague graph struc-
ture with an application in medical diagnosis. Kou et al. [13]
studied some properties of vague graph (VG). Krishna et al.
[14] studied new results in cubic graphs. Talebi et al. [15, 16]
defined Cayley-FGs and some operations on level graphs of
bipolar FGs. Atanassov [17] recently introduced some new
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topological operators over IFSs. Mathew et al. [18] conducted
research on vertex rough graphs. Some concepts in IVFGs and
neutrosophic graphs are studied by Jan et al. [19]. Voskoglou
[20] used a combination of soft sets and gray numbers in
decision-making. Mahapatra et al. [21–23] introduced con-
cepts of neutrosophic graphs used in social networks.

The decision to determine accurate numerical values in
uncertain and inaccurate evaluations of information, which
often occur in practical situations, is associated with difficul-
ties. Thus, in 1989, Atanassov and Gargov [24] introduced
the idea of the interval-valued intuitionistic fuzzy set (IVIFS)
in order to unify perceptions and quantify the uncertain
nature of the mind. This concept is defined by a membership
function, a nonmembership function, and a hesitant func-
tion whose values are intervals between 0 and 1 instead of
exact numbers. IVIFS has been widely used in many areas,
such as decision-making [25], pattern recognition [26],
medical diagnosis [27], and graph theory [28]. The concept
of interval-valued fuzzy graphs (IVFGs) is presented by
Hongmei and Lianhua in [29]. Akram et al. [30, 31] defined
certain types of IVFGs. The product of IVIFGs was proposed
by Mishra and Pal in [32]. The strong IVIFG concept is
described by Ismayil and Ali [33]. Rashmanlou et al. [25,
34–36] studied some IVIFG concepts.

The purpose of this paper is to find a way to determine the
concepts of vertex covering, matching, and paired domination
in IVIFGs where we are dealing with interval-valued numbers
instead of fuzzy numbers. The previous definition limitations
in the vertex covering, matching, and paired domination of
FGs have directed us to offer new classifications in terms of
IVIFG. These concepts have already been studied by some
researchers in a variety of FGs. Sahoo et al. [37] investigated
covering and paired domination in IFGs.

The rest of this article is organized as follows: Section 2
briefly reviews related basic concepts to IVIFGs. In Section
3, we introduced the concepts of strong vertex covering,
independent vertex covering, and perfect strong matching
in an IVIFG by strong edges and defined some of its proper-
ties in specific types of IVIFGs. In this section, we introduce
paired domination in IVIFG and examine its implications.
Finally, we present an application of IVIFG on social net-
works in Section 4.

2. Preliminaries

In this section, we briefly define some of the basic concepts
for entering the main discussion.

Definition 1 (see [24]). An IVIFS A in X can be described as

A = x, μLA xð Þ, μUA xð Þ� �
, νLA xð Þ, νUA xð Þ� �� �

x ∈ Xj� �
, ð1Þ

where 0 ≤ μLAðxÞ ≤ μUA ≤ 1, 0 ≤ νLAðxÞ ≤ νUA ≤ 1, and 0 ≤ μUA ðxÞ
+ νUA ðxÞ ≤ 1, for all x ∈ X.

Similarly, the intervals ½μLAðxÞ, μUA ðxÞ� and ½νLAðxÞ, νUA ðxÞ�
denoted the MV and non-MV of an element x, respectively.
If each of the intervals contains only one value for each x ∈
X, we have

μA xð Þ = μLA xð Þ = μUA xð Þ, νA xð Þ = νLA xð Þ = νUA xð Þ: ð2Þ

Furthermore, the hesitancy degree of each element x is as
follows:

1 − μLA xð Þ − νLA xð Þ, 1 − μUA xð Þ − νUA xð Þ� �
: ð3Þ

Definition 2 (see [33]). An IVIFG of an underlying graph G∗

= ðV , EÞ is a pair G = ðV , A, BÞ so that

A = μLA xð Þ, μUA xð Þ� �
, νLA xð Þ, νUA xð Þ� �� �

x ∈ Vj� �
, ð4Þ

is an IVIFS in V and

B = μLB xyð Þ, μUB xyð Þ� �
, νLB xyð Þ, νUB xyð Þ� �� �

xy ∈ Ej� �
, ð5Þ

is an interval-valued intuitionistic fuzzy relation (IVIFR) V
×V so that

μB : E ⊆V ×V ⟶D 0, 1½ �,
νB : E ⊆ V ×V ⟶D 0, 1½ �,

μLB xyð Þ ≤min μLA xð Þ, μLA yð Þ� �
,

μUB xyð Þ ≤min μUA xð Þ, μUA yð Þ� �
,

νLB xyð Þ ≥max νLA xð Þ, νLA yð Þ� �
,

νUB xyð Þ ≥max νUA xð Þ, νUA yð Þ� �
,

ð6Þ

and μUB ðxyÞ + νUB ðxyÞ ≤ 1, for each xy ∈ E.

Definition 3 (see [34]). An edge xy of an IVIFG, G is named
a strong arc (SA) or effective edge if

μLB xyð Þ =min μLA xð Þ, μLA yð Þ� �
,

μUB xyð Þ =min μUA xð Þ, μUA yð Þ� �
,

νLB xyð Þ =max νLA xð Þ, νLA yð Þ� �
,

νUB xyð Þ =max νUA xð Þ, νUA yð Þ� �
:

ð7Þ

Definition 4 (see [34]). An IVIFG is complete, if

μLB xyð Þ =min μLA xð Þ, μLA yð Þ� �
,

νLB xyð Þ =max νLA xð Þ, νLA yð Þ� �
,

μUB xyð Þ =min μUA xð Þ, μUA yð Þ� �
,

νUB xyð Þ =max νUA xð Þ, νUA yð Þ� �
,

ð8Þ

for all xy ∈ V ×V .

As a result of the above definition, the following defini-
tion can be provided.

Definition 5. An IVIFG G is named bipartite whenever the
vertex set V can be partitioned into two nonempty sets V1
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and V2 so that μ
L
BðxyÞ = μUB ðxyÞ = 0 and νLBðxyÞ = νUB ðxyÞ = 0

, for xy ∈ V1 or xy ∈ V2. If

μLB xyð Þ =min μLA xð Þ, μLA yð Þ� �
,

μUB xyð Þ =min μUA xð Þ, μUA yð Þ� �
,

νLB xyð Þ =max νLA xð Þ, νLA yð Þ� �
,

νUB xyð Þ =max νUA xð Þ, νUA yð Þ� �
,

ð9Þ

for all x ∈ V1 and y ∈ V2; then, G is named a complete bipar-
tite IVIFG (CB-IVIFG) and is shown by Kσ1,σ2 .

All the basic notations are shown in Table 1.

3. Covering, Matching, and Paired
Domination in the IVIFGs

In this section, we introduce covering, matching, and paired
domination in the IVIFGs by the weight of strong edges and
examine some of its properties and results.

Definition 6. Let G = ðV , A, BÞ be an IVIFG. An SNC in an
IVIFG G is the set D of nodes that cover all SAs of G. The
weight of an SNC D is denoted as

Wnc = W
Lμ
nc Dð Þ,WUμ

nc Dð Þ
h i

, WLν
nc Dð Þ,WUν

nc Dð Þ� �D E
,

Wnc = 〠
x∈D

μLB xyð Þ, 〠
x∈D

μUB xyð Þ
" #

, 〠
x∈D

νLB xyð Þ, 〠
x∈D

νUB xyð Þ
" #* +

,

ð10Þ

so that μLBðxyÞ and μUB ðxyÞ are the minimum of the lower
and upper of IVMBs and νLBðxyÞ and νUB ðxyÞ are the maxi-
mum of the lower and upper of IVNMBs of all SAs incident
on x, respectively.

An SNCN of an IVIFG G is shown as follows αs0ðGÞ =
αs0 = h½αLμs0 , α

Uμ
s0 �, ½αLνs0 , αUν

s0 �i so that

α
Lμ
s0 = min W

Lμ
nc

���D is the weight of SNCs of G
n o

,

α
Uμ
s0 = min W

Uμ
nc

���D is the weight of SNCs of G
n o

,

αLνs0 = max WLν
nc

��D is the weight of SNCs of G
� �

,

αUν
s0

= max WUν
nc

��D is the weight of SNCs of G
� �

:

ð11Þ

A minimum SNC in an IVIFG G is an SNC of minimum
IVMBs and maximum IVNMBs.

Theorem 7. Let G = ðV , A, BÞ be a CIVIFG. Then,

α
Lμ
s0 = r − 1ð ÞμLB xyð Þ,

αLνs0 = r − 1ð ÞνLB xyð Þ,

α
Uμ
s0 = r − 1ð ÞμUB xyð Þ,

αUν
s0

= r − 1ð ÞνUB xyð Þ,

ð12Þ

where μLBðxyÞ and μUB ðxyÞ are the lower and upper of IVMBs
and νLBðxyÞ and νUB ðxyÞ are the lower and upper of IVNMBs
of the weakest arc in G. Note that r is the number of vertex
in G.

Proof. Since G is a CIVIFG, all arcs are strong, and every
node is neighbor to all other vertices. So, any set includes
ðr − 1Þ nodes forming an SNC of G.

Let x be a vertex having minimum of IVMBs and
maximum of IVNMBs in G. Suppose y1, y2 ⋯ , yn−1 is
the node neighbor to x. Then, the ðr − 1Þ arcs xy1, xy2,
⋯, xyr−1 are all weakest arcs of G, and strength of each
arcs is equal to h½μLBðxyÞ, μUB ðxyÞ�, ½νLBðxyÞ, νUB ðxyÞ�i, which
y ∈ fy1, y2,⋯,yr−1g.

Table 1: Some basic notations.

Notation Meaning

IVFS Interval-valued fuzzy set

IFG Intuitionistic fuzzy graph

IVIFS Interval-valued intuitionistic fuzzy set

IVIFG Interval-valued intuitionistic fuzzy graph

CIVIFG Complete interval-valued intuitionistic fuzzy graph

SA Strong arc

CB Complete bipartite

SC Strong cover

SCN Strong covering number

SNC Strong node cover

ISA Incident strong arc

SNCN Strong node covering number

IVMB Interval-valued membership bound

IVNMB Interval-valued nonmembership bound

SI Strong independent

SIS Strong independent set

SIN Strong independent number

IN Isolated node

SAC Strong arc cover

PD Paired domination

SPDN Strong paired domination number

SM Strong matching

SMN Strong matching number

SIAC Strong independent arc cover

PSM Perfect strong matching

SDS Strong dominating set

SPDS Strong paired dominating set
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Hence, the set D = fy1, y2,⋯,yr−1g of ðr − 1Þ vertices
forms an SNC of G with

W
Lμ
nc Dð Þ = 〠

yi∈D
μLB xyið Þ = μLB xy1ð Þ + μLB xy2ð Þ+⋯+μLB xyr−1ð Þ,

W
Uμ
nc Dð Þ = 〠

yi∈D
μUB xyið Þ = μUB xy1ð Þ + μUB xy2ð Þ+⋯+μUB xyr−1ð Þ,

ð13Þ

where μLBðxyiÞ, i = 1, 2,⋯, ðr − 1Þ is the minimum lower of
IVMB and μUB ðxyiÞ, i = 1, 2,⋯, ðr − 1Þ is the minimum
upper of IVNMB of SAs incident on yi. Then,

α
Lμ
s0 = μLB xyð Þ + μLB xyð Þ+⋯+μLB xyð Þ,

α
Uμ
s0 = μUB xyð Þ + μUB xyð Þ+⋯+μUB xyð Þ,

ð14Þ

where μLBðxyÞ and μUB ðxyÞ are the lower and upper of IVMBs
of a weakest arc in G.

Hence, α
Lμ
s0 = ðr − 1ÞμLBðxyÞ and α

Uμ
s0 = ðr − 1ÞμUB ðxyÞ.

Similarly,

WLν
nc Dð Þ = 〠

yi∈D
νLB xyið Þ = νLB xy1ð Þ + νLB xy2ð Þ+⋯+νLB xyr−1ð Þ,

WUν
nc Dð Þ = 〠

yi∈D
νUB xyið Þ = νUB xy1ð Þ + νUB xy2ð Þ+⋯+νUB xyr−1ð Þ,

ð15Þ

where νLBðxyiÞ and νUB ðxyiÞ, i = 1, 2,⋯, ðr − 1Þ are the maxi-
mum lower and upper of IVNMBs of all SAs incident on yi.
Then,

αLνs0 = νLB xyð Þ + νLB xyð Þ+⋯+νLB xyð Þ,
αUν
s0

= νUB xyð Þ + νUB xyð Þ+⋯+νUB xyð Þ,
ð16Þ

where νLBðxyÞ and νUB ðxyÞ are the lower and upper of

IVNMBs of a weakest arc in G. Hence, αLνs0 = ðr − 1ÞνLBðxyÞ
and αUν

s0 = ðr − 1ÞνUB ðxyÞ.

Theorem 8. For a CB-IVIFG Kσ1 ,σ2 with partite set V1 and
V2,

α
Lμ
s0 Kσ1 ,σ2
	 


=min W
Lμ
nc V1ð Þ,WLμ

nc V2ð Þ
n o

,

α
Uμ
s0 Kσ1 ,σ2
	 


=min W
Uμ
nc V1ð Þ,WUμ

nc V2ð Þ
n o

,

αLνs0 Kσ1 ,σ2
	 


=max WLν
nc V1ð Þ,WLν

nc V2ð Þ� �
,

αUν
s0

Kσ1 ,σ2
	 


=max WUν
nc V1ð Þ,WUν

nc V2ð Þ� �
:

ð17Þ

Proof. All arcs in Kσ1,σ2 are strong, and each node in V1 is
neighbor with all nodes in V2 and contrariwise. The set of
all arcs of Kσ1,σ2 is a set of all arcs incident on each node

of V1 or a set of all arcs incident on each node of V2. Hence,

all SNCs in Kσ1,σ2 are V1, V2, and V1 ∪V2. Clearly, W
Lμ
nc

ðV1 ∪V2Þ is greater than W
Lμ
ncðV1Þ and W

Lμ
ncðV2Þ. Hence,

α
Lμ
s0 Kσ1,σ2
	 


=min W
Lμ
nc V1ð Þ,WLμ

nc V2ð Þ
n o

: ð18Þ

Similarly, α
Uμ
s0 ðKσ1,σ2Þ =min fWUμ

nc ðV1Þ,W
Uμ
nc ðV2Þg.

Also, WLν
ncðV1 ∪V2Þ is less than WLν

ncðV1Þ and WLν
ncðV2Þ.

So,

αLνs0 Kσ1,σ2
	 


=max WLν
nc V1ð Þ,WLν

nc V2ð Þ� �
: ð19Þ

In the same way, we have αUν
s0 ðKσ1,σ2Þ =max fWUν

nc ð
V1Þ,WUν

nc ðV2Þg.

Definition 9. In an IVIFG G, two nodes are said to be SI if
there is no SA between them. A set of nodes in G is an SI
if and only if two nodes are in an SI set.

Definition 10. The weight of an SIS D in an IVIFG G is
described as

W is Dð Þ = W
Lμ
is Dð Þ,WUμ

is Dð Þ
h i

, WLν
is Dð Þ,WUν

is Dð Þ
h iD E

,

ð20Þ

i.e.,

W is Dð Þ = 〠
x∈D

μLB xyð Þ, 〠
x∈D

μUB xyð Þ
" #

, 〠
x∈D

νLB xyð Þ, 〠
x∈D

νUB xyð Þ
" #* +

,

ð21Þ

where μLBðxyÞ and μUB ðxyÞ are minimum of the lower and
upper of IVMBs and νLBðxyÞ and νUB ðxyÞ are maximum of
the lower and upper of IVNMBs of all SAs incident on x,
respectively.

An SIN of an IVIFG G is shown by βs0
ðGÞ = βs0

= h½
β
Lμ
s0 , β

Uμ
s0 �, ½βLν

s0
, βUν

s0
�i, which

β
Lμ
s0 = max W

Lμ
is Dð Þ

���D is the SISs of nodes inG
n o

,

β
Uμ
s0 = max W

Uμ

is Dð Þ
���D is the SISs of nodes inG

n o
,

βLν
s0
= min WLν

is Dð Þ
���D is the SISs of nodes inG

n o
,

βUν
s0

= min WUν
is Dð Þ

���D is the SISs of nodes inG
n o

:

ð22Þ

A maximum SIS in an IVIFG G is an SIS with the
maximum IVMBs and minimum IVNMBs.
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Theorem 11. Let G be a CIVIFG. Then,

βs0
Gð Þ = μLB xyð Þ, μUB xyð Þ� �

, νLB xyð Þ, νUB xyð Þ� �� �
, ð23Þ

where μLBðxyÞ and μUB ðxyÞ are the lower and upper of IVMBs
and νLBðxyÞ and νUB ðxyÞ are the lower and upper of IVNMBs
of a weakest arc in G.

Proof. Since G is a CIVIFG, so all arcs are strong, and also,
each arc is neighbor to all other nodes. Hence, D = fxg is
the only SIS for each x ∈ V . Thus, the result is true.

Theorem 12. Let Kσ1 ,σ2 be a CB-IVIFG with partite set V1

and V2. Then,

β
Lμ
s0 Kσ1 ,σ2
	 


=max W
Lμ
is V1ð Þ,WLμ

is V2ð Þ
n o

,

β
Uμ
s0 Kσ1 ,σ2
	 


=max W
Uμ

is V1ð Þ,WUμ

is V2ð Þ
n o

,

βLν
s0

Kσ1 ,σ2
	 


=min WLν
is V1ð Þ,WLν

is V2ð Þ
n o

,

βUν
s0

Kσ1 ,σ2
	 


=min WUν
is V1ð Þ,WUν

is V2ð Þ
n o

:

ð24Þ

Proof. In Kσ1,σ2 all arcs are strong. Also, each node in V1 is
neighbor with all nodes in V2 and contrariwise. Therefore,
all SISs in Kσ1,σ2 are V1 and V2. Hence, the result is true.

Example 1. Consider an IVIFG G is drawn in Figure 1.
Clearly, all arcs are strong, and all SNCs of G are as

follows:

D1 = y, tf g,
D2 = x, y, zf g,
D3 = x, z, tf g,
D4 = y, z, tf g,
D5 = x, y, tf g,
D6 = x, y, z, tf g:

ð25Þ

Table 2 shows the method of calculating the weight of
SISs.

Thus, αs0 = h½0:2,0:4�, ½0:8,2�i.

Example 2. Consider a strong IVIFG G is drawn in Figure 2.
All SISs in G are D1 = fx, zg,D2 = fy, tg. The calculation
of the weight of SIS is shown in Table 3. Therefore, βs0

=
h½0:4,1�, ½0:7,0:9�i.

Definition 13. Let G be an IVIFG without INs. The weight of

an SAC Y is described as WacðYÞ = h½WLμ
ac ðYÞ,WUμ

ac ðYÞ�,
½WLν

ac ðYÞ,WUν
ac ðYÞ�i, which WacðYÞ = h½∑xy∈Yμ

L
BðxyÞ,∑xy∈Y

μUB ðxyÞ�, ½∑xy∈Yν
L
BðxyÞ,∑xy∈Yν

U
B ðxyÞ�i.

An SACN of an IVIFG G is denoted by αs1ðGÞ = αs1 =
h½αLμs1 , α

Uμ
s1 �, ½αLνs1 , αUν

s1 �i, where

α
Lμ
s1 = min W

Lμ
ac Yð Þ

���Y is the SACs of G
n o

,

α
Uμ
s1 = min W

Uμ
ac Yð Þ

���Y is the SACs of G
n o

,

αLνs1 = max WLν
ac Yð Þ��Y is the SACs of G

� �
,

αUν
s1

= max WUν
ac Yð Þ��Y is the SACs of G

� �
:

ð26Þ

A minimum SAC in an IVIFG G is an SAC with
minimum IVMBs and maximum IVNMBs.

Theorem 14. If G is a complete IVIFG, then

α
Lμ
s1 =min W

Lμ
ac Yð Þ

���Y is a SAC inGwith Yj j ≥ n
2

l mn o
,

α
Uμ
s1 =min W

Uμ
ac Yð Þ

���Y is a SAC inGwith Yj j ≥ n
2

l mn o
,

αLνs1 =max WLν
ac Yð Þ��Y is a SAC inGwith Yj j ≥ n

2

l mn o
,

αUν
s1

=max WUν
ac Yð Þ��Y is a SAC inGwith Yj j ≥ n

2

l mn o
:

ð27Þ

Proof. Since G is a CIVIFG, so all arcs are SA, and each ver-
tex is neighbor to all others vertices. Also, the number of arcs
in SAC of both G and G∗ is identical because each arc in
both graphs is strong. Now, the SACN of G∗ is dn/2e. There-
fore, the minimum number of arcs in an SAC of G is dn/2e.
This completes the proof.

Theorem 15. If Kσ1 ,σ2 is a CB-IVIFG with partite set V1 and
V2. Then,

α
Lμ
s1 Kσ1 ,σ2
	 


=min
n
W

Lμ
ac Yð Þ

���Y is a SAC inKσ1 ,σ2 with Yj j

≥max V1j j, V2j jf g
o
,

α
Uμ
s1 Kσ1 ,σ2
	 


=min
n
W

Uμ
ac Yð Þ

���Y is a SAC inKσ1 ,σ2 with Yj j

≥max V1j j, V2j jf g
o
,

αLνs1 Kσ1 ,σ2
	 


=max
�
WLν

ac Yð Þ��Y is a SAC inKσ1 ,σ2 with Yj j
≥max V1j j, V2j jf g�,

αUν
s1

Kσ1 ,σ2
	 


=max
�
WUν

ac Yð Þ��Y is a SAC inKσ1 ,σ2 with Yj j
≥max V1j j, V2j jf g�:

ð28Þ

Proof. In Kσ1,σ2 , all arcs are strong. Also, each node in V1 is
neighbor with all nodes in V2 and contrariwise. Also, the
number of arcs in an SAC of both G and G∗ is identical
because each arc in both graph is strong. Now, the arc
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x y

t z

< [0.2, 0.6], [0.3, 0.4] >
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< [0.3, 0.5], [0.4, 0.5] > < [0.2, 0.5], [0.2, 0.4] >

< 
[0
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, 0
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], 

[0
.4
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.5

] >
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, 0
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], 

[0
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, 0
.4

] >

Figure 2: A strong IVIFG G for a strong independent set (SIS).

Table 3: Calculating the weight of SISs.

D W
Lμ
nc Dð Þ W

Uμ
nc Dð Þ WLν

nc Dð Þ WUν
nc Dð Þ Wnc Dð Þ

x, tf g 0:2 + 0:2 0:5 + 0:4 0:4 + 0:4 0:5 + 0:5 0:4,0:9½ �, 0:8,1½ �h i
y, tf g 0:2 + 0:2 0:5 + 0:5 0:3 + 0:4 0:4 + 0:5 0:4,1½ �, 0:7,0:9½ �h i

Table 2: Calculating the weight of SISs.

D W
Lμ
nc Dð Þ W

Uμ
nc Dð Þ WLν

nc Dð Þ WUν
nc Dð Þ Wnc Dð Þ

y, tf g 0:1 + 0:1 0:2 + 0:2 0:2 + 0:2 0:5 + 0:5 0:2,0:4½ �, 0:4,1½ �h i
x, y, zf g 0:1 + 0:1 + 0:2 0:2 + 0:2 + 0:4 0:2 + 0:2 + 0:2 0:5 + 0:5 + 0:5 0:4,0:8½ �, 0:6,1:5½ �h i
x, z, tf g 0:1 + 0:1 + 0:2 0:2 + 0:2 + 0:4 0:2 + 0:2 + 0:2 0:5 + 0:5 + 0:5 0:4,0:8½ �, 0:6,1:5½ �h i
y, z, tf g 0:1 + 0:2 + 0:1 0:2 + 0:4 + 0:2 0:2 + 0:2 + 0:2 0:5 + 0:5 + 0:5 0:4,0:8½ �, 0:6,1:5½ �h i
x, y, tf g 0:1 + 0:1 + 0:1 0:2 + 0:2 + 0:2 0:2 + 0:2 + 0:2 0:5 + 0:5 + 0:5 0:3,0:6½ �, 0:6,1:5½ �h i
x, y, z, tf g 0:1 + 0:1 + 0:2 + 0:1 0:2 + 0:2 + 0:4 + 0:2 0:2 + 0:2 + 0:2 + 0:2 0:5 + 0:5 + 0:5 + 0:5 0:5,1½ �, 0:8,2½ �h i

< [0.1, 0.2], [0.2, 0.4] >

x y

t z

< [0.1, 0.2], [0.2, 0.5] >
< [0.3, 0.5], [0.2, 0.5] >

< [0.2, 0.4], [0.1, 0.3] >

< [0.2, 0.4], [0.1, 0.3] > < [0.2, 0.6], [0.1, 0.3] >

< [0.2, 0.4], [0
.2, 0.5] >

< 
[0

.1
, 0

.2
], 

[0
.2

, 0
.4

] >

< 
[0

.2
, 0

.5
], 

[0
.2

, 0
.5

] >

Figure 1: An IVIFG G for a strong node cover (SNC).
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covering number of K∗
σ1,σ2 is max fjV1j, jV2jg. Therefore,

the minimum number of arcs in an SAC of Kσ1,σ2 is max f
jV1j, jV2jg. Thus, the result is obtained.

Definition 16. Let G be an IVIFG. A set T of SAs in G so that
no two arcs in T have a common node is named an SIS of
arcs or an SM in G.

Definition 17. Let T be an SM in IVIFG G. If xy ∈ T , then, we
say that T strongly matches x to y. The weight of an SM is
described as

Wsm Tð Þ = W
Lμ
sm Tð Þ,WUμ

sm Tð Þ
h i

, WLν
sm Tð Þ,WUν

sm Tð Þ� �D E
,

Wsm Tð Þ = 〠
xy∈T

μLB xyð Þ, 〠
xy∈T

μUB xyð Þ
" #

, 〠
xy∈T

νLB xyð Þ, 〠
xy∈T

νUB xyð Þ
" #* +

:

ð29Þ

An SMN of an IVIFG G is shown by βs1
ðGÞ = βs1

=
h½βLμ

s1 , β
Uμ
s1 �, ½βLν

s1
, βUν

s1
�i, which

β
Lμ
s1 = max W

Lμ
sm Tð Þ

���T is the SMof G
n o

,

β
Uμ
s1 = max W

Uμ
sm Tð Þ

���T is the SMof G
n o

,

βLν
s1
= min WLν

sm Tð Þ��T is the SMof G
� �

,

βUν
s1

= min WUν
sm Tð Þ��T is the SMof G

� �
:

ð30Þ

A maximum SM in an IVIFG G is an SM of maxi-
mum IVMBs and minimum IVNMBs.

Theorem 18. If G is a CIVIFG, then

β
Lμ
s1 =max W

Lμ
sm Tð Þ

���T is a SM with Tj j ≤ n
2

j kn o
,

β
Uμ
s1 =max W

Uμ
sm Tð Þ

���T is a SM with Tj j ≤ n
2

j kn o
,

βLν
s1
=min WLν

sm Tð Þ��T is a SM with Tj j ≤ n
2

j kn o
,

βUν
s1

=min WUν
sm Tð Þ��T is a SM with Tj j ≤ n

2

j kn o
:

ð31Þ

Proof. Since G is a CIVIFG, all arcs are strong, and each node
is neighbor to all other nodes. Also, the number of arcs in an
SM of both G and G∗ is identical because each arc in both
graph is strong. Now, the SMN of G∗ is bn/2c. Therefore,
the maximum number of arcs in an SM of G is bn/2c. Hence,
the result follows.

Theorem 19. For a CB-IVIFG Kσ1 ,σ2 with partite set V1 and
V2,

β
Lμ
s1 Kσ1 ,σ2
	 


=max
n
W

Lμ
sm Tð Þ

���T is a SM inKσ1 ,σ2with Tj j

≤min V1j j, V2j jf g
o
,

β
Uμ
s1 Kσ1 ,σ2
	 


=max
n
W

Uμ
sm Tð Þ

���T is a SM inKσ1 ,σ2 with Tj j

≤min V1j j, V2j jf g
o
,

βLν
s1

Kσ1 ,σ2
	 


=min
�
WLν

sm Tð Þ��T is a SM inKσ1 ,σ2 with Tj j
≤min V1j j, V2j jf g�,

βUν
s1

Kσ1 ,σ2
	 


=min
�
WUν

sm Tð Þ��T is a SM inKσ1 ,σ2 with Tj j
≤min V1j j, V2j jf g�:

ð32Þ

Proof. In Kσ1,σ2 , all arcs are strong. Also, each node in V1 is
neighbor with all nodes in V2 and contrariwise. Thus, the
number of arcs in an SM of both Kσ1,σ2 and K

∗
σ1,σ2 is identical

because each arc in both graphs is strong. Now, the SMN of
K∗

σ1,σ2 is max fjV1j, jV2jg. Therefore, the maximum number
of arcs in an SM of Kσ1,σ2 is max fjV1j, jV2jg.

Hence, the result is obtained.

Example 3. Consider a strong IVIFG G is drawn in Figure 3.
All arcs are strong, and the SACs are as follows:

Y1 = xy, tzf g,
Y2 = xt, yzf g,

Y3 = yt, tx, yzf g,
Y4 = yt, xy, tzf g,
Y5 = xy, yz, ztf g,
Y6 = xy, xt, tzf g,
Y7 = xt, xy, yzf g,
Y8 = xt, zt, yzf g:

ð33Þ

The calculation of the weight of SACs is shown in
Table 4.

So, αs1 = h½0:3,0:6�, ½0:6,1:4�i.
Again, the two sets Y1 and Y2 are the only SAC and SM

in G. So,

Wsm Y1ð Þ = 0:3,0:6½ �, 0:3,0:8½ �h i,
Wsm Y2ð Þ = 0:3,0:7½ �, 0:4,0:9½ �h i:

ð34Þ

Hence, βs1
= h½0:3,0:7�, ½0:3,0:8�i.
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Example 4. Consider an IVIFG G is drawn in Figure 4.
All SAs are xt, zt, and yz, and all SACs are as follows:

Y1 = xt, yzf g,
Y2 = xt, tz, yzf g:

ð35Þ

The calculation of the weight of SACs is shown in
Table 5. So, αs1 = h½0:4,1�, ½1:1,1:4�i.

The set Y1 = fxt, yzg is the only SIAC. So, βs1
=Wsmð

Y1Þ = h½0:4,1�, ½0:7,0:9�i.

Theorem 20. Let G be an IVIFG containing no IN. Then,

α
Lμ
s0 + β

Lμ
s0 =WLμ Vð Þ,

αLνs0 + βLν
s0
=WLν Vð Þ,

α
Uμ
s0 + β

Uμ
s0 =WUμ Vð Þ,

αUν
s0

+ βUν
s0

=WUν Vð Þ:

ð36Þ

Proof. Let Ms0
be a minimum SNC of G, which

α
Lμ
s0 =WLμ Ms0

	 

,

αLνs0 =WLν Ms0

	 

,

α
Uμ
s0 =WUμ Ms0

	 

,

αUν
s0

=WUν Ms0

	 

:

ð37Þ

Then, V −Ms0
is an SIS of nodes. In other words, the

nodes in V −Ms0
are incident on SAs of G. Thus,

β
Lμ
s0 ≥WLμ V −Ms0

	 

=WLμ Vð Þ − α

Lμ
s0 ⇒ α

Lμ
s0 + β

Lμ
s0 ≥WLμ Vð Þ,

β
Uμ
s0 ≥WUμ V −Ms0

	 

=WUμ Vð Þ − α

Uμ
s0 ⇒ α

Uμ
s0 + β

Uμ
s0 ≥WUμ Vð Þ,

βLν
s0
≤WLν V −Ms0

	 

=WLν Vð Þ − αLνs0 ⇒ αLνs0 + βLν

s0
≤WLν Vð Þ,

βUν
s0

≤WUν V −Ms0

	 

=WUν Vð Þ − αUν

s0
⇒ αUν

s0
+ βUν

s0
≤WUν Vð Þ:

ð38Þ

Let β
Lμ
s0 =WðQs0

Þ, where Qs0
is a maximum SIS of nodes

in G. That is, no two nodes in Qs0
are neighbor to each other
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x y

t z
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< [0.2, 0.4], [0
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< 
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] >
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Figure 3: A strong IVIFG G for strong maching (SM).

Table 4: Calculating the weight of strong arc cover sets Y .

Y W
Lμ
ac Yð Þ W

Uμ
ac Yð Þ WLν

ac Yð Þ WUν
ac Yð Þ Wac Yð Þ

Y1 0:1 + 0:2 0:2 + 0:4 0:2 + 0:1 0:5 + 0:3 0:3,0:6½ �, 0:3,0:8½ �h i
Y2 0:1 + 0:2 0:2 + 0:5 0:2 + 0:2 0:4 + 0:5 0:3,0:7½ �, 0:4,0:9½ �h i
Y3 0:2 + 0:1 + 0:2 0:4 + 0:2 + 0:5 0:2 + 0:2 + 0:2 0:5 + 0:4 + 0:5 0:5,1:1½ �, 0:6,1:4½ �h i
Y4 0:2 + 0:1 + 0:2 0:4 + 0:2 + 0:4 0:2 + 0:2 + 0:1 0:5 + 0:5 + 0:3 0:5,1½ �, 0:5,1:3½ �h i
Y5 0:1 + 0:2 + 0:2 0:2 + 0:5 + 0:4 0:2 + 0:2 + 0:1 0:5 + 0:5 + 0:3 0:5,1:1½ �, 0:5,1:3½ �h i
Y6 0:1 + 0:1 + 0:2 0:2 + 0:2 + 0:4 0:2 + 0:2 + 0:1 0:5 + 0:4 + 0:3 0:4,0:8½ �, 0:5,1:2½ �h i
Y7 0:1 + 0:1 + 0:2 0:2 + 0:2 + 0:5 0:2 + 0:2 + 0:2 0:4 + 0:5 + 0:5 0:4,0:9½ �, 0:6,1:4½ �h i
Y8 0:1 + 0:2 + 0:2 0:2 + 0:4 + 0:5 0:2 + 0:1 + 0:2 0:4 + 0:3 + 0:5 0:4,1:1½ �, 0:5,1:2½ �h i
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by an SA, and thus, the node in V −Qs0
strongly covers all

SAs of G. Hence, V −Qs0
is an SNC of G, and α

Lμ
s0 and α

Uμ
s0

are the minimum lower and upper of IVMBs, and α
Lν
s0 and

α
Uν
s0 are the maximum lower and upper of IVNMBs. So,

α
Lμ
s0 ≤WLμ V −Qs0

	 

=WLμ Vð Þ − β

Lμ
s0 ⇒ α

Lμ
s0 + β

Lμ
s0 ≤WLμ Vð Þ,

α
Uμ
s0 ≤WUμ V −Qs0

	 

=WUμ Vð Þ − β

Uμ
s0 ⇒ α

Uμ
s0 + β

Uμ
s0 ≤WUμ Vð Þ,

αLνs0 ≥WLν V −Qs0

	 

=WLν Vð Þ − βLν

s0
⇒ αLνs0 + βLν

s0
≥WLν Vð Þ,

αUν
s0

≥WUν V −Qs0

	 

=WUν Vð Þ − βUν

s0
⇒ αUν

s0
+ βUν

s0
≥WUν Vð Þ:

ð39Þ

From (38) and (39), we have

α
Lμ
s0 + β

Lμ
s0 =WLμ Vð Þ, αUμ

s0 + β
Uμ
s0 =WUμ Vð Þ,

αLνs0 + βLν
s0
=WLν Vð Þ, αUν

s0
+ βUν

s0
=WUν Vð Þ:

ð40Þ

Definition 21. Let G be an IVIFG and M be an SM in G.
Then, M is named a PSM if M strongly matches each node
of G to some nodes of G.

Example 5. Consider an IVIFG G is drawn in Figure 5. All
arcs are strong, and the sets M1 and M2 are PSMs. The cal-

culation of the weight of PSMs is given in Table 6.

M1 = xt, yzf g,
M2 = xz, ytf g,

M3 = xt, xz, yzf g,
M4 = xt, ty, yzf g:

ð41Þ

So, βs1
= h½0:6,1:3�, ½0:7,0:9�i.

Hence, αs1 = h½0:3,0:7�, ½1:2,1:6�i.
Now, we introduced PD in IVIFGs using SAs based on

PSM. Also, some useful results are established.

Definition 22. A set D of nodes of IVIFG G is an SDS of G if
every node of V −D is a strong neighbor of some nodes in D.

Definition 23. The weight of an SDS D is defined as

Wsd Dð Þ = W
Lμ
sd Dð Þ,WUμ

sd Dð Þ
h i

, WLν
sd Dð Þ,WUν

sd Dð Þ
h iD E

,

ð42Þ

or

Wsd Dð Þ = 〠
x∈D

μLB xyð Þ, 〠
x∈D

μUB xyð Þ
" #

, 〠
x∈D

νLB xyð Þ, 〠
x∈D

νUB xyð Þ
" #* +

,

ð43Þ

where μLBðxyÞ and μUB ðxyÞ are the minimum lower and upper
of IVMBs and νLBðxyÞ and νUB ðxyÞ are the maximum lower
and upper of IVNMBs of SAs incident on x, respectively.

Table 5: Calculating the weight of strong arc cover sets Y .

Y W
Lμ
ac Yð Þ W

Uμ
ac Yð Þ WLν

ac Yð Þ WUν
ac Yð Þ Wac Yð Þ

Y1 0:2 + 0:2 0:5 + 0:5 0:4 + 0:3 0:5 + 0:4 0:4,1½ �, 0:7,0:9½ �h i
Y2 0:2 + 0:2 + 0:2 0:5 + 0:5 + 0:5 0:4 + 0:4 + 0:3 0:5 + 0:5 + 0:4 0:6,1:5½ �, 1:1,1:4½ �h i

< [0.2, 0.7], [0.1, 0.3] >

x y

t z

< [0.1, 0.4], [0.5, 0.6] >
< [0.5, 0.6], [0.3, 0.4] >

< [0.2, 0.5], [0.4, 0.5] >

< [0.2, 0.5], [0.2, 0.4] >< [0.3, 0.5], [0.4, 0.5] >

< 
[0

.2
, 0

.5
], 

[0
.4

, 0
.5

] >

< 
[0

.2
, 0

.5
], 

[0
.3

, 0
.4

] >

Figure 4: An IVIFG G for strong independent arc cover (SIAC).
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An SDN of an IVIFG G is denoted by γsðGÞ = γs =
h½γLμs , γUμ

s �, ½γLνs , γUν
s �i, where

γ
Lμ
s =min W

Lμ
sd Dð Þ

���D is the SDSs of G
n o

,

γ
Uμ
s =min W

Uμ

sd Dð Þ
���D is the SDSs of G

n o
,

γLνs =max WLν
sd Dð Þ

���D is the SDSs of G
n o

,

γUν
s =max WUν

sd Dð Þ
���D is the SDSs of G

n o
:

ð44Þ

Definition 24. Let G be an IVIFG. A set D of nodes is
named to be an SPDS if D is an SDS and the IVIF-
subgraph induced by D has a PSM. The weight of an

SPDS D is described as WspdðDÞ = h½WLμ
spdðDÞ,W

Uμ

spdðDÞ�, ½
WLν

spdðDÞ,WUν

spdðDÞ�i, which

Wspd Dð Þ = 〠
x∈D

μLB xyð Þ, 〠
x∈D

μUB xyð Þ
" #

, 〠
x∈D

νLB xyð Þ, 〠
x∈D

νUB xyð Þ
" #* +

:

ð45Þ

An SPDN of an IVIFG G is denoted by γspdðGÞ =

γspd = h½γLμspd , γ
Uμ

spd�, ½γLνspd , γUν

spd�i, that

γ
Lμ
spd =min W

Lμ
spd Dð Þ

���D is the SPDSs of G
n o

,

γ
Uμ

spd =min W
Uμ

spd Dð Þ
���D is the SPDSs of G

n o
,

γ
Lν
spd =max WLν

spd Dð Þ
���D is the SPDSs of G

n o
,

γ
Uν

spd =max WUν

spd Dð Þ
���D is the SPDSs of G

n o
:

ð46Þ

Example 6. Consider an IVIFG G is drawn in Figure 6.
All SAs are xt, zt, and yz. The PDs in G are D1, D2,
and D3. The weights of these sets are calculated as
follows:

D2 = x, yf g,
D2 = z, tf g,

D3 = x, y, z, tf g:
ð47Þ

Table 7 shows the calculation of the weight of PDs.
Hence, γspdðGÞ = h½0:4,1�, ½1:4,1:9�i.

< [0.3, 0.6], [0.2, 0.4] >

x y

t z

< [0.1, 0.2], [0.5, 0.6] >

< [0.2, 0.5], [0.1, 0.3] >

< [0.4, 0.7], [0.2, 0.3] > < [0.1, 0.2], [0.5, 0.6] >

< [0.2, 0.5], [0
.2, 0.3] >

< 
[0

.3
, 0

.6
], 

[0
.2

, 0
.4

] >

< 
[0

.1
, 0

.2
], 

[0
.5

, 0
.6

] >

Figure 5: An IVIFG G for perfect strong matching (PSM).

Table 6: Calculating the weight of perfect strong matchings M.

M W
Lμ
sm Mð Þ W

Uμ
sm Mð Þ WLν

sm Mð Þ WUν
sm Mð Þ Wsm Mð Þ

M1 0:3 + 0:1 0:6 + 0:2 0:2 + 0:5 0:4 + 0:6 0:4,0:8½ �, 0:7,1½ �h i
M2 0:1 + 0:2 0:2 + 0:5 0:5 + 0:2 0:6 + 0:3 0:3,0:7½ �, 0:7,0:9½ �h i
M3 0:3 + 0:1 + 0:1 0:6 + 0:2 + 0:2 0:2 + 0:5 + 0:5 0:4 + 0:6 + 0:6 0:5,1½ �, 1:2,1:6½ �h i
M4 0:3 + 0:2 + 0:1 0:6 + 0:5 + 0:2 0:2 + 0:2 + 0:5 0:4 + 0:3 + 0:6 0:6,1:3½ �, 0:9,1:3½ �h i

10 Advances in Mathematical Physics



Theorem 25. Let G be a CIVIFG. Then,

γ
Lμ
spd = 2μLB xyð Þ,

γ
Lν
spd = 2νLB xyð Þ,

γ
Uμ

spd = 2μUB xyð Þ,

γ
Uν

spd = 2νUB xyð Þ,

ð48Þ

where μLBðxyÞ and μUB ðxyÞ are the lower and upper of IVMB
and νLBðxyÞ and νUB ðxyÞ are the lower and upper of IVNMB
of any weakest arc in G, respectively.

Proof. Since G is a CIVIFG, all arcs are strong, and every ver-
tex is neighbor to all other vertices. Then, any set consisting
of two nodes fx1, x2g in G forms an SPDS. Hence,

γ
Lμ
spd = μLB xyð Þ + μLB xyð Þ = 2μLB xyð Þ,

γ
Uμ

spd = μUB xyð Þ + μUB xyð Þ = 2μUB xyð Þ,

γLνspd = νLB xyð Þ + νLB xyð Þ = 2νLB xyð Þ,

γ
Uν

spd = νUB xyð Þ + νUB xyð Þ = 2νUB xyð Þ,

ð49Þ

where xy is the weakest arc in G.

Table 7: Calculating the weight of paired dominating sets.

D W
Lμ
spd Dð Þ W

Uμ

spd Dð Þ WLν
spd Dð Þ WUν

spd Dð Þ Wspd Dð Þ
D1 0:2 + 0:2 0:5 + 0:5 0:4 + 0:2 0:5 + 0:4 0:4,1½ �, 0:6,0:9½ �h i
D2 0:2 + 0:2 0:5 + 0:5 0:4 + 0:4 0:5 + 0:5 0:4,1½ �, 0:8,1½ �h i
D3 0:2 + 0:2 + 0:2 + 0:2 0:5 + 0:5 + 0:5 + 0:5 0:4 + 0:2 + 0:4 + 0:4 0:5 + 0:4 + 0:5 + 0:5 0:8,2½ �, 1:4,1:9½ �h i

< [0.2, 0.7], [0.1, 0.3] >

x y

t z

< [0.1, 0.4], [0.5, 0.6] >
< [0.5, 0.6], [0.3, 0.4] >

< [0.2, 0.5], [0.4, 0.5] >

< [0.3, 0.5], [0.4, 0.5] > < [0.2, 0.5], [0.2, 0.4] >

< 
[0

.2
, 0

.5
], 

[0
.4

, 0
.5

] >

< 
[0

.2
, 0

.5
], 

[0
.2

, 0
.4

] >

Figure 6: An IVIFG G for strong paired dominating set (SPDS).

Figure 7: Scientific community network of researchers.
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4. Application

Social networks are a group of individuals or organizations
with common tastes or interests that come together to achieve
specific goals. Each member is named an actor. Social net-
works are characterized by complex relationships and interac-
tions between actors. The main reasons for creating social
networks are individual relationships, labor relations, scientific
relations, shared tastes, interests and hobbies, sociopolitical
motives, and virtual network analysis.

Graphs are used as a mathematical tool to represent and
analyze a social network by visually representing social net-
works. In these graphs, the actors are considered as vertices
of the graph, and the connections between them are dis-
played by the edges of the graph. Intuitively, the edges are
distributed on social networks locally. This means that the
number of edges distributed among a group of vertices is
much greater than the number of distribution edges among
this group of vertices and the rest of the vertices of the graph.
This feature, which can be seen in graphs related to real data,
is called a community. In some sources, the community is
also called a cluster or module. In other words, communities
are a set of vertices that are more likely to share common
features than the rest of the graph. Since people in forums
on a social network are more likely to have common interests,
this information can be used to promote specific products by
finding their interests. Most online social networks have over-
lapping communities. This means that these networks are
made up of overlapping communities, and one vertex can
belong to more than one community. Figure 7 illustrates the
social network of researchers in a country that is a member
of different scientific communities according to the subjects
under study. These communities include chemistry, biology,
engineering, information technology (IT), mathematics, med-
icine, physics, and social sciences. Table 8 shows the number
of members of each community and the average number of
members present at the meetings.

In the evaluations made by the members on the effect
of community on the scientific promotion of members,
since the mentioned variables have uncertain values, so
for each community, we considered an interval-valued
intuitionistic fuzzy number as the amount of influence of
community on its members. Since the presence of

a

b

c

f

g

h

e

d

Figure 8: The scientific communities IVIFG.

Table 10: IVIFNs of relations between scientific communities.

Edges IVIFNs Edges IVIFNs

ab 0:97,0:89½ �, 0:11,0:21½ �h i df 0:75,0:85½ �, 0:10,0:15½ �h i
ac 0:76,0:86½ �, 0:14,0:16½ �h i dg 0:75,0:85½ �, 0:10,0:15½ �h i
ad 0:75,0:85½ �, 0:10,0:15½ �h i dh 0:75,0:85½ �, 0:10,0:15½ �h i
be 0:75,0:85½ �, 0:11,0:21½ �h i ef 0:75,0:85½ �, 0:10,0:15½ �h i
bf 0:79,0:89½ �, 0:11,0:21½ �h i eh 0:75,0:85½ �, 0:10,0:15½ �h i
cd 0:75,0:85½ �, 0:14,0:16½ �h i fh 0:77,0:87½ �, 0:10,0:13½ �h i
cf 0:76,0:86½ �, 0:14,0:16½ �h i gh 0:75,0:85½ �, 0:10,0:15½ �h i
ce 0:75,0:85½ �, 0:14,0:16½ �h i cg 0:75,0:85½ �, 0:14,0:16½ �h i

Table 8: Data set.

Vertices Communities
Number of
members

Average attendance
of members

a Biology 35 30

b Chemistry 25 21

c Engineering 55 45

d
Information

technology (IT)
75 60

e Mathematics 40 32

f Medicine 50 45

g Physics 30 24

h Social sciences 45 37

Table 9: The IVIFNs of scientific communities.

Vertices Communities
The IVIFNs corresponding to

each community.

a Biology 0:80,0:90½ �, 0:05,0:10½ �h i
b Chemistry 0:79,0:89½ �, 0:11,0:21½ �h i
c Engineering 0:76,0:86½ �, 0:14,0:16½ �h i

d
Information

technology (IT)
0:75,0:85½ �, 0:10,0:15½ �h i

e Mathematics 0:75,0:85½ �, 0:10,0:15½ �h i
f Medicine 0:80,0:90½ �, 0:5,0:10½ �h i
g Physics 0:75,0:85½ �, 0:10,0:15½ �h i
h Social sciences 0:77,0:87½ �, 0:10,0:13½ �h i
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members in the meetings of the community is effective on
the scientific promotion of members, we introduced the
ratio of the average number of members present in the
meetings to the total number as an IVIFN. For example,
studies have shown that the biology community is 80 to
90 percent effective in advancing the science of its mem-
bers and 5 to 10 percent ineffective. These values are spec-
ified in Table 9.

The strong relationships between scientific communities
are illustrated in the form of an IVIFG in Figure 8. In this
IVIFG, the membership values of the edges are the effect that
the members of the two communities have on their scientific
advancement. For example, the collaboration between the
two communities of chemistry and medicine is about 79 to
89 percent effective in the scientific advancement of the

members of each community and 11 to 21 percent ineffec-
tive. These values are shown in Table 10.

In general, there is no polynomial algorithm for finding a
maximum independent set for an arbitrary graph. This
means that it is not possible to access such a collection in a
short time. To obtain the maximal SISs in IVIFG with a
small number of vertices, we use the following instructions.

Since all edges are SA, so by applying the above steps for
all vertices on the IVIFG of Figure 8, all maximal SISs and
cardinalities can be seen in Table 11. Now, by calculating
the cardinal of all the SISs obtained from the above steps,
we can also determine the maximum SISs.

The maximum SISs are D1 = fa, e, gg, D2 = fa, f , gg,
and D3 = fb, c, hg.

After calculating the weight of the above sets, we have
WðD1Þ = h½2:25,2:55�, ½0:42,0:58�i, WðD2Þ = h½2:25,2:55�, ½
0:42,0:53�i, and WðD3Þ = h½2:25,2:55�, ½0:35,0:52�i.

Therefore, D3 has the maximum weight of membership
and the minimum weight of nonmembership, so it can be
chosen as the best option. It is interesting to know that D3
also has the maximum number of members in scientific
communities. That is, strong independent scientific commu-
nities include chemistry, engineering, and social sciences.

Suppose knowledge-based companies intend to orga-
nize an exhibition at the meeting place of scientific com-
munities to acquaint researchers with their scientific
products. Researchers at the knowledge-based companies
can be members of various scientific communities. The
goal is to hold as many exhibitions as possible at the same
time provided that each knowledge-based company has a
maximum of one exhibition in a specific time period and
to hold another exhibition at different time intervals. In
this case, the maximum independent set is the maximum
number of exhibitions that can be held at one time in sci-
entific communities.

5. Conclusion

Analysis of uncertain problems by IVIFG is important
because it gives more integrity and flexibility to the system.
An IVIFG, as an extension of FGs, has good capabilities in
dealing with problems that cannot be explained by FGs.
They have been able to have wide applications even in fields
such as psychology and identifying people based on cancer-
ous behaviors. In this paper, covering and matching have
been defined in IVIFGs using strong arcs. These concepts
are introduced as an interval-valued intuitionistic number.
One of the advantages of this method is that the amount
of defined parameters can be expressed and compared in
terms of membership and nonmembership. Also, the

Step 1. Consider vertex x as a member of F. Then, remove all adjacent vertices of x.
Step 2. Consider another arbitrary vertex in the remaining graph as a new member of F.
Depending on which member of the remaining vertex set is selected, different independent sets, including x, are obtained.
Step 3. Repeat Step 2 to select all possible vertices.

Algorithm 1: Finding the maximal SISs F of G containing an arbitrary vertex x.

Table 11: Calculations for finding maximal SISs in the IVIFG of
Figure 8.

Step 1 Step 2 Step 3 SISs

a

e g {a,e,g}

f g {a, f, g}

g f {a,g,f}

e {a,g,e}

h {a,h}

b

c h {b,c,h}

d {b,d}

g {b,g}

h c {b,h,c}

c
b h {c,b,h}

h b {c,h,b}

d
b {d,b}

e {d,e}

e

a g {e,a,g}

d {e,d}

g a {e,g,a}

f
a g {f,a,g}

g a {f,g,e}

g

a f {g,a,f}

e {g,a,e}

b {g,b}

e a {g,e,a}

f a {g,f,a}

h

a {h,a}

b c {h, b, c}

c b {h,c,b}
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concepts of SNC, SIN, SAC, and SM in IVIFGs are deter-
mined, and the relations among them have been obtained.
Furthermore, we have introduced the PD and SPDN in
CIVIFG and CB-IVIFG. Since the parameters being studied
are interval values, comparisons of these parameters may be
limited in an IVIFG. Finally, we have presented an applica-
tion of IVIFG in social networks. In their future work, the
authors try to study the concepts of m-polar IVIFGs.
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This paper deals with n-players fuzzy cooperative continuous static games (FCCSGs). The cost function coefficients are
characterized by piecewise quadratic fuzzy numbers. One of the best approximate intervals, namely, the inexact interval of the
piecewise quadratic fuzzy number is used. Furthermore, we proposed a new methodology based on the weighted Tchebycheff
method to solve CCSG with n-players. The advantages of the approach are the ability to enable the decision-maker to have
satisfactory solution and applied for different real-world problems with various types of fuzzy numbers. There is also a stability
set of the first kind without differentiability for the optimal compromise solution that was found. In the future, the proposed
methodology could be used in different types of real-world problems and multiple decision-makers. This proposed work can
also be extended to hypersoft set, fuzzy hypersoft sets, intuitionistic hypersoft sets, bipolar hypersoft sets, and pythagorean
hypersoft sets. At the end, a numerical example is given to demonstrate the computational efficiency of the proposed method.

1. Introduction

Game theory has enormous applications in real-world prob-
lems as in economics, engineering, biology, etc. The crucial
types of games are differential games, matrix games, and
continuous static games. Matrix games are named after the
discrete relationship between a finite or countable set of
alternative decisions and the resulting costs. In terms of a
matrix (or two-player games), one player’s decision corre-
sponds to the selection of a row, and the other player’s deci-
sion relates to the selection of a column, with the
accompanying entries signifying the costs. It is evident that
cooperative games do not necessitate the use of decision
probabilities. As a result, there is no interplay between costs
and decisions in games that are purely static. Differential
games are distinguished by a dynamic system regulated by
ordinary differential equations and costs that are always

changing. There are a variety of approaches to solving the
problem of continuous, static games. The player’s own per-
sonality also has a role on how he or she employs these
notions in the context of the game. Depending on the cir-
cumstances, a player may or may not be able to play logi-
cally, cheat, cooperate, bargain, and so on. All of these
considerations must be taken into account by a player when
deciding on a control vector.

Although the mentioned approaches are very suitable,
however, in the real-world problems, all or some of param-
eters are vague and uncertain. Therefore, these techniques
cannot handle CSG with uncertain problem. There are
numerous works in the field of fuzzy and fuzzy extension
set optimization; for example, see [1–15]. However, these
models cannot solve CSG.

Vincent and Grantham [16] introduced different formu-
lations in continuous static games (CSG). This game uses
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three essential concepts: min-max solutions (MMS), Nash
equilibrium solution, (NES), and Pareto minimum solutions
(PMS). Vincent and Leitmann [17] investigated the control-
space features of cooperative solutions for all types of games.
Mallozzi and Morgan [18] introduced ɛ-mixed approaches
for CSG. El Shafei [19] proposed a new formulation of large
scale CSG and explained how they can solve the mentioned
problem by the concept of PMS and in [20] suggested an
interactive compromise programming for a kind of Cooper-
ative CSG (CCSG). Kenneth et al. [21] designated some
methods for solving all solutions of polynomial systems
and then using these compute the equilibrium manifold of
a kind of CSG, see also [22–27].

Continuous static games with fuzzy parameters can be
solved using the Stackelberg leader and min-max follower’s
solution presented by Osman et al. [28]. Osman et al. [29]
also created the Nash equilibrium solution for large-scale
continuous static games with parameters in all cost functions
and constraints, where players are autonomous and do not
participate with any other players, and each player strives to
minimize their cost functions. In addition, the information
that is available to every player contains the cost functions
and constraints. Khalifa and Zeineldin [30] introduced a fuzzy
version of CSG and using α-level sets, and reference attainable
point technique suggested a solution for it. Kenneth et al. [21]
using the solution of multiobjective nonlinear programming
problems proposes a solution for CCSG. She also in [31] stud-
ied a CCSGwith k players in fuzzy environment and presented
an algorithmic approach for it. Elnaga et al. [32] focused on
hybrid CSGs that contain several players playing autono-
mously using the NES and others playing under a secure con-
cept using MMS in fuzzy environment, see also [33–40].
Khalifa et al. [41, 42] studied continuous static games and
applied different approaches for solving this problem. Garg
et al. [43] have introduced CCSG having possibilistic parame-
ters in the cost functions.

In this paper, we proposed a new methodology based on
the weighted Tchebycheff method to solve CCSG with n
-players that have piecewise quadratic fuzzy number
(PQFN) in the cost functions of the players. Moreover, the
stability set of the first kind corresponding to the α-optimal
compromise solution has been determined. One of the main
advantages of our approach is that this method enables the
decision-maker to have satisfactory solution and therefore
can applied it for different real-world problems with various
types of fuzzy numbers.

2. Research Gap and Motivation

(i) The phrase” pentagonal fuzzy number” is actually
meant for dispensing the fuzzy value to each attri-
bute/subattribute in the domain of singleargument/
multiargument approximate function

(1) Many researchers discussed the fuzzy set-like struc-
tures under soft set environment with fuzzy set-like
settings

(2) Along these lines, another construction requests its
place in writing for tending to such obstacle; so,
fuzzy set is conceptualized to handle such situations

The rest of the paper is arranged as follows: Section 3
offers some necessary prerequisites for this work. The math-
ematical model for continuous cooperative static games is
presented in Section 4. Section 5 presents a method for find-
ing the best compromise solution. Section 6 illustrates the
concept with a numerical example. A comparison of existing
algorithms and our suggested technique is shown in Section
7. Finally, in section 8, some findings are presented.

3. Basic Concepts

Here, we study some basic concepts that is need for other
sections; for more details, see [44, 45].

Definition 1. (Zadeh [44]). A fuzzy set ~W characterized by
real line R is referred as fuzzy number, provided the func-
tion: μ~QðxÞ: R⟶ ½0, 1� and confirms the below conditions:

(1) The mapping μ ~WðxÞ is an upper semicontinuous

(2) The set ~W is convex, i.e., μ ~Wðδ x + ð1 − δÞ yÞ ≥min
fμ ~WðxÞ, μ ~WðyÞg∀x, y ∈R ; 0 ≤ δ ≤ 1

(3) The set ~W is normal, i.e., there exists a point x0 ∈R,
so that μ ~Wðx0Þ equals to 1

(4) Supp ð ~WÞ = fx ∈R : μ~QðxÞ > 0 g is treated as sup-

port of ~W, and the set “closure clðSuppð ~WÞÞ” is
compact

Definition 2. (Jain [45]). A PQFN is denoted by ~WPQ =
ðw1,w2,w3,w4,w5Þ, where w1 ≤w2 ≤w3 ≤w4 ≤w5 are real
numbers, and is defined by if its membership function μ ~WPQ

is given by

μ ~WPQ
=

0, x <w1 ;
1
2

1
w2 −w1ð Þ2 x − u1ð Þ2,w1 ≤ x ≤w2 ;

1
2

1
w3 −w2ð Þ2 x −w2ð Þ2 + 1,w2 ≤ x ≤w3 ;

1
2

1
w4 −w3ð Þ2 x −w3ð Þ2 + 1,w3 ≤ x ≤w4 ;

1
2

1
w5 −w4ð Þ2 x −w4ð Þ2,w4 ≤ x ≤w5 ;

0, x >w5:

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

μ ~WPQ

ð1Þ

Figure 1 shows a graphical view of PQFN.

2 Advances in Mathematical Physics



Definition 3. (Jain [45]). Let ~UPQ = ðu1, u2, u3, u4, u5Þ and
~VPQ = ðv1, v2, v3, v4, v5Þ be two piecewise quadratic fuzzy
numbers. The arithmetic operations on ~UPQ and ~VPQ are
as follows:

(i) Addition: ~UPQð+Þ~VPQ = ðu1 + v1, u2 + v2, u3 + v3, u4
+ v4, u5 + v5ÞiÞ

(ii) Subtraction: ~UPQð−Þ~VPQ = ðu1 − v5, u2 − v4, u3 − v3
, u4 − v2, u5 − v1Þ

(iii) Scalar multiplication:

k~UPQ =
ku1, ku2, ku3, ku4, ku5ð Þ, k > 0,

ku5, ku4, ku3, ku2, ku1ð Þ, k < 0:

(
ð2Þ

Definition 4. (Jain [45]). For the close interval approxima-
tion of PQFN of ½U� = ½U−

α ,U+
α �, we called Û = U−

α + U+
α/2

as the associated real number of ½U�:

Definition 5. (Jain [45]). For ½U� = ½U−
α ,U+

α �, and ½V � = ½V−
α ,

V+
α �, we have the following properties:

(1) Addition: ½U �ð+Þ½V � = ½U−
α +Vb−α ,U+

α +V+
α �

(2) Subtraction: ½U �ð−Þ½V � = ½U−
α −V+

α ,U+
α −V−

α �

(3) Scalar multiplication: k½U� = ½kU−
α , kU

+
α �, k > 0

½kU+
α , kU−

α �, k < 0

(

(4) Multiplication: ½U �ð×Þ½V �

U+
αV−

α + U−
α V+

α

2
,
U−

αVb
−
α + U+

α V+
α

2

� �
: ð3Þ

(5) Division: ½U �ð÷Þ½V �

2
U−

α

V−
α +V+

α

� �
, 2

U+
α

V−
α +V+

α

� �� �
, V½ � > 0, V−

α +V+
α ≠ 0,

2
U+

α

V−
α +V+

α

� �
, 2

U−
α

V−
α +V+

α

� �� �
, V½ � < 0, V−

α +V+
α ≠ 0:

8>>><
>>>:

ð4Þ

(6) The order relations:

(i) ½U �ð≲Þ½V � if U−
α ≤V−

α and U+
α ≤V+

α or U−
α +U+

α ≤
V−

α +V+
α

(ii) ½U � is preferred to ½V � if and only if U−
α ≥V−

α ,U+
α ≥

V+
α

4. Problem Formulation and Solution Concepts

A fuzzy cooperative continuous static game (F-CCSG) with
n − players having piecewise quadratic fuzzy parameters in
the cost functions of the players can be formulated as

F − CCSGð Þ G1 b; ;ξ, ~a1ð Þ,G2 b, ξ, ~a1ð Þ,⋯,Gm b, ξ, ~amð Þ
Subject to

,

ð5Þ

gj b, ξð Þ = 0, j = �1, n, ð6Þ

ξ ∈Ω = ξ ∈Rs : hl b, ξð Þ ≥ 0, l = �1, r
� �

, ð7Þ
where Giðb, ξ, ~aiÞ, ji = �1,m are convex functions on Rn

×Rs, hlðb, ξÞ, l = �1, r are concave functions on Rn ×Rs,
and gjðb, ξÞ, j = �1, n are convex functions on Rn ×Rs.
Assume that there exists a function b = f ðξÞ, if the function
gjðb, ξÞ = 0 is of class ∁ð1Þ, then the Jacobian j∂gjðb, ξÞ/∂bqj
≠ 0, j ; q = �1, n in the neighborhood of a solution point ðb,
ξÞ to (6), b = f ðξÞ, is the solution to (6) generated by ξ ∈Ω ;
differentiability assumptions are not needed her for all the
functions Giðb, γ, ~aiÞ, i = �1, n, and hlðb, ξÞ, Ω is a regular
and compact set. ~ai, i = �1,m represents a vector of PQFNs.
Let ~a1, ~a2,⋯, ~am ; μ~a1ða1Þ, μ~a2ða2Þ⋯ , μ~amðamÞ be the PQFNs
in F-CCSG problem with convex membership functions,
respectively.

The following fuzzy form [46, 47] can be used to rewrite
the F-CCSG problem:

α − CCSGð Þ G1 b, ξ, a1ð Þ,G2 b, ξ, a2ð Þ,⋯,Gn b, γ, amð Þ
s:t :

,

ð8Þ

gj b, ξð Þ = 0, j = 1, 2,⋯, n, ð9Þ

Ω = ξ ∈Rs : hl b, ξð Þ ≥ 0, l = �1, r
� �

, ð10Þ

0
a1 a2 a3 a4 a5

x

0.5

1.0

Figure 1: Graphical representation of PQFN.
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ai ∈ Lα ~aið Þ, i = �1,m ð11Þ
Definition 6. Let b = f ðξÞ be the solution to (9) generated by
ξ ∈Ω. A point ξ∗ ∈Ω, is called a α − Pareto optimal solution
to the α-CCSG problem, if and only if there does not exist
ðξ, aÞ ∈Ω × Lαð~aiÞ such that

Gi f ξð Þ, ξ, aið Þ ≤ Gi f ξ∗
� 	

, ξ∗, a∗i
� 	

;∀i
= �1,m andGi f ξð Þ, ξ, aið Þ
< Gi f �ξ


 �
, ξ∗, a∗i


 �
for some i ∈ 1, 2,⋯,mf g:

ð12Þ

Based on the optimality of α-CCSG problem concept, we
can show that a point ξ∗ ∈Ω is a solution to the α-CCSG
problem if and only if ξ∗is solution to the following α −
multiobjective optimization problem:

α −MOPð Þ min �G1 ξ, a1ð Þ, �G2 ξ, a2ð Þ,⋯, �Gm ξ, amð Þ� 	T
Subject to

,

ð13Þ

Ω = ξ ∈Rs : �hl b, ξð Þ ≥ 0, l = �1, r
� �

, ð14Þ

ai ∈ Lα ~aið Þ, i = �1,m, ð15Þ
where �hlðξÞ, l = �1, r is concave functions on Rs, �Giðξ, aiÞ, i
= �1,m are convex functions onRn ×Rt ,�Giðξ, aiÞ = Gið f ðξÞ,
ξ, aiÞ, and �hlðξÞ = hlð f ðξÞ, ξÞ: Assume that the α-MOP is to
be stable [48], problem (13) will be solved by the weighting
Tchebycheff method:

min
ξ∈Ωai∈Lα ~aið Þ

max
1≤i≤m

wi
�Gi ξ, aið Þ − �Gi ξ∗, a∗i

� 	� 	
, ai ∈ Lα ~aið Þ, i = �1,m

� �
,

ð16Þ

min λ : wi
�Gi ξ, aið Þ − �Gi ξ∗, a∗i

� 	� 	
≤ λ, ξ ∈Ω, ai ∈ Lα ~aið Þ, i = �1,m

� �
,

ð17Þ
where wi ≥ , i = �1,m, and �Gið ξ∗, a∗i Þ, i = �1,m are the ideal

targets. It is noted that stability of (α-MOP) implies to the sta-
bility of problem (17).

In addition, problem (13) can be treated using the
weighting method as

min 〠
m

i=1
wi

�Gi ξ, aið Þ: x ∈Ω, ai ∈ Lα ~aið Þ, i = �1,m
( )

, wherew ≥ 0,w ≠ 0:

ð18Þ

We can see that if there is w∗ ≥ 0 such that ðξ∗, a∗Þ is the
unique optimal solution of issue (18) corresponding to the
α − level, then, ðξ∗, a∗Þ is an α − Pareto optimal solution of
Eq. (13).

Remark 7. The stability of Eqs. (17) and (18) is inextricably
linked to the stability of Eq. (13).

5. Solution Procedure

The solution method based on determining the to the α −
best compromise solution within the inexact interval of
PQFNs has the minimum deviation from the�Gið ξ∗, a∗i Þ,
where

�Gi ξ∗, a∗i
� 	

= min
ξ∈Ω,ai∈Lα ~aið Þ

�Gi ξ, aið Þ, i = �1,m: ð19Þ

Step 1. Calculate �Gmin
i , and �Gmax

i (i.e., individual mini-
mum and maximum) at α = 0 and α = 1; separately.

Step 2. Calculate the weight from the following:

wi =
�Gmax
i − �Gmin

i

∑m
i=1

�Gmax
i − �Gmin

i


 � : ð20Þ

Step 3. Formulate and solve Eq. (21).

min λ

Subject to
, ð21Þ

Wi
�Gi ξ, aið Þ − �Gi ξ∗, a∗i

� 	� 	
≤ λ, i = �1,m, ð22Þ

ξ ∈Ω, ai = aið Þ−α , aið Þ+α
� 


, i = �1,m, ð23Þ

where Wi ≥ 0, i = �1,m, ∑m
i=1wi = 1, ½ða1iÞ−α , ða2iÞ+α � = Lαð~ai

Þ, i = �1, m
Let ðξ°, a°i Þ be the α − optimal compromise solution.
Step 4. Determine Sðξ°, a°i Þ
Let d = ðd1, d2Þ ∈R2m, where d1 = ðd11,⋯, dimÞT , d2 =

ðd21,⋯, d2mÞT . Assume that problem (21) can be solved
for ðw°, d°Þ ∈R3m and that an α − Pareto optimum solution
ðξ°, a°i Þ can be found, then Sðξ°, a°i Þ is determined by apply-
ing the following conditions:

ζ°i a°i − d2ið Þ = 0, i = �1,m,

η°i d1i − a°ið Þ = 0, i = �1,m,

ζ°i , η
°
i ≥ 0, d1i, d2i ∈R, a1ið Þ−α , a2ið Þ+α

� 

= Lα ~aið Þ, i = �1,m

ð24Þ

6. A Numerical Example

Consider the following two-player game with

�G1 ξ, ~a1ð Þ = ξ1 − ~a1ð Þ2 + ξ2 − 1ð Þ2,
�G2 ξ, ~a2ð Þ = ξ1 − 1ð Þ2 + ~a2 ξ2 − 2ð Þ2,

ð25Þ

where player 1 controls ξ1 ∈R, and player 2 controls ξ2 ∈R
with

ξ1 − 4 ≤ 0, ξ2 − 4 ≤ 0,−ξ1 ≤ 0,−ξ2 ≤ 0: ð26Þ

Let ~a1 = ð1, 2, 3, 4, 5,Þ and ~a1 = ð1, 3, 5, 9, 10Þ with the
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close interval approximation be ½ð~a1Þα� = ½2, 4� and ½ð~a2Þα� =
½3, 9�.

Step 1. Solve the following:

min ξ1 − 1ð Þ2 + ξ2 − 1ð Þ2

Subject to
,

ξ1 − 4 ≤ 0, ξ2 − 4 ≤ 0,−ξ1 ≤ 0,−ξ2 ≤ 0, μ~a1 a1ð Þ = 0, μ~a2 a2ð Þ = 0:

ð27Þ

Let ðξ1, ξ2, a1 = 1 Þ = ð1, 1, 1Þ with �Gmin
1 = 0:

Solve

min ξ1 − 1ð Þ2 + 10 ξ2 − 2ð Þ2

Subject to
,

ξ1 − 4 ≤ 0, ξ2 − 4 ≤ 0,−ξ1 ≤ 0,−ξ2 ≤ 0, μ~a1 a1ð Þ = 0, μ~a2 a2ð Þ = 0:

ð28Þ

Let ðξ1, ξ2, a2 = 1 Þ = ð1, 2, 1Þ with �Gmin
2 = 0:

Solve

max ξ1 − 3ð Þ2 + ξ2 − 1ð Þ2

Subject to
,

ξ1 − 4 ≤ 0, ξ2 − 4 ≤ 0,−ξ1 ≤ 0,−ξ2 ≤ 0, μ~a1 a1ð Þ = 1, μ~a2 a2ð Þ = 1:

ð29Þ

Let ðξ1, ξ2, a1 = 3Þ = ð0, 4, 3Þ with �Gmax
1 = 18:

Solve

max ξ1 − 1ð Þ2 + 5 ξ2 − 2ð Þ2

Subject to
,

ξ1 − 4 ≤ 0, ξ2 − 4 ≤ 0,−ξ1 ≤ 0,−ξ2 ≤ 0, μ~a1 a1ð Þ = 1, μ~a2 a2ð Þ = 1:

ð30Þ

Let ðξ1, ξ2, a2 = 5 Þ = ð4, 0, 5Þ with �Gmax
2 = 29:

Step 2. w1 = �Gmax
1 − �Gmin

1 /ð�Gmax
1 − �Gmin

1 Þ + ð�Gmax
2 − �Gmin

2 Þ
= 0:383 and w2 = �Gmax

2 − �Gmin
2 /ð�Gmax

1 − �Gmin
1 Þ + ð�Gmax

2 −
�Gmin
2 Þ = 0:617:
Step 3. Solve the following:

min λ

Subject to
,

ξ1 − a1ð Þ2 + ξ2 − 1ð Þ2 − 47
18

λ ≤ 0,

ξ1 − 1ð Þ2 + a2 ξ2 − 2ð Þ2 − 47
29

λ ≤ 0,

2 ≤ a1 ≤ 4, = 2, 4½ �, and 3 ≤ a2 ≤ 9,

ξ1 − 4 ≤ 0, ξ2 − 4 ≤ 0,−ξ1 ≤ 0,−ξ2 ≤ 0,

ð31Þ

and yields ξ°1 = 1:440665, ξ°2 = 1, a°1 = 2, a°2 = 3 and λ° =
0:1198169:

Step 4. Determine Sð1:440665, 1, 2, 3Þ by applying the
following conditions:

ζ°1 2 − d21ð Þ = 0, ζ°2 3 − d22ð Þ = 0,

η°1 d11 − 2ð Þ = 0, η°2 3 − d12ð Þ = 0 ,

ζ°1, ζ
°
2 ; η

°
1, η

°
2 ≥ 0, c1i, c2i½ � = Lα ~aið Þ, i = 1, 2:

ð32Þ

We have J1k ; J2k ⊆ f1, 2g, for J11 = f1g, ζ°1, >0 ζ°2 = 0:
For J21 = f2g, η°1 = 0, η°2 = 0, then

SJ11,J21 1:440665, 1, 2, 3ð Þ = d1, d2ð Þ ∈R4 : d21 = 2, d22
�

≥ 3, d11 ≤ 2, d12 = 3g:
ð33Þ

For J12 = f2g, ζ°1 = 0, ζ°2 > 0. For J22 = f1g, η°1 > 0, η°2 = 0,
then

SJ12,J22 1:440665, 1, 2, 3ð Þ = d1, d2ð Þ ∈R4 : d21 ≥ 2, d22
�

= 3, d11 = 2, d12 ≤ 3g:
ð34Þ

For J13 = f1, 2g, ζ°1 > 0, ζ°2 > 0. For J23 =∅, η°1 = 0, η°2 = 0,
then

SJ13,J23 1:440665, 1, 2, 3ð Þ = d1, d2ð Þ ∈R4 : d21 = 2, d22
�

= 3, d11 ≤ 2, d12 ≤ 3g:
ð35Þ

For J14 =∅, ζ°1 = 0, ζ°2 = 0. For J24 = f1, 2g, η°1 > 0, η°2 > 0,
then

SJ14,J24 1:440665, 1, 2, 3ð Þ = d1, d2ð Þ ∈R4 : d21 ≥ 2, d22
�

≥ 3, d11 = 2, d12 = 3g:
ð36Þ

Hence,

S 1:440665, 1, 2, 3ð Þ =
[4
k=1

SJ1k ,J2k 1:440665, 1, 2, 3ð Þ: ð37Þ

7. Comparative Study

In order to highlight the merits of the proposed approach,
Table 1 compares the suggested strategy to some current
literature.

8. Conclusions and Future Works

In this paper, the weighted Tchebycheff method has applied
to solve cooperative continuous static games with piecewise
quadratic fuzzy numbers, and then the stability set of the
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first kind corresponding to the α − optimal compromise
solution has determined. The advantages of the approach
are the ability to enable the decision-maker to have satisfac-
tory solution and applied for different real-world problems
with various types of fuzzy numbers. The key features of this
work can be summarized as follows:

(i) The fundamental theory of fuzzy set is developed
and its decision constructed. A real-world problem
is discussed with the support of proposed algorithm
and decision support of fuzzy set

(ii) The rudiments of f fuzzy set are characterized and

(iii) The proposed model and its decision-making based
system are developed. A real-life problem is studied
with the help of proposed algorithm, and decision
system of fuzzy set is compared professionally via
strategy with some existing relevant models keeping
in view important evaluating features

(iv) The particular cases of proposed models of fuzzy set
are discussed with the generalization of these
structures

(v) As the proposed model is inadequate with the situ-
ation in the domain of multiargument approximate
function, it is mandatory. Therefore, future work
may include the addressing of this limitation and
the determination
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