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(e closure behavior of rock joints is of critical importance to the study of hydromechanical behaviors and geophysical properties
of jointed rock masses. (eoretical contact models, used to predict the relations of normal stress versus closure deformation, rely
on morphology parameters of rock joint as the input parameters. (e relevance of the contact models depends on the inherent
assumptions and the accuracy with which the input parameters are determined. In the present study, morphology parameters of
three rock joints are determined by the spectral moment approach and peak identification method, respectively. (e differences
are found to vary significantly depending on the selected method. (e phenomenon would be related to the definition of an
asperity peak on joint profile. (e spectral method only considers the so-called asperity peaks, while the deterministic approach
further accounts for the asperity shoulders. Finally, the morphology parameters determined by the two methods are treated as the
input parameters of a validated theoretical model. (e comparisons between the theoretical curves and the experimental results
indicate that parameters determined by the deterministic method would be more reliable.

1. Introduction

Rock joints affect the mechanical properties of rocks, so do
the morphology parameters of joints [1, 2]. Topography of a
solid surface has small-scale geometric features with random
shapes and sizes, usually called “asperities.” Distribution of
asperities over the surface forms a random geometric
structure which is in general known as “roughness,” playing
an important role in themechanical behaviors of two contact
rough surfaces, e.g., shear strength, closure deformation, or
contact stiffness of rock joint. Various parameters have been
proposed to describe rock joint topography based on dif-
ferent characterizing approaches. For rock joint, the ap-
plication of available morphology parameters can fall
broadly into three categories: (1) describing the geometrical
features, such as Tse and Cruden [3], International Society
for Rock Mechanics [4], Xie et al. [5], Belem et al. [6], Zhang
et al. [7], and Li and Zhang [8]; (2) establishing the peak
shear strength criteria, such as Barton and Choubey [9],
Tatone and Grasselli [10], and Rasouli and Harrison [11];

and (3) serving as input parameters for theoretical contact
models, such as Greenwood and Williamson [12], Brown
and Scholz [13], Misra [14], Lanaro and Stephansson [15],
and Xia et al. [16]. Here, we pay special attention to the last
one, mainly including average peak radius of curvature (β),
peak density (η), and standard deviation of peak height (σs).
As such, the relevance of the theoretical models is dependent
on their inherent assumptions and the accuracy with which
the input parameters are determined.

Commonly, two methods are used to determine the
mentioned morphology parameters. According to Nayak
[17], a random and isotropic surface with a Gaussian height
distribution can be adequately characterized by zeroth (M0),
second (M2), and fourth (M4) moments of the power spectral
density function. To better capture the topography of a
natural solid surface with anisotropic roughness nature,
average values of spectral moments obtained from a finite
number of cross sections in a surface were used [18]. Es-
sentially, the spectral moment approach is in a statistical
sense [19], rather than a method based on the real asperities
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randomly distributed on the rough surface. (e other
method to determine the morphology parameters is based
on individually identified asperity peaks as local maxima
[20], and the above three parameters can then be calculated
directly from these identified peaks, called as peak identi-
fication method (deterministic method). (e deterministic
method can avoid the averaging treatment inherent to the
previously described spectral moment approach and is based
on the actual 3D surface topography. Both the methods,
suffering from varied sources of uncertainty, can serve as
input parameters to theoretical models to describe the
contact behaviors of a rock joint [21]. However, there is no
analysis available in the literature to comprehensively
compare the differences of the two methods for “real” rock
joint (not numerically generated surfaces). Accordingly, the
main objective of the present study is to provide a com-
prehensive understanding towards the quantification of
morphology parameters of rock joints by the spectral mo-
ment approach and the deterministic method.

2. Methodology

2.1.Morphology ofRock Joint. (e topography of a rock joint
is usually composed of small-scale unevenness and large-
scale waviness [4], which have different influences on the
joint closure behaviors [16, 21]. (ree rock joints with
nominal length of 300mm are selected for the analysis of
peak spatial features, as shown in Figure 1. Rock joint J-I is
composed of only unevenness component and J-II is
composed of both unevenness and waviness components,
while J-III is mainly composed of waviness component [22].
To sufficiently characterize the morphology, sample interval
of 1.0mm is used in x and y directions (generally, sample
interval is within the range from 0.3 to 1.0mm). Average
heights (m) of the three rock joints are 1.65, 3.58, and
8.70mm, respectively. Gaussian distribution function,
equation (1), is used to analyze the distribution of asperity
height, and all the fitting results are listed in Table 1 [23].(e
high correlation indicates that the morphologies of the three
rock joints exhibit Gaussian distribution. Hence, the spectral
moment approach can be used to evaluate the morphology
parameters.

f(z) �
1
���
2π

√
σ
exp −

1
2

z − μ
σ

 
2

 , (1)

where f(∙) is the symbol of Gaussian function, z is the surface
height, σ is the standard deviation of height, and μ is the
expectation of height.

2.2. Spectral Moment Approach. For a given rough profile
with a Gaussian height distribution, the asperity height
denoted by Z(x), the spectral moments,M0,M2, andM4, can
be determined by the following [17]:

M0 � AVG Z
2

  ,

M2 � AVG
dz

dx
 

2
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where AVG represents the arithmetic average.
Once M0, M2, and M4 are known, the morphology

parameters, β, η, and σs, can then be calculated by [17]
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where α � (m0m4)/m2
2, which is called the bandwidth

parameter.
According to McCool [18], the value of the three pa-

rameters may vary significantly when calculated for an ar-
bitrary single 2D trace. To overcome the limitations, 9
sectional profiles with equal spacing of 15mm parallel to the
analysis direction (x direction in the present study) are
extracted (Figure 2). (e spectral moments for each profile
are calculated, and the averaged value is used to determine
the corresponding morphology parameters.

2.3. Deterministic Method. As schematically shown in Fig-
ure 3, a peak on a profile is defined as a point with height
higher than its N adjacent points (N� 3, 5, 7, . . .). An N-PP
criterion identifies a point as a peak if its height exceeds that
of its (N− 1) nearest neighbor points, resulting in 0.5(N− 1)
points on each side of the peak. Compared to 5PP and 7PP
criteria, 3PP criterion would be more reliable to identify the
peaks on a rock joint profile, which was also widely used
[21, 22, 24–27]. (e peak density and standard deviation of
peak height can be directly calculated as all the peaks are
identified.(e radius of curvature for each peak is accurately
and uniquely determined by its circumcircle. (en, the
arithmetic average value of all the asperity peak radii is
treated as the overall curvature of the profile.

3. Analysis of Morphology Parameters

3.1. Average Peak Radius of Curvature. Figure 4 shows the
variations of the average peak radii of curvature for the three
rock joints. We can clearly observe that with the increase of
roughness (denoted by the average asperity height, similarly
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Figure 1: Morphology of the three rock joints. (a) J-I. (b) J-II. (c) J-III.

Advances in Civil Engineering 3



Table 1: Parameters for Gaussian distribution obtained by equation (1).

Sample
Fitting parameters

Correlation coefficient
μ σ

J-I 0.33 2.21 0.994
J-II 1.12 1.86 0.928
J-III 0.27 1.57 0.909

1
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300mm
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Selected profilesAnalysis direction

(a)

0 50 100 150 200 250 300
Length (mm)

(b)

Figure 2: Method to select joint profiles. (a) Position of joint profiles for morphology analysis. (b) Selected joint profiles (J-II is taken as an
example).
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Figure 3: Schematic plot for 3PP, 5PP, and 7PP criteria on rock joint profile.
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hereinafter), the radii determined by the peak identification
method exhibit small volatility, while the ones determined
by the spectral moment approach are significantly lower and
exhibit an obvious downward trend throughout the whole
roughness range. As the average asperity heights increase
from 1.65 to 8.70mm, the average peak radii of curvature
determined by the spectral moment approach decrease from
0.386 to 0.182mm, with a reduction of about 52.8%, while
the ones determined by the peak identification method
decrease from 0.55 to 0.44mm, only with a reduction of
about 18.5%. With consideration of the nature of the two
methods, it can be inferred that the spectral moment ap-
proach would underestimate the average peak radius of
curvature and there is a more pronounced trend as surface
roughness increases.

3.2. Peak Density. Figure 5 shows the variations of peak
density for the three rock joints. In the present study, the peak
density means the linear density that is calculated by the peak
number divided by the profile nominal length. (e peak
density determined by the peak identification method de-
creases with the increase of roughness. However, there is an
onward trend throughout the whole roughness range for the
one determined by the spectral moment approach. As the
average asperity heights increase, the peak density determined
by the spectral moment approach increases from 0.39 to 0.46,
with an increase of about 17.9%, while the one determined by
the peak identification method decreases from 0.28 to 0.15,
with a reduction of about 46.4%. (e peak density is also
reported to decrease with the increase of roughness, as is the
case for the peak identification method which is in line with
many theoretical and experimental observations for rough
surfaces [28, 29]. As such, it can be inferred that the results for
the peak identification method have a much more trustworthy
physical background than the ones for the spectral moment
approach. Essentially, the deterministic method imposes a
stricter definition of an asperity peak and results in a lower peak
density, while the spectral moment approach does not nec-
essarily trace the real asperity peaks, but possibly the shoulder
of an asperity [19], thus resulting in a higher peak density.

3.3. Standard Deviation of Peak Height. Figure 6 shows the
variations of the standard deviation of peak heights for the
three rock joints with varied roughness. (e peak identifi-
cation method always results in a higher standard deviation
throughout the roughness range. (e absolute difference and
the ratio, σs_SMA/σs_PIM, increase as the roughness increases,
where σs_SMA and σs_PIM are the values determined by the
spectral moment approach and peak identification method,
respectively. For the spectral moment approach, the standard
deviation of peak height increases almost linearly with the
increase of roughness (R2 � 0.89), while the other shows an
exponential relation (R2� 0.96). (e peak identification
method accounts for the strictly determined asperity peaks on
a profile (Figure 3), whereas the spectral moment approach
may rely on peak shoulders, rather than the real peaks,
resulting in a lower standard deviation of asperity peak
heights.

4. Theoretical Application

In this section, the effectiveness of determining the mor-
phology parameters is illustrated by comparing predictions
by an available theoretical closure model with experimental
results.

4.1.6eoreticalModel. Recently, a theoretical closure model
with the inclusion of asperity interaction was developed by
the first author and his co-workers [27], which can partly
capture the closure behaviors between a “waviness” surface
and an “unevenness” surface based on static equilibrium and
deformation compatibility. As shown in Figure 7, the
waviness is simplified by a periodic function and has
identical amplitude. When an external load P is applied to a
waviness surface, the pressure distribution of contact area
for waviness (r) can be determined by equation (4).(en, the
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waviness deformation (r) and the asperity deformation (r)
can be determined by equations (5) and (6), respectively.

qw(r) �
p

πc

1
r
2

+ 4b
2 −

1
a
2

+ 4b
2 , (4)

w(r) �
2P

π2
E′bc


π/2

0
a tan

1
2b

�����������

a
2

− r
2sin2 φ



  −
2b

a
2

+ 4b
2

�����������

a
2

− r
2sin2 φ



 dφ, (5)

u(r) �
a
2

− r
2

2R
+ w(a) − w(r), (6)

where r is the distance from the contact center; R is the
curvature radius of waviness; a, b are the radii of circular
contact area and a special curve, respectively; φ is the angle
shown in Figure 7; and c � ln(a2 + 4b2/4b2) − a2/a2 + 4b2.

(e effect of deformed asperity interaction on the overall
closure deformation of a rock joint is considered by a
simplified approach as a uniform displacement on the
surface caused by a mean pressure, pnom, which can be
directly estimated by the Greenwood andWilliamson model
[8] by the first iteration. As the pressure distribution of
asperity contact is relevant to the asperity deformation (r),
the asperity pressure (r) at the contact area can be given by
the following equation:

qa(r) �
4
3
ηE′

��
B

√


u(r)

0
u(r) + pnom

��
A

√

E′ − z
⎡⎣ ⎤⎦

3/2

f(z)dz,

(7)

where E′ � E/2(1 − v2) in which E is Young’s modulus and v

is Poisson’s ratio; A is the nominal contact area.
(e steps to solve the model are as follows: (1) assign

non-zero initial values for a, b and calculate the waviness
deformation, w(r) and w(a), by equation (5); (2) calculate
the asperity deformation, u(r), by equation (6); (3) calculate
the contact force by using equation (7) on the basis of the
asperity deformation determined by equation (6); and (4)
repeat the above procedures until the following equilibrium
conditions are satisfied: qa(0) � qw(0) and qa(a/2) � qw

(a/2).

4.2.Comparisons. Tang et al. [22] and Tang [23] performed a
series of closure tests on artificial rock joints with Young’s
modulus E� 6.1GPa and Poisson’s ratio v � 0.16. (e
morphologies of the three rock joints are shown in Figure 1.
Figure 8 illustrates the comparison between experimental
and theoretical results for the three joints. Generally, the
theoretical curves solved by the model with morphology
parameters determined by the peak identification method
are closer to the experimental data than the case of the
spectral moment approach. (us, it seems to be more re-
liable to use the peak identification method to analyze the
contact behaviors of rock joint as it includes all available
information of the surface rather than relying on a statistical

sense. However, it should be noted that the contact spots are
three-dimensional for any real contact between rough rock
joints, leading to the discrepancy between the testing curve
and theoretical curve.

5. Conclusions

Due to the fact that the relevance of theoretical contact models
is dependent on the peak identification assumptions and the
determination accuracy, the present study provides a com-
parison for determining the input parameters of these theo-
retical models by using two methods. (e peak identification
method follows a stricter definition of an asperity peak on a
surface and can avoid the statistical averaging, while the
spectral moment approach is based on 2D traces that may
probably trace peak shoulders rather than the peaks. As such, a
larger peak density and a lower standard deviation of peak
height can be observed for the spectral moment approach. In
addition, the spectral moment approach underestimates the
average peak radius of curvature for the three rock joint
profiles, which would be more pronounced as the roughness
increases. (e effectiveness of determining morphology pa-
rameters is verified by comparing the curves determined by a
theoretical model with the experimental results. It would be
more reliable to use the morphology parameters obtained by
the deterministic method to predict the contact behaviors of
rock joint.
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In order to study the effect of fracture geometry on the nonlinear flow properties in aperture-based fractures, a fractal model based
on the self-affinity is proposed to characterize the three-dimensional geometry of rough-walled fractures. By solving the N–S
(Navier–Stokes) equation directly, the relationships between the Forchheimer-flow characteristics, fractal dimension, and
standard deviation of the aperture have been obtained. *e Forchheimer equation is validated to describe the nonlinear re-
lationship between flow rate and pressure gradient. For lower flow rate, the influence of the fractal dimension almost can be
ignored, but the linear coefficient increases and the hydraulic aperture decreases with increasing standard deviation of the
aperture, respectively. For larger flow rate, the nonlinear coefficient increases with the growth of the standard deviation of the
aperture and fractal dimension.*us, an empirical relationship between the nonlinear coefficient, fractal dimension, and standard
deviation of aperture is proposed. In addition, the critical Reynolds number decreases with the increase of the standard deviation
of the aperture and the fractal dimension, and the numerical results are generally consistent with the experimental data.

1. Introduction

Fractures are prevalent among the natural rock masses
under geological action. Compared with the intact rock, the
permeability of fractures is much larger, and fractures be-
come the dominant channels for fluid flow [1, 2]. Fracture-
dominated flow plays an important role in many practical
situations such as seepage control for fractured media [3, 4],
hazardous waste isolation [5], slope engineering [6, 7],
underground tunneling [8, 9], andmany geological disasters.

Many efforts have been taken to investigate the hydraulic
properties of fractures. Snow [10] has conceptualized the
rough-walled fracture as the smooth parallel plate model,
and the famous cubic law was derived. However, the surface
roughness and aperture distribution of natural fractures are
random and irregular [11, 12]. Consequently, there is no
absolute smooth fracture in natural rock masses and it is
difficult to satisfy the establishment conditions of cubic law,

which may lead to a large deviation in the prediction of
fracture permeability. Based on the laboratory tests and
numerical analysis, many researchers [13–21] found that the
relationship between flow rate and pressure gradient in
rough-walled fractures is nonlinear deviating from the cubic
law.

To investigate the relationship between the nonlinear
flow properties and the roughness of the fracture surface,
Zhang and Tian [22] carried out numerical simulation of a
single fracture with different roughness and tortuousness,
and the results showed a certain deviation from the modified
cubic law resulted by the flow tortuosity. Chen et al. [16]
studied the relationship between the hydraulic aperture and
Forchheimer equation’s nonlinear coefficient by conducting
flow tests under different confining pressures on twelve
groups of granite cracks with different roughness. Yin et al.
[19] analyzed the effects of the shearing process under a
series of normal loads on nonlinear flow behavior in 3D
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rough-walled fractures with different roughness by the
shear-flow test. *e abovementioned investigations on the
impact of roughness on the nonlinear flow properties all use
the JRC (Joint Roughness Coefficient) to represent the
fracture surface roughness. However, the value of the JRC is
obtained based on observation experiences; thus, the
roughness of fracture surfaces cannot be accurately and
quantitatively represented.

Some other influence factors of rough fractures on the
nonlinear flow properties were also considered. For example,
Xia et al. [23] found that different contact conditions and the
root-mean square height of fractures had an evident impact on
apparent transmissivity based on laboratory observations.
Tsang [24] explored the impact of tortuous of flow path on flow
behavior through experiments and found that the smaller the
aperture distribution, the greater the influence of tortuosity.
Xiong et al. [17] designed a saturated seepage test of fracture
under low flow rate and evaluated the role of roughness and
aperture in affecting the nonlinear flow properties. It is not
difficult to find that there are many factors affecting the
nonlinear flow properties of rough fractures. However, the
effect of the standard deviation of the fracture aperture on the
nonlinear flow properties is rarely discussed.

*e main objective of this study is to study the nonlinear
flow behavior in self-affine aperture-based rock fractures
based on the fractal theory and Navier–Stokes equations.
Based on the fractal theory, the rough-walled fracture is
reconstructed by fractional Brownian motion, and the
surface roughness and aperture distribution can be char-
acterized by fractal dimension. For rough-walled fractures
with different surface roughness and the standard deviation
of the aperture, the nonlinear relationship between flow rate
and pressure gradient can be well described by the For-
chheimer equation. *e mathematical relationship between
the nonlinear coefficient, fractal dimensions, and the stan-
dard deviation of the aperture is also quantified.

2. Geometrical Model of Rough Fractures

Previous studies [18, 25–27] have shown that the fracture
roughness can be described by self-affinity, which can be
simulated using fractional Brownian motion (fBm). *e
height of rough fracture surfaces is described by a contin-
uous and single random function Z(x). *e stationary in-
crement [Z(x)−Z(x+Δ)] over the distance Δ follows a
Gaussian distribution with mean zero and variance δ2. *e
self-affinity relating to fBm obeys the following expressions:

〈Z(x) − Z(x + λΔ)〉 � 0,

δ2λΔ � λ2Hδ2Δ⇒δλΔ � λHδΔ,

δ2λΔ �〈[Z(x) − Z(x + λΔ)]2〉,

δ2Δ �〈[Z(x) − Z(x + Δ)]2〉,

(1)

where <·> is the mathematical expectation, x donates the
coordinate component, and H represents the Hurst expo-
nent varying from 0 to 1 and associated with the fractal
dimension D by D� 3-H. λ is a constant, δ2λΔ and δ2Δ are the

variance corresponding to the height variation of fracture
surface with the distance of λΔ and Δ, respectively, and δ is
the standard deviation of the aperture.

To construct the geometrical model of rough-walled
fractures, in present study, the successive random addition
method (SRAM) [28–30] is used to generate the fracture
surfaces.*e generated square area is shown in Figure 1, and
the specific steps are as follows:

(1) In the given single square region, the initial random
values of the four corners, which are labeled as
number 1, satisfy the Gaussian distribution N(0, δ20)

(2) *e center point of the square and midpoints of each
side are marked by number 2, and their height are the
average value of the four corners initial height and
the average value of two points of each side, re-
spectively; at the same time, the random values from
N(0, δ21) should be added into all points, in which

δ21 �
δ20
22H

1 − 22H− 2
 . (2)

(3) Step (2) is repeated for each newly generated square,
and the random values from N(0, δ2n) should be
added to all heights as well until 2n × 2n squares are
created at iteration

δ2n �
δ2n−1

22H
�

δ20
22H

 
n 1 − 22H− 2

 . (3)

(4) No new square is inserted again, but we keep adding
random values from N(0, δ2j) to all points, in which

δ2j �
δ2j−1

22H
�

δ20
22H

 
j
1 − 22H− 2

 , (4)

where j � n + 1, n + 2, . . ., NM; NM is large enough, so
δNM/δ0 is negligible

*e upper and lower surfaces of rough fracture are
generated using the SRAM. *e height of low surface is
Z1(x,y), and the height of the upper surface can be calculated
by the following formula:

Z2(x, y) � Z1(x + Δx, y + Δy) + u, (5)

where u is the mean aperture between the upper and lower
surfaces. *e distribution function of the fracture aperture
can be expressed as

b(x, y) �
Z2(x, y) − Z1(x, y), if Z2(x, y)>Z1(x, y),

0, else.


(6)

To demonstrate the reliability of the algorithm used to
characterize the fracture surface geometry, Figure 2 shows the
fracture aperture distribution diagram of four groups with
different roughness. *e side length of square L� 40mm,
δ � 0.15mm, and fractal dimensions are 2.1, 2.2, 2.3, and 2.4,
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respectively. It can be seen that, with the increase of D, the
maximum values of the aperture increase and the minimum
values of the aperture decrease; the aperture distribution is
more scattered, the variation of adjacent apertures is more
fluctuated, and the degree of roughness is greater.

3. Theory of Flow Properties in Fractures

3.1. Cubic Law. Based on the smooth parallel plate model, the
flowbehaviour in a single fracture should obey the cubic law [10]:

Q � −
wb

3
h

12μ
∇p, (7)

where Q is the volumetric flow rate per unit time, bh is the
hydraulic aperture of the fracture, w is the fracture width,
μ is the dynamic viscosity, and ∇p � (pin − pout)/l is the
pressure gradient between the inlet and outlet.

3.2. Forchheimer Equation. For larger flow rate, the flow
behaviour of rough fractures is nonlinear due to the larger
inertial effect.*us, instead of equation (7), the Forchheimer
equation [14, 15, 17, 19] is commonly applied to describe the
nonlinear flow properties:

−∇P � AQ + BQ
2
, (8)
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Figure 1: Illustration of the two-dimensional SRAM.
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Figure 2: Comparison of the morphology of fracture models for δ � 0.15mm (red represents large aperture; blue represents small aperture;
unit: mm). (a) D� 2.1. (b) D� 2.2. (c) D� 2.3. (d) D� 2.4.
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A �
μ

kAh

�
12μ
wb

3
h

,

B �
βρ

w
2
b
2
h

,

(9)

where A and B are the linear coefficient and nonlinear
coefficient, respectively; k is the fracture permeability; β is
the non-Darcy flow inertial coefficient which depends on the
geometric characteristics of fracture surfaces [16, 31]; and ρ
is the fluid density. When the flow rate is small, the inertia
force is much less than the viscosity force; in other words, the
quadratic term (BQ2) is much less than the linear term (AQ),
and equation (8) can be reduced to the cubic law.

3.3. Distinguishing the Flow Regime. In order to quantify the
nonlinear flow behaviour of fractures, the Reynolds number
Re is calculated as follows:

Re �
ρvbh

μ
�
ρQ

μw
, (10)

where v is the average velocity of the fracture inlet. *e
Reynolds number Re represents the ratio of inertial force to
viscous force in fracture flow, and the inertial effect is
stronger with larger Re; thus, it is easier to enter the non-
linear flow regime.

Simultaneously, the non-Darcy effect factor E is defined
according to the Forchheimer equation:

E �
BQ2

AQ + BQ2. (11)

*e physical meaning of E is the proportion of pressure
gradient caused by nonlinear flow in the total pressure
gradient, and it is a dimensionless coefficient ranging from 0
to 1 representing the degree of nonlinear flow. *e greater
the E is, the stronger the nonlinear effect is. At present,
E� 0.1 [15, 23, 32], and combined with equations (10) and
(11), the critical Reynolds number Rec for the transition from
linear to nonlinear flow of fracture flow yields

Rec �
Aρ

9Bμw
. (12)

*e smaller the Rec is, the more significant the inertia
effect is and the easier it is to be the nonlinear flow state.

4. Numerical Simulation

4.1. Governing Equation. For the incompressible Newtonian
fluid with a constant viscosity coefficient flowing in the
rough fractures, the fluid motion is governed by the N–S
equation and the continuity equation:

ρ(u · ∇u) − μ∇2u � −∇P, (13)

∇u � 0, (14)

where u and ∇ are the velocity vector and Hamiltonian
operator, respectively. In this study, the fluid density is 997.1

(kg/m3), and the dynamic viscosity is 0.894×10−3 (Pa s) for
water at 25°C. Since the flow rate is small and generally does
not exceed the boundary of laminar flow, the laminar in-
terface in finite element software COMSOL Multiphysics is
selected for the solution [33].

4.2. Numerical Procedure. As shown in Figure 3, at first,
three-dimensional rough fracture surfaces are generated
based on the SRAM, and then, the solid fracture model is
constructed by the Boolean operation. Next, the solid model
is meshing to determine the microstructure of the com-
puting model. Finally, the software COMSOL is employed to
obtain a series of data of flow rate and pressure gradient
which is fitted by the Forchheimer equation.

Considering the solution accuracy, calculation cost, and
errors caused by different element sizes, the tetrahedral element
size is set as 0.25mm, and the number of grid elements ranges
from 400 thousands to 600 thousands. *e size of the fracture
model is 40mm× 40mm, and the mean aperture u is 0.8mm;
the geometric parameters including the standard deviation of
the aperture and fractal dimension are shown in Table 1. *e
left side of the fracture model is specified as inflow boundary,
the range of Q is 3.586×10−8∼3.228×10−6·m3/s, the corre-
sponding Re ranges from 1 to 90 according to equation (10).
*e right side of the fracture model is defined as outflow
boundary and the pressure is set as zero, and the rest of the
boundaries are impervious.

5. Results and Discussion

5.1. Relationship between Flow Rate and Pressure Gradient.
*e relationships between flow rate and pressure gradient of
five groups are shown in Figure 4. *e fitting linear coef-
ficient A and nonlinear coefficient B of the Forchheimer
equation are presented in Table 1, and the coefficients of
determination R2 are both greater than 0.99, which indicates
the nonlinear relationship between the flow rate and pres-
sure gradient in self-affine aperture-based fractures can be
well described by the Forchheimer equation.

In Figure 4, with the increment of flowrate, the deviation
between Forchheimer curves and cubic law increases
drastically. *is deviation is also strengthened with the
increment of D and δ, which indicates that flow resistance
will be greater for the rougher surface. Zeng and Grigg [32]
suggested that the Forchheimer-flow properties were mainly
caused by inertial force; in other words, the inertial term
ρ(u · ∇u) in equation (13) was the main factor for the
nonlinear behavior.

In order to analyze the primary factor of nonlinear flow
behavior, Figure 5 compared the five velocity sections along
the x direction when D� 2.5 and Q� 5.3796×10−7·m3/s of
two fracturemodels with different δ (0.09mm and 0.21mm).
It can be seen that the velocity distribution is more scattered
in the fracture with more heterogeneous aperture distri-
bution, and the local velocity becomes relatively larger. As a
result, the inertia effect of flow is enhanced, and the local
energy dissipation is increased, which leads to the fluid
entering nonlinear state.
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5.2. Analysis of Permeability of Rough Fractures. Based on
equation (9), the linear coefficient A is negatively correlated
with the permeability of rough fractures. As shown in Ta-
ble 1, A increases with the δ increase, indicating that the
permeability will be lower when the distribution of the
aperture is more discrete and irrelevant for a larger δ. *e
same phenomenon can also be found in Figure 6, the hy-
draulic aperture bh decreases apparently with the δ increases,
and it is always less than the mean aperture 0.8mm;
therefore, the permeability of rough fractures is less than that
of smooth fractures. Moreover, with the increment of δ, the
flow paths become more tortuous and the permeability
becomes smaller.

However, D has no obvious effect on A except for a slight
fluctuation as shown in Table 1. In other words, when the flow
is small, the fractal dimension has little effect on the flow
capacity of rough cracks *e section diagrams of streamline
distribution are presented in Figure 7, for δ � 0.21mm and
Q� 2.152×10−6·m3/s withD being 2.1, 2.3, and 2.5, y� 20mm,
and x ranging from 25mm to 40mm. For same δ, the
streamline distribution is similar while the roughness of the
fracture surfaces is greater for larger D, and there are some
blank areas at the rough bulge. *is is because the fluid flow in
the fracture tends to the region with lower resistance and will
bypass the high resistance area to form a dominant channel.
*erefore, the effective flow space is substantially equal and the
flow capacity does not change significantly. When the flow rate
continues to increase, eddy flow will appear in these blank
areas, resulting in accelerated energy consumption and the
permeability of fractures being reduced [34].

5.3. Analysis of Forchheimer-Flow Characteristics. *e B and
β represent the degree of evolution of Forchheimer-flow
properties, and the nonlinear flow is stronger with a greater
value of B and β. In Table 1, the values of B increase with
larger δ and D, which indicates that the degree of flow
nonlinearity is more drastic with the rougher surfaces and
more heterogeneous aperture distribution.

According to equation (9), B is proportional to β but
inversely proportional to the square of bh, so it is difficult for
B to fully reflect the impact of fracture morphology on flow
properties of rough fractures. Instead, Figure 8 shows the
relationship between δ, D, and β. It is observed that β in-
creases linearly with δ and D. *erefore, the two-parameter
expression is proposed:

β � ηδ D + mδ + n D, (15)

where η, m, and n are empirical parameters. On the basis of
nonlinear Levenberg–Marquardt algorithm, the fitting pa-
rameters η,m, and n are 517.5, −967, and 49.39, respectively,
and the coefficient of determination R2 is 0.9879, indicating
that this expression could well explain the effect of mor-
phology parameters on Forchheimer-flow properties.
Combining with equation (12), the empirical model of
nonlinear coefficient B is obtained:

B �
ρ

w
2
b
2
h

(517.5δ D − 967δ + 49.39 D). (16)

It should be noted that when the value of bh decreases
with the increment of δ, the growth of B is more significant.

Table 1: *e values for linear coefficient A and nonlinear coefficient B.

Standard deviation of aperture (mm)
D� 2.1 D� 2.2 D� 2.3 D� 2.4 D� 2.5

A B A B A B A B A B
δ � 0.09 5.5111 1.1802 5.4536 1.2779 5.5118 1.3642 5.4648 1.4179 5.5147 1.5342
δ � 0.12 5.6875 1.2289 5.6428 1.3294 5.6168 1.4194 5.6985 1.5478 5.6647 1.6495
δ � 0.15 5.9625 1.2942 5.9763 1.4131 5.9316 1.5536 5.8904 1.6491 5.8862 1.8116
δ � 0.18 6.2710 1.3749 6.1622 1.5075 6.2558 1.6758 6.0919 1.7666 6.1335 2.0007
δ � 0.21 6.5353 1.4817 6.4933 1.5996 6.4495 1.7724 6.4531 1.9774 6.4546 2.2197
Notes: A (108 kg·s−1·m−5); B (1014 kg·m−8).

Uper and lower 
surfaces

Computing result

Meshing

Solid model

Flow direction

Figure 3: Modelling process of nonlinear flow through 3D rough fracture.
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Figure 4: Continued.
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*erefore, the effect of δ on the nonlinear flow behavior of
the rough fractures is greater than that of D.

5.4. Critical Reynolds Number. Rec can be used to evaluate
the flow regime of fractures, representing the Reynolds
number of the fluid flow going from the linear state to
nonlinear state. When Re<Rec, the flow behavior satisfied
the cubic law on account of the inertia effect being very small
and the viscous effect having a dominant role of fluid flow in
fractures; when Re>Rec, the flow behavior was controlled by
the inertia effect, appearing Forchheimer-flow properties. As
shown in Figure 9, for the same condition, Rec has a de-
creasing trend with the increment of δ andD, indicating that
the fluid flow can more easily develop into nonlinear For-
chheimer-flow resulting from the rougher surfaces and more
heterogeneous aperture distribution.

Previous studies [13, 14, 35–38] on Rec of flow in rock
fractures are listed in the Table 2. In this study, for rough
fractures of u� 0.8mm, δ being 0.09∼0.21mm and D
ranging from 2.1 to 2.5, the calculated values of Rec are
between 9.01 and 14.47, which are almost consistent with the
previous researches.

6. Conclusions

In order to estimate the relationships between the nonlinear
flow properties and self-affine fracture geometry, a sys-
tematic procedure with respect to the nonlinear flow analysis
for the three-dimensional rough-walled fractures model is
proposed based on the fractal characteristics, in which the
roughness of fracture surfaces is characterized by the fractal
dimension and the fractal model is generated by the SRAM.
*e numerical simulation of nonlinear flow analysis in self-
affine aperture-based fractures is presented based on the
fractal theory and N–S equation, in which the spatial var-
iation of fracture geometry including roughness and aper-
ture distribution is characterized by the fractal dimension
and N–S equation is solved by the software COMSOL. *e
main conclusions are as follows:

(1) *e larger the fractal dimension, the greater the
fracture surface roughness and the lower the cor-
relation of the local aperture. *e larger the standard
deviation of the aperture, the greater the fluctuation
of fracture surface and the more heterogeneous the
aperture distribution.

(2) *e nonlinear relationship between flow rate and
pressure gradient in self-affine aperture-based

fractures can be well described by the Forchheimer
equation. *e flow rate, standard deviation of the
aperture, and fractal dimension can improve the
deviation of pressure gradient from the cubic law.

(3) With the increase of the standard deviation of the
aperture, the linear coefficient of the Forchheimer
equation is larger, and the hydraulic aperture be-
comes smaller. When the flow rate is small, fractal
dimension has little effect on the permeability of
fracture.

(4) *e nonlinear coefficient of the Forchheimer equa-
tion increases with the increment of the standard
deviation of the aperture and fractal dimension, and
the empirical expression between the nonlinear
coefficient, the standard deviation of aperture, and
the fractal dimension is proposed. *e standard
deviation of the aperture has greater impact on the
nonlinear flow behavior than the fractal dimension.
*e critical Reynolds number decreases with the
increase of standard deviation of the aperture and
fractal dimension, and its measured range is
9.01∼14.47, which is almost consistent with the
previous results.
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,e stability of high rock slopes has become a key engineering geological problem in the construction of important projects in
mountainous areas. ,e original slope stability probability classification (SSPC) system, presented by Hack, has made obvious
progress and been widely used in rock slope stability analysis. However, the selection and determination of some evaluation
indexes in the original SSPC method are usually subjective, such as intact rock strength and weathering degree. In this study, the
SSPC method based on geological data obtained in the prospecting tunnels was presented and applied. According to the field
survey and exploration of the prospecting tunnels, the weathering degree of the slope rock mass was evaluated. ,e empirical
equation for the maximum stable height of the slope was applied to the slope stability evaluation in the presented SSPC method.
,en, the slope stability probability of numerous cutting slopes in the sandstone unit was evaluated using the presented system.
Results of the Geostudio software based on the limited equilibrium analysis of the investigated slopes were compared with the
results obtained by the SSPC method. ,e results indicate that the SSPC method is a useful tool for the stability prediction of high
and steep rock slopes.

1. Introduction

,e geomorphology in southwest China changes rapidly
over short distances; in this region, large-scale projects such
as hydropower stations were constructed, with complex
geological conditions [1–3]. In recent years, the heights of
cutting rock slopes can be as high as 300–500m. For in-
stance, the maximum cutting slope height at the Dagangshan
project located in the Dadu River is 530m, and the maxi-
mum cutting slope height at the Xiaowan project located in
the Lancang River is 700m [4]. Cutting slopes are prone to
fail due to the disturbance on original geometry and strength
[5], and assessing the stability of these rock slopes is an
important and difficult task, due to ensure slope safety in
period of construction and running.

Slope stability is affected by numerous factors, such as
geological conditions, rock mass mechanical parameters,
joint parameters, slope geometry, groundwater condition,

and excavation methods. At present, rock mass quality as-
sessment, kinematical, analytical, and numerical analyses are
the commonmethods in rock slope stability assessments [6].
However, the estimation of the parameters needed for the
abovementioned methods is always challenging due to the
heterogeneity of jointed slope masses [7, 8]. Since 1970,
many rock mass classification systems that consider many
affecting factors, such as the slope geometry, presence of
water or water pressures, weathering effects, and excavation
methods, have been proposed or modified and applied in the
quantitative stability prediction of rock engineering [9–13].
,e existing rock mass classification systems are becoming
increasingly popular and are used in research on slopes
worldwide as an accurate and useful tool for the rock slope
stability assessment. In fact, shortcomings exist in most of
the mentioned classification systems; for instance, failure
modes of the slopes are always not taken into account, and
only single-point data are used, but the slopes always have
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large-scale and complex geological conditions. In addition,
slope rock mass and exposure rock mass are always not
distinctly differentiated in the existing approach [14]. To
overcome the limitations previously, Hack (1998) [15]
presented a new rock slope stability assessment approach
(SSPC, slope stability probability classification), which has
been used worldwide, especially in the research of road
slopes in Spain [16], New Zealand, India [17], and Turkey
[5, 6, 14] with good results. As a matter of fact, the method is
generally suitable for slopes with a height of less than or
equal to 45m. Moreover, discontinuity property survey,
weathering degree, and intact rock strength estimation in-
volve high subjectivity and arbitrariness [14, 17, 18]. For
these reasons, the SSPCmethod is rarely used in the high and
steep cutting rock slopes [19].

In this study, key points of the SSPC method are in-
troduced. ,en, discontinuity surveys were carried out and
data were collected and analyzed at four different pro-
specting tunnels, and discontinuity properties were obtained
and input for the SSPC assessment system; stability of six
proposed cutting slopes of the supported project is evaluated
using the SSPC method.

2. Project Background

2.1. Study Area. ,e supported hydropower project is lo-
cated upstream of the Dadu River, Sichuan Province, China,
which flows through a valley with V shape. ,e reservoir has
a normal pool level (NPL) of 2600m, and the river’s natural
water level was approximately 2597m. ,e basic seismic
intensity of this area is VII degrees, indicating a relatively
stable area. Slopes in this area were mainly in the meta-
morphic sandstone unit with upper Triassic and Jurassic
bonobo groups. Rock fall phenomena and rock failure
(sliding, toppling, and wedge failure seen in Figure 1)
commonly occurred at natural slope in this region. In this
paper, stability of six proposed cutting rock slopes seen in
Figure 2 are studied, including tunnel-face slope (no. 1),
intake slope (no. 2), the abutment slope (no. 3), slope of the
toe board (no. 4), back-slope of the powerhouse (no. 5), and
slope of the powerhouse in the left bank (no. 6) of the Dadu
River. In Figure 2, four prospecting tunnels (PD09, PD01,
PD07, and PD20) were arranged to find out the geological
conditions of the abovementioned slopes. Specifically, dis-
continuity and rock mass properties, weathering degree, and
other related parameters can be obtained by surveys and
tests in the prospecting tunnels.

2.2.DiscontinuityProperties. ,e discontinuity properties of
the sandstone unit along the study area were determined by
means of sample windows, scan lines performed at 5 lo-
cations, and other data that were collected by discontinuity
statistics exposed in the 4 prospecting tunnels (PD09, PD01,
PD07, and PD20, seen in Figure 2) distributed in the dam
site. Accordingly, parameters of discontinuity such as the
spacing, persistence, roughness, infill condition, and
weathering degree were obtained with the suggestions of the
International Society for Rock Mechanics (ISRM 2007) [20].

A total of 1276 discontinuities were collected and described,
and the main joint sets are shown in Table 1, and a contour
plot with Dips software [21] is presented in Figure 3.

Discontinuities develop in the studied slopes, collected
in the corresponding prospecting tunnels, and natural ex-
posures were divided into statistical and geological domi-
nant joints based on the field survey and statistical analysis,
as shown in Table 2.

Roughness and waviness parameters are of great im-
portance for the stability of discontinuity-controlled failures.
An increasing roughness profile of a discontinuity results in
a substantial rise in the discontinuity shear strength. ,e
sandstone unit in the study area commonly presents straight
and rough discontinuity surfaces. In addition, the roughness
of the same discontinuities can be classified as slightly curved
(i� 2–4°) in large-scale roughness profiles and undulating
(amplitude roughness >2–3mm) in small-scale roughness
profiles with respect to the SSPC system. Commonly, no
infill material in the discontinuities can be observed in
sandstone, whereas surface staining can be observed. In
addition, no karst phenomenon can be observed.

3. The SSPC System and Its Application

,e original SSPC system was presented by Hack (1998) [15]
for probabilistic stability assessments of rock slopes, and a
related detailed description can be found in some literature
[14, 16]. In this paper, only key points and the steps of
stability assessment are introduced.

3.1.KeyPoints of the SSPC. ,e SSPCmethod encompasses a
three-step evaluation of the slope stability probability, ac-
cordingly identifying three different rock masses (ERM,
exposure rock mass; RRM, reference rock mass; SRM, slope
rock mass) during evaluation [16].

(a) ERM: exposed rock mass, which is directly observed
on the exposure site of a natural or an old engi-
neering slope

(b) RRM: reference rock mass, which is the theoretical
and imaginary fresh rock mass, undistributed due to
the excavation

(c) SRM: slope rock mass, which is the existing or
proposed new slope to be cut (see Figure 4)

(d) Two types of slope failure modes (orientation in-
dependent and orientation dependent) and the
corresponding stability probability estimation
methods are considered, with clear and simple
needed-data collecting procedure

Figure 5 is the schematic diagram of the SSPCmethod; in
the SSPC system, the slope stability probability can be
evaluated on the basis of parameters obtained from the
investigated exposure rock mass, such as the intact rock
strength (IRS), discontinuity spacing (SPA), and condition
of the discontinuities (CD). Obviously, the parameters
obtained on the outcrop are significantly affected by
weathering or excavation disturbances. ,e parameters of
the ERM with different weathering and excavation
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(a) (b)

J1 : N30°E/NW ∠85°

J2 : N55°E/NW ∠45°

Bedding

N75°W/SW ∠70~75°

(c)

Figure 1: Failure of the natural slopes investigated: (a) sliding, (b) toppling, and (c) wedge failure.

PD 007

Prospecting tunnel
and number

No. 5

Studied slope and
its number

Figure 2: Distribution of the prospecting tunnels in the dam site.
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disturbance degrees in the same geotechnical unit can be
converted to the RRM parameters [16]. ,e SRM stability is
determined from the RRM with the adjustment of the pa-
rameters of SRM.

,e shear strength parameters of the rock mass in-
cluding internal friction angle ϕmass and cohesion Cohmass
are used to assess the slope stability together with the height
of the investigated slope (Hslope) [22]. In case the dip of
slope dipslope is bigger than the internal friction angle ϕmass,
the maximum height of a stable slope (Hmax) can be de-
termined by some empirical equations. ,e orientation-
independent stability probability can be assessed using the
parameters of Hmax, Hslope, ϕmass, and dipslope. In addition,
the probability of orientation-dependent stability can also
be assessed according to the judgment graphs of the SSPC
methods.

3.2. Calculation of the Shear Strength Parameters of the RRM.
Rock mass shear strength calculation is an important step in
SSPC system; when calculation is carried out, parameters
such as the intact rock strength (IRS), discontinuity spacing
(SPA), roughness, infill, and karst are considered together.
,e IRS obtained in the laboratory or by the in situ test is
divided by the weathering degree factor (WE) for calcu-
lating the reference rock intact rock strength (RIRS, see
equation (1)). IRS is originally estimated using hammer
blows and figure pressure; in this study, laboratory tests
were performed, and the results show that intact rock
strength of the fresh sandstone ranges from 136MPa to
274MPa, with an average value of 206MPa. In addition, the
slightly weathered sandstone has an average value of
148MPa [23].

RIRS �
IRS
WE

. (1)

,e RSPA (discontinuity spacing of RRM) is determined
considering three discontinuity sets that reveal minimum
spacing values under the condition of more than three
discontinuity sets revealed in the investigated rock mass.
Consequently, factors 1, 2, and 3 are obtained using the
graph presented in Figure 6. ,en, SPA is calculated by
equation (2), and the RSPA is calculated by equation (3),
considering the factors of the weathering degree (WE) and
method of excavation (ME). Referring to [15, 16], values of
the WE and ME can be determined. In this paper, the
weathering degree is divided according to the total joint
number in a 5m section of the prospecting tunnel, which is
shown in Table 3.

SPA � (Factor 1) ×(Factor 2) ×(Factor 3), (2)

RSPA �
SPA

(WE × ME)
. (3)

TC, as the condition factor of a discontinuity, is cal-
culated by equation (3). Here, Rl is a the large-scale
roughness, Rs is the small-scale roughness, and Im and Ka
are the factors of infill and karst, respectively. Considering
weathering degree correction, TC of the reference rock mass
named RTC is defined by equation (5).

TC � Rl × Rs × Im × Ka, (4)

RTC �
TC

1.452 − 1.22 × e
−WE

 
0.5. (5)

In the SSPC system, the weighted discontinuity condi-
tion CD is calculated by equation (5). Here, DS represents
the discontinuity spacing. Similarly, the reference discon-
tinuity condition (RCD) is calculated considering the
weathering degree factor in Equation (7).

CD �
TC1/DS1(  + TC2/DS2(  + TC3/DS3( 

1/DS1(  + 1/DS2(  + 1/DS3( 
, (6)

RCD �
CD
WE

. (7)

,e friction angle (ϕRM) and cohesion (CRM) of a rock
mass are calculated by equations (8) and (9). Here, RIRS is
the intact rock strength, RSPA is the spacing, and RCD is the
condition of discontinuities of the reference rock mass.

ϕRM � (RIRS × 0.2417) ×(RSPA × 52.12) ×(RCD × 5.779),

(8)

CRM � (RIRS × 94.27) ×(RSPA × 28629) ×(RCD × 3593).

(9)

3.3. Orientation-Dependent Stability Assessment of the SRM.
As mentioned above, in the SSPC system, both orienta-
tion-dependent and orientation-independent conditions
are considered in the slope rock mass stability evaluation.
As the term suggests, failures controlled by discontinuities
such as planar sliding and toppling usually occur in the
orientation-dependent stability analysis, while failures
occur irrespective of a certain sliding surface in orien-
tation-independent stability analysis. However, the
probability of wedge failures cannot be evaluated in the
SSPC system.

For the former type of stability assessment, factors such
as the discontinuity condition (STC) and the apparent angle
of the discontinuity dip in the direction of the slope dip (AP)
are considered for evaluating the stability probability. ,e
AP is obtained based on equation (10), where αs represents
the direction, αj represents the dip direction of the dis-
continuity, and βj represents the discontinuity dip.

Table 1: Characteristics of the surveyed discontinuity sets in the
study area.

Discontinuity Dip direction
(°)

Dip
(°)

Trace length
(m)

Spacing
(m)

1 318 66 <2 0.1–0.3
2 201 62 — 0.3–1
3 104 34 3–5 0.2–0.6
4 28 49 3–5 0.1–0.3
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Meanwhile, the discontinuity condition of the slope (STC) is
determined by equation (11).

AP � arctan cos αs − αj tan βj , (10)

STC � RTC × 1.452 − 1.220 × e− SWE
 

0.5
. (11)

For sliding failure, a relationship graph (see
Figure 7(a)) between the STC and AP is employed to
assess the occurrence probability of the slope. Further-
more, a relationship graph of the STC, AP, and dipslope
(see Figure 7(b)) is employed to evaluate the occurrence
probability of the slope for toppling failure. In this paper,
the probability results and the necessary parameters for

No bias correction
Max. conc. = 10.2159%

Equal angle
upper hemisphere

1276 poles
1276 entries

0.00 ~ 1.50%
1.50 ~ 3.00%
3.00 ~ 4.50%
4.50 ~ 6.00%
6.00 ~ 7.50%
7.50 ~ 9.00%
9.00 ~ 10.50%
10.50 ~ 12.00%
12.00 ~ 13.50%

Fisher
concentrations

% of total per 1.0 % area

13.50 ~ 15.00%

E

S

W

N

Figure 3: Contour plot of the field-surveyed discontinuity in the study area.

Table 2: Characteristics of the main discontinuity sets in the surveyed slopes.

Slope Joint
Statistical dominant discontinuity Geological dominant discontinuity Note

Dip direction (°) Dip (°) Spacing (m) Dip direction (°) Dip (°) Spacing (m) Prospecting tunnel

1
B1 217 70 0.2–0.5 190 70 0.2–0.5

PD09
J1 113 32 0.1–0.3 75 45 0.1–0.3
J2 138 83 0.1–0.3 305 55 0.1–0.3

2
B1 217 70 0.2–0.5 215 75 0.3–0.6
J1 113 32 0.1–0.3 130 15 0.2–0.4
J2 138 83 0.1–0.3 130 80 0.2–0.4

3
B1 194 66 0.1–0.5 190 60 0.1–0.5

PD01
J1 122 54 0.2–0.6 120 55 0.2–0.6
J2 318 69 0.2–0.6 335 60 0.2–0.6

4
B1 194 66 0.1–0.5 185 65 0.2–0.6
J1 122 54 0.2–0.6 125 60 0.3–0.7
J2 318 69 0.2–0.6 330 65 0.3–0.7

5
B1 205 68 0.1–0.4 205 70 0.1–0.4

PD07J1 78 38 0.1–0.4 70 25 0.1–0.3
J2 327 64 0.2–0.4 315 60 0.3–0.4

6
B1 195 75 0.2–0.5 200 50 0.1–0.4

PD20J1 325 45 0.1–0.3 140 85 0.2–0.4
J2 300 85 0.2–0.6 35 45 0.3–0.7
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Slope rock mass

Proposed cutting slope

Prospecting tunnels

Exposure rock mass

Reference rock mass
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d
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Figure 4: Sketch of exposures in rock masses of various degrees of weathering and different types of excavation indicating the concept of the
reference rock mass.

Factors used to assess the influence of
excavation method and future weathering

Factors used to establish the

theoretical fresh rock mass

Exposure-specific parameters
1. Method of excavation
2. Degree of weathering

Slope geometry calculation:
1. Orientation of the slope

(dip and strike of the slope)
 Height of the slope (Hslope)

Probabilistic slope stability assessment

Slope rock mass (SRM):
Slope rock mass parameters significant for slope stability:
1. Material properties: strength, susceptibility to weathering
2. Discontinuities: orientation sets (spacing) or single
3.

Reference rock mass (RRM):
Same parameters which have been collected for:
Exposure rock mass to be used to calculate parameters of 
reference rock mass unit for slope stability assessment;
1. Angle of friction (fmass)
2. Cohesion (Cohmass)

Exposure rock mass (ERM):
Parameters significant for slope stability assessment:
A. Material properties:

1. Intact rock strength (IRS)
2. Susceptibility to weathering (WE)

B. Discontinuities:
3. Orientation of discontinuity (dip/dip direction)
4. Spacing between discontinuity sets (m)

C. Discontinuity properties:
5. Roughness large scale (Rl) and small scale (Rs)
6.
7. Karst (Ka) (may not be present)

 Infilling materials (Im)

 Discontinuity properties: roughness, infill, karst

3. Maximum slope height (Hmax)
2.

Slope-specific parameters:
1.

Expected degree of weathering
at the end of engineering life
time of slope 

2.
Method of excavation to be used

Figure 5: Flowchart of the SSPC method (modified after Canal A and Akin M, 2016).
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probability calculations in the study area are summarized
in Table 4.

3.4.Orientation-Independent StabilityAssessment of the SRM.
Parameters needed in the calculation of stability of slope
rock mass such as SIRS, SSPA, and SCD are determined as
equation (12), in which the RRM values are corrected by the
the weathering degree (SWE) and method of excavation
(SME) for existing natural/excavated slopes.

Accordingly, the friction angle and cohesion of the slope
mass are defined by equation (13). Obviously, an orienta-
tion-independent stability problem cannot occur under the
condition of the dipslope ≤ ϕSRM of the investigated slopes.
However, the stability condition is evaluated on the basis of
the maximum slope height (Hmax) [14, 16]. ,e orientation-
independent slope stability probability can be easily deter-
mined by the chart seen in Figure 8. However, the assess-
ment method of the maximum slope height (Hmax) was
modified by Li et al. [19] if the height of slope is larger than
45m. In this study, we assessed the Hmax using the modified
formulation Hmax-Huang. ,e necessary parameters and
probability calculations in the study area are summarized in

Table 5. A final assessment of the slopes (see Table 5) was
performed by choosing the largest failure probability de-
termined via the two analyses.

SIRS � RIRS × SWE,

SSPA � RSPA × SWE × SME,

SCD � RCD × SWE,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

ϕSRM � (SIRS × 0.2417) ×(SSPA × 52.12) ×(SCD × 5.779),

CSRM � (SIRS × 94.27) ×(SSPA × 28629) ×(SCD × 3593),


(13)

Hmax−SSPC �
1.6 × 104 × CSRM × sin dipslope  × cos ϕSRM(  

1 − cos dipslope − ϕSRM 
,

Hmax−Huang � 0.00651 + 0.00037m
1.5
i  ×

σci

c
 e

GSI −0.0003mi+0.0483( ).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

4. Discussion

Results seen in Tables 4 and 5 show that the calculated slopes
were defined as stable. In addition, we also calculated the
slope stability by the Geostudio software according to the
step of the building model, parameters inputting, and cal-
culating. Figure 9 is the typical simulation model of slope 2;
compared with the outcome through the Geostudio software
(Table 6), the results prove the validity and convenience of
the SSPC methods introduced above. In addition, it is im-
portant selecting the suitable discontinuities for assessment
of the stability probability in the SSPCmethod. In this study,

20
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0.58
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0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
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1 discontinuity set
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Intermediate spacing
Maximum spacing

0.61

35

J2

J3
B1

Figure 6: Factor determination graph in accordance with the discontinuity spacing [16].

Table 3: Weathering degree and its classification.

Degree Joint number in a 5m section Value of WE
Complete 50–60 0.35
High 40–50 0.62
Moderate-high 30–40 0.77
Moderate-slight 20–30 0.92
Slight 10–20 0.95
Fresh 0–10 1.00
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Figure 7: Flowchart of the SSPC methods determined by sliding and toppling (slope 1). (a) Sliding. (b) Toppling.

Table 4: Orientation-dependent stability probabilities of discontinuities at the typical investigated slopes.

Slope Discontinuity STC AP Sliding probability Toppling probability Slope stability probability

1
B1 0.45 −65.78 100% 95%

70%J2 0.27 25.58 70% 100%
J3 0.27 73.80 100% 100%

2
B1 0.45 58.23 100% 100%

95%J1 0.27 21.88 95% 100%
J2 0.27 82.28 100% 100%

3
B1 0.61 −42.41 100% ＞95%

95%J1 0.65 45.65 ＞95% 100%
J2 0.42 −54.08 100% 95%

4
B1 0.61 −42.41 100% ＞95%

95%J1 0.65 45.65 ＞95% 100%
J2 0.42 −54.08 100% 95%

5
B1 0.76 −60.26 100% ＞95%

＞95%J1 0.65 37.73 ＞95% 100%
J2 0.65 −24.76 100% ＞95%

6
B1 0.76 67.37 ＞70% 100%

＞70%J1 0.65 9.85 ＞95% 100%
J2 0.65 81.33 100% 100%
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Figure 8: Flowchart of the SSPC methods determined by orientation-independent failure (slope 1).
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statistical dominant discontinuities obtained in the pro-
specting tunnels and natural outcrops were selected, but not
the geological dominant discontinuities only obtained and
determined by the natural outcrops.

5. Conclusions

In this study, the SSPC method based on geological data
obtained in the prospecting tunnels was presented, and the
slope stability probability of very high (50–300m) and steep
(60°–75°) cutting slopes in the sandstone unit was investi-
gated using the proposed system. ,e following conclusions
can be drawn.

Firstly, three sets of joints were presented in each studied
slope. To overcome bias, laboratory data of the uniaxial
compressive strength and rockmass strength parameters can
be used for SSPC directly.

Secondly, statistically dominant discontinuities obtained in
the prospecting tunnels and natural outcrops were suitable for
the SSPC method, but not the geological dominant disconti-
nuities only obtained and determined by the natural outcrops.

Finally, the formula of the critical slope height is opti-
mized and applied to the stability evaluation, and the SSPC
method based on geological data obtained in the prospecting
tunnels can be accurately applied to the stability evaluation
of high and steep rock slopes.

Table 5: Summary of the orientation-independent stability probability at the investigated slopes.

Slope Hslope (m) dipslope (°) CSRM (MPa) ϕSRM(°) Hmax (m) Hmax/Hslope ϕSRM/dipslope Slope stability probability

1 105 63 0.584 37.84 1322.56 12.60 0.60 ＞95%
2 105 63 1.525 53.71 5044.85 48.05 0.85 ＞95%
3 180 73 1.030 39.27 2010.88 11.17 0.54 ＞95%
4 180 73 1.385 45.02 3045.16 16.92 0.62 ＞95%
5 90 73 0.648 30.89 1322.56 14.70 0.42 ＞95%
6 65 73 0.882 41.43 1849.98 28.46 0.57 ＞95%

The most dangerous sliding surface

The moderate-weathered and strong-unloading rok mass
The moderate-weathered and strong-unloading rok mass
The fresh rock mass

1:

2:
3:

Excavated slope

2

3

1

Material Unit weight(kN/m3) c (kPa) φ (°)
1
2
3

26.26
26.46
27.44

584
836

1525

37.84
44.84
53.71

Figure 9: Typical simulation model of slope 2 using the Geostudio software.

Table 6: Summary of the stability assessment result using the Geostudio software and the SSPC method.

Slope
Safety factor values under different

conditions Stability assessment result by Geostudio Stability probability by the SSPC method
Normal Rainstorm Earthquake

1 1.325 1.198 1.206 Stable 70%
2 1.188 1.301 1.377 Stable 95%
3 1.476 1.266 1.376 Stable 95%
4 1.408 1.285 1.293 Stable 95%
5 1.480 1.279 1.290 Stable ＞95%
6 1.282 1.405 1.135 Stable ＞70%
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-eXiashan landslide, which is classified as a typical basalt platform landslide, is themostmassive landslide in Zhejiang Province, China.
Once sliding occurs, it will pose a severe threat to the life and property of downstream residents and the nearby section of Hangzhou-
Taizhou Expressway. On the basis of the geological conditions, present situation, and latest monitoring data of the landslide, this study
finds that rainfall is the main influencing factor, and the creep mode is the main prediction mode of its subsequent deformation. -e
rainfall statistics of the landslide area in the past 30 years show that the rainfall and rainfall frequency in the landslide area display an
increasing trend.-e probability of heavy rain with rainfall intensity of 100–250mm/day in the landslide area is very high. On this basis,
combined with the numerical analysis method, a finite element model of the slope considering rainfall and groundwater conditions is
constructed to analyze the causes and failure mechanism of this landslide comprehensively. Results indicate that the maximum tensile
stress at the top of the trailing edge under the natural state is 5.10MPa, which is very close to the saturated tensile strength of rock
mass. -us, tensile cracks are easily generated and developed, thereby causing the failure mode to be the hydraulic driving type.
Also, with the increase in rainfall intensity, the slope plastic strain increases and the slope plastic zone develops and extends until it
is completely penetrated. When the rainfall intensity is more than 200mm/day, the slope safety factor is close to unity, and the
slope approaches a failure condition. -erefore, the landslide should be controlled through water treatment and integrated with
engineering measures.

1. Introduction

-e mechanical and hydraulic characteristics of rock joints
have an important influence on the strength and stability of
engineering rock mass [1, 2]. Slope instability often occurs
with the rapid development of infrastructure projects such as
buildings, highways, railways, and bridges. Stability analysis
is necessary for slope treatment. Whether subsequent pro-
cessing will be carried out is decided in accordance with the
results of stability analysis [3–5].

-e traditional slope stability analysis method is qualitative
analysis, which involves collecting meteorological, geological,

hydrological, and deformation information of landslides
through on-site surveys, geological prospecting, and landslide
monitoring. Afterward, combined with engineering experi-
ence, the causes, influencing factors, and failure mechanisms of
landslides are analyzed. With the rapid development of me-
chanics and computer technology in modern times, numerical
simulation research methods have emerged, which can make
full use of computers’ superior computing performance and
have the characteristics of accuracy and speed. -erefore,
numerical simulation has become the mainstream trend of
slope stability analysis today. To use the numerical analysis
method, a numerical model needs to be established based on
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the relevant parameters obtained from the preliminary slope
investigation and experiment. According to the stress-strain
relationship, the numerical model can accurately calculate the
real state of the slope under various conditions. -e calculated
results of slope displacement, stress, and strain can be expressed
in the form of diagrams.

In recent years, many scholars have carried out a series of
research on slope stability analysis. Cai [6], Wang [7], and
Chen [8] collected information on the geological structure,
material properties, and macroscopic deformation of a
landslide by means of exploration, drilling, and Global
Navigation Satellite System. -ey used the limit equilibrium
method and finite element strength subtraction to research
slope stability and found that water storage and rainstorm
are closely related to landslide deformation. Zhou [9] et al.
analyzed landslides in various ways, including field surveys,
laboratory tests, and numerical simulations. -ey also be-
lieved that the intensity and duration of rainfall would affect
the water pressure and shear strength of slopes. Rainfall
significantly reduces the slope shear strength and increases
the pore water pressure and soil weight. As a result, the slope
stability is reduced. By studying the relationship between the
internal stress state of the landslide caused by rainfall with
time, Iverson [10], Calvello [11], and Zhou [12] established a
new slope mathematical model that can consider seepage.
On the basis of the model, they analyzed the influence of
rainfall infiltration on the saturated state, pore water pres-
sure, displacement rate, and safety factor of landslide under
different conditions. -eir research shows that water level
fluctuation, permeability, and shear strength are the key
factors that affect seepage field and slope stability. Iverson
[13] used a newly developed model to simulate the Oso
landslide in the state ofWashington, USA.-emodel results
show that liquefaction depended strongly on initial sediment
porosity. Conte [14] used the material point method (MPM)
to simulate the run-out process of the Maierato landslide in
Southern Italy. -ey think that the high pore water pressure
caused by the large distortions of the moving soil mass leads
to the serious reduction of the shear strength of the soil.

-e Xiashan landslide, which occurred in Xiashan Ad-
ministrative Village, Huishan Town, Xinchang County,
Zhejiang Province, China, took place in an old landslide
hidden danger area that includes three villages, namely,
Xiashan, Lishan, and Tangli villages. To this day, this area is
still the most massive landslide in Zhejiang Province, with a
landslide volume of 8.25 million m3, and is listed as a key
monitoring geological hazard spot in the province. -e
Xiashan landslide has the typical characteristics of a basalt
platform landslide [15, 16], and it exhibits intermittent
activity because of many slides in the past.

At present, the landslide is unlikely to slide as a whole
under normal conditions. However, heavy rain or long-term
continuous rainfall may lead to local sliding and easily form
barrier lakes at the foot of the slope [17]. -e Shimen
Reservoir, which is located on the west side of the landslide
and has a storage capacity of approximately 4.5 million m3,
will be affected. A risk of dam break exists and poses a severe
threat to the life and property of the downstream residents
and the nearby section of Hangzhou-Taizhou Expressway.

-is study analyzes the different aspects of the landslide.
First, the geological conditions, landslide status, cause
analysis, and failure mechanism of the Xiashan landslide are
investigated on the basis of the investigation results and
relevant data obtained in 2019. Second, the recent half-year
displacement and groundwater level monitoring data of the
landslide are sorted. In addition, the historical rainfall data
of Xinchang County in the past 30 years are collected, and
the future rainfall situation is predicted. -ird, a landslide
numerical model considering rainfall and groundwater
conditions is constructed using the finite element software
Midas GTS NX. Lastly, stability analysis is performed in
accordance with the calculation results, and prevention and
treatment suggestions are proposed.

2. Present Situation of the Xiashan Landslide

-e Xiashan landslide is located in a low mountainous and
hilly area and has a maximum relative height difference of
386.5m. -e considerable vertical height leads to an in-
creased vertical geomorphic contrast, and the average nat-
ural slope of the terrain typically ranges within 25°–40°.
Given the early human farming activities, local areas form a
multistep terrain in the longitudinal direction. -e step
height difference is mostly within the range of 8–20m,
whereas a small part ranges within 30–35m. Both sides of
the Shimen Reservoir on the west side of the landslide are
violently cut down by the river. A V-shaped valley landform
is formed, and the undercut depth is generally larger than
100m (Figure 1).

According to the drilling results, the rock and soil layers
in the landslide area are divided into the following 15 layers
from top to bottom (Figure 2): (1) silty clay layer containing
crushed stones, (2) gravel layer containing cohesive soil, (3)
basalt, (4) pebble subclay layer, (5) basalt, (6) sandy clay, (7)
clay rock, (8) layer containing peat soil, (9) clay rock con-
taining gravel, (10) layer containing peat soil, (11) basalt, (12)
gravelly clay rock, (13) basalt, (14) silty clay layer containing
gravel sand, and (15) tuff intercalated with tuffaceous
sandstone.

-e fracture developments of the Quaternary gravel
layer, sedimentary rock containing sand (gravel) layer, and
basalt layer in the landslide area lead to good permeability.
-e main sources of groundwater recharge are atmospheric
precipitation and interlayer overflow recharge channels. -e
irrigation water recharge through channels and valley water
recharge is the second source of replenishment. -e hy-
draulic connection among aquifers is excellent. Ground-
water is discharged from the surface in the form of spring
water (scattered flow, gushing water, and seepage water) at
the scarps, contact surface between aquifers and waterproof
layer, front edge of the landslide, low-lying terrains, and
landslide cracks.

Basalt joints and fissures developed due to the influence
of the geological structure cut the rock mass under the effect
of subsequent weathering. -e joints and fissures along the
slope direction greatly influence the stability of the landslide.
-e crust of the landslide area is raised and lowered re-
peatedly by the neotectonic movement. As a result, the rock
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formations in the area often exhibit topographic inversion
and many different lithological types. In addition, the al-
ternating occurrence of eruptive and sedimentary layers
always occurs, which is unfavorable to the stability of the
landslide.

-e cracks in the landslide area are vertically and hor-
izontally developed into a grid shape. -ese cracks can be
divided into tension and shear cracks depending on the
causes. -e width of the cracks is 0.3–3.0m; such cracks
mostly form steps, depressions, and ditches. Two sliding
surfaces mainly control the Xiashan landslide. -e shallow
sliding surface is located at the contact point between gravel
and silty clay, whereas the deep sliding surface is located at
the contact point between the layer containing peat soil and
the moderately or strongly weathered basalt. -e trailing
edge of the two sliding surfaces has a large inclination angle
with cracks at the top, allowing the surface water to easily
seep down. -e middle part of the edge is relatively flat.

-e residents of the original Xiashan, Lishan, and Tangli
villages have been relocated, and the original landslide area is
now completely restored into dry land. Most of the houses in
the area have been demolished. -e engineering activities in
the site mainly include human farming activities on the
surface of the slope, which can promote the infiltration of
surface water on the landslide to a certain extent. -e overall
level of human engineering activities is average.

3. Causes and Failure Mechanism

3.1. Cause Analysis. Historical records and statistics and
monitoring data of the seismic stations [18] indicate that 34
perceptible earthquakes occurred from the year of Yongyuan
of the Han Dynasty (89 AD) to 1990. -e common earth-
quakes had a magnitude of less than 4.75 with a weak in-
tensity and low frequency, and no disaster occurred. -e
peak acceleration of the earthquake in Xinchang County was
less than 0.05 g, and the corresponding basic earthquake
intensity was lower than VI degrees, which belongs to the
stable crustal area [19].

-ree large-scale landslide activities have occurred since
1958. Rainfall is the dominant factor, and human inter-
vention is the secondary factor. In terms of causes, the main
factors include three aspects. First, rainwater rapidly con-
verges from the former to the latter due to the large dif-
ference in the height between the middle and trailing edges
of the slope. -e terrain in the middle of the slope is rel-
atively flat, and the surface water gathered in this area will
accumulate and infiltrate. Both have adverse effects on slope
stability. Second, the Quaternary gravel layer, sedimentary
rock containing sand (gravel) rock layer, and basalt fissures
have good permeability.-e infiltration of rainwater loosens
and softens the rock and soil, thereby resulting in a rapid
decline in their cohesion forces andmaking the area prone to
plastic deformation. Lastly, the rise in the water level at the
trailing edge of the slope produces a tremendous hydrostatic
pressure under the influence of rainfall. -e water level
difference will convert the hydrostatic pressure into an
equivalent hydrodynamic pressure, which is conducive to
the sliding of the sliding surface. As previously mentioned,

the human engineering activities in the landslide area are the
secondary factor. Soil loosening caused by human plowing
greatly helps the surface water infiltrate the landslide and
promotes the development of the landslide from the other
side.

3.2. Failure Mechanism Analysis. -e failure mode of the
Xiashan landslide belongs to the consequent layer sliding
failure [20, 21]. In accordance with the mechanical mech-
anism of deformation and failure, the consequent layer
sliding failure of the general rock slope can be divided into
two modes: sliding tensile cracking type and hydraulic
driving type.

Historical exploration data of the Xiashan landslide
indicate that the cracks in the landslide are relatively de-
veloped, and the landslide mass is cut into a grid shape.
Cracks appeared in every part of the landslide a few days
after the landslide slipped on July 30, 1989.-ese cracks have
a relatively short development time, and their width, length,
and depth are relatively small. Moreover, these cracks have a
weak effect on the stability of the landslide. -e landslide is
mainly controlled by the shallow weak surface in the slope.
Given that the weak surface is located at the contact point of
different rock layers, the cohesive force of the nearby rock
and soil is small. -erefore, the shear strength of the weak
surface is greatly affected by the internal friction angle. -e
inclination angle of the shallow weak surface is greater than
its equivalent internal friction angle, and the sliding force of
the sliding body is greater than its shear strength. In ad-
dition, the toe of the slope is a free surface, thus causing the
slope to be likely to form tensile cracks at the trailing edge
due to creep, which will lead to instability and failure. In
such a case, the failure mode of the Xiashan landslide be-
longs to the sliding tensile cracking type (Figure 3).

During large-scale survey and mapping in 2003, 24
representative cracks were investigated, including tension
cracks, bulging cracks, shear cracks, and other cracks with
typical stress characteristics. -e Xiashan landslide is
characterized by the appearance of new cracks or the
widening of previous cracks in the landslide body. -e
development degree of the tensile cracks on the trailing edge
of the landslide body gradually increases over time. -e
width, length, and depth of the cracks significantly increase;
the depth of the crack is more than 50m and connects with
the deep weak surface in the slope. Given that the inclination
angle of the deep weak surface is less than its equivalent
internal friction angle, the landslide canmaintain a relatively
stable state in its natural state even if the toe of the slope is in
the air. -e deformation and failure of a rock slope are not
only related to the inclination shape, thickness, and me-
chanical properties of the weak surface, but are also affected
by the groundwater and water content of the rock and soil in
the slope. -e vertical joints and fissures of basalt in the
eruptive layer of the Pliocene Sheng County group are
developed and easily lead to the downward infiltration of
surface water. During rainfall, especially heavy ones, the
surface runoff at the trailing edge of the slope flows into the
cracks. A large amount of precipitation seeps into the sliding
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mass and moves the aquifer into the saturation state. As a
result, rock and soil particles will float, the spacing between
the rock and soil particles will increase, and the shear
strengths of the rock and soil will be reduced. After the water
saturation level of each aquifer increases, the phreatic aquifer
becomes a phreatic-confined or confined aquifer. Conse-
quently, the bulk density of the rock and soil rapidly in-
creases, the water buoyancy force rises, and the antisliding
ability abruptly decreases. In addition, the slope of the
sliding bed formed by the cracks at the trailing edge of the
landslide is exceptionally steep. With the increase in rainfall
intensity, the height of the water head in the cracks at the
trailing edge of the landslide increases. -e hydrostatic
pressure caused by the rise in groundwater level, the hy-
drodynamic pressure formed by groundwater flow (i.e.,
uplift pressure), and the seepage pressure of the sliding zone
(i.e., drag force) will also increase. When the rainfall in-
tensity reaches a certain critical value, the sum of the driving
forces (sliding force) generated by gravity and hydrostatic,
hydrodynamic, and seepage pressures becomes greater than
the weakened shear strength (antisliding force). As a result,
the landslide slips and loses stability. At this time, the failure
mode of the Xiashan landslide changes from the sliding
tensile cracking type to the hydraulic driving type (Figure 4).

3.3. Deformation Prediction. An analysis of the landslide
causes and failure mechanism shows that creep deformation is
the main subsequent deformation mode of the Xiashan
landslide. -e organic soil and low-strength clay rock in the
Tonglingzhu Village sedimentary section of the Pliocene Sheng
County group are the control sliding surfaces of the landslide.
-e stability and deformation of the landslide are closely related
to the groundwater content in the landslide body. In general,
directly replenishing the groundwater in the deep slide through
low-intensity, short-term rainfall is difficult. However, when
the rainfall intensity is high or long-term rainfall occurs, the
sliding surface softens and the saturation of the sliding body
increases with the continuous infiltration of surface water,
thereby resulting in sliding deformation.

Considering the sizeable transverse width of the land-
slide and the fluctuation change of the buried depth of the
sliding surface, the possibility of continuous and integrated
sliding in later period is minimal. When the emergency
balance is unbalanced, the sliding mass in the entire land-
slide area is mainly segmented and discrete. -e inclination
angle of the gliding section of the leading edge is gentle, and
the overall slip amount is small.

4. Monitoring Results and Rainfall Statistics

4.1.Analysis ofMonitoringResults. Twenty years have passed
since the major sliding of the Xiashan landslides occurred in
2001 due to continuous rainfall. To obtain an accurate
understanding of the current situation of the landslide, this
study collates and summarizes the monitoring data of deep
displacement, surface displacement, rainfall, and ground-
water level of the relevant monitoring points near the B-B
section of the Xiashan landslide for half a year.

-e accumulated displacement at 30.5m below the JC-01
deep displacement monitoring point for the Xiashan
landslide in the first half of 2020 is shown in Figure 5. -e
cumulative displacement data fluctuate between −0.2 and
0.2mm with time. Considering the error factors, such as the
accuracy of the monitoring instruments and difficulty of
field monitoring, no deep displacement is observed at 30.5m
below the monitoring point. -e buried depth of the
WATER-04 groundwater level monitoring point is relatively
stable in the first half of 2020. -e average depth of the water
level is 34.26m. As shown in Figure 6, April 2020 experi-
enced 6 days of rain, with a total rainfall of 150mm and a
maximum daily rainfall of 45mm. -e cumulative dis-
placement data range of the GPS-02 surface displacement
monitoring points in April 2020 is 1.94–3.56mm. -e total
surface slip in April is 1.6mm, and the displacement rate is
0.05mm/day. -e overall trend is increasing with time.

Observing Figure 6, we find that the surface displace-
ment curve has five rapid-rise periods. -e rainfall intensity
is less than 50mm/day; thus, the acceleration of the ground

Rainfall

Rainfall infiltration

Sliding force increasing

Tensile 
fracture

Slope stability reducing

Shallow sliding surface
Gravity increasing

Figure 3: Schematic of sliding tensile cracking type.
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surface displacement caused by rainfall intensity is similar.
Notably, these five rise periods all took place on the day or
the next day of rain, thereby showing that slope deformation
and rainfall have a very close relationship. -e infiltration of
rainwater can make the surface slope loose and softened,
thus causing the slope cohesion to decrease rapidly, which in
turn accelerates the surface displacement of the landslide.
After a short increase in speed, with the end of rainfall, the
water in the surface and shallow soil is discharged in the
form of spring water (or water gushing or seepage) at the
front edge of the landslide, low-lying terrain, and landslide
cracks. -e slope returns to its normal state. -e surface
displacement rate of the landslide decreases until it reaches a
relatively slow value. A small amount of rainfall has little
influence on landslide deformation. At a low rainfall in-
tensity, the depth of rainwater infiltration is limited, with
almost no impact on groundwater. Considering that no
other water supply is available in the landslide area, the

change of groundwater level curve is small or even slightly
decreased, thereby leading to no deep displacement of
landslides, and the curve in Figure 6 fluctuates around 0.

On the basis of the above analysis, the Xiashan landslide is
relatively stable due to the small rainfall and the low rainfall
intensity in the first half of 2020. However, it has a slipping
trend and is in a creep state. During summer orwhen the area is
affected by typhoons, the greater rainfall intensity will further
infiltrate into the groundwater. -e deep displacement of the
landslide caused by it may lead to speed sliding of the landslide.

4.2. Historical Statistics and Prediction of Rainfall. -e
rainfall in Zhejiang Province has been dominated by erosive
rainfall for the past 30 years. -e risk of soil erosion caused
by rainfall is likely to increase significantly [22, 23]. Ty-
phoons are one of the main factors that contribute to the
surge in rainfall. -e rainstorm brought by the typhoon is

Rainfall

Tensile crack extension
Rainfall infiltration

Sliding force increasing

Crack water rising

Slope instability

Deep sliding surface

Gravity increasing
Hydraulic increase

Figure 4: Schematic of hydraulic driving type.
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highly sensitive to low-consolidation and unsaturated soil.
Under the action of rapid infiltration, disasters, such as
landslides and debris flows, can easily occur.

Xinchang County is relatively affected by typhoons.
Statistics reveal that heavy rain (daily rainfall >100mm) in
Xinchang County lasts for 12 days, with the obvious effects
of a typhoon observed in six days. Table 1 shows that the
average daily rainfall in six days is 139.53mm, and the
process rainfall can reach 200–500mm. Typhoon Lekima
(1909) in 2019 exerted the most significant effect on Xin-
chang County. -e rainfall reached 32mm within three
hours, and the daily rainfall reached 221mm.

Research on extreme precipitation events in Xinchang
County indicates that the frequency and intensity of such
events display an increasing trend under the background of
global warming (Figures 7 and 8). On the basis of the
221mm rainfall from 11:00 a.m. on August 9, 2019, to 11:00
a.m. on August 10, 2019, and a rainfall tendency rate of
1.03mm/year, the maximum daily rainfall is expected to
reach 251.9mm/day in 30 years.-e existing waterproof and
drainage facilities cannot adapt to the problem of the an-
nually increasing rainfall.

5. Analysis of Numerical Result

5.1. Numerical Model and Related Parameters. -e curved
surface flow function in Midas GTS NX can be used to
transform the boundary conditions of the water head and
flow in the rainfall analysis. -is function is applicable to the
mandatory definition that the surface flow is equal to the
rainfall intensity. When the ability of the soil surface to
absorb rainfall is greater than the rainfall intensity, the soil
layer can absorb the rainfall. Otherwise, only part of the
rainfall is absorbed by the surface in accordance with the
absorption capacity of the soil layer; the rest of the rainfall
will flow along the surface of the ground.

-e typical section, which is consistent with the main
sliding direction of the Xiashan landslide, is selected as an
example and analyzed using the finite element strength re-
duction method. -is method does not need to assume the
shape and position of the sliding surface, and the unstable
sliding surface and corresponding stability safety factor of the
slope can be automatically obtained by the program [23–27].
-e Mohr-Coulomb model is used to simulate the soil be-
haviour. In order to emphasize the shear effect of the soil, the
dilatancy is not considered. -e physical and mechanical pa-
rameters of the landslide, groundwater parameters, and rainfall
parameters used in the model are determined in accordance
with survey results and relevant landslide data (Table 2). -e
calculation layering, grid division, and boundary constraints of
the rock and soil are shown in Figure 9. In order to facilitate the
calculation, the soil layers based on Figure 2 are combined and
simplified in the modeling process. Six working condition
models are set to examine the influence of groundwater and
rainfall on slope stability.

Condition 1: gravity + normal groundwater level
Condition 2: gravity + normal groundwater level +
rainfall intensity 50mm/day for 1 day

Condition 3: gravity + normal groundwater level +
rainfall intensity 100mm/day for 1 day
Condition 4: gravity + normal groundwater level +
rainfall intensity 150mm/day for 1 day
Condition 5: gravity + normal groundwater level +
rainfall intensity 200mm/day for 1 day
Condition 6: gravity + normal groundwater level +
rainfall intensity 250mm/day for 1 day

5.2. Simulation Results and Analysis. Figure 10 shows the X-
direction stress (tensile stress) diagram obtained from the static
analysis in the natural state (working condition 1). In the figure,
the stress at the top of the trailing edge is the maximum
(5.10MPa). -e stratum is the third eruption layer with basalt
lithology, with a saturated tensile strength of 5.33MPa. -e
tensile stress at the top of the trailing edge is close to its sat-
urated tensile strength in the natural state. In case of heavy
rainfall, the tensile stress will further increase beyond its sat-
urated tensile strength. Tensile cracks will then appear at the
top of the trailing edge, and these cracks will gradually increase
with time and affect the stability of the landslide. -is ob-
servation is consistent with the conclusion regarding the
previously analyzed landslide failure mechanism.

Figures 11–16 depict the equivalent plastic strain dia-
grams of the slopes under the six working conditions. -e
major strain inside the sliding body is concentrated on the
contact zone of shallow sliding and deep creeping. -e slope
is mainly controlled by two sliding surfaces. Under the
action of rainfall and groundwater, the rock and soil around
the two sliding surfaces are prone to plastic deformation.
-is deformation is relatively apparent in the middle and
trailing edges of the landslide. -e maximum and average
thicknesses of the sliding body are approximately 60.0 and
34.25m, respectively. -e rainfall intensity significantly
affects the plastic zone of the slope. With the increase in
rainfall intensity, the plastic zone of the slope develops and
extends until it is completely penetrated, and the rock and
soil masses in this zone are prone to violent sliding.

Table 3 and Figure 17 suggest that the slope safety factor is
inversely proportional to the rainfall intensity and therefore
decreases with the increase in the latter. -e monitoring data
in the first half of 2020 show that the daily rainfall is less than
50mm, which corresponds to the numerical model of
working conditions 1 and 2. A comparison between Fig-
ures 11 and 12 shows that the plastic strain is relatively large
on the slope surface and decreases with the increase in depth.
As the rainfall intensity increases from 0mm/day to 50mm/
day, the plastic strain of the slope increases. At the same time,
the plastic strain zone of the slope also expands and gradually
penetrates near the shallow sliding surface. However, it is still
concentrated in the upper part of the entire landslide area
because the rainfall is relatively light, and the rainwater can
only infiltrate the shallow soil. -e increase in shallow soil
saturation leads to the decrease in shear strength and slope
safety factor. -en, the slope deformation rate increases. At
this time, the slope is mainly controlled by the shallow sliding
surface.-is finding is the same as the conclusion obtained by
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analyzing the monitoring data. When the rainfall intensity
increases from 50mm/day to 100mm/day, the rainwater
infiltration rate increases. -e increase rate of deep soil sat-
uration elevates, and the overall shear strength of the slope
significantly decreases. In addition, the decline rate of the
slope safety factor is at maximum. -e critical sliding surface
of the slope transits from the shallow layer to the deep layer.
When the rainfall intensity increases from 100mm/day to
250mm/day, the rainwater penetration rate and infiltration
speed reach the maximum. Shallow and deep soils tend to be
saturated, and the shear strength is close to the minimum
value. -e decreasing trend of the slope safety factor is rel-
atively gentle, and the slope is mainly controlled by the deep
sliding surface.

-e slope safety factor ranges from 1.042 to 1.151. When
the rainfall intensity is less than 200mm/day, the slope safety
factor is less than 1.15, and the slope is in a relatively stable

stage. Otherwise, the slope safety factor is close to unity
(SF� 1), and the slope approaches a failure condition.
-erefore, the landslide is generally in a stable state. In the
case of rainfall, the slope is between unstable and relatively
stable states. In conclusion, the slope is in the state of in-
termittent pushing creep. -e source of the intermittent
thrust is closely related to the increase in soil saturation
caused by rainfall.

6. Prevention and Treatment Suggestion

-e principle that should be followed in slope treatment is to
detect problems as early as possible, prioritize prevention,
identify the situation and treat it comprehensively, strive to
find a radical solution, and avoid the possibility of future
issues. Moreover, the solution should focus on water
treatment. -e prevention and treatment suggestions (Fig-
ure 18) are enumerated below:

(1) -e landslide should be continuously monitored,
and more targeted monitoring items should be
added, such as crack monitoring, stress monitoring,
and microseismic monitoring. Establishing a net-
work automatic real-time monitoring system fa-
cilitates the rapid extraction of various data in the
database analysis, and an early warning model of
dynamic disaster needs to be constructed. In ac-
cordance with the reliability measurement standard
of stability evaluation, alarm valves can be set to
provide accurate alarms when the area is
unattended.

(2) Large cross section intercepting ditches can be ex-
cavated on the stable stratum outside the slope top to
effectively prevent external surface water from en-
tering the landslide area. Moreover, the number of
drainage ditches on the landslide surface can be
increased and the cross-sectional area of drainage
ditches can be enlarged to accelerate the discharge of
surface water. -e layout density of underground
drainage facilities, such as seepage ditches, blind
ditches, drainage holes, and water collection wells,
should be increased. -e maintenance and repair of
the waterproof and drainage reinforcement facilities
should be conducted on a regular basis.

(3) Waterproof materials with strong adhesion features
should be utilized to repair cracks on the slope
surface. Also, restoring vegetation on the wasteland
and setting up grid protection on the steep air face
can enhance the slope stability.

Table 1: Statistics of the typhoons that affect the rainfall in Xinchang County from 1990 to 2019.

Typhoon number Name of typhoon Start and end dates Daily rainfall (mm)
9015 Abe 1990/8/31–1990/9/1 110.3
9219 Ted 1992/9/23–1992/9/24 125.8
0716 Krosa 2007/10/7–2007/10/8 134.7
1323 Fitow 2013/10/7–2013/10/8 134.9
1909 Lekima 2019/8/10–2019/8/11 221
1918 Mitag 2019/10/2–2019/10/3 101.5
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Table 2: Relevant parameters of the rock and soil.

Structural
layer

Elastic modulus E
(MPa)

Poisson’s ratio
] Volumetric weight c (kN/m3) Cohesion intercept c

(kPa)
Angle of internal friction

φ (°)
Sliding mass 15 0.33 19.7 10.3 12.4
Strata III–IX 4000 0.23 21 300 50
Stratum X 5000 0.21 22 400 50
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Figure 9: Landslide calculation model.
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Advances in Civil Engineering 9



Plane strain strain

E-
eff

ec
tiv

e 
pl

as
tic

+1.73348e + 001
+1.04332e + 001
+8.42594e + 000
+6.55498e + 000
+4.76043e + 000
+3.46336e + 000
+2.54503e + 000
+1.79976e + 000
+1.33355e + 000
+1.01275e + 000

+0.00000e + 000

0.7%
1.1%
1.3%
1.9%
2.6%
3.5%
4.2%
5.5%
6.5%
6.6%
6.4%
59.9%

0 25 50 50047545042540037535032530027525022520017515012510075 525
Distance (m)

El
ev

at
io

n 
(m

)

425

400

375

350

325

300

275

250

225

200

+4.13271e – 001
+7.47594e – 001

Figure 12: Plastic strain diagram of working condition 2.
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Figure 15: Plastic strain diagram of working condition 5.
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Figure 14: Plastic strain diagram of working condition 4.

0 25 50 50047545042540037535032530027525022520017515012510075 525
Distance (m)

El
ev

at
io

n 
(m

)

425

400

375

350

325

300

275

250

225

200

Plane strain strain

E-
eff

ec
tiv

e 
pl

as
tic

+6.49953e + 001
+3.77978e + 001
+2.99104e + 001
+2.37041e + 001
+1.80291e + 001
+1.35207e + 001
+1.00789e + 001
+7.27421e + 000
+5.50104e + 000
+4.30488e + 000
+3.17559e + 000
+1.73472e + 000
+0.00000e + 000

0.7%
1.2%
1.5%
2.0%
2.6%
3.5%
4.2%
5.6%
6.0%
6.2%
5.9%
60.7%

Figure 16: Plastic strain diagram of working condition 6.
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(4) In the future, slope cutting and load reduction
measures can be applied to reduce the height of the
unstable part of the slope if engineering measures for
reinforcement need to be taken after relevant re-
search and demonstration [28–30].

7. Discussion

-e accurate judgment of landslide stability plays an es-
sential guiding role in slope engineering. -is paper uses the
qualitative and numerical analysis methods to study the
failure mechanism and influencing factors of the Xiashan
landslide. By analyzing the monitoring data, we conclude
that rainfall has a strong influence on the slope deformation,

and the landslide is in a creep state. -e numerical simu-
lation results also prove this conclusion.

In a previous study of the Xiashan landslide, Yu [31]
established a Xiashan landslide model with different
groundwater levels for stability analysis. Zhu [32] evaluated
the stability of the Xiashan landslide on the basis of survey
results.-eir studies indicated that rainfall is the main factor
that causes the Xiashan landslide to slip. After more than 10
years, the latest survey results, monitoring data, and rainfall
conditions of the Xiashan landslide have changed. -is
article selects SRM in Midas GTS NX software for simu-
lation. Its correctness is dependent on the mechanical pa-
rameters of the rock and soil measured in the previous test,
but it can quickly and accurately simulate the working
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Table 3: Slope safety coefficient in the six working conditions.

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Stability coefficient 1.151 1.125 1.087 1.062 1.049 1.042

12 Advances in Civil Engineering



conditions that simultaneously consider rainfall and
groundwater. Compared with the results of other studies, the
development of cracks changes the failure mechanism of the
Xiashan landslide. We conclude that the Xiashan landslide
has transformed from the sliding tensile cracking type to the
hydraulic driving type. We quantify the impact of rainfall
intensity on the landslide stability and find that the critical
rainfall intensity of the Xiashan landslide from the relatively
stable stage to the unstable stage is 200mm/day.

Although this paper has obtained many useful con-
clusions on the study of the Xiashan landslide, many
deficiencies still need to be improved gradually. -e
monitoring data used for analysis in this paper are only
the monitoring data from the first half of 2020 with a small
amount of rainfall. -e conclusions drawn from moni-
toring data with shorter time periods appear to be in-
adequate. -erefore, long-term monitoring data
collection and analysis need to be continued. Also, the
rainfall intensity in the numerical simulation study is the
quantified data, so the difference between the effect of
short-term heavy rainfall and long-term continuous
rainfall on the landslide needs to be further studied. In
addition, the specific mechanisms between rainfall and
groundwater and between groundwater and rock must be
studied in detail.

8. Conclusions

In this study, the geological conditions, present situation,
rainfall, monitoring data, and numerical simulation results
of the Xiashan landslide are analyzed. -e current Xiashan
landslide belongs to the failure mode caused by hydraulic
drive. -e deformation mode of the landslide is creeping
deformation. -e joints and fissures of rock mass are de-
veloped, and the eruption and sedimentary layers always
appear alternately, which is unfavorable to the stability of the
landslide. -e latest monitoring results and numerical
simulation prove that rainfall is the main factor that affects
the slope stability.

-e calculation results show that the stability coefficient
is less than 1.05 when the rainfall intensity is more than
200mm/day. -is finding indicates that the slope is in an
unstable state and is prone to sliding rapidly. Considering
the influence of typhoons, the probability of heavy rain in the
landslide area is extremely high, and a large rainstorm (daily
rainfall >250mm) may occur. -erefore, long-term moni-
toring and various drainage measures should be applied to
implement comprehensive treatment.
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elements,” Géotechnique, vol. 49, no. 3, pp. 387–403, 1999.

[25] T. Matsui and K.-C. San, “Finite element slope stability
analysis by shear strength reduction technique,” Soils and
Foundations, vol. 32, no. 1, pp. 59–70, 1992.

[26] Y. C. Ma, P. D. Su, and Y. G. Li, “-ree-dimensional non-
homogeneous slope failure analysis by the strength reduction
method and the local strength reduction method,” Arabian
Journal of Geosciences, vol. 13, no. 1, p. 21, 2020.

[27] W. Gao, X. Chen, X. Wang, and C. J. Hu, “Novel strength
reduction numerical method to analyse the stability of a
fractured rock slope frommesoscale failure,” Engineering with
Computers, pp. 1–17, 2020.

[28] L. Abramson, T. Lee, G. Boyce, and S. Sharma, Slope Stability
and Stabilization Methods, John Wiley & Sons, New York,
NY, USA, 2nd edition, 2002.

[29] T. Ito and T. Matsui, “Methods to estimate lateral force acting
on stabilizing piles,” Soils and Foundations, vol. 15, no. 4,
pp. 43–59, 1975.

[30] E. Conte, A. Troncone, and M. Vena, “Behaviour of flexible
piles subjected to inclined loads,” Computers and Geotechnics,
vol. 69, pp. 199–209, 2015.

[31] B. T. Yu, H. Y. Sun, Y. Q. Shang, and H. Q. Li, “Characteristics
and stability analysis of Xiashan landslide in Zhejiang
province,” Chinese Journal of Rock Mechanics and Engi-
neering, vol. 25, no. S1, pp. 2875–2881, 2006.

[32] L. R. Zhu, G. S. Mao, K. D. Li, Z. G. Cheng, and E. K. Mao,
“-e geological characteristics and stability analysis of the
Xiashan village landslide in Xinchang county, Zhejiang
province,” De Chinese Journal of Geological Hazard and
Control, vol. 19, no. 4, pp. 18–22, 2008, in Chinese.

14 Advances in Civil Engineering



Research Article
A Fractal Model for Predicting the Relative Permeability of
Rough-Walled Fractures

Zuyang Ye ,1,2 Wang Luo,1,2 Shibing Huang ,1,2 Yuting Chen,3 and Aiping Cheng1,2

1School of Resource and Environmental Engineering, Wuhan University of Science and Technology, Wuhan 430081, China
2Hubei Key Laboratory for Efficient Utilization and Agglomeration of Metallurgic Mineral Resources,
Wuhan University of Science and Technology, Wuhan 430081, China
3Changjiang Survey, Planning, Design and Research Co., Ltd., Wuhan 430010, China

Correspondence should be addressed to Shibing Huang; huangshibing@wust.edu.cn

Received 24 October 2020; Revised 23 November 2020; Accepted 5 March 2021; Published 19 March 2021

Academic Editor: Jian Ji

Copyright © 2021 Zuyang Ye et al. ,is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

,e relative permeability and saturation relationships through fractures are fundamental for modeling multiphase flow in
underground geological fractured formations. In contrast to the traditional straight capillary model from porous media, the
realistic flow paths in rough-walled fractures are tortuous. In this study, a fractal relationship between relative permeability and
saturation of rough-walled fractures is proposed associated with the fractal characteristics of tortuous parallel capillary plates,
which can be generalized to several existing models. Based on the consideration that the aperture distribution of rough-walled
fracture can be represented by Gaussian and lognormal distributions, aperture-based expressions between relative permeability
and saturation are explicitly derived. ,e developed relationships are validated by the experimental observations on Gaussian
distributed fractures and numerical results on lognormal distributed fractures, respectively.

1. Introduction

Multiphase flow through fractured media is an important
process for a number of practical applications, such as
seepage control for rock slope [1, 2], petroleum reservoirs
[3], nuclear waste disposal [4], and geologic storage of
carbon dioxide [5]. In order to understand the influence of
multiphase flow behavior in fractured media on imple-
mentation with these applications, numerical simulations
have been applied in fractured media using a continuum
method [6, 7] or a discrete fracture network model [8, 9]. In
contrast to the macroscale continuum model, the flow be-
havior in the fractured rock is mainly governed by the
presence of fracture, which can highly improve the per-
meability of rock masses [10–12]. For the fracture-domi-
nated flow, the relative permeability of a single fracture is
one of the key parameters to describe the multiphase flow
behavior that controls the accuracy of modeling results
during numerical simulations.

In the last decades, multiphase flow behavior in single
fractures has been widely investigated through experiments
[13–23], numerical simulations [24–28], and theoretical
analysis [21, 28–30] by a number of researchers. Several
models have been proposed to represent the relative per-
meability relationships in rough-walled fractures. Romm
[13] firstly developed simple linear relationships between
relative permeability and saturation for two different phases
(water and kerosene) called the X model, but later poor
performance was generally observed through other two-
phase flow experiments [14–16, 20, 21] and numerical
analysis [24, 27, 28] as a result of phase interference.
Consequently, Fourar and Lenormand [29] proposed a
viscous coupling model by considering significant inter-
ference between phases associated with viscosity. However,
there is no consensus on the characteristic behavior of
relative permeability in rough-walled fractures.

Some well-known models such as the Burdine model
[31], Corey model [32], and Brooks and Corey model [33]
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induced from porousmedia were also borrowed in fitting the
relative permeability properties of fractures, according to the
conceptualization of rough-walled fractures as two-dimen-
sional porous media. In these conceptual models from
porous media, the hypothesis that the flow paths are straight
is in contradiction with the actual tortuous flow paths. ,e
tortuosity factor is generally quantified by a power function
of function with exponent parameter m and m� 2 is widely
used in Brooks and Coreymodel [33] while the fitted valuem
of 1.0 is obtained during Liu et al.’s curve fitting [34]. ,e
physical meaning of the tortuosity factor is still not clear for
rough-walled fractures.

When the flow paths are controlled by capillarity during
quasistatic displacement, the relative permeability of frac-
ture is substantial influenced by aperture distribution. Some
studies [23, 24, 27, 28] have been made to understand the
relationships between relative permeability and aperture
distribution for rough-walled fractures including numerical
approaches for multiphase flow in single fractures, the
sensitivity of spatial distribution between apertures on rel-
ative permeability predictions, and the determination of
empirical parameters related to the residual saturation.
However, explicit mathematical relationships between rel-
ative permeability and fracture-aperture distribution are still
lacking.

A systematic study of relative permeability models with
respect to flow tortuosity and its dependence on fracture-
aperture distribution is a challenging task. ,erefore, the
primary objectives of this study are (1) to propose a gen-
eralized model for relative permeability in rough-walled
fractures with consideration of the tortuosity fractal di-
mension, (2) to develop the relationships between relative
permeability and aperture distribution of fractures, and (3)
to assess the validity of the proposed model through ex-
perimental data and numerical results from the literature.

2. The Existing Relative Permeability Models

,e relative permeability (kr) versus saturation (Sw) rela-
tionship through rough-walled fractures has been exten-
sively investigated due to their importance in engineering
applications. On the observation of two-phase flow between
water and kerosene through artificial parallel-plate fractures,
Romm [13] presented the kr-Sw relationship firstly as a
simple linear function:

kr � Sw. (1)

,is linear relationship is also applied to the oil phase, so
that the sum of relative permeabilities for water and oil
phases was equal to one known as X-curve. It is indicated
that each phase kept flowing in its self-governed capillary
paths without impediment from the other phase.

According to experimental results from the distilled
water-nitrogen gas flow through a transparent replica of a
natural rock fracture [14], air-water flow in horizontal ar-
tificial fractures [15, 18], kerosene-water flow in a parallel
glass plate fracture [16], nitrogen-water flow in smooth- and
rough-walled glass fractures [21], and gas-water flow in an

induced fracture from a cylindrical basalt core [20], strong
phase interference at the intermediate saturation was found
and the relative permeability did not linearly depend on the
saturation. ,us, several simple models were established or
directly borrowed from porous media to describe the
nonlinear behavior of relative permeability.

Based on the porous media approach, the rock fractures
are conceptualized as two-dimensional connected porous
media. Burdine [31] proposed one of the first theoretical
models for kr-Sw relationship as

kr �


Se

0 dSwe/P
2
c 


1
0 dSwe/P

2
c 

, (2)

Swe �
Sw − Swr

1 − Swr

, (3)

where Swe and Swr are the effective saturation and residual
saturation of the wetting fluid, respectively, and Pc is the
capillary pressure. Nevertheless, all the capillary tubes in the
Burdine model are assumed to be straight along the hy-
draulic gradient direction. In fact, the flow paths for porous
media are quite tortuous. To take into consideration the
tortuosity of the capillary tube, an additional tortuosity
factor obtained from measured relative permeability data
could be approximated as a power function of effective
saturation. ,en, a new version of the modified Burdine
model is given as

kr � S
2
we


Se

0 dSwe/P
2
c 


1
0 dSwe/P

2
c 

. (4)

,e formulation of the Burdine model includes three
parameters Sw, Swr, and Pc. ,e relative permeability
function is not explicitly expressed within the Burdine
model. Once Pc as a function of saturation is known, the kr-
Sw relationship can be derived from equation (4).

Based on the laboratory experiments for a number of soil
samples, Corey [32] and Brooks and Corey [33] proposed an
empirical relationship between water saturation and capil-
lary pressure in a general form as

Swe �
Pb

Pc

 

λ

, (5)

where Pb is the air entry pressure and λ is the pore size
distribution index. In Corey [32] relation, λ is equal to two.

Inserting equation (5) into equation (4) yields

kr � S
((2+3λ)/λ)
we . (6)

When λ� 2, equation (6) is equivalent to the Corey
model:

kr � S
4
we. (7)

Brooks and Corey [33] have discussed that media with a
wide range of pore size distribution should have small values
of λ. However, media with a uniform pore size could have λ
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values close to infinity such as the fractured media; equation
(6) can be simplified as

kr � S
3
we. (8)

After the observation on several flow structures (bubbles,
unstable bubbles, film flow, etc.) for water-air flows in an
artificial fracture [15], Fourar and Lenormand [29] devel-
oped a viscous coupling model accounting for the coupling
between the two fluids flowing simultaneously, whose in-
terface is assumed to be a plane. Based on the pipe-flow
model, the wetting phase is in contact with the capillary wall
and the nonwetting phase flows in between. ,e kr-Sw

function of the water phase is expressed as

kr �
S
2
w

2
3 − Sw( . (9)

As indicated by Huo and Benson [22] who presented a
detailed comparison between the experimental data and
existing models of the kr-Sw relationship, the X-curve could
only describe the data from Romm [13]. ,e Corey model
and Brooks and Corey model presented similar results and
gave good representations for Chen and Horne’s [21] test on
randomly rough-walled fractures. ,e viscous coupling
model provided good agreement with the data from Fourar
et al. [15] experiment in horizontal artificial fractures and
Chen and Horne’s [21] on smooth- and homogeneously
rough-walled fractures. Some other experimental data
[14, 20] have a considerable deviation from any of the
existing models.

While substantial progress has been made to investigate
the relative permeability in rock fractures, there is no general
model to predict the kr-Sw relationship of a rock fracture.We
will develop a reasonable model in this paper and also
demonstrate the relationship between the relative perme-
ability and aperture distribution in rough fractures.

3. Fractal Model of Relative Permeability in
Rough-Walled Fractures

A schematic of parallel capillary plates within a single rough-
walled fracture is shown in Figure 1. For simplicity, the
water-air two-phase flow through rough-walled fracture is
focused on in this study. However, the mechanism and
results can be extended to other multiphase flow systems.
,e flow rate q in a parallel capillary plate within a single
fracture is given by cubic law:

q �
b
3

12μ
ΔP
Lt

Δw, (10)

where ΔP is the pressure drop across the parallel capillary
plate of length Lt (along the flow direction) and aperture b, μ
is the viscosity of water, and Δw is the width of the capillary
plate.

Based on the Young–Laplace equation, the parallel
capillary plate with aperture b is related to the magnitude of
capillary pressure Pc as

b �
2Ts cos α

Pc

, (11)

where Ts is surface tension and α is contact angle.
For a given capillary pressure Pc, a parallel capillary plate

with an aperture equal to or less than (2Ts cos α/|Pc|) is
generally filled by water and the rest by air. Integrating
equation (10) from minimum aperture bmin to the aperture
b, the total flow rate Q of the entire fracture is given by

Q Pc(  � 
b

bmin

qdN, (12)

where dN is the number of capillary plates corresponding to
aperture b with capillary pressure Pc.

When the aperture distribution of fracture is defined as a
probability density function f (b), inserting equation (10)
into equation (12) leads to

Q Pc(  � 
Sw

Swr

VΔP
12μ

b
2

L
2
t

dSw, (13)

dSw �
bΔwLt

V
dN �

bΔwLt

V
f(b)db, (14)

where V is the total void volume within a single fracture and
the residual saturation Swr corresponds to the minimum
aperture bmin. As water flow is restricted to fracture aperture
below the critical aperture bmin, the water phase cannot flow
in a continuous way and the volume fraction of the immobile
water is defined as the residual saturation Swr.

In the traditional approaches for developing a closed-
form relative permeability model in porous media, the circle
capillary plates are both assumed to be straight. In reality, the
flow paths are generally tortuous based on the experimental
observations. ,e essential assumption of the traditional
approaches is that the tortuosity factor is quantified by a
power function and the exponent value cannot be deter-
mined rigorously in theory, which highly depends on ex-
perience from the experimental measurements.

As a result of the geometrical complication of the ap-
erture distribution, the length of the disorder and irregular
parallel capillary plate is similar to the measures of coastline,
rough surface, mountains, lakes, and islands, which follow
the fractal geometry rather than the Euclidean geometry
[35]. According to the self-similarity of a fractal capillary
plate, the length of a fractal capillary plate can be expressed
as

Lt∝ ε
1− DT , (15)

where ε is the length scale of measurement.
For the flow through heterogeneous porous media, the

tortuous length of the capillary tube is generally calculated
by a fractal scaling relationship Lt � ε1− DT L

DT

0 [36–39].
Similarly, we argue that the aperture b of parallel capillaries
is analogous to the length scale ε. Hence, the length of a
capillary plate with aperture b can be rewritten as

Lt � b
1− DT L

DT

0 , (16)
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where DT is the fractal dimension of the tortuous parallel
capillary plate, L0 is the straight distance between inflow and
outflow boundaries. For the fractal dimension of tortuous
parallel capillaryDT �1, Lt represents a straight flow path the
same as the Burdine model.

Inserting equations (3) and (16) into (13) yields

Q Pc(  � 
Swe

0

VΔP
12μ

b
2DT

L
2DT

0
dSwe. (17)

For a given water-air flow system through a fixed
fracture, ΔP, V, and L0 are assumed to be constants. By the
concept of relative permeability proposed, the relative
permeability kr is given as

kr �
Q Pc( 

Qsa

�


Swe

0 b
2DTdSwe


1
0 b

2DTdSwe

, (18)

whereQsa is the total flow rate under the saturated condition
for the water phase.

Applying the Young–Laplace equation and substituting
for b in equation (18) gives

kr �


Swe

0 dSwe/Pc
2DT 


1
0 dSwe/Pc

2DT 
. (19)

When the tortuosity fractal dimension approaches one
with respect to a straight parallel capillary plate, equation
(19) can be reduced to the Burdine model equation (2).

Combining equations (5) and (19) gives

kr � S
2DT/λ( )+1

we . (20)

For DT/λ� 0 when λ⟶∞ in which the unsaturated
flow behavior in the rough-walled fracture is approximated
to that in porous media with uniform pore size, equation
(20) is reduced to the X-curve equation (1). For DT/λ� 1,
equation (20) is reduced to the Brooks and Corey model
equation (8). For DT/λ� 1.5, equation (20) is reduced to the
Corey model equation (7). ,us, with one more parameter

Matrix

Aperture (b)

Fracture
L 0

Straight parallel capillary plates

(a)

L 0

Matrix

Aperture (b)

Fracture

Tortuous parallel capillary plates

(b)

Figure 1: Schematic of capillary plate flowmodel with different apertures. (a),e straight parallel capillary model. (b),e tortuous parallel
capillary model.
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DT, equation (20) can capture a relatively large range of the
kr-Sw relationships as plotted in Figure 2.

4. The Fractal Relative Permeability for
Aperture-Based Fractures

Based on the Young–Laplace equation (11), equation (19)
can also be presented in the form of aperture b:

kr �


b

bmin
b
2DT+1

f(b)db


∞
bmin

b
2DT+1

f(b)db
. (21)

For the tortuosity fractal dimension DT �1, the nu-
merator and denominator of equation (20) indicate the
equivalent hydraulic apertures bh and bsat for unsaturated
and saturated fracture, respectively; equation (21) is reduced
to Li et al.’s model kr � (b3h/b

3
sat) [30]. Once the probability

density function f (b) of aperture distribution is known, the
relative permeability can directly be determined from
equation (21).

Measurements of aperture distribution from natural and
artificial fractures have been performed through numerous
measuring techniques including void casting [40], 3D laser/
stereotopometric scanning [41–43], and computed tomog-
raphy [22, 44, 45]. ,e measured aperture distributions are
supported to be either Gaussian or lognormal. For the sake
of completeness, Gaussian and lognormal distribution are
both employed to evaluate the relationship between the
relative permeability and aperture distribution.

4.1. Normal Distribution-Based Fractures. ,e Gaussian
aperture distribution can be given by the following
expression:

f(b) �
1
���
2π

√
δ
e

− (b− u)2/2δ2( ), for b≥ 0, (22)

where u and δ are the mean value and standard deviation of
the aperture, respectively.

Before presenting the relative permeability relationship
with respect to the aperture distribution, it is useful to define
a derived integration function:

G(x, y) � 
y

u
b

x 1
���
2π

√
δ
e

− (b− u)2/2δ2( )db. (23)

By defining t � (|b − u|/
�
2

√
δ)> 0, the following equa-

tion can be obtained:

G(x, y) �
|y − u|

y − u

1
��
π

√ 
ty

0
(u ±

�
2

√
δt)

x
e

− t2dt, (24)

ty �
|y − u|

�
2

√
δ

. (25)

According to Newton’s generalized binomial theorem
[46], equation (24) can be rewritten as

G(x, y) �
|y − u|

y − u

1
��
π

√ 
ty

0

∞

k�0

C
k
yu

x− k
( ±

�
2

√
δt)

k
e

− t2dt

�
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y − u

1
��
π

√ 
∞

k�0

C
k
yu
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( ±
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2

√
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t
k
e

− t2dt
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1
2

��
π

√ 
∞

k�0
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k
yu

x− k
( ±

�
2

√
δ)

k

· 
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0
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2

 
((k+1)/2)− 1

e
− t2dt

2

�
|y − u|
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1
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��
π

√ 
∞

k�0

C
k
yu

x− k
( ±

�
2

√
δ)

k
c

k + 1
2

, t
2
y ,

(26)

where c refers to Gamma function:

c(x, y) � 
y

0
t
x− 1

e
− tdt,

C
k
y �

y(y − 1)L(y − k + 1)

k!
.

(27)

K r
 (f

ra
ct

io
n)

0.2 0.4 0.6 0.8 1.00.0
Sw (fraction)

0.0

0.2

0.4

0.6

0.8

1.0

X model 
(DT/λ = 0, Sr = 0)
Brooks and Corey model
 (DT/λ = 1, Sr = 0)
Corey model 
(DT/λ = 1.5, Sr = 0)

Presented model 
(DT/λ = 0.5, Sr = 0)
Presented model 
(DT/λ = 0.5, Sr = 0.2)

Figure 2: Relationships between relative permeability and satu-
ration calculated from equation (20).
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A combination of equations (21) and (22) yields and,
using equation (26), the relative permeability expression is
obtained as

kr �


b

bmin
b
2DT+1

(1/
���
2π

√
δ)e

− (b− u)2/2δ2( )db


∞
bmin

b
2DT+1

(1/
���
2π

√
δ)e

− (b− u)2/2δ2( )db
,

�


b

u
b
2DT+1

(1/
���
2π

√
δ)e

− (b− u)2/2δ2( )db − 
bmin

u
b
2DT+1

(1/
���
2π

√
δ)e

− (b− u)2/2δ2( )db


∞
u

b
2DT+1

(1/
���
2π

√
δ)e

− (b− u)2/2δ2( )db − 
bmin

u
b
2DT+1

(1/
���
2π

√
δ)e

− (b− u)2/2δ2( )db

�
G 2DT + 1, b(  − G 2DT + 1, bmin( 

G 2DT + 1,∞(  − G 2DT + 1, bmin( 
.

(28)

For DT is assigned to be zero in mathematics, the water
saturation can be calculated as

Sw �


b

bmin
bf(b)db


∞
bmin

bf(b)db
�

G(1, b) − G 1, bmin( 

G(1,∞) − G 1, bmin( 
. (29)

Relative permeability and saturation equations (28)
and (29) based on Gaussian aperture distribution are
functions of the parameters DT and bmin. Figure 3 il-
lustrates the kr-Sw relationships for Gaussian aperture-
based fractures with different tortuosity fractal dimen-
sions and minimum apertures. For a Gaussian aperture-
based fracture with low DT close to 2 when bmin is kept at
zero, the variation of the relative permeability kr versus Sw

is more pronounced and the relative permeability drops
off rather rapidly with increasing DT. ,is is because, for a
higher DT, a continuous flow path turns to be more
tortuous and its component flow rate gets smaller
according to the cubic law equation (10).

While the tortuosity fractal dimension DT remains un-
changed, with the growth of bmin corresponding to the larger
residual saturation, the slope of the kr-Sw curves is markedly
elevated and the relative permeability decreases consider-
ably. ,is may be a result of the fact that the number of
capillary flow paths is fewer when much more void space is
invalid to generate immobile capillary.

4.2. Evaluation of the New Relationship Based on Lognormal
Distribution. ,e lognormal aperture distribution can be
given by the following expression:

f(b) �
1
���
2π

√
δ
e

− (ln b− u)2/2δ2( ), for b≥ 0. (30)

Note that u and δ are the mean value and standard
deviation of the logarithm of aperture, respectively.

Similarly, the relative permeability based on the log-
normal aperture distribution can be expressed as

kr �


b

bmin
b
2DT+1

e
− (ln b− u)2/2δ2( )d ln b


∞
bmin

b
2DT+1

e
− (ln b− u)2/2δ2( )d ln b

. (31)

If defining t � ((ln b − u)/
�
2

√
δ), the relative perme-

ability and saturation can be derived as

kr �


t

tmin
e

�
2

√
δt+u

 
2DT+1

e
− t2dt


∞
tmin

e
�
2

√
δt+u

 
2DT+1

e
− t2dt

�


t

tmin
e

− t−
�
2

√
2DT+1( )δ/2( )[ ]

2

dt


∞
tmin

e
− t−

�
2

√
2DT+1( )δ/2( )[ ]

2

dt
�
erf(ξ) − erf ξmin( 

1 − erf ξmin( 
,

(32)

Sw �
erf(t −

�
2

√
δ/2) − erf tmin −

�
2

√
δ/2( 

1 − erf tmin −
�
2

√
δ/2( 

, (33)

tmin �
ln bmin − u

�
2

√
σ

;

ξ � t −

�
2

√
2DT + 1( δ
2

;

ξmin � tmin −

�
2

√
2DT + 1( δ
2

.

(34)

Relative permeability and saturation based on lognormal
aperture distribution equations (32) and (33) are also a
function of the parameters DT and bmin. A relatively large
range of the kr-Sw relationships for lognormal aperture-
based fractures with different tortuosity fractal dimensions
and minimum apertures is depicted in Figure 4, indicating
considerable sensitivity to the tortuosity fractal dimension
and minimum aperture. Similar to the relative permeability
curves shown in Figure 3, the relative permeability decreases
with the increment ofDT for a specified bmin, while it reduces
considerably with the increment of bmin for a specified DT.
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5. Model Validation and Prediction

5.1. Experimental Validation against Laboratory
Observations. In order to demonstrate the validity of the
proposed kr-SW relationships in the form of equations (28)
and (29), the comprehensive experimental measurements
for the nitrogen-water flow of rough-walled fractures re-
ported by Chen and Horne [21] are applied to be compared
with our predictions. ,e kr-SW data of two analog fractures
(homogeneously and randomly rough-walled fractures) with
Gaussian aperture distributions are both presented. ,e
statistical parameters for homogeneously and randomly
rough-walled fractures are u� 0.145mm and δ � 0.03mm,
and u� 0.24mm and δ � 0.05mm, respectively.

Figure 5 shows good agreement between the proposed
model and the data from Chen and Horne [21]. Based on
the least square method, the fitted parameters are DT �1.75
and bmin � 0.136mm for homogeneously rough-walled
fracture and DT �1.9 and bmin � 0.24mm for randomly
rough-walled fracture. ,e values for the correlation co-
efficient (R2) of curve fitting are above 0.95. ,e predictions
by other models including X-model, Brooks and Corey
model, and Corey model are also plotted in Figure 4. ,e
Brooks and Corey model gives better results than the X-
model and Corey model. However, the residual saturation
predicted using the Brooks and Corey model is specified as
zero and diverges from the actual residual saturation
(Swr � 0.25 and 0.39 for homogeneously and randomly
rough-walled fractures, resp.) based on the experimental
measurements.

Significantly, it is realized that the tortuosity fractal
dimension DT of the homogeneously rough-walled fracture
is less than that of randomly rough-walled fracture. ,is can

be understood from the characteristics of the Gaussian
aperture distribution, in which the aperture variation of the
former does not have correlated spatial correlation whereas
that of the latter does. ,erefore, the flow paths formed in
the homogeneously rough-walled fracture are less tortuous
corresponding to lower DT.

5.2. Comparison with Numerical Solutions. At the present
time, there are a few systematic studies on experimental data
based on lognormal distributed fracture with which theoretical
prediction for fracture relative permeability can be compared.
However, Pruess and Tsang [24] have developed a numerical
model based on percolation theory to numerically study the
two-phase flow properties in fractures with lognormal aperture
distributions and the relative permeability data for two typical
fractures with the same lognormal aperture distribution
(u� 0.0818mm and δ � 0.0043mm), and different anisotropy
of spatial correlation are both calculated by simulating each
phase flows separately in their filled void space. Based on a
general simulator “MULKOM,” the fracture aperture is dis-
cretized with 20× 20 grid blocks and a pressure difference is
assigned to the inflow and outflowboundarieswhile the residual
boundaries are impermeable.

Figure 6 shows matches between the simulated relative
permeability-saturation relations and curves predicted using
the proposed model, Xmodel, Corey model, and Brooks and
Corey model. For a given saturation, the X model generally
overestimates the relative permeability and the Corey model
generally underestimates the relative permeability, being in
disagreement with the numerical results. ,e proposed
model and Brooks and Corey model are overall closer to the
measurements than the X model and Corey model
predictions.
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Figure 3: Predicted relationships between relative permeability
and saturation with different tortuosity fractal dimensions and
minimum apertures. ,e parameters used in equations (28) and
(29) are u� 0.3mm and δ � 0.1mm.
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Figure 4: Predicted relationships between relative permeability
and saturation with different tortuosity fractal dimensions and
minimum apertures. ,e parameters used in equations (32) and
(33) are u� 0.3mm and δ � 0.2mm.
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Figure 6: Comparisons of relative permeabilities between the present model and measured data for two fractures of the same lognormal
aperture distribution with themean value and standard deviation of 0.0818mm and 0.0043mm, respectively: (a) isotropic spatial correlation
and (b) anisotropic spatial correlation.
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As indicated in Figure 6, some discrepancies between the
analytical predictions and numerical results are apparent; for
example, relative permeabilities are somewhat too low for
large saturations, while, at low saturations, relative perme-
abilities are somewhat too high. Agreement is rather good at
intermediate saturations. Note that the resultant DT values
are identical with one, indicating that the flow paths in these
two different spatial correlated fractures are close to straight
without the influence of anisotropy of aperture distribution.
,is may be due to the insufficient statistical quantity of
aperture elements as mentioned by Pruess and Tsang [24];
each fracture realization includes only 400 aperture elements
and lacks the chance to generate tortuous flow paths in large
probability.

6. Conclusions

,e relative permeability in rough-walled fractures is a
fundamental parameter in the multiphase flow through
fractured media. A fractal model for estimating the re-
lationship between relative permeability and saturation
of rough-walled fractures is derived analytically based on
the cubic law and the tortuous capillary model. ,e
proposed model has considered the fractal characteristics
of tortuous parallel capillary plates and can generalize the
primary existing relationship in the literature. Based on
the aperture-distributed dependence of relative perme-
ability properties, the relative permeability expressions in
the form of aperture with respect to Gaussian and log-
normal distribution are both developed explicitly. ,e
predictions of relative permeabilities from the proposed
model are shown to be consistent with experimental
observations for Gaussian distributed fractures and nu-
merical data for lognormal distributed fracture. ,e
fractal relative permeability model for rough-walled
fracture is the terms of the tortuosity fractal dimension,
determination of the tortuosity fractal dimension asso-
ciated with aperture distribution is an interesting and
challenging topic, and this work is in processing.
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.e mechanical properties of joints are important factors affecting the safety and stability of rock mass. .e joint roughness
coefficient (JRC) is a parameter for describing the roughness morphology of the joint surface, and its accurate quantification is
very important to predict the shear strength. In the current statistical parameter methods for the estimation of joint roughness, the
size of different protrusions on the joint surface was completely ignored, which did not correspond to the real failure mechanism
of rock joint during the shear process. In this study, a new statistical parameter WPA was proposed for the estimation of JRC
considering the shear direction and the contributions of different protrusions. First, the 10 standard roughness joint profiles were
digitized based on image processing technology, and the obtained coordinate data were proved to be reliable by the calculation
results of existing parameters. Secondly, the WPA value of 10 standard roughness joint profiles was calculated at a 0.5mm
sampling interval in two directions. .e functional relationship between WPA and JRC indicated that they should be established
in the same shear direction to maintain a high correlation. .e JRC values of 10 standard roughness joint profiles in direction 2
were obtained based on the functional relationship established between WPA and JRC in direction 1, and the roughness of these
10 joint profiles was confirmed to be influenced by direction. Next, the effect of sampling interval onWPAwas investigated. As the
sampling interval increases, theWPA values gradually decreased and the correlation between them and JRC gradually declined. In
practical application, a smaller sampling interval was recommended for more accurate prediction. Finally, the geometric co-
ordinate data of 21 joint profiles given in the literature and 4 natural joint surfaces were obtained by graphics processing
technology and 3D scanning technology, respectively. .e JRC values of them were separately estimated by WPA in different
directions..e results showed that the new statistical parameterWPA proposed in this paper can well describe the joint roughness
considering the shear direction and the contribution of different protrusions.

1. Introduction

In natural rock masses, there are complex joints and
structural planes with different morphologies, directions,
and scales. .e engineering geology of the rock mass is
obviously different from the complete rock due to the
characteristics of multiple fractures. A lot of practical
engineering experience showed that the fracture in the rock
mass plays a leading role in the deformation and de-
struction of slope and tunnel engineering [1–4]. .erefore,

the safety and stability of rock mass largely depended on the
mechanical properties of intricate joints. Shear strength is
the main strength characteristic of joints, and it is influ-
enced by a variety of factors. Joint roughness is an im-
portant factor affecting the shear properties of the joint
surface, and its quantitative determination makes it pos-
sible to predict the shear strength of the joint surface.
.erefore, it is a challenging research task to accurately and
reasonably estimate the roughness of the joint surface
[5–9].
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Based on the direct shear test of 136 natural joint
specimens, Barton [8] proposed the JRC-JCS model which
was widely used in rock mass engineering and put forward
the joint roughness coefficient (JRC) to quantitatively de-
scribe the irregular morphology of the joint surface at the
first time. .e JRC-JCS model is shown in

τ � σn tan JRC∗
JCS
σn

  + φr , (1)

where τ is the shear strength, which can be obtained from the
shear stress curve, σn is the normal stress, JRC is the joint
roughness coefficient, JCS is the compressive strength of the
joint wall, which can be obtained from the uniaxial com-
pression test or the point load test of the complete rock, and
φb is basic friction angle which can be obtained from the tilt
test of the joint surface. For equation (1), if we have obtained
the exact values of other parameters, we can get the JRC
value by inverse calculation. However, this method can only
provide a posteriori description of the roughness of the joint
surface. In contrast, we prefer that the JRC and shear
strength of the joint surface be obtained in advance to
evaluate its safety and stability. According to this idea,
Barton and Choubey [9] proposed 10 standard roughness
joint profiles, and the JRC of the target joint can be de-
termined by visual comparison. .e JRC values of the
standard profile were obtained by back calculation from
equation (1) with a range of 0 to 20, as shown in Table 1.

As this empirical comparison method gives the way to
determine the JRC value for the first time, the International
Society for Rock Mechanics [10] recommends these 10
profiles as a standard method for evaluating the joint
roughness coefficient. Although the empirical comparison
method was very convenient and fast, its prediction value
fluctuated with the personal experience of field engineers
[11, 12].

To avoid the above situation, the statistical parameter
method was gradually developed to quantify the JRC of the
joint surface, such as the straight edge method [13], the
modified straight edge method [14], the fractal dimension
(D) [15, 16], root mean square roughness index (RMS) and
mean square values roughness index (MSV) [17], root mean
square of the first deviation of profiles (Z2) [17–22], structure
function (SF) [17–19, 21–23], standard deviation of the angle
(SDi) [19], the roughness profile index (Rp) [19–23], max-
imum inclination (θ∗max) [20, 21], the modified Z2 (Z2′) [24],
mean positive angle parameter (θP+) [25], and mean tangent
angle (β100%) [22]. .ese parameters can be calculated from
geometric coordinates of joint profile, as shown in Figure 1
[26], where xi and yi are the abscissa and ordinate of the joint
profile, respectively. L is the horizontal length of the joint
profile. △x is the distance between the abscissa of adjacent
coordinate point and it is usually a constant value at the
same sampling interval.

It is practical to use JRC to systematically characterize
the morphology of rock joints, and JRC provides a unified
standard for all joint morphology description methods.
However, the accuracy of JRC is highly dependent on the
reasonableness of the statistical parameters used. At present,

many researchers believed that the rough morphology of
joint surface has anisotropy because the strength and failure
characteristics of rough joints were completely different in
different shear directions [27–30]. .erefore, the direc-
tionality of rough topography should be considered when
describing joint roughness. Most of the above statistical
parameters had been confirmed to have a good correlation
with JRC [13–25]. However, only a few statistical parameters
could reflect the influence of shear direction on joint
roughness, such as θ∗max, Z2′, θP+, and β100% [20–22, 24, 25].

In recent years, some scholars had found that the failure
of different morphologies of joint surfaces was different in
the shear process [7, 31–35]. .e failure scale of the big
protrusion on the joint surface was larger than that of the
small one. .is indicated that the overall failure of the joint
surface was closely related to the size of the joint protrusion,
and the overall roughness of the joint should consider the
size of protrusion corresponding to local roughness.
However, in the current statistical parameter methods for
the estimation of joint roughness, only the geometric
characteristics of the joint surface were considered. .e
overall roughness parameters of the joint profile were usually
obtained by averaging all local roughness parameters. .e
size of joint protrusion was completely ignored, and this
could not reflect the real failure mechanism of the joint in
the shear process.

In order to predict the JRC of joint profile more rea-
sonably, a new statistical parameter considered the contri-
bution degree of different protrusions and shear direction
was proposed in this paper. Based on the 10 standard
roughness joint profiles proposed by Barton and Choubey
[9], the directionality of JRC was well verified. What is more,
the impact of the sampling interval of joint profile data on
both the WPA value and their correlation with JRC was also
investigated. Finally, the practicability of WPA in evaluating
JRC of the joint profile was well verified based on the joint
profile given in the literature and the natural joint surface.

2. Derivation of New Statistical Parameters

In order to fill the gaps in existing studies, a new statistical
parameter WPA (the weighted positive angle) was proposed
in this paper to characterize the roughness of the joint
profile. In the definition of WPA, the directionality of the
shear process and the contribution of local roughness to the
overall roughness were considered simultaneously.

As shown in Figure 2, the discrete form of the rough joint
profile consists of a series of coordinate points (xi, yi), and
the horizontal coordinate spacing between adjacent coor-
dinate points is the sampling interval Δx. .e horizontal line
corresponding to the lowest point of the joint profile (the
ordinate is ymin) was defined as the lowest horizontal line,
and the distance from the joint coordinate point to the
lowest horizontal line was defined as the undulating height h.
At the same sampling interval, the joint profile was divided
into a few small joint segments, each of which could be
considered as a microprotrusion. Finally, for a single
microjoint segment, the area (A) of the region enclosed by
the joint profile and the lowest horizontal line was defined to
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characterize the area (i.e., the size) of the microprotrusion.
.e area Ai of the i-th microprotrusion could be calculated
by

Ai �
Δx hi+1 − hi( 

2
. (2)

In existing studies, the inclination angle of joint pro-
trusion had been proved to have a great influence on the
shear failure mechanism, and its physical significance was
very clear [36, 37]. .erefore, the local inclination angle θ
was selected to describe the surface roughness of the
microjoint segment, which could be calculated from the
geometric coordinates of the local joint profile, as shown in

θ � tan− 1 yi+1 − yi

xi+1 − xi

 . (3)

When θ is positive, it indicates that the corresponding
microjoint segment is oriented to the shear direction. On the
contrary, when θ is negative, it indicates that the

corresponding microjoint segment is in the direction of back
shear. Based on the definition of microprotrusion, we as-
sumed that the larger the microprotrusion size, the greater
the contribution of surface roughness of microjoint segment
to the overall roughness of joint profile. .erefore, the
weight coefficient ci was defined to represent the contri-
bution of i-th microjoint roughness and it could be calcu-
lated by

ci �
Ai


i�n
i�1Ai

. (4)

In equation (4), n represents the number of all micro-
joint segments. .e overall roughness Ri of i-th microjoint
segment could be expressed by the product of surface
roughness θi and weight coefficient ci, as shown in

Ri � θ∗i ci. (5)

From the available joint shear test results, we knew that
contact and extrusion of the joint surface occurred only at

Table 1: 10 standard roughness joint profiles [9].

No. Typical roughness profiles JRC range

1 0∼2 (0.4)

2 2∼4 (2.8)

3 4∼6 (5.8)

4 6∼8 (6.7)

5 8∼10 (9.5)

6 10∼12 (10.8)

7 12∼14 (12.8)

8 14∼16 (14.5)

9 16∼18 (16.7)

10 18∼20 (18.7)
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Figure 1: .e diagram used to define geometric coordinates of a joint profile [26].
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the position facing the shear direction during the shear
process. .erefore, referring to the treatment of Zhang et al.
[24] and Belem et al. [25], when describing the roughness of
joint profile along a certain shear direction, only the mor-
phological data oriented to the shear direction were counted
and involved in the roughness description. Considering the
directionality of the shear process, the overall roughness Ri
data of microjoint segment greater than 0 were recorded as
Ri+. .e newly proposed statistical parameter WPA (the
weighted positive angle) for describing joint roughness in
this paper could be obtained by summing all the values of
Ri+, as shown in equation (6), where m represents the
number of Ri+.

WPA � 
i�m

i�1
R

+
i . (6)

In the mathematical sense, the establishment of WPA is
the process of calculating a weighted average of the local
inclination angle θi of the microjoint segment. In the
physical sense, the dual effects of protrusion size and shear
direction on the joint roughness are considered simulta-
neously in the definition ofWPA, which can reflect the shear
destruction mechanism of the joint surface to some extent.
.erefore, the new statistical parameter WPA can not only
reflect the shear direction of joints but also reflect the
contribution of different protrusions to the overall rough-
ness. .is makes it possible to establish an important re-
lationship between the roughness description and the shear
mechanism of rock joints, which is rarely considered by the
existing statistical parameters such as Z2 and RP.

3. Preparation for Research

3.1. Digitization of Barton’s Joint Profiles. In the currently
available literature, the original version of the 10 standard
roughness joint profiles originated from a journal paper
published by Barton in 1977 [9]. Since the authors did not
provide the raw data of the 10 joint profiles for the reader to
review, later researchers could only obtain the geometric

coordinates of the 10 joint profiles in the image with the help
of various indirect methods.

.e initial data acquisition process for the 10 standard
roughness joint profiles proposed by Barton was based on a
profile comb (Figure 3). .e sampling interval (SI) of the
initial data is 0.5mm because the spacing between the comb
teeth is about 1mm. .e digitization of the 10 joint profiles
using indirect methods is equivalent to the reacquisition of
the original data, so the accuracy of our acquired data is
limited by the accuracy of the original data. .erefore, the
sampling interval for the digitizing process of the joint
profile was set to 0.5mm in this paper, and discrete data with
larger sampling intervals could be obtained by an interpo-
lation process.

In this paper, the image recognition method was chosen
to complete the digitization of the joint profiles, and the
image processing software was chosen to be GETDATA. We
firstly used screenshot software to capture the image of each
joint profile and saved it separately as a jpg image file. Before
the data acquisition process, we also needed to remove
useless pixels from the joint image and set the horizontal and
vertical axes for it. .e average horizontal length of 10
standard roughness joint profiles was about 99mm, which
was close to 100mm. Among them, the 7th profile was the
shortest (96mm) and the 8th profile was the longest
(101mm) [8, 21]. According to the processing idea of Zheng
and Qi [22], the horizontal length of the 10 joint profiles was
assumed to be 100mm, and the JRC values of them were
assumed to be unchanged. After that, the geometric coor-
dinates of the joint profile could be obtained through the
automatic acquisition mode and point capture mode. .e
data point was at the center of the joint profile by default.
.is process was similar to Jang et al. [21], as shown in
Figure 4, and the modified 10 standard roughness joint
profiles are shown in Figure 5.

3.2. Validation of Joint Profile Data. In order to verify the
accuracy of joint profile data obtained in Section 3.1, sta-
tistical parameters Z2 and RP − 1 that were widely used in

0

ymin

y1

y2

x1 xi–1 xi xi+1x2

yiyi–1 yi+1 yn

h2A1

Δx Δx Δx

h1

Figure 2: Schematic diagram of the area at microjoint segment.
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actual engineering were recommended as representative for
verification. .eir definitions are as follows [17–23]:

Z2 �
1
L


x�L

x�0

dy

dx
 

2

dx⎡⎣ ⎤⎦

1/2

�
1

(N − 1)(Dx)2


N−1

i�1
yi+1 − yi( 

2⎡⎣ ⎤⎦

1/2

,

Rp − 1 �


N−1
i�1 xi+1 − xi( 

2
+ yi+1 − yi( 

2
 

1/2
− 1

L
,

(7)

where N is the number of discrete points in joint profile and
it is 201 at 0.5mm sampling interval. Under the condition of
0.5mm sampling interval, the values of Z2 and RP − 1 of ten
standard roughness joint profiles were calculated, and their
fitting relationship with JRC was established by

JRC � a∗ ln(P) + b, (8)

where P represents the statistical parameters and a and b
represent the regression coefficients. As shown in Figure 6,
the values of Z2 and RP − 1 were showing a growth trend with
the increase of the JRC value. .e correlation coefficients
squared of Z2 and RP − 1 with JRC calculated in our paper all
exceeded 0.95, which was like the findings of other re-
searchers [17–23]. .is confirmed that the data acquisition

(a) (b)

Figure 3: Procedure of using a profile comb to get a profile from the joint surface. (a) 10 typical joint surfaces. (b) Profile comb [8, 9].
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Figure 4: .e diagram used to show the digitization of a joint profile.
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work of the Barton standard profiles in our paper was very
accurate, and follow-up studies based on these acquired data
were reliable.

4. Validation of Correlation between WPA
and JRC

Based on the coordinate data of 10 standard roughness joint
profiles obtained before, theWPA of each joint profile under
two shear directions was obtained according to the calcu-
lation process from equation (2) to equation (6). .e cal-
culation results of WPA are summarized in Table 2, and the
corresponding sampling interval was set to 0.5mm. For the
convenience of subsequent description, shearing from left to
right was noted as direction 1, and shearing from right to left
was noted as direction 2.

At 0.5mm sampling interval, each joint profile contains
200 microjoint segments; however, the number of micro-
segments involved in the calculation was not the same in
direction 1 and direction 2. In direction 1, theWPA values of
the joint profile increased consistently with the corre-
sponding number. In direction 2, although the WPA values
of the joint profile increased with the corresponding number
as a whole, there were anomalies in the fifth and seventh
joint profiles.

To validate the rationality of WPA when describing joint
profile roughness, the functional relationships between
WPA and JRC for different joint profiles in two shear di-
rections were established in the same form as equation (3).
As can be seen in Figure 7 and equations (9) and (10), the
correlation between WPA and JRC of joint profile in di-
rection 1 was better than that in direction 2, and the square
of correlation coefficient (R2) is 0.9643 and 0.8883,
respectively.

JRC � 14.602 ln(WPA) − 12.536,

R
2

� 0.9643,

direction 1,

(9)

JRC � 13.502 ln(WPA) − 10.308,

R
2

� 0.8883,

direction 2.

(10)

It is worth noting that this phenomenon is a good
verification of the directionality of the joint roughness.
When Barton proposed the 10 standard rough joint profiles,
the default shear direction was from left to right [8]. So, the
attached JRC values in Table 1 only represented the
roughness of the joint profiles in direction 1 rather than

0

1

0 10 20 30 40 50 60 70 80 90 100

(a)

–1
0
1
2

0 10 20 30 40 50 60 70 80 90 100

(b)

–1
0
1
2

0 10 20 30 40 50 60 70 80 90 100

(c)

–2
–1

0
1

0 10 20 30 40 50 60 70 80 90 100

(d)

–2
0
2
4
6

0 10 20 30 40 50 60 70 80 90 100

(e)

–6
–3

0
3

0 10 20 30 40 50 60 70 80 90 100

(f )

–4
0
4
8

0 10 20 30 40 50 60 70 80 90 100

(g)

–8
–4

0
4

0 10 20 30 40 50 60 70 80 90 100

(h)

0 10 20 30 40 50 60 70 80 90 100
–3

0
3
6

(i)

0 10 20 30 40 50 60 70 80 90 100
–4
–2

0
2
4

(j)

Figure 5: .e modified 10 standard roughness profiles (unit: mm). (a) Profile 1. (b) Profile 2. (c) Profile 3. (d) Profile 4. (e) Profile 5. (f )
Profile 6. (g) Profile 7. (h) Profile 8. (i) Profile 9. (j) Profile 10.
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direction 2. As the data used in Figure 7(b) were based on
different shear directions, so this showed that the joint
roughness is directional. In summary, the functional

relationship between the statistical parameters and the JRC
should be established in the same shear direction; otherwise,
large errors will occur such as those shown in Figure 7(b).

JRC = 15.355ln (Z2) + 32.683
R2 = 0.9546

JR
C
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JRC = 7.996ln (RP – 1) + 39.559
R2 = 0.9554
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(b)

Figure 6: Fitting curves between statistical parameters and JRC. (a) Z2. (b) RP – 1.

Table 2: .e WPA values of 10 joint profiles in different directions (SI� 0.5mm).

Number of joint profiles
Direction 1 Direction 2

WPA m WPA m
1 2.35 84 2.29 116
2 3.11 97 2.79 103
3 3.42 87 3.13 113
4 4.35 88 4.97 112
5 4.43 102 3.55 98
6 4.50 90 5.16 110
7 5.18 97 4.87 103
8 6.17 104 6.09 96
9 7.87 105 6.74 95
10 8.47 89 8.50 111

JRC = 14.602ln (WPA) – 12.536
R2 = 0.9643
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Figure 7: .e functional relationships between WPA and JRC in two shear directions. (a) Direction 1. (b) Direction 2.
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Based on the above analysis, equation (9) was proposed
to estimate the JRC of the joint profile at a sampling interval
of 0.5mm..erefore, when we substitute the WPA values of
10 joint profiles in direction 2 into equation (9), the JRC
values of 10 joint profiles in direction 2 can be obtained
successfully. Table 3 shows the JRC values of 10 standard
roughness joint profiles in two directions.

As can be seen from Table 3, the JRC values of 10
standard roughness joint profiles in two shear directions
were verified to be different, which was consistent with the
results obtained by Zheng and Qi [22]. Among them, the
absolute difference of JRC in two directions of the fourth
joint profile was the largest (4.18), and that of the tenth joint
profile was the smallest (0.01). For the first joint profile, its
JRC in direction 2 was negative, and this exceeded the limit
where theminimum JRC value was 0. So, in order to keep the
estimated JRC value of joint profiles in the normal range, the
range of WPA should be larger than 2.35 965. In direction 2,
the order of JRC sizes for the 10 standard roughness profiles
had changed, as shown at the 4th, 5th, 6th, and 7th joint
profiles.

5. Effect of Sampling Interval on WPA

In actual rock engineering, the accuracy of the joint surface
data is greatly influenced by the sampling method and
equipment, so the sampling interval varies widely. When the
statistical parameter method is used to predict the rough-
ness, the sampling interval conditions of joint profile data,
statistical parameters, and corresponding function rela-
tionship must be consistent to ensure the correctness of this
work [21, 22]. .erefore, in order to expand the application
range of the new statistical parameters, the functional re-
lationships between WPA and JRC were established under
various sampling intervals. In Section 3.1, the geometric
coordinate data of 10 standard roughness joint profiles were
obtained at a 0.5mm sampling interval. On this basis, the
coordinate data of 10 joint profiles at sampling intervals of 1,
2, 4, and 10mm could be easily obtained by interpolation.

In direction 1, the WPA values of 10 standard roughness
joint profiles at 5 sampling intervals are shown in Table 4,
and their variation with sampling interval is shown in
Figure 8. It can be seen that the sampling interval had a great
influence on the WPA values of joint profiles. With the
increase of sampling interval from 0.5mm to 10mm, the
WPA values of each joint profile decreased gradually, and
the decreasing speed was first large and then small. In
practical application, the sampling interval condition should
be clarified to avoid confusion.

At sampling intervals of 1, 2, 4, and 10mm, the rela-
tionship curve and functional relationship between WPA
and JRC of 10 joint profiles are given in Figure 9. We can see
that the JRC of the joint profile kept a positive correlation
with WPA under all sampling interval schemes. For the
convenience of description, the fitting formulas between
WPA and JRC under different sampling intervals are
summarized in Table 5. It can be seen that the R2 of the fitting
formulas between WPA and JRC decreased from 0.9643 to
0.9311 with the increase of sampling interval from 0.5mm to

10mm. Overall, as the sampling interval increased, the
correlation of the functional relationship between WPA and
JRC decreased. .is is because there must be an error be-
tween the obtained joint profile and the original joint profile,
and this error increases as the sampling interval increases.

Figure 10 shows a comparison of the 10th joint profile
obtained at 0.5mm and 10mm sampling intervals. .e
morphology of the joint profile obtained at the two sampling
intervals was quite different. When the sampling interval
changes from 0.5mm to 10mm, the sampling points of the
joint profile decreased from 201 to 11 and many local rough
features had been lost. .erefore, the WPA obtained from
the joint profile data of the 10mm sampling interval could
not reflect the morphological characteristics of the original
joint very well. .is indicated that when we want to predict
the roughness of the original joint profile, the sampling
interval should be as small as possible; otherwise, the pre-
diction accuracy will be reduced.

6. Validation of the WPA’s Applicability

In order to show the advantage of WPA in predicting the
JRC of the joint profile, we separately evaluated the
roughness of the joint profile given in the literature and the
natural joint surface.

6.1. JRCEstimation of the Joint ProfilesGiven in the Literature.
Firstly, we performed the corresponding digitization process
in Section 3.1 on the joint profile given in the literature
[18, 24, 38–41] at the sampling interval of 0.5mm. Next, the
WPA and corresponding JRC values of 21 joint profiles were
calculated through equation (2) to equation (6) in two shear
directions, as shown in Table 6.

.e results showed that the JRC of these joint profiles
was in 2 shear directions, where the difference of JRC of the
7th joint profile in two directions was as high as 25.4. Be-
sides, the JRC of the 6th and 7th joint profiles in direction 1
had exceeded Barton’s upper limit of 20. .is indicated that
the new statistical parameter WPA not only can well reflect
the rough morphology but also can distinguish the differ-
ences of roughness in different shear directions. .is cannot
be achieved with the visual contrast method or the previous
statistical parametric without considering directionality.

6.2. JRC Estimation of the Natural Joint Surface. .e 4 joint
specimens used to evaluate roughness were collected from
Taibai Mountain, Xi’an City, Shaanxi Province, China. As
shown in Figure 11, the rock type is granite and the plane
size is about 100mm× 100mm..e jointed surfaces of these
specimens were produced by artificial load damage at the
quarry and they were all not weathered.

.e 3D point cloud data of 4 joint specimens were
obtained by 3D scanner go! Scan 20, and then, they were
imported into Geomagic Studio software. Firstly, the point
cloud data were denoised, and then the coordinate system
correction is completed. Finally, the joint surface data are
separated, as shown in Figure 12.
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In this section, the roughness of the joint surface in
different directions was represented by the roughness of the
joint profile. .e data of joint profile were obtained by
Geomagic Studio software, and the acquisition method of
joint profile data is shown in Figure 13. .e interval of joint
profiles on the joint surface was 15°, and the number of joint

profiles intercepted on each joint surface was 12. Since the
roughness of each joint profile could be analyzed in two
directions, the roughness of the joint surface could be de-
scribed in 24 directions.

.e 3D coordinate data of all joint profiles were pro-
cessed by Surfer software, and the 2D coordinate data with a

Table 3: Comparison of JRC values in different directions for 10 standard roughness joint profiles.

Number of joint profiles
JRC values

Absolute difference
Direction 1 Direction 1

1 0.4 −0.44 0.84
2 2.8 2.45 0.35
3 5.8 4.13 1.67
4 6.7 10.88 4.18
5 9.5 5.96 3.54
6 10.8 11.42 0.62
7 12.8 10.58 2.22
8 14.5 13.84 0.66
9 16.7 15.33 1.37
10 18.7 18.71 0.01

Table 4: .e WPA values of 10 joint profiles at 5 sampling intervals.

Number of joint profiles
Sampling intervals (mm)

0.5 1 2 4 10
1 2.35 1.64 1.15 0.75 0.58
2 3.11 2.45 1.39 1.21 0.73
3 3.42 2.87 2.57 1.95 1.42
4 4.35 3.88 2.69 2.05 1.48
5 4.43 4.03 3.75 3.10 2.37
6 4.50 4.26 4.10 3.74 2.63
7 5.18 4.44 3.96 3.50 2.16
8 6.17 5.86 5.72 5.54 5.08
9 7.87 7.58 6.99 6.19 5.54
10 8.47 7.92 6.44 5.49 4.87

Joint 1
Joint 2
Joint 3
Joint 4
Joint 5

Joint 6
Joint 7
Joint 8
Joint 9
Joint 10
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Figure 8: .e effect of different sampling intervals on WPA values of 10 standard roughness joint profiles.
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0.5mm sampling interval were obtained. .en, the JRC
values of these joint profiles in two directions were calcu-
lated using the new statistical parameter WPA, as shown in
Figure 14.

It could be seen from Figure 14 that the JRC values of the
four joint surfaces were different in 24 shear directions.
Among them, the JRC of joint surface J-1 was the largest in
45° direction and the minimum in 300° direction..e JRC of

joint surface J-2 was the largest in the 210° direction and the
minimum in the 150° direction. .e JRC of joint surface J-3
was the largest in 255° direction and the minimum in 300°
direction. .e JRC of joint surface J-4 was the largest in the
15° direction and the minimum in the 240° direction. .e
above results showed that the new statistical parameterWPA
proposed in this paper can well reflect the anisotropy of the
joint surface roughness.

JRC = 11.871ln (WPA) – 6.747
R2 = 0.9547
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Figure 9:.e functional relationships betweenWPA and JRC under different sampling intervals. (a) 1mm. (b) 2mm. (c) 4mm. (d) 10mm.

Table 5: .e fitting formulas between WPA and JRC under different sampling intervals.

Sampling interval (mm) Functional relationship R2

0.5 JRC� 14.602ln(WPA) - 12.536 0.9643
1 JRC� 11.871ln(WPA) - 6.747 0.9547
2 JRC� 9.496ln(WPA)− 1.585 0.9450
4 JRC� 8.335ln(WPA) + 1.337 0.9379
10 JRC� 7.370ln(WPA) + 4.406 0.9311
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Table 6: .e estimated JRC values of each joint profile using WPA.

Reference No. Length (mm) JRC in literature
WPA JRC

Direction 1 Direction 2 Direction 1 Direction 2
Yang [18] 1 50 13.18 5.10 5.37 11.24 12.00

2 100 13.33 5.10 5.37 11.24 12.00
3 200 13.46 5.10 5.37 11.24 12.00

Oding [38] 4 100 4–6 3.83 3.31 7.08 4.95
Ozvan et al. [39] 5 100 12 4.81 6.02 10.39 13.68
Zhang et al. [24] 6 50 19.2 14.97 5.40 26.98 12.08

7 50 17.1 14.92 2.62 26.93 1.53
8 50 14.6 8.96 2.53 19.48 1.04

Yong et al. [40] 9 100 14–16 4.88 5.01 10.61 11.00
10 100 18–20 5.82 9.17 13.18 19.81
11 100 14–16 6.73 3.26 15.30 4.72
12 100 10–12 5.22 2.67 11.58 1.80
13 100 6–8 3.21 2.59 4.49 1.36
14 100 10–12 4.25 2.92 8.59 3.12
15 100 4–6 3.14 2.99 4.17 3.46
16 100 2–4 2.76 2.45 2.29 0.55
17 100 2–4 2.42 2.39 0.37 0.19

Ye et al. [41] 18 170 7.704 3.21 2.87 4.49 2.88
19 170 8.007 3.25 2.52 4.67 0.96
20 170 7.955 3.18 2.41 4.37 0.31
21 170 6.331 4.55 2.53 9.57 1.02

Joint 10, 0.5mm sampling interval
Joint 10, 10.0mm sampling interval
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Figure 10: Comparison of the 10th joint profile obtained at 0.5mm and 10mm sampling intervals.
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Figure 11: .e 4 joint specimens used to evaluate roughness. (a) J-1. (b) J-2. (c) J-3. (d) J-4.
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Figure 12: Schematic diagrams of 4 joint surface models. (a) Joint J-1. (b) Joint J-2. (c) Joint J-3. (d) Joint J-4.
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Figure 13: .e acquisition method of joint profile data. (a) Interception of joint profiles through the system coordinate plane. (b) Location
of 12 joint profiles on the joint surface.
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7. Conclusion

In order to predict the shear strength of rock joints, a new
statistical parameter WPA was proposed to estimate the
joint roughness coefficient (JRC) of the joint profile in this
paper. In the definition of WPA, the contribution degrees of
different protrusions on joint profile and shear direction
were well considered. First, we assumed that the larger the
microprotrusion size, the greater the contribution of surface
roughness of microjoint segment to the overall roughness of
joint profile. Second, only the morphological data oriented
to the shear direction were counted and involved in the
roughness description. .is provided a good response to the
shear failure mechanism of the joint surface.

.e 10 standard roughness joint profiles proposed by
Barton were digitized using data processing software, and
the currently widely used statistical parameters Z2 and RP − 1
were calculated based on the acquired coordinate data. .e

results showed that the correlation between Z2 and RP − 1
and JRC was consistent with previous studies, which sug-
gested that the digitization process of the joint profiles in this
paper was reliable.

At 0.5mm sampling intervals, the WPAs of the 10
standard roughness joint profiles in two shear directions
were calculated, and their functional relationships with the
JRC values were established separately. .e results showed
that the correlation between WPA and JRC calculated in
direction 1 was higher than that in direction 2, and this well
reflects the directivity of joint roughness. On this basis, the
JRCs of the 10 standard roughness joint profiles in direction
2 were calculated and their size and order are different from
those of direction 1.

.e sampling interval of joint profile data had been
confirmed to have a strong influence on both theWPA value
and their correlation with JRC. As the sampling interval
increased from 0.5mm to 10mm, the WPA values of each
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Figure 14: .e JRC evaluation results of 4 joint surfaces in different directions. (a) Joint J-1. (b) Joint J-2. (c) Joint J-3. (d) Joint J-4.
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joint profile gradually decreased, and the R2 of the functional
relationship established between WPA and JRC decreased
from 0.9643 to 0.9311. In practice, a small sampling interval
is recommended; otherwise, the prediction accuracy will be
reduced.

.e JRCs of 21 joint profiles in the literature were ob-
tained by the new statistical parameter WPA, and their
values were significantly different in two directions. Besides,
the point cloud data of four natural rock joint surfaces were
obtained by 3D scanning technology. .e roughness of each
joint surface in 24 shear directions was described by JRC of
the obtained 12 joint profiles, and it had been proved to be
highly anisotropic. It could be confirmed that the new
statistical parameter WPA proposed in this paper could well
describe the joint roughness considering the shear direction
and the contribution of different protrusions.
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Samples of rock coupling joints were collected from the Jiangluling Tunnel of the G214 line in Qinghai province. Models with
surface topographies similar to these joints were manually created. Freezing shear tests under different normal stress conditions
were conducted to study the shear mechanical properties of these models. On this basis, the integral form of the peak shear
strength criterion of frozen joints was proposed. Results show that the shear process of the ice layer can be divided into four stages,
namely, initial deformation, continuously increasing shear stress, ice shearing, and residual shear. During the continuously
increasing shear stress stage, the stress-strain curve is concave, and elastic deformation is not evident. Furthermore, the increase
rate of shear stress generally rises as normal stress intensifies. In the ice shearing stage, shear stress does not decrease in-
stantaneously, but plastic deformation is now detectable. When the opening degree is greater than the undulation difference of the
joint surface under the action of all levels of normal stress, the shear stress in the ice sharply increases and drops due to local failure
and reicing. *en, evident difference between the shear processes under freezing and normal temperature conditions was then
obtained. On this basis, the failure forms of joint surfaces, theory of ice adhesion strength under different opening degrees and
morphologies, and the shear failure forms of frozen joints under different conditions were considered. *e integral form of the
peak shear strength criterion of frozen joints was proposed. *ese results can lay a theoretical foundation for the stability analysis
of rock mass engineering in permafrost areas.

1. Introduction

China is the third largest permafrost area globally, accounting
for about 70% of the total land area. Rockmass engineering in
permafrost areas is bound to encounter rock mass freezing.
*e structural plane of rock mass is the weakest part, and it
plays a decisive role in the stability of rock mass engineering.
*e shear mechanical characteristics of joints are the main
influencing factor in the stability of the rock slope and
foundation engineering. *erefore, the same influencing
factor is crucial in the stability of the rock slope and foun-
dation engineering in permafrost areas. Shear strength con-
trols the sliding failure of joints. *erefore, research on shear
mechanical characteristics and strength criteria of frozen
joints has important theoretical and practical significance for
the stability of rock mass engineering in permafrost areas.

Over the past 40 years, scholars made important progress
in this field. Barton [1] concluded that, under low normal
stress condition (less than 40% of rock ultimate compressive
strength), morphology is the main controlling factor of joint
peak shear strength. On this basis, Grasselli [2] proposed
that the peak shear strength of joints can be explained
reasonably by using the 3D morphological parameters of
joints. In addition, the contact state of joints is also an
important factor affecting the peak shear strength of joints.
In addition, various shear tests were performed on natural
rock [3, 4] and cement mortar [5, 6]; these tests revealed the
variation of shear displacement, shear strength criterion, and
dilatancy angle of joint surfaces under different 3D mor-
phologies and acceptance conditions.

In the research of shear mechanical characteristics of
frozen rock and soil, Yulin et al. [7], Jing et al. [8], and
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Anping et al. [9] took different properties of the soil as
research objects and designed different test conditions to
study the shear mechanical characteristics of frozen rock and
soil under freezing and freeze-thaw cycles. Shunying et al.
[10] took the sea ice of the Bohai Sea as the research object
and conducted side-limited unilateral shear test under dif-
ferent loading speed, salinity, and temperature conditions;
they analyzed the effects of these factors on the shear
strength of the sea ice using experimental data and deter-
mined the functional relationships among brine volume,
lateral stress, and shear strength. Qing et al. [11], Bo et al.
[12], and Hongwei et al. [13] selected ice samples of different
properties, analyzed the samples’ internal structure, and
conducted shear tests at different test temperatures and
strain rates; they obtained the variation of shear strength
with different strain rates and temperatures and the rela-
tionship between bubble content and shear strength.

In a study of the mechanical characteristics of rock joints
under low temperature or freeze-thaw cycles, *arp [14]
analyzed the frost heave of cracks and reported the width-
depth ratio of cracks; moreover, the shape of the crack tip
had greater influence on the frost heave of cracks than the
mechanical characteristics of rocks on both sides. Friederike
[15] established the correlation between normal and shear
strains of the concrete rough joint surface as well as ice body
and concrete interface by shear test after freezing the arti-
ficial joint. Davies et al. [16] used centrifugal model test to
test the temperature rise of the rock slope structural plane
under freezing conditions and obtained the displacement
field in the slope body; on this basis, they analyzed the
stability of the slope. Davies et al. [17] conducted shear
strength test on the rough interface between ice and concrete
and established the relationship among normal strain, shear
strain, and shear stress. Martin and Rivard [18] studied the
strength deterioration of concrete under freeze-thaw cycles
via shear test by taking joints of a dam body as the research
object. In China, Quansheng et al. [19] analyzed the influ-
ence of the angle between the frozen front and the fissure
surface on the fissure frost heave. Caichu et al. [20] reported
three kinds of situations in the fissures, namely, in situ frost
heaving of fractured water, fracture water discharge (no frost
heaving), and frost heaving of crack ice growth caused by
water and heat transfer. However, the mechanical charac-
teristics of rock joints under freezing conditions have not yet
been investigated locally and abroad.

Previous studies on the mechanics of frozen joints
primarily consider the frost heave characteristics of joints,
and most research objects are artificial joints or the shear
strength of the interface between ice and concrete. However,
the peak shear strength criterion of natural rock joints,
especially frozen joints, still requires further research. In the
current study, freezing shear tests of rock coupling joints
(upper and lower joints fully coincide) in the Jiangluling
Tunnel of the G214 line in Qinghai province are conducted
to reveal the mechanical characteristics of freezing shear of
joints under different normal stress conditions and the
difference between the mechanical characteristics of freezing
shear of joints and of conventional joints. On this basis, the
integral form of the peak shear strength criterion of freezing

joints under different conditions is derived. *e research
results can provide theoretical basis for stability analysis of
rock mass engineering in permafrost areas.

2. Specimen Preparation and Test Method

*e shear tests of rock joints belong to destructive test. *e
failure of the original joint surface morphology is inevitable
when applying shear stress. *us, the original rock joints
cannot be repeatedly used for another test. To ensure the
consistency of the initial state of joint specimens in the same
group, artificial specimens should be prepared on the basis of
the original rock joints.

2.1. Preparation of Artificial Joint Specimens. On the basis of
previous studies on the effect of structural plane size on
shear strength, the difficulty of sampling and the direction of
shearing are considered at the same time. *erefore, a
rectangular structural surface with a size of
200×100×100mm is selected. *e original rock joint
surface of the specimens is selected, and the upper and lower
plates of each group of joints are numbered. After surface
cleaning treatment, the lower plates of each group of joints
are initially placed in a standard mold with the same size as
the shear box (length×width× height� 200 mm× 100mm
× 100mm).*e inner parts of the mold are filled with cement
mortar. In this manner, the joint surface is slightly higher
than the mortar plane. After spraying vegetable oil on the
surface of the specimen, the isolation film is set up. To bring
them close together, the bubbles between the isolation film
and the joint surface are removed.

In order to ensure the similarity between artificial joints
and natural rock joints in terms of strength, the artificial joints
are prepared using reverse control technology. *e specific
preparation process and parameters are as follows. *e
processed inner contour has the same shape as the original
rock joint’s outer contour. *e outer contour has the same
size as the shear box. *e upper and lower parallel wooden
modules are set on the original rock joint surface to form the
area of artificial joints poured on the upper wall. In accor-
dance with the design proportion, the rawmaterials of mortar
are weighed and stirred evenly, and the mixture is poured into
the mold. Ordinary Portland cement (42.5R), standard sand,
and water are selected. *e mass ratio of water : cement : sand
is 1 : 2 : 3.Silica powder (10% 920U)and superplasticizer (2%
FDN-F 2) are added at the same time. To ensure that the
artificial material is closely connected with the joint surface,
plate vibrator and vibrating rod are used to vibrate evenly, and
the bottom isolation film is not folded. After pouring, the
upper surface is smoothed, leveling it with the mold. After the
specimen is maintained in water, the whole mold is turned
over, and the isolation film is removed after removing the
mold. *e artificial joint surface of the upper plate, which is
completely consistent with the lower plate of the original rock
joint surface, is created [16, 17].

*e man-made joint surface of the upper plate is then
placed in the standard mold by repeating the above steps. At
the same time, theman-made joint surface of the lower plate,
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which is completely consistent with the previous surface, is
prepared. *e artificial joint specimens with the same
composition and roughness are prepared by repeating the
above steps.

2.2. 3D Scanning of the Joint Surface. TJXW-3D portable
rock surface 3D topography instrument is used to scan 3D
joints. *e equipment photos are shown in Figure 1. *e 3D
morphology of each group of joints is shown in Figure 2.

*e profiler uses an active triangulation method that
combines stereo vision and binocular imaging methods. *e
measurement principle is through a digital grating projec-
tion device; a series of continuous grating stripes of different
widths are projected on the surface of the object, which are
affected by the surface shape to form deformed stripes,
which are captured and recorded by the left and right
cameras, and then calculated and compared by the left and
right cameras. *e results are matched to obtain the three-
dimensional coordinates of the points on the measured
surface, and then the surface topography parameter calcu-
lation formula is used to obtain the topography parameters
of the object surface.

As shown in Figure 2, the maximum height difference
(fluctuation difference) of the four groups of joints is about
10mm, and the overall fluctuation difference is equal.
However, the convexity and concavity of each group of joints
are different. When subjected to horizontal shear, the convex
part of the joint surface will prevent the production of
horizontal displacement, which is the main part of its shear
strength. In addition, when the joint surface is frozen with
water, the part of the back shear direction is separated during
the shear process, and the bond between the ice layer and the
joint surface is also a component of shear strength.

2.3. Specimen Freezing. In this test, the rock coupling
(complete occlusion of the upper and lower joints) joints of
the Jiangluling Tunnel on the G214 line in Qinghai province
are selected, and the joints are poured following the process
described in the previous section. After 28 days of main-
tenance under standard conditions (temperature 20°C and
relative humidity 90%), the joints are frozen.

According to relevant regulations, the freezing time of
the rock freeze-thaw cycle test is not less than 4 hours.
However, because of the large joint area, the ice layer will be
completely frozen after 12 hours during the test. At the same
time, according to the on-site temperature survey of the
Jiangluling Tunnel, the lowest temperature in this place is
about −35°C. To ensure that the test environment is close to
the site, the freezing temperature is chosen to be set at −35°C.
In accordance with the test design plan, the upper and lower
joint surfaces are reserved for a certain amount of opening
and placed in the finishing box. Except for the joint area, the
remaining void parts are filled with the high-density EPS
foam gasket. Water in the finishing box is placed in a low-
temperature control box and then frozen at 12–35 h. *e
schematic of freezing is shown in Figure 3.*e photos before
and after freezing are shown in Figure 4. After freezing, the
area where the joint surface is located (the white area on the

right of Figure 3) is filled with ice. Its range is a rectangle
surrounded by the maximum distance between the joint
surface in the transverse and longitudinal directions.

2.4. Method and Process of Direct Shear Test. *e shear test
adopts the shear test machine of rock joints from the Key
Laboratory of the Ministry of Geotechnical and Under-
ground Engineering of Tongji University. *e machine is
composed of horizontal loading, vertical loading, and servo
control systems. *e photo of the test machine is shown in
Figure 5.

In this study, the relative opening of the joint surface is
the difference between the highest and lowest joint opening/
joint surface height. *e height difference of each joint
surface is between 10 and 10.5mm. Hence, the opening of
frozen joints is designed to be 7, 10, and 13mm (i.e., the
relative opening is 0.7, 1.0, and 1.3, respectively) to highlight
the effect of joint fluctuation on its shear properties. *e
same rock joint surface is used for testing to ensure the
consistency of joint surface roughness and fluctuation in the
same group of shear tests. Prior to the shear test, the joint is
reserved for design opening and placed in a low-temperature
control box to be frozen with water. To obtain the freezing
shear characteristics of joints under different normal stresses
and avoid the failure of ice under normal pressure, the shear
tests of joints under normal stresses of 0.5, 1.0, 1.5, and
2.0MPa are performed. *e strength of the mortar prepared
by the mixture ratio in the article can reach M7.5, and the
maximum value of the normal stress applied in the test is
only 2.0MPa, which can completely ensure that the mortar
has no damage during the experiment. Normal stress is
applied to the design value in accordance with the load
control mode, and the shear load is then applied in ac-
cordance with the deformation control mode.

During the test, a displacement sensor is installed at the
four corners of the specimens, and the normal stress loading
rate is set as 2mm/min. *e normal displacement and
corresponding normal stress of the specimens during the
loading process are read in real time. After adding the design
load, the normal displacement sensor data are read every
5min. *e normal load is considered stable when the dif-
ference between two adjacent normal displacements is less
than 0.01mm. When the normal stress loading stabilizes,
horizontal load is applied to the specimens, and shear tests

Figure 1: 3D scanner of the rock joint morphology.
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are conducted at a loading rate of 2mm/min. Four hori-
zontal displacement sensors are installed in the shear di-
rection to read the shear displacement in the shear process in
real time. *e shear stress values of the specimens in the
shear process under various test conditions are read by the
shear stress sensors. Figure 6 shows the sensor installation
photo.

3. Analysis of Test Results

To study the influence of different normal stresses on the
shear characteristics of frozen joints, four groups of joints
are subjected to 0.5, 1.0, 1.5, and 2.0MPa normal stresses.

3.1. Analysis of Freezing Shear Behavior of Joints with 7mm
OpeningDegree. *e shear stress-shear displacement curves

of each group of specimens at 7mm opening degree are
shown in Figure 7.

As shown in Figure 7, the shear stress-shear displacement
curve of frozen joints can be divided into the following four
stages when the joint opening degree is 7mm: (1) initial de-
formation stage: at this stage, the shear stress increases in-
stantaneously (usually, 0.5–1.0MPa). Also, no evident shear
displacement occurs in the ice layer (usually, the shear dis-
placement is less than 1mm). However, as shown in
Figures 7(c) and 7(d) schematics, a small abrupt change in shear
stress occurs because water forms bubbles and voids in ice
crystals during the freezing process, which are compacted under
horizontal loads. At the same time, ice crystals around bubbles
produce local rupture phenomenon, which leads to changes in
shear stress. (2) Continuously increasing shear stress stage:
continuous shear displacement occurs, and shear stress in-
creases at this stage. *e shear stress-shear displacement curve
shows a concave form. Afterwards, ice shows a quasi-elastic
property.With the increase in normal stress, the increase rate of
shear stress increases gradually. (3) Ice shearing stage: when
shear stress reaches the ultimate strength of ice, the shear stress-
shear displacement curve begins to show a distinct convex form,
and the ice begins plastic deformation. After the ultimate shear
stress, the shear stress begins to decrease. (4) Residual shear
stage: when the shear displacement reaches 15–20mm, shear
stress decreases with the increase in the shear displacement.
However, the shear stress does not show the catastrophic
property because the ice layer does not lose its strength
completely.
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Figure 2: 3D topography of joint surfaces in each group. (a) Specimen 1. (b) Specimen 2. (c) Specimen 3. (d) Specimen 4.
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Figure 3: Schematic of freezing.
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Combined with the above phenomena, when the joint
opening degree is less than the fluctuation of the rock joint
surface (relative opening degree is less than 1), under normal
stress, the ice will first produce 1–2mm compressive de-
formation, which further reduces the relative opening de-
gree. *erefore, the horizontal displacement of the ice layer
is mainly caused by the slope-climbing effect along the rock
joint surface. Producing brittle fracture is difficult. During
ice layer shear-climbing, the protruding part of the original
rock joint surface is closely occluded. Hence, the shear stress

resistance ability is strong. *e shear failure of the ice layer
occurs at this time, which is similar to creep failure. No
evident shear fracture surface exists in the ice layer, but a
flexible failure occurs when the bond strength between the
ice layer and rock joints decreases gradually with the in-
crease in shear displacement. After the shear test, the ice
layer and the rock joint surface are not separated. However,
the increase in shear displacement causes an evident dis-
location phenomenon, and a certain bond strength between
them is formed.

3.2. Analysis of Freezing Shear Behavior of Joints with 10mm
OpeningDegree. *e shear stress-shear displacement curves
of each group of specimens at 10mm opening degree are
shown in Figure 8.

As shown in Figure 8, when the opening degree is
10mm, the shear stress-shear displacement curve of frozen
joints is generally similar to that of 7mm opening degree.
*is curve can be divided into four stages: (1) initial de-
formation stage: the shear stress increases sharply in the
initial stage of shear action because of the strength of the ice
layer itself and the bonding effect between the ice layer and
the rock joint interface. *is phenomenon is shown by the
instantaneous increase in the shear stress when the

Figure 6: Displacement sensor installation photo.

(a) (b)

Figure 4: Photographs of the specimen before and after freezing.

(a) (b)

Figure 5: Shear test equipment. (a) Main engine. (b) Operator.
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horizontal displacement of the shear plane is less than 1mm
(about 0.5–1MPa). (2) Continuously increasing shear stress
stage: at this stage, the characteristics of the shear stress-
shear displacement curve are similar to those of 7mm
openness. Generally, this curve shows concave character-
istics. *e rate of increase in shear stress rises as normal
stress intensifies. However, the difference between the two is
that the shear stress of the three specimens rapidly increases
and drops at this stage. *is difference is reflected under
normal stress at all levels.*e reason for this difference is the
certain thickness of the ice layer at this time (when normal
stress is applied, the ice will produce normal displacement,
and its relative opening degree will decrease to 0.8–0.9).
*erefore, during the shear process, no contact is made
between rock joint planes, and the ice layer has certain brittle
and destructive properties. When the ice layer is subjected to
normal stress, the local failure occurs during shear, and the

shear stress increases and decreases sharply. At the same
time, secondary compaction and cohesive force increase
after ice breaking under normal stress. Moreover, the heat
generated during the shear process makes the ice melt lo-
cally, and the ice melt rapidly contacts with the unmelted ice,
resulting in reicing. *erefore, the increasing trend of shear
stress is the same as that before the sharp increase in shear
stress. (3) Ice shearing stage: when the shear displacement
increases to about 15mm, the ice begins to produce plastic
deformation, and the shear stress-shear displacement curve
is transformed into a distinct concave feature. However, due
to the slow loading rate of shear stress (2mm/min), brittle
shear failure does not occur in the ice layer. (4) Residual
shear stage: when the ice layer is sheared, the shear stress
decreases gradually, but the shear stress does not show steep
drop due to the cementation between the ice layer and the
rock joints. However, from the residual shear stage curve
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Figure 7: Shear stress-shear displacement curves of different normal stress joints with 7mm opening degree. (a) Specimen 1#. (b) Specimen
2#. (c) Specimen 3#. (d) Specimen 4#.
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analysis under different normal stress conditions, the shear
stress reduction rate increases with the increase in normal
stress.

In accordance with the shear test results under the
condition of 10mm opening degree (relative opening: 1.0),
the ice initially produces a certain normal displacement
under various normal stresses. *erefore, the relative
opening degree of the ice is 0.8–0.9 in the shear process.
Under this condition, except for areas with a large fluctu-
ation of rock joint surfaces, joint surfaces do not collide with
one another. At this time, the ice layer behaves between
“pure shear-climbing.” In comparison with the condition
with 7mm opening degree, the climbing effect is evidently
weakened, and the ability of resisting shear stress is reduced.
*erefore, when the opening degree is 10mm, the increasing
speed of shear stress in the continuously increasing shear
stress stage is less than that of the 7mm opening degree, and

the peak shear stress is smaller than that of the 7mm
opening degree under similar conditions.

3.3. Analysis of Freezing Shear Behavior of Joints with 13mm
OpeningDegree. *e shear stress-shear displacement curves
of each group of specimens under the condition of 13mm
opening degree are shown in Figure 9.

As shown in Figure 9, the shear stress-shear displace-
ment relationship curve under the condition of an opening
degree of 13mm is evidently different from that under
opening degrees 7 and 10mm. *e absolute value of normal
displacement has no significant change (still 1–2mm)
compared with the opening degree conditions of 7 and
10mm under various normal stresses. However, the relative
opening degree is greater than 1. *erefore, during the shear
process, the characteristics of each stage are as follows: (1)
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Figure 8: Shear stress-shear displacement curves of different normal stress joints with 10mmopening degree. (a) Specimen 1#. (b) Specimen
2#. (c) Specimen 3#. (d) Specimen 4#.
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initial deformation stage: the increase in shear stress in this
stage is only 0.4–0.8MPa. *us, for the case of relative
opening degree greater than 1, the compression effect of
normal stress on the ice layer is not evident, and shear
displacement can be produced under small shear stress. (2)
Continuously increasing shear stress stage: the shear stress
rapidly increases and drops at almost all levels of normal
stress, and the increase is more evident than that under the
condition of 10mm. When the relative opening degree is
greater than 1, bubbles and voids in the ice layer are not fully
compacted, and local damage easily occurs at this stage,
thereby resulting in a sudden increase in shear stress. At the
same time, the ice melts locally by absorbing shear friction
heat and soon contacts with the surrounding ice body,
thereby prompting reicing and restoring the strength of the
ice. As the ice thickness increases, bubbles and voids, as well
as local damage, increase. In other words, the greater the
normal stress, the more evident the characteristics. When

normal stress is large (i.e., 1.5 and 2.0MPa), the shear stress
increases sharply more than the maximum value of the
subsequent increase. (3) Ice shear stage: the difference be-
tween this stage and the previous stage is significant, and the
relative opening degree is greater than 1. When the normal
stress is small (i.e., 0.5 and 1.0MPa), the failure mode of the
ice layer is similar to that of the case where the relative
opening degree is less than 1. Plastic deformation occurs in
the ice layer, and this phenomenon increases the ultimate
shear stress slowly. When the normal stress is large (i.e., 1.5
and 2.0MPa), the shear stress increases sharply at a small
shear displacement (5–10mm). It then returns to normal
rapidly and continues to increase. Meanwhile, the shear
stress increases sharply than the subsequent maximum shear
stress. When the relative opening degree is greater than 1
and the bubbles and voids in the ice layer are not fully
compacted, the local cracks penetrate during the shear
process, thereby forming a failure surface that causes a
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Figure 9: Shear stress-shear displacement curves of different normal stress joints with an opening degree of 13mm. (a) Specimen 1#.
(b) Specimen 2#. (c) Specimen 3#. (d) Specimen 4#.
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sudden increase in shear stress. *e reicing caused by the
contact of melted water formed by shear friction exothermic
with the surrounding ice body restores its strength to a
certain extent. However, in the subsequent shear process, the
extreme shear stress of the recondensed ice layer is less than
the previous steep increase stress due to the lower strength of
the recondensed ice layer. (4) Residual shear stage: at this
stage, the characteristics of the shear stress-shear displace-
ment curve with relative opening degree greater than 1 are
evidently different from those of other cases.*e shear stress
reduction rate increases evidently with the increase in
normal stress, and the residual strength of the ice layer tends
to be constant, which is similar to the residual strength of
pure ice.

In accordance with the comprehensive analysis of the
13mm open degree test, when the relative opening degree is
greater than 1, bubbles and voids will be compressed under
the normal stress at first, and slight damage will occur inside
the ice crystal at the same time. *ese phenomena result in
the reduction of ultimate shear strength under the normal
stress at all levels due to the large thickness of the ice layer.
During the shear process, the ice shows multiple local failure
phenomena when the shear stress is applied and the normal
stress is large (i.e., 1.5 and 2.0MPa).*ese phenomena result
in the sudden increase and decrease in the shear stress,
accompanied by evident brittle failure phenomena. At the
same time, the ultimate shear stress is due to the penetration
of the ice fracture surface when the shear displacement is
small. By contrast, when the opening degree is 13mm, the
thickness of the ice layer after normal stress is still greater
than the maximum fluctuation difference of the joint sur-
face.*erefore, during the shear process, the joint surfaces of
the rock upper and lower plates do not contact. *e ice layer
is always in pure shear process, and no climbing and
gnawing occur. At this time, the failure process cuts along
the weakest surface. Previous studies have shown that the
bond strength at the ice-rock interface is much less than the
shear strength of the ice itself. Hence, the shear stress growth
rate and peak shear stress value at the opening degree of
13mm are significantly lower than those at the opening
degrees of 7 and 10mm.

4. Peak Shear Strength Criterion of
Frozen Joints

On the basis of the analysis in the preceding section, the
shear behavior of frozen joints is evidently different from
that of conventional joints. *erefore, the shear strength
criterion of conventional coupled joints is inapplicable to
frozen joints. When the joint surface is frozen and filled with
water, its peak shear strength is affected by the shear strength
of the ice itself and the bond strength between the ice and the
joint surface. Following this theory, the criterion of peak
shear strength of frozen joints is established.

*e coordinate system of the rock joint surface topog-
raphy is established. *e length direction of the joint surface
is the Y-axis, the width direction is the X-axis, and the height
direction is the Z-axis, as shown in Figure 10.

*e joint surface is divided into several microelements.
When it is sheared in the direction of the XOY plane, the
microelements can be divided into two parts. If the angle
between normal direction and shear direction is greater than
90 degrees, then the microelement body faces shear direc-
tion. It can also be regarded as an upward shear microel-
ement body in the shear process. In the shear process on the
joint surface, such microelements are characterized by the
climbing effect. Wear or shear may occur in the process of
ice shear displacement, which is the main aspect of resisting
shear stress. If the angle between normal direction and shear
direction in vitro is less than 90 degrees, then the micro-
element is separated during the shear process, and the
strength of the microelement is the adhesion strength be-
tween the ice body and the joint surface.*e shear schematic
of the joint element is shown in Figure 11.

Following Mohr–Coulomb strength theory, in the shear
process of the frozen joint surface, the shear stress of each
element can be expressed as follows:

dτ � cidli cos θi + σn tan φi + k( , (1)

where dτ is the shear strength (MPa) of the element length; ci
is the cohesive force (MPa) of the ice or joint surface; dli is
the infinitesimal length (m); θi is the angle (°) between the
microelement and the XOY plane; σn is the normal stress
(MPa); and φi is the internal friction angle (°) of the ice or
joint surface. k is a parameter related to roughness, which
can be expressed by the following formula:

k � C•
1

D•JRC
, (2)

where C is a constant coefficient related to opening degree;D
is the opening degree (mm); and JRC is the roughness of the
joint surface.

In this study, dli cos θi � dy, which is substituted into
formula (1) to obtain the following formula:

dτ � cidy + σn tan φi + k( . (3)

*erefore, the shear strength of the whole frozen joint
surface can be expressed as the integral of the shear strength
of each element to the projection area of the joint surface on
the XOY plane, that is,

Joint surface

Z

O

Y
X

Figure 10: Schematic of the rock joint surface topography.
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τp � B
Dxy

dτ � B
Dxy

cidy dx + 
Dxy

σn tan φi + k( , (4)

where Dxy is the projection area of the joint plane on the
XOY plane.

*e damaged specimens are taken out to observe the ice
damage between frozen rock joints under various condi-
tions. *e results show that when the opening degree of the
specimen is 13 or 10mm under the low normal stress
condition (normal stress is not greater than 1.0MPa), the
failure mode of the specimen is the separation failure be-
tween the rock joint surface and the ice layer (as shown in
Figure 12(a). At this time, because the opening of the
specimens is larger than the fluctuation difference of the
joint surface, or the specimens are subjected to a smaller
normal stress when the two are approximately equal, the ice
compaction is not evident. Hence, the climbing effect hardly
occurs during the shear process, and the failure mode is the
shear along the weakest surface. Previous studies [21]
showed that the bond strength at the ice-rock interface is far
less than the shear strength of the ice itself. *erefore, in this
case, the failure of specimens overcomes the cohesion and
friction between the ice layer and the joint surface, that is,
the peak shear strength of specimens consists of the cohesion
and friction between the ice layer and the joint surface.
However, because the friction coefficient of ice is small, the
friction force between ice and joint surface can be neglected
compared with the bonding force. At this time, the bond
strength between ice layer and joint surface plays a decisive
role, that is, the shear strength of specimens is approximately
equal to the bond strength between the ice layer and the joint
surface. Following the theory of ice adhesion [22], the ad-
hesion strength of ice can be measured by surface energy,
and the relationship between ice adhesion and surface en-
ergy can be evaluated by the adhesion work (Wa):

τp � Wa � cs + cl − csl, (5)

where cs is the surface energy of the solid interface; cl is the
surface energy of the liquid interface; and csl is the interface
energy between solid and liquid.

When the opening of specimens is 7 or 10mm under
high normal stress (normal stress is not less than 1.5MPa),
the failure mode of specimens is shear failure in ice. *e
failure of specimens at this time can be divided into two
forms. When the opening of the specimen is 7mm and the
normal stress is greater than 1.5MPa, the effect of ice
compaction is evident, and its integrity is destroyed during

the compaction process.*erefore, during the shear process,
shearing may occur in the ice (as shown in Figure 12(c)).
When the opening of the specimens is 7 and 10mm and the
normal stress is not more than 1.0MPa, the normal dis-
placement of the ice layer is small, and the compaction effect
is not evident. However, because the ice thickness is less than
the fluctuation difference of the joint surface at this time, the
biting effect is strong, and the ice layer and the joint surface
do not separate under the climbing effect. *e failure mode
at this time is shear failure within the ice layer (as shown in
Figure 12(b)). In this case, the failure of the specimens
overcomes the cohesion in the ice layer and the occlusion
force on the joint surface when climbing the slope. At this
time, the climbing effect occurs on the shear-oriented joint
surface, and shear failure occurs. *e strength of this part of
the area is determined by the shear strength. *e projection
area of all shear-oriented slope areas on the XOY plane is
assumed to be D1xy. Separation occurs on the joint surface in
the direction of back shear, and the strength of this area is
determined by the adhesion strength of ice. Assuming that
the projection area of all slope areas along the back shear
direction on the XOY plane is D2xy, the adhesion strength of
this part is equal toW1a.*e sketch of ice stress at this time is
shown in Figure 11.

*e cohesion of the rock joint surface is C1; the internal
friction angle is φ1; the cohesion of ice is C2; and the internal
friction angle is φ2. *e shear strength of the microelement
facing the shear direction is controlled by the shear strength
of the joint surface. Meanwhile, the adhesion strength of part
microelements separated by shear is controlled by shear
strength of ice. *e shear strength of the frozen joint surface
can be expressed as follows:

τp � B
Dxy

dτ � B
Dxy

cidy dx + 
Dxy

σn tan φi + k( 

� B
D1xy

f ci( dy dx + 
D1xy

σn tan f φi(  + k( 

+ B
D2xy

c2dy dx + 
D2xy

σn tan φ2 + k( ,

(6)

where f(Ci) is a function related to C1 and C2 and f(φi) is a
function related to φ2 and φ2.

*e shear strength of the separated microelements can
be expressed by the adhesion strength between the ice layer
and the joint surface.

Contact wear

Shear direction

Separation
θi

Figure 11: Shear schematic of the joint microelement.
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(a) (b) (c)

Figure 12: Photographs of shear failure patterns of frozen joints under different conditions. (a) Disengagement failure of the ice-rock
interface. (b) Ice shear damage inside. (c) Shear failure in the ice layer.
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Figure 13: Evolution of peak shear strength of frozen joints under different conditions. (a) Specimen 1#. (b) Specimen 2#. (c) Specimen 3#.
(d) Specimen 4#.

Advances in Civil Engineering 11



B
D2xy

c2dydx + 
D2xy

σn tan φ2 + k(  � Wa. (7)

*erefore,

τp � B
D1xy

f ci( dydx + 
D1xy

σn tan f φi(  + k(  + Wa.

(8)

Evidently, the shear strength of frozen joint surfaces in
formula (7) consists of the ice adhesion strength of the
separated microelements and the climbing strength of the
microelements facing the shear direction. f(Ci) and f(φi) are
related to the shear strength of ice and rock joints, re-
spectively. *e climbing strength depends on the small
values of the occlusion strength of the protruding part of the
rock joint surface and the shear strength of the ice layer
because the failure of specimens always cuts along the
weakest part.

On this basis, when no slope-climbing effect occurs,
the shear strength of the frozen joints is composed of the
cohesive strength between the ice body and the joint
surface. Furthermore, the peak shear strength of frozen
joints is small. *e peak shear strength increases when the
joint surface opening is small, or the normal stress is large.
Moreover, climbing effect and occlusion occur in the
protruding part of the joint surface during the shear
process. It can be seen from the figure that the greater
normal stress corresponds to the greater peak shear
strength of the joint under the conditions of each opening
degree; at the same time, under the same normal stress,
the greater opening degree corresponds to the smaller
peak shear strength. *is is consistent with the deter-
minants of the strength of the frozen joint surface and the
failure form under the conditions of different opening
degrees mentioned above. Figure 13 shows the variation of
peak shear strength of the joint surface under different
conditions.

5. Conclusions

(1) Under different normal pressures, the shear process
of rock frozen joints can be divided into initial de-
formation, continuously increasing shear stress, ice
shearing, and residual shear stages. *e shear stress-
shear displacement curve is concave in the contin-
uously increasing shear stress stage, and the rate of
increase in shear stress increases with the increase in
normal stress. When the ice shear occurs, the shear
stress does not decrease instantaneously. However, it
decreases slowly after reaching the peak strength,
thereby showing evident flexibility and destructive
characteristics.

(2) When the joint opening is close to or greater than its
own fluctuation difference, under the action of larger
normal stress, damage occurs inside the ice layer, and
local failure is prone to occur during shear. *e ice
layer melts locally by absorbing shear friction heat

and soon contacts with the surrounding ice body,
thereby resulting in reicing, which leads to rapid rise
and fall in shear stress.

(3) When the opening of the joint surface is large, the
joint surface itself does not contact during shearing,
and the failure is controlled by the adhesion strength
between the ice layer and the joint surface. When the
joint openness is small, the slope-climbing effect
occurs in the shear process. At this time, the failure is
controlled by overcoming the occlusion between
joint surfaces and the adhesion strength of the ice
layer. On the basis of the failure modes of frozen
joints under different conditions, it can be divided
into three types, namely, the breakage of the ice-rock
interface, the shear failure of the ice layer, and the
shear failure of the ice layer.

(4) *e coordinate system of the joint surface is
established, and the microelement is divided. On the
basis of the shear strength of themicroelement facing
shear direction and the adhesion strength of the
microelement facing back shear direction during
shear detachment, the integral form of the peak shear
strength criterion of the joint surface under different
opening degrees is derived, and the evolution law of
the peak shear strength of frozen joints is obtained.
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Producing a sufficient volume of multiscale crack networks is key to enhancing recovery of shale gas. (e formation of crack
network largely depends on initiation and propagation of microcracks. To reveal the influence of different loading methods on the
propagation of mineral-scale microcracks, this study used the Voronoi tessellation technique to establish a cohesive zonemodel of
shale mineral distribution and applied six different boundary conditions to represent different loading methods. Crack path
characteristics, rupture characteristics, continuous crack propagation and turning, and en echelon intermittent crack propagation
under different loading methods were compared and analyzed. (e essence of different loading methods affecting the length and
complexity of cracks was the spreading range of tensile microcracks.(emechanical properties of minerals led to dissimilarities in
continuous crack propagation and turning.(e formation and propagation of en echelon intermittent fractures of different scales
were mainly impacted by the heterogeneity of minerals and mineral aggregates. (e spreading direction and connection form of
en echelon intermittent fractures were mainly affected by the loading method. Conclusions arising frommineral-scale simulations
contribute to understanding the mechanism of microcrack propagation resulting from different loading methods, and these
conclusions have a guiding significance to enhanced shale gas recovery.

1. Introduction

Shale gas exists in low-porosity and low-permeability shale
formations. Producing a sufficient volume of multiscale
crack networks is the key to enhancing the recovery of shale
gas. At present, academia and industry are more concerned
about the macrocrack network, and less research is focused
on the propagation of microcracks. However, existing
studies show that the formation of crack networks largely
depends on the growth of microcracks. Minerals are the
basic units of shale. Research on the physical nature of
mineral-scale microcracks can reveal their propagation
mechanism.

Scholars have carried out static experimental observa-
tions on the characteristics of mineral-scale microcracks
after the failure of rock through the use of optical micro-
scopes, scanning electron microscopes (SEM), computed
tomography (CT), and other types of equipment. Fujii et al.
[1] found that more than 90% of the tensile cracks in granite
after tensile failure exist in the form of intergranular frac-
tures, and the remaining 10% are transgranular fractures.
Minerals that form microcracks at different angles to the
tensile direction are unusual. Zhong et al. [2] summarized
microcrack failure modes of shale in a triaxial compression
experiment and categorized them into three types: tensile
failure, shear failure, and slip failure. Daigle et al. [3]
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compared the differences between microcracks in sili-
ceous clay and calcareous clay. Cheng and Wong [4]
compared the characteristics of tensile microcracks and
shear microcracks produced by the uniaxial compression
of marble and analyzed the influence of mineral grains on
the types of microcracks. Lan et al. [5] carried out SEM
observation of microcracks before and after a triaxial
compression test of shale and found that the spatial
distribution of microcracks conforms to the power-law
distribution, with a defined self-affine and hierarchical
structure. (is study suggests that the mechanical re-
sponses of minerals have different effect on shale
fracturing.

(e above experiments were all static observation and
analysis and did not evaluate the growth process of
microcracks. SEM with an in situ loading apparatus
makes it possible to observe continuous growth of
microcracks. Zhao et al. [6] found in a uniaxial com-
pression experiment of Fangshan marble that along with
initiation, propagation, and connection of microcracks,
the closure of microcracks also occur. Cui et al. [7, 8]
observed the dynamic process of microcrack initiation
and propagation and discovered microscopic en echelon
intermittent fractures for the first time. (ey summarized
the hierarchical distribution characteristics of en echelon
intermittent fractures and hypothesized that the cause
may be related to the heterogeneity of minerals. Zuo et al.
[9] observed the continuous propagation process of main
cracks and branch cracks in the microscopic region and
performed finite element calculations on their fracture
toughness. Dong et al. [10] found that cracks propagate in
the form of microcrack connections at the microscopic
scale. In other words, the microcracks near the crack tip
are always in a state of competition. Microcracks con-
nected to the crack tip become the main crack. After the
main crack propagates, microcracks that are not con-
nected to the crack tip are closed owing to stress release.
Tang [11] studied the evolution of microdamage in
marble under uniaxial compression and proposed a
multiscale damage power-law model for cracks. Renard
et al. [12] performed CT scans on the entire process of
monzonite triaxial compression under 25MPa confining
pressure and used digital image correlation methods to
quantitatively analyze the initiation, closure, aggregation,
and penetration characteristics of microcracks at dif-
ferent loading stages. (ese observations of the contin-
uous growth of microcracks found many interesting
phenomena that are different from the growth of mac-
roscopic cracks. Unfortunately, none of the observations
involved the distribution of minerals in the microregion,
so it is impossible to clarify the influence of minerals on
the growth of microcracks and thus only hypothetical
explanations can be given regarding the mechanism of
different observed phenomena.

(e in situ experimental observation of the continuous
growth of microcracks based on mineral distribution is
difficult. (e strain and stress of the microregion also cannot
be obtained easily. Scholars have developed many numerical
models based on mineral distribution, such as the universal

distinct element code (UDEC) particle boundary model
[13, 14], three-dimensional distinct element code (3DEC)-
Voronoi model [15, 16], distinct element model (DEM)
based on three-dimensional polygons [17], particle flow code
(PFC)- grain-basedmodel (GBM) [15, 18, 19], and the Irazu-
GBM model [20]. Li et al. [21, 22] used the finite discrete
element method based on grains to study factors, including
boundary conditions and rock geometry, affecting the
fracture growth process in granite under uniaxial com-
pression. Lan et al. [23] carried out a uniaxial compression
experiment of a mineral distribution model based on UDEC.
(e authors found that heterogeneity of grain size affected
the distribution of tensile stress, and rocks with such grains
are more likely to produce tensile microcracks than rocks
with uniform grains. Li et al. [17] studied the influence of
grain size on microcrack propagation based on the 3D
polycrystalline discrete element method-Voronoi model.
(e authors reported that in specimens with larger grain
sizes, the convenient path for crack propagation is along the
loading direction, which results in a series of vertical tensile
fractures. When the grain size was small, the microcracks
were more scattered. Xu et al. [24] established a uniaxial
compression experimental model based on the micro-
structure of coal.(ey found that microcracks at the mineral
interfaces occur due to heterogeneous strain of minerals.(e
authors concluded that the generation of tensile microcracks
dominated the failure behavior of the rock under uniaxial
compression. Zhou et al. [25] established PFC-GBM to study
the proportion of shear and tensile cracks during crack
propagation. Saadat and Taheri [26] carried out uniaxial
compression experiments based on the cohesive contact
model of PFC to study the formation and propagation of
microcracks in the shear zone.

(e abovementioned mathematical simulations of
microcrack propagation based on mineral distribution
models were all set as uniaxial compression tests. (e results
suggest that tensile fractures dominated the uniaxial com-
pression failure behavior of rock. However, hydraulic
fracturing is not a simple uniaxial compression. In hydraulic
fracturing, the fractures are first partially opened, and then
the proppant enters to propagate the fractures. At the same
time, the high pressure of the fracturing fluid pushes both
sides of the fractures to move. In this process, the shale is in a
complex stress state of tension, shear, and compression [27].
Observations of hydraulic fracturing cracks show that the
characteristics of microcracks produced by tensile, shear,
tension-shear, and compression-shear are different [28–30].
Other experimental studies focused on tensile and three-
point bending loading, and the observed crack network and
microcrack propagation were found to be quite different
from uniaxial compression [9, 31]. (erefore, it has im-
portant significance to study the rupture characteristics of
microcracks under different loading methods. On the
macroscale, some scholars have compared the peak stress,
macrocrack propagation, and fracture characteristics of
rocks under different loadingmethods [32–34]. However, on
the mineral scale, it is essential to determine what charac-
teristics of the microcracks are produced under different
loading methods such as tension, shear, tension-shear, and
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compression-shear. It is also essential to determine the
difference between microcrack growth and evolutionary
form under different loading methods and what types of
microcracks dominates the fracture of the rock. (ese im-
portant questions need to be addressed.

To reveal the influence of different loading methods on
the propagation of mineral-scale microcracks, this study
used the Voronoi tessellation technique to establish a co-
hesive zone model (CZM) based on mineral distribution.
Considering the heterogeneity of minerals, various me-
chanical parameters were set for different minerals. Six
loading methods were designed, that is, modeling tension,
tension-shear, shear, and compression-shear stresses. We
compared and analyzed the crack length, fractal dimension,
rupture characteristics, continuous crack propagation and
turning, and en echelon intermittent fracture propagation.
(e comparative analysis uncovered the mechanism of how
different loading methods affect the growth of mineral-scale
microcracks.

2. Cohesive Zone Model Based on
Mineral Distribution

2.1. Voronoi Tessellation Technique. To establish a hetero-
geneous shale mineral model, we added a Voronoi tessel-
lation technique into Abaqus using a Python script. (is
technique contains four steps as shown in Figure 1. First, a
certain number of randomly distributed control points were
generated in the model sketch (Figure 1(a)). (en, the ad-
jacent control points were triangulated based on the
Delaunay triangulation (Figure 1(b)). When the circum-
ference of the constructed triangle included control points in
addition to those at the vertices, the triangle was abandoned,
and new triangles were formed until all control points
formed vertices. (ird, the circumcenters of adjacent tri-
angles were connected (Figure 1(c)). Finally, the control
points and triangles were removed and the Voronoi grains
were generated (Figure 1(d)).

2.2. Numerical Calculation Principle of the Cohesion Zone
Model. CZM was proposed by Dugdale [36] and Barenblatt
[37]. (is model helped in solving the research difficulties
caused by the crack tip stress singularity and is widely used
in the study of interface delamination of composite materials
[38]. Strom and Parmigiani [39] used CZM to explain the
penetration and deflection behavior of cracks when passing
through the bedding surface based on the stress-energy
method and verified the applicability of the model.

2.2.1. Constitutive Equation of Cohesive Element. (e co-
hesive element is based on the linear elastic constitutive
model of the traction-separation law. Before the cohesive
element is damaged, the stress and strain satisfy the fol-
lowing linear elastic relationship:
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(e symbol t represents stress, ε represents strain, the
subscript n represents the normal direction, and the sub-
scripts s and t are two tangential directions perpendicular to
the normal direction. For uncoupled constitutive relations,
only Knn, Kss, and Ktt need to be defined.

2.2.2. Fracture Propagation Criteria. Initial Damage Crite-
rion. (e maximum principal stress control criterion was
used in the simulation. (at is, when the normal tensile
stress or tangential stress reaches the corresponding
strength, it will break:

MAX
〈σn〉
Nmax

,
σs

Smax
,
σt

Tmax
  � 1, (2)

where σn is the normal stress; σs and σt are the shear stresses
in two directions; Nmax is the tensile strength; and Smax and
Tmax are the shear strengths in the two directions; σn is
expressed as

〈σn〉 � 0, σn < 0 ,

〈σn〉 � σn, σn ≥ 0.
 (3)

(e cohesive element will not produce initial damage in
a purely compressed state.

Damage Evolution Criterion. In this study, the damage
evolution criterion was based on effective displacement, and
the damage variable D was defined as

D �
δf

m δmax
m − δ0m 

δmax
m δf

m − δ0m 
, (4)

where δf
m is the effective displacement at failure, taken as 0.01

in the model, δ0m is the effective displacement at the initial
evolution of damage, δmax

m , and is the maximum effective
displacement during the loading process.

2.2.3. Principle of Acoustic Emission Simulation. (eAbaqus
simulation results were extracted using a Python script, and
the results were processed by MATLAB programming to
simulate the acoustic emission (AE) during the loading
process [40]. (rough the AE location and characteristic
parameters, the crack rupture condition was further de-
scribed, which provided an effective means for in-depth
analysis of the crack propagation process. (e method to
obtain the AE location can be described as follows. (e node
coordinates of the damaged element were extracted and the
coordinates of the center point of the damaged element were
calculated, which were then used as the point of the AE event
location. (e number of damaged elements was regarded as
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the number of AE events. Extracting the total energy dissi-
pated per volume of the damaged element gave the AE energy.

(e parameter MMIXDME, which can be used to de-
termine the type of rupture, is defined as follows:

MMIXDME �
Gs + Gt

GT

,

GT � Gn + Gs + Gt,

(5)

where Gn is the Type I tensile fracture energy; Gs is the Type
II slip fracture energy; Gt is the Type III tear fracture energy.;
and GT is the sum of Gn, Gs, and Gt.

(e value range of MMIXDME is between 0 and 1.
When MMIXDME is 0, it indicates a tensile fracture; when
the value is 1, it indicates a shear fracture, and when the
value is between the 0 and 1, there is a tensile-shear mixed
fracture.

3. Mathematical Model

3.1. Model Design. A 2D geometric model (6mm× 6mm)
was established in Abaqus, as shown in Figure 2(a). To create
a heterogeneous mineral model of shale, this 2D geometric
model was divided into 722 Voronoi units using the Voronoi
tessellation technique. Each Voronoi unit represented a
mineral grain, and the grain size was assigned according to
the study of Ji et al. [41]. Quartz, feldspar, kaolinite, and illite
were randomly assigned to Voronoi units for a content of
30%, 30%, 20%, and 20%, respectively, and are represented
by gray scales from high to low in Figure 2(b). Finally, the
generated Voronoi units were meshed with a 0.08-mm
quadrilateral grid. Zero-thickness cohesive elements were
globally inserted into grain boundaries and meshes. Each
mineral set contains four-node plane strain elements (CPE4)
and zero-thickness cohesive elements at the boundaries of
the CPE4. (e mineral boundary set was created with the
remaining cohesive elements at dissimilar mineral bound-
aries. (e parameters of the CPE4 for different minerals are
listed in Table 1. (e parameters of cohesive elements in
minerals (at boundaries of CPE4) and cohesive elements at
boundaries of dissimilar minerals are shown in Table 2. It
should be noted that mechanical properties of mineral
boundaries depend on bond strength, and there is currently
no uniform method for characterizing the bond strength of
solid clay. Many experimental studies found that compared

with clay minerals, mineral boundaries have a higher bulk
density and stronger cementation [42–45]. (erefore, the
mineral boundary strength parameters were set slightly
larger than those of kaolinite but smaller than those of
feldspar in this model.

(e total number of elements in the model was 21,242, of
which 6,830 were CPE4 and 14,412 were cohesive elements.
We set the total loading time to 1 s, the minimum increment
size to 1E-7 s, and the maximum increment size to 0.1 s.

3.2. LoadingMethods. Six loading methods were designed as
shown in Figure 3, which accounted for possible stress states
of hydraulic fracturing, such as tension, shear, tension-shear,
and compression-shear. (e mechanical boundary condi-
tions of the model are listed in Table 3.

4. Results

(is study successfully compared the mineral-scale micro-
crack path, AE, continuous crack propagation and turning,
and en echelon intermittent crack propagation under dif-
ferent loading methods.

4.1. Crack Path. (e longer and more complex the crack
produced by fracturing, the more gas-containing holes are
opened, and the greater the effect on the improvement of
shale gas recovery.(e crack length can be measured and the
complexity of the crack path can be characterized by the
fractal dimension. In this study, the box dimension method
was used to calculate the fractal dimension of cracks under
six different loading methods. Larger fractal dimensions
indicated more complicated cracks.

(e principle of the box dimension method is as follows.
Cover the cracked area with square boxes with side length r.
Some entire boxes are empty and the rest of the boxes cover a
part of the crack. N(r) is the number of boxes covering the
cracks; when r⟶ 0, the fractal dimension is as follows:

D � − lim
r⟶0

log N(r)

log r
. (6)

(e geometric features of the fracture paths are shown in
Figure 4. (e crack length exhibited the same trend as the
fractal dimension. (e crack length of tension and tension-
shear was longer, and the fractal dimension was larger. (e

(a) (b) (c) (d)

Figure 1: Four steps to generate random Voronoi polygons [35].
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Table 2: Parameters of cohesive elements in minerals (at boundaries of CPE4) and cohesive elements at boundaries of dissimilar minerals.

Cohesive element Knn (MPa·m−1) Kss (MPa·m−1) Ktt (MPa·m−1) Tensile strength (MPa) Shear strength (MPa)
In quartz 120 120 120 6 12
In feldspar 110 110 110 5 10
In kaolinite 90 90 90 2 4
In illite 80 80 80 1 2
At the boundaries of dissimilar minerals 100 100 100 3 6

R: 6.00mm

Ø0.30mm

(a) (b)

1.00mm

LD: 2.85mm

L: 6.00mm

RU: 3.00mm

X

Y

Quartz
Feldspar

Kaolinite
Illite

Figure 2: (a) 2D geometric model with its dimensions. (e notch was 0.3mm wide and 1.15mm high. For the ease of reference, the left
boundary of the model is marked as L, the lower left boundary is marked as LD, the right boundary is marked as R, and the upper right
boundary is marked as RU. (b) Heterogeneous rock mineral model, quartz, feldspar, kaolinite, and illite are represented by gray scales from
high to low.

Table 1: Mineral composition and parameters of CPE4 of different minerals.

Mineral Percentage Elastic modulus (GPa) Poisson’s ratio
Quartz 30 40 0.21
Feldspar 30 35 0.23
Kaolinite 20 22 0.25
Illite 20 18 0.24

Y
X

(a)

Y
X

(b)

Y
X

(c)

Figure 3: Continued.
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crack length of shear and compression-shear was smaller,
and the fractal dimension was lower. In loading methods
I–III, the crack length and fractal dimension gradually in-
creased, whereas in loadingmethods IV–VI, the crack length
and fractal dimension gradually decreased.

4.2. Acoustic Emission (AE). (e AE varied for crack paths
under each of the six loading methods. (e type of fracture,

AE counts, and AE energy were extracted, as shown in
Figure 5.

In contrast to the parabolic change of crack length and
fractal dimension, for loading methods I–VI, the AE counts,
proportion of AE counts, and proportion of AE energy of
tensile fractures decreased gradually. Meanwhile, AE counts
and AE energy of shear fractures increased.(eAE energy of
the tensile fractures first increased and then decreased in
general. In loading methods I–III, the total AE counts were

Table 3: Mechanical boundary conditions.

I II III IV V VI
L X� −0.2mm X� −0.2mm (−0.2mm, 0.2mm) — X� 10MPa X� 20MPa
LD — Y� 0.2mm Y� 0.2mm Y� 0.2mm Y� 0.2mm Y� 0.2mm
R (0,0) (0,0) (0,0) (0,0) (0,0) (0,0)
RU — — — (0,0) (0,0) (0,0)

Y
X

(d)

Y
X

(e)

Y
X

(f )

Figure 3: Six different loading methods. (a) Loading method I: a displacement load of X� -0.2mm is applied to the left boundary L and the
right boundary R is fixed. (b) Loadingmethod II: a displacement load ofX� −0.2mm is applied to the left boundary L; a displacement load of
Y� 0.2mm is applied to the lower left boundary LD, and the right boundary R is fixed. (c) Loading method III: the left boundary L is applied
with X� 0.2mm, Y� 0.2mm displacement load, the left lower boundary LD is applied with Y� 0.2mm displacement load, and the right
boundary R is fixed. (d) Loading method IV: Y� 0.2mm displacement load is applied to the lower left boundary LD, and the right boundary
R and the upper right boundary RU are fixed. (e) Loading method V: a pressure load of X� 10MPa is applied to the left boundary L; a
displacement load of Y� 0.2mm is applied to the lower left boundary LD, and the right boundary R and upper right boundary RU are fixed.
(f ) Loading method VI: the left boundary L is applied with a pressure load of X� 20MPa, the left lower boundary LD is applied with a
displacement load of Y� 0.2mm, and the right boundary R and the upper right boundary RU are fixed.

Loading methods

Crack length

Cr
ac

k 
le

ng
th

 (m
m

)

I
0

5

10

15

20

25

II III IV V VI

(a)

Fractal dimension

Fr
ac

ta
l d

im
en

sio
n

Loading methods

1.16

1.18

1.20

1.22

1.24

1.26

1.28

1.30

I II III IV V VI

(b)

Figure 4: Geometric features of fracture paths under six different loading methods. (a) Crack length; (b) Fractal dimension.
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higher than those in loading methods IV–VI, but the total
AE energy for I-II was lower.

4.3. Continuous Crack Propagation and Turning. In homo-
geneous materials, the crack propagation path is controlled
only by force; therefore, the crack grows relatively flat and
smooth. However, in heterogeneous materials such as shale,
the fracture path is often complicated. (ese different
minerals and their boundaries affect continuous propagation
and turning of cracks. Figure 6 shows the final crack path (in
red) under loading methods I–VI. (e continuous growth
and turning of cracks in different minerals and mineral
boundaries are marked with arrows in different colors.

4.3.1. Propagation and Turning of Cracks in Kaolinite and
Illite. Among the six loading methods, the cracks were
relatively flat and smooth when they propagated in the larger
grains of kaolinite and illite. (e length of each segment of
the crack through these regions was longer, and thus these
regions accounted for a higher proportion of the total crack
length. When the crack tip was blocked by quartz and
feldspar, the crack turned and the turning angle was low.

When small grains of kaolinite and illite were sur-
rounded by quartz and feldspar, many small-scale inflections
were produced inside the kaolinite and illite. In loading
methods I–III, these inflections were relatively small. In
loading methods IV–VI, there were more inflections with
larger amplitudes.

4.3.2. Propagation and Turning of Cracks at Mineral
Boundaries. In loading methods I–III, only a small pro-
portion of the cracks propagated along the mineral
boundary. (ese segments usually propagated for a short
distance along the mineral boundary and then turned into a
kaolinite or illite grain. (e positions of the cracks along the
mineral boundary in loading methods IV–VI were similar.

In loading method IV, cracks had more inflections, whereas
in loading method V, crack inflections were reduced. In
loading method VI, the cracks were smooth with almost no
inflection, forming a shear arc.

4.3.3. Propagation and Turning of Cracks in Quartz and
Feldspar. (e cracks rarely extended directly through quartz
and feldspar. When it occurred at the end of the crack
propagation process, the crack shape was relatively straight.
However, when it occurred in the middle of the crack
propagation process, there were more inflections.

4.4. En Echelon Intermittent Fractures. In addition to con-
tinuous propagation and turning, cracks were also gener-
ated, extended, and connected in a discontinuous manner,
that is, en echelon intermittent cracks were created
(Figure 7).

(e propagation process of en echelon intermittent
fractures is divided into five stages.

Stage 1: the small-scale en echelon intermittent frac-
tures initiate and form the first large-scale en echelon
intermittent fracture. In loading methods I, V, and VI,
the en echelon intermittent fractures spread to the
upper left direction. In loading methods II and III, the
en echelon intermittent fractures spread to the upper
right direction; whereas in loading methods IV, en
echelon intermittent fractures were initiated both in the
upper left and upper right directions.

Stage 2: In loading method I, the second and third
large-scale en echelon intermittent fractures were al-
most formed simultaneously. (e direction of the
second en echelon intermittent fracture was to the
upper left, and the direction of the third en echelon
intermittent fracture was to the upper right.(e second
large-scale en echelon intermittent fracture in loading
methods II–V was located in the middle of the sample,
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Figure 5: AE features under six different loading methods. (a) AE counts; (b) AE energy.

Advances in Civil Engineering 7



Quartz
Feldspar

Kaolinite
Illite

(a)

Quartz
Feldspar

Kaolinite
Illite

(b)

Quartz
Feldspar

Kaolinite
Illite

(c)

Quartz
Feldspar

Kaolinite
Illite

(d)

Quartz
Feldspar

Kaolinite
Illite

(e)

Quartz
Feldspar

Kaolinite
Illite

(f )

Figure 6: Continuous growth and deflection of cracks (in red) under six different loading methods. (e yellow arrows refer to crack growth in
large scales of kaolinite and illite, the green arrows refer to crack growth in smaller scales of kaolinite and illite surrounded by quartz and feldspar,
the blue arrows show crack growth in the boundary between different minerals, and the black arrows refer to crack growth in quartz and feldspar.
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Figure 7: Continued.
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whereas it was located at the top of the sample in
loading method VI. (e directions of the second large-
scale en echelon intermittent fractures in loading
methods II–V were all to the upper right. From loading
method II to loading method V, the length of the
second large-scale en echelon intermittent fractures
gradually decreased.
Stage 3: the third large-scale en echelon intermittent
fractures in loading methods II, IV, V, and VI were all
formed on the top of the sample. During this stage, the
first and second large-scale en echelon intermittent
fractures moved toward each other but did not connect.

(e three large-scale en echelon intermittent fractures
in loading method I were also connected. In loading
method III, the third en echelon intermittent fracture
formed in the middle of themodel and connected to the
crack at the lower position.

Stage 4: in loading methods I, IV, V, and VI, the two
large-scale en echelon intermittent fractures at the
middle and lower positions connected at this stage.
However, in loading methods II and III, the two en
echelon intermittent fractures in the middle and upper
positions connected.
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Figure 7: (e initiation and evolution of en echelon intermittent fractures under six different loading methods. Every loading method is
shown with five figures that demonstrate the growth of en echelon intermittent fractures over time.
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Stage 5: In this stage, the remaining en echelon in-
termittent fractures connected and the rock was
broken.

(e connection type of the en echelon intermittent
fractures of scales under different loading methods was quite
different and is summarized as follows:

(1) Wing Crack Connections. After the formation of en
echelon intermittent fractures, adjacent en echelon
intermittent fractures were connected by generating
wing cracks at both ends, and these resembled an
S-shape or a reverse S-shape. (e wing crack con-
nection was evident in the connection of two large-
scale en echelon intermittent fractures and was also
produced in the connection of small-scale en echelon
intermittent fractures. Wing crack connections
appeared in all six loading methods.

(2) Fragment Connection. In loading methods II–VI,
there were en echelon intermittent fractures that
appeared to connect in the form of fragments. In
loading method III, fragments were generated in the
small-scale en echelon intermittent fracture con-
nection. (e fragments in loading methods II, IV, V,
and VI were generated during the large-scale en
echelon intermittent fracture connection. (e frag-
ment positioning for loadingmethods IV–VI was the
same.With the increase in lateral pressure, the size of
the fragments gradually decreased.

(3) X-Shaped Crack Connection. For loading methods I
and IV, the en echelon intermittent fractures
appeared to create an X-shaped connection. (e
scale of X-shaped cracks in loading method I was
larger than that in loading method IV.

(4) Not Connected or Not Connected at the Crack Tip.
(e large-scale en echelon intermittent fracture in
the lower part of loadingmethod II propagated to the
upper right direction, but the crack tips were not
connected with other cracks. Instead, fragments were
generated in the middle of the crack that connected
with the other two penetrating cracks, and the en
echelon intermittent fracture that extended to the
upper right was abandoned by the main crack. In
loading method III, the en echelon intermittent
fracture in the lower position directly propagated to
the upper right and did not connect with the cracks
at the upper position. Consequently, the cracks at the
upper position were abandoned by the main crack.

5. Discussion

In rock damage theory, microdamages converge to form
microcracks, and then microcracks extend or connect with
other microcracks to form macrocracks [46]. Based on this
theory, the strain contour and AE location before the for-
mation of macroscopic cracks in loading methods I and IV
were derived as shown in Figure 8. (e AE characteristics of
microcracks before macrocrack formation were extracted by

programming in Python, and the AE location map was
drawn using MATLAB software. In tensile loading (loading
method I), the deformations of different minerals were
nonuniform. Owing to the lower tensile strength, kaolinite,
and illite have greater strain compared to quartz and feld-
spar. Because of the widespread distribution of such min-
erals, a large number of widely distributed microcracks were
generated in the rock. Most of them were tensile micro-
cracks, whereas very few were shear microcracks. (e widely
distributed tensile microcracks significantly increased the
potential spread range of the cracks.(e cracks could extend
freely or could connect to the remaining microcracks. (is
led to the formation of longer length and more complicated
cracks. In loading method IV (shear loading), strain first
occurred at both ends of the maximum shear stress line. (e
strain in the rest of the rock did not reach failure dis-
placement, even when the strain of the quartz and feldspar
minerals around the notch did not reach the failure dis-
placement. (ere were no widely distributed microcracks in
the front of the crack propagation path; only the right-in-
clined and parallel tensile microcracks were generated on the
right side. When the mineral at the crack tip could not be
directly sheared, the crack connected with the nearest tensile
microcrack. (is considerably reduced the potential spread
range of cracks.

Compared with loading method IV, the lateral pressure
in loading methods V and VI was equivalent to directly
increasing the horizontal tensile strength of the rock.
However, the increment in shear strength was the normal
stress multiplied by the friction coefficient that was less than
1; therefore, the increased amplitude of shear strength was
much smaller than that of tensile strength. (e minerals at
the crack tip could be sheared directly, but the surrounding
minerals had not reached its tensile strength. Lateral pres-
sure inhibited the generation of tensile microcracks around
the crack tip. As a result, the potential spread range of cracks
was further reduced, and the length and complexity of the
cracks were also reduced. However, the changing trend of
the crack length and fractal dimension of loading methods
I–III was opposite to the trend of the amount and proportion
of tensile fractures. (is can be explained with the following
analysis. In loading method I, the direction of the maximum
tensile force is horizontal. (e tensile microcracks spread
and tended to propagate in the vertical direction. In loading
methods II and III (tensile-shear loading), the shear and
tensile forces were superimposed, causing the maximum
tensile force to rotate clockwise from the horizontal direc-
tion. (e tensile microcracks tended to spread in the upper
right direction; as a result, the main crack connected more
with the tensile microcracks on the upper right of the rock.
(is led to an increase in the length and complexity of the
cracks. (is study showed that the length and complexity of
the crack cannot be simply determined by measuring the
number of tensile cracks, and the spread range of the tensile
microcracks is the fundamental reason.

In geology, it is believed that tortuous cracks occur due
to tension, and the smooth and straight cracks occur due to
shear [2]. (is study demonstrated that different loading
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methods affecting the complexity of cracks were in the
spread range of tensile microcracks. Tensile loading can not
only cause bedding and fissures to fracture but can also
produce tensile microcracks in widely distributed weak
minerals such as kaolinite and illite. (erefore, the crack has
a high degree of complexity and a large spread range. Shear
loading only produces parallel tensile microcracks on one
side of the shear line and can only rupture the cracks on one
side. (e crack propagates along the direction of the
maximum shear force; therefore, the tensile microcrack on
one side cannot be extended easily, and the possibility of the

main crack and the tensile microcrack connecting is re-
duced. As a result, the shear crack has a low degree of
complexity and a small spread range.

(e differences in the continuous propagation and
turning of cracks in different minerals are mainly caused by
different mechanical responses of the minerals. Figure 9
shows the superposition of the AE location and crack path.
Owing to the low tensile and shear strengths of weak
minerals such as kaolinite and illite, microcracks easily
produced tensile or shear fractures, so there was no need to
connect with the surrounding tensile microcracks.
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Figure 8: In loading method I (tensile loading) and loading method IV (shear loading), the strain and microfracture before the formation of
macro-cracks. (a, b) Strain contour before macro-crack formation in loading methods I and IV, respectively. (c, d) In loading methods I and
IV, the AE location of the microcracks distributed in the rock before the macrocrack formed. Red dots are the AE location of tensile
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size of the dot represents the level of AE energy. (e AE energy of microfracture before the macrocrack formed is relatively small, so the AE
energy magnification of this figure is larger than the others in this paper.
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(erefore, in most cases, the crack propagation was rela-
tively straight and the steering was relatively smooth. When
weak minerals were surrounded by hard minerals such as
quartz and feldspar, there were more external barriers to
crack propagation, causing many types of mineral fractures.
As a result, more crack inflections occurred. (e tensile and
shear strengths at the mineral boundary were higher than
that of kaolinite and illite. (erefore, in loading methods
I–III, the crack only extended at the mineral boundary for a
short period of time and then went back into the weak
mineral.(e fracture types were all tensile fractures. Loading
method IV mainly produced shear fractures at the mineral
boundary. When the crack deviated from the maximum
shear stress line (centerline), it connected to the tensile
fracture occurred in the adjacent kaolinite and illite and then
returned to the shear centerline. As the lateral pressure in
loading methods V and VI increased, the tensile strength of
kaolinite and illite increased, and it was not easy to generate
tensile fracture. (erefore, the crack continued to extend

along the mineral boundary in the form of a shear arc. (e
tensile and shear strengths of quartz and feldspar were
considerably high. (e tensile strength was lower than the
shear strength. (erefore, when cracks passed through the
quartz and feldspar, they were all tensile fractures. In loading
methods I and III, the situation when cracks passed through
the quartz and feldspar was similar to that of breaking the
last piece of strong supporting mineral, whereas in loading
methods II and VI, the cracks broke the hard mineral after
several inflections.

En echelon intermittent cracks were first proposed in
macroscopic fractures. Cui and Han [31] observed discon-
tinuous microcracks in experiments for the first time and
explained their hierarchical structure. Figure 10 shows the
AE location of small-scale en echelon intermittent crack
initiation. (e small-scale en echelon intermittent cracks
were all blocked by strong minerals such as quartz and
feldspar, and no cracks were generated in the strong min-
erals. (e heterogeneous strain on strong and weak minerals
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Figure 9: AE location on the fracture path under six different load methods. (e yellow arrows refer to the crack growth in a wide region of
kaolinite and illite, the green arrows refer to the crack growth in a small region of kaolinite and illite that was surrounded by quartz and
feldspar, the blue arrows refer to the crack growth in the boundary of different minerals, and the black arrows refer to the crack growth in
quartz and feldspar. Red dots are the AE location of tensile fractures, purple dots are the AE location of shear fractures, and the colors
between the two are the AE location of tensile-shear fractures. (e size of the dot represents the level of AE energy.
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caused the weak minerals to reach failure displacement first,
and thus, small-scale en echelon intermittent cracks were
generated.

Based on this, the occurrence of large-scale en echelon
intermittent cracks was also related to the barrier of strong
mineral aggregates.(eAE location of the second large-scale
en echelon intermittent crack formation is shown in Fig-
ure 11, and there was no AE location in the strong mineral
aggregates. (e heterogeneous strain between the strong
mineral aggregates and the weak minerals caused the weak
minerals to be blocked by the strong mineral aggregates
from reaching the failure displacement. Cui and Han [31]
defined the position between the en echelon intermittent
cracks as rock bridges. (is study found that, regardless of
the formation of large-scale or small-scale en echelon in-
termittent cracks, the rock bridges were composed of strong
minerals or strong mineral aggregates.

Regardless of the scale of the en echelon intermittent
crack, the spreading of cracks is related to the loading
method. In loading methods I–III, en echelon intermittent
cracks were mostly tensile fractures, and these were gen-
erated perpendicular to the direction of maximum tensile
force. However, in loading methods IV–VI, en echelon
intermittent cracks were mostly shear fractures, which were

generated in the direction close to the shear centerline, and
the greater the lateral pressure, the more obvious this ten-
dency. It is worth noting that during the formation of large-
scale en echelon intermittent cracks in loading methods IV
and V, the shear strain was concentrated at both ends of the
centerline; therefore, the middle part of the rock did not
reach displacement due to shear failure but reached dis-
placement from tensile failure. As the lateral pressure in-
creased, the length of the crack in the middle of the rock
decreased. In loading method VI, no cracks occurred in the
middle part of the rock, and shear fracture occurred in the
upper part. Consistent with the previous analysis, lateral
pressure suppressed the occurrence of tensile fracture.

Wing cracks were the most common connection types
for en echelon intermittent cracks. When there were strong
minerals or strong mineral aggregates in the en echelon
intermittent cracks, the wing cracks bypassed the strong
minerals or strong mineral aggregates to produce frag-
mented connections. (e AE location of the fragment for-
mation process for loading method IV is shown in Figure 12.
As the shear force could not cut the strong mineral ag-
gregates (shown in Figure 8), tensile microcracks were
formed on the right side of the shear crack. (e cracks
connected to the tensile microcracks around the boundary of
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Figure 10: (e initiation of small-scale en echelon intermittent fractures under six different load methods. Red dots are the AE location of
tensile fractures, purple dots are the AE location of shear fractures, and the colors between the two are the AE location of tensile-shear
fractures. (e size of the dot represents the level of AE energy.
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the strong mineral aggregates and eventually formed frag-
ments. In loading methods II and III, the tensile microcracks
had a large distribution range, so there were many small
fragments. (e lateral pressure in loading methods V and VI
restrained the generation range of tensile microcracks. As
lateral pressure increased, the size of the fragments decreased.

(eAE location of the X-shaped crack formation process
for loading methods I and IV is shown in Figure 13. In
loading method I, tensile microcracks were widely gener-
ated, and en echelon intermittent cracks with different di-
rections were formed. When the en echelon intermittent

cracks extended to the center, they met in the middle to form
an X-shaped crack. However, in loading method IV, the en
echelon intermittent crack in the middle of the rock was
blocked by strong minerals and could not continue to grow.
Shear microcracks that extended to the upper left formed in
the middle of the crack under shear loading.(e crack in the
lower part propagated and connected to it, forming an
X-shaped crack. (e spreading range of tensile microcracks
is larger than that of shear microcracks.(erefore, the size of
the X crack in loading method I is larger than that in loading
method IV.
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Figure 11: (e AE location when the second large-scale en echelon intermittent fractures were formed under six different loading methods. (e
red arrows refer to the strongmineral aggregate. Red dots are the AE location of tensile fractures, purple dots are the AE location of shear fractures,
and the colors between the two are the AE location of tensile-shear fractures. (e size of the dot represents the level of AE energy.
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Figure 12: (e formation process and AE location of fragment in loading method IV. Red dots are the AE location of tensile fractures,
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Figure 13: Continued.
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Following this research, in-depth studies can still be
conducted inmany aspects. In the future, we could set different
degrees of mineral heterogeneity by ratio and size in each
loading method to further confirm the role of heterogeneity
and the loadingmethod. For different loadingmethods, further
study is needed on the similarities and differences in the en
echelon intermittent crack connections when compared with
connections between naturally occurring cracks, pores, and
fissures. Previous studies used fractal theory to summarize the
multiscale and hierarchical distribution of cracks [11], and it
was found that the en echelon intermittent cracks also show the
characteristics of multiscale and hierarchical distribution. (e
fractal study of en echelon intermittent cracks should consider
the effects of loading methods, mineral heterogeneity, pores,
natural fissures, and bedding. Besides, how to make the en
echelon intermittent cracks more fully connected is also an
important issue for the improvement of shale gas recovery.(is
study provides a significant reference for future research for the
loading method to increase the complexity of fractures. (e
combination of fractal dimension and crack length per unit
area demonstrated here is a promisingway to evaluate the effect
of fracturing in future studies.

6. Conclusions

In this study, the Voronoi tessellation technique was used to
establish a shale CZM based on mineral distribution, and six
different loading methods were applied. Based on the rock
damage theory, combined with the crack path, strain contour,
and AE, the initiation and propagation of microcracks under
different loading methods were compared and analyzed. (e
following are the main conclusions drawn from this study.

(1) (e essence of different loading methods affecting
crack length and complexity was the spread range of
tensile microcracks. Tensile loading formed a large

number of widely distributed tensile microcracks in
the rock, so the crack length was longer and the
twists and turns were more complicated. In contrast,
shear loading only produced parallel tensile micro-
cracks on the right side of the maximum shear line,
and the cracks tended to extend along the direction
of the maximum shear force, resulting in a shorter
crack length and low complexity.

(2) (e mechanical properties of various minerals and
mineral boundaries are different; therefore, the
mechanical responses to different loading methods
are different. (is leads to differences in continuous
crack propagation and steering under different
loading methods.

(3) (e formation and propagation of en echelon inter-
mittent cracks of different scales were mainly affected
by the heterogeneity of minerals and mineral aggre-
gates. (e differences in displacements at failure of
different minerals led to the generation of small-scale
en echelon intermittent cracks separated by strong
minerals. Similarly, the differences in displacements at
failure of different mineral aggregates led to the gen-
eration of large-scale en echelon intermittent cracks
separated by strong mineral aggregates.

(4) (e spreading direction and connection form of en
echelon intermittent cracks were mainly affected by
the loading method. (e en echelon intermittent
cracks propagated perpendicular to the direction of
maximum tensile stress during tensile and tensile-
shear loading, with various connection methods. In
shear and compression-shear loading, the en echelon
intermittent cracks spread near the maximum shear
stress line. As the lateral pressure increased, the
cracks tended to concentrate more on the centerline,
and the connection method became simpler.
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Figure 13: X fracture formation and AE location for loading methods I ((a), (b), (c)) and IV ((d), (e), (f )). Red dots are the AE location of
tensile fractures, purple dots are the AE location of shear fractures, and the colors between the two are the AE location of tensile-shear
fractures. (e size of the dot represents the level of AE energy.
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In order to investigate the dynamic mechanical properties of the fractured rocks reinforced with different slurries, the prefractured
and grouted sandy mudstone specimens were tested on a Split Hopkinson Pressure Bar (SHPB), and their dynamic failure
processes were shot via a high-speed camera. -e test results showed that under dynamic loading, grouting reinforcement can
relieve the rock failure at the fracture part. With the increase of the impact speed, the dynamic specific strength of the modified
epoxy resin grouting increases from 0.85 to 1.01, and its specific strain rate increases from 1.09 to 1.04; the dynamic specific
strength and specific strain rate of cement slurry grouting increase from 1.78 to 0.95 and from 0.60 to 0.98, respectively. As a
whole, the specimen reaches or approaches the dynamic parameters of the intact rock specimen after grouting repair, the stability
of the rock reinforced by modified epoxy resin grouting is superior to that of the rock reinforced by cement slurry grouting, and
the latter can acquire high dynamic strength under low-speed impact. -e improved damage-type Zhuwangtang (ZWT) model
can be used to describe the dynamic mechanical behaviors of the fractured rocks reinforced by grouting very well.

1. Introduction

During the deep coal mining and tunneling process, the
mining activity breaks the original mechanical equilibrium.
According to the theory of loose circle of surrounding rocks
[1], a crushed zone will appear within a certain range of the
roadway, and many fractures exist in the surrounding rock
mass. If the fractured zone is not properly disposed, the
original fractured zone may further evolve into a crushed
zone due to the impact load generated by blasting in the
construction, vibrating effect of surrounding rocks tunneled
by heading machine, and the impact formed by roof fracture
of the coal seam, and thus the support difficulty will be
further aggravated. -e grouting construction method can
improve the physical and mechanical properties of the
reinforced surrounding rocks and block the original frac-
tures, so as to improve the overall strength and stability of
the surrounding rocks. -erefore, the grouting construction
method has been extensively applied in engineering practice.

-e grouting reinforcement of rock mass has been ex-
tensively investigated both in China and western countries.
In the aspects of rock grouting reinforcement mechanism
and repair of fractured rocks, it is deemed that after grouting
reinforcement, the residual strength [2] and peak shear
strength [3] of the rock mass will be improved, the non-
deformability will be strengthened, and the grouting con-
cretion stone can keep stable bearing capacity within a large
range. Although the rock strength will be improved after it is
reinforced by common grouting materials such as cement
slurry, polyurethane, and epoxy resin [4–6], different slurries
exert different reinforcing effects on rocks or rock-like
materials, and they differ in slurry groutability, initial
strength and cohesiveness to rocks, etc. Among the factors
influencing the grouting reinforcement, the slurry diffusion
laws during the construction and slurry stability after the
construction are also very important, so investigating the
slurry diffusion laws under all kinds of conditions [7–10] and
quantitatively evaluating the slurry stability [11] under

Hindawi
Advances in Civil Engineering
Volume 2021, Article ID 8897537, 14 pages
https://doi.org/10.1155/2021/8897537

mailto:guangmingzhao@163.com
https://orcid.org/0000-0001-8746-0939
https://orcid.org/0000-0002-4529-380X
https://orcid.org/0000-0001-9323-4727
https://orcid.org/0000-0002-5490-0229
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/8897537


different grouting parameters will be of great importance. As
the geological environment for grouting is ever-changing,
the individual demands for grouting materials in engi-
neering are increasing year by year, and regarding slurry
groutability, controllability, stability, and durability and
economical efficiency, many scholars have developed new-
type grouting materials, made modifications, and achieved
abundant results [12–15]. -e dynamic characteristics of
grouting concretion stones with different grouting contents
andmoisture contents have been probed in recent years [16].

Most of the above research studies focus on the im-
provement of static mechanical properties of rock mass after
grouting reinforcement, the grouting reinforcement effect,
slurry diffusion laws, and slurrymodification.-ese research
studies are significant for revealing the rock grouting re-
inforcement mechanism and improving the grouting rein-
forcement effect. However, few studies have focus on the
impact resistance of fractured rock mass after grouting
reinforcement under different strain rates, the reinforcing
effects of different slurries on fractured rock mass, and
failure laws of fractured rock mass and those of fractured
rock mass after grouting reinforcement under the dynamic
impact load. After grouting, the fractured rock mass may
bear blasting impact load, roof fracture impact, and dynamic
disturbance of heading machine. -e range of dynamic load
strain rate is large and the impact strength is high, which will
usually result in secondary failure of fractured rock mass
after grouting reinforcement. Hence, it is urgent to explore
into the impact resistance and failure laws of fractured rock
mass after grouting reinforcement, and then studying the
dynamic characteristics of fractured rock masses reinforced
by different slurries under different strain rates will be of
great realistic significance.

In this paper, the sandy mudstone specimens were preset
fractures manually, and the fractures were filled with cement
slurry and modified epoxy resin slurry. An impact test of
fractured rock masses reinforced by different grouting
materials was carried out under different strain rates on a
Split Hopkinson Pressure Bar (SHPB), and their dynamic
failure process was captured via a high-speed camera. -e
results contributed to understanding of the dynamic failure
laws of fractured surrounding rocks, revealed the impact
resistance of fractured rock masses reinforced with different
slurries under different strain rates, and provided a reference
for the grouting reinforcement engineering for fractured
rock mass.

2. Test Materials and Test Method

2.1. Test Materials. -e rock used in the test was common
sandy mudstone in coal mining and tunnel engineering. -e
rock masses were collected from Luling Coal Mine of the
Huaibei Mining Group with burial depth of −580.5m,
density of 2,560 kg×m−3, and uniaxial compressive strength
of 22.5MPa.

2.2. Test Method. -e rock cores of intact rock masses with
good homogeneity were taken using a vertical core drilling

machine. -e rock cores were cut with a rock cutter
according to the length slightly greater than the design size.
-e specimens were processed according to rock mechanics
test requirements, and the two end faces of each specimen
were grinded with SHM-200 double-end-face grinding
machine until its nonparallelism and nonperpendicularity
were both not smaller than 0.02m. -e processed specimen
is 30mm in length and 50mm in diameter. To mitigate the
impact of fracture size on the specimens, a 0.2mm fracture
was cut from the cross section of each specimen with the
cutter, and the cutting depth was one half of the specimen
diameter. -e specimens with cut fractures were grouped,
where one group was kept in original shape; one group was
filled with neat cement grout (water cement ratio: 0.6), and
the cement was ordinary Portland cement with mark of P.O
42.5; another group was filled with high-permeability
modified epoxy resin grouting material, which was double-
component grouting material, where material A was the
prepared epoxy resin and material B was curing agent, and
their mixing ratio was 2 :1.

-e specimen was intertwined for one circle using ad-
hesive tape before grouting, and a grouting hole was reserved
at the top. -e mixed slurry was slowly injected into the
fracture with an injector and gently vibrated with 0.1mm
steel wire to eliminate the gas sealed in the fracture. After the
fracture was fully filled with the slurry, the hole mouth was
kept upward for 24 h, the cement and epoxy resin were
initially coagulated, and the external adhesive tape was taken
down for the sake of curing. -e cement grouting specimens
were cured in a standard curing box while epoxy resin
grouting specimens were cured at normal temperature. After
28 days of curing, the wave velocity of each specimen is
measured, and the specimens with obvious abnormal wave
velocity are excluded. -e three types of specimens are
shown in Figure 1.

2.3. Test System andTest Principle. Bars and punches used in
the SHPB test system (Figure 2) are 40Cr alloy steels, density
is 7,800 kg·m−3, yield strength is greater than 800MPa,
elastic wave velocity C0 is 5,410m·s−1, bar diameter is
50mm, and lengths of the incident bar and transmitting bar
are 2.00m and 1.50m, respectively. Punches are cone-
shaped punches recommended by the International Society
for Rock Mechanics [17], and its maximum diameter is
50mm. According to 1D elasticity theory of waves, average
stress, average strain, and average strain rate of samples can
be obtained [18], namely,

σs(t) �
EA

2As

εI(t) + εR(t) + εT(t) , (1)

εs(t) �
C0

Ls


t

0
εT(t) − εI(t) + εR(t) dt, (2)

_εs(t) �
C0

Ls

εT(t) − εI(t) + εR(t) , (3)

where Ls is the sample length; E is the elasticity modulus of
the incident (transmitting) bar; A and As are the cross-
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sectional area of the incident (transmitting) bar and the
sample; εI(t) is the incident wave strain signal; εR(t) is the
reflected wave strain signal; εT(t) is the transmitted wave
strain signal. To prevent the influence of stress unbalance on
the test result, data are processed in this test through the “3-
wave analysis” method.

2.4. Testing Program. -e processed and cured specimens
were grouped and numbered. To keep the acquired impact
speeds of specimens in different groups under the same
atmospheric pressure as consistent as possible, the test
started from a low atmospheric pressure level. After the
specimens in Group A, B, C, and D were tested under fixed
atmospheric pressure, the test was continued by elevating
the atmospheric pressure to the next pressure level. -e
concrete testing program is seen in Table 1.

3. Results and Discussion

3.1. Dynamic Stress Equilibrium. A reliable dynamic test
should ensure that the dynamic stress equilibrium before the
specimen is destroyed [19].-erefore, it is necessary to check

the dynamic stress equilibrium to ensure the validity of the
test. -e dynamic stress at both ends of the specimen during
the loading process can be obtained by the strain gauge on
the bar. It can be seen from the curve that the stress at the
transmission end of the specimen is less than that at the
incident end within 25 µs at the initial loading stage. During
this period, the stress wave was reflected in the specimen for
many times, and the dynamic stress at both ends of the
specimen reached a state of equilibrium, while the stress
equilibrium time was less than the failure time of the
specimen, thus ensuring that the failure of the specimen
occurred after the stress equilibrium. -e typical dynamic
stress at both ends of the specimen is shown in Figure 3.

3.2. Influence of Grouting Reinforcement on Dynamic Stress-
Strain Relationship of Fractured Rock Mass. As an important
index used to study material properties, the stress-strain rela-
tionship of amaterial is its ownmechanical property, which can
reflect its deformation and failure laws under the external
loading action. -e impact failure laws of fractured rock can be
judged, and the rock grouting reinforcement effect can be
verified through the dynamic stress-strain relationship.

(a) (b) (c)

Figure 1: Specimens: (a) fracture specimen, (b) modified epoxy resin grouting, and (c) cement grouting.

Figure 2: SHPB test system.
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-e delay time was calculated according to the specimen
length, distance from strain gauge to bar end, and the wave
propagation velocity in incident bar and transmission bar
and specimen. -e initial positions of wave forms were
aligned through the translation waveform method, and the
parameters of impact specimens such as stress and strain
were calculated using the three-wave model. -e stress-
strain relationships of intact rock, fractured rock, fractured
specimen filled with epoxy resin, and fractured specimen
filled with cement slurry under gas pressure of 0.6MPa are
shown in Figure 4.

It could be observed from the stress-strain relation
curves of all specimens under the same pressure that except
for the stress-strain relation curve of the fractured specimen,
the stress-strain relation curve shapes of other three spec-
imens were basically similar and largely divided into four
phases: elastic phase, below 60MPa, was a straight-line part,
at the time the stress and strain were under linear relation,
and this linear relation might not be kept nearby
60MPa–100MPa, which should be the elastic limit of the
specimen. Following elastic phase, there was a slightly flat
part, namely, yield phase. After the yield phase, the stress-
strain relation curve continued to rise until the limit of peak
strength, namely, strengthening phase. Afterwards, each of
the specimens would enter failure phase. Due to the exis-
tence of fracture, initial fracture occurred at the bottom of

the fracture of the fractured specimen after it entered the
yield phase, and the stress firstly declined and then was kept
unchanged, while the strain continued to increase without
strengthening phase until secondary failure. Under low-
speed impact with atmospheric pressure of 0.6MPa, the
peak strength of the fractured specimen filled with cement
slurry was reached and even exceeded the peak strength of
intact rock, but the peak strength of the fractured specimen
filled with modified epoxy resin was somehow lower. -e
stress-strain curve of the fractured specimen filled with
modified epoxy resin was flat at the peak point, indicating
that the modified epoxy resin exerted a certain buffering
effect on the fracture under low-speed impact. It could be
intuitively seen from the stress-strain curves that the
grouting reinforcement by filling the fracture could improve
the mechanical properties of the rock and reach or approach
the status of the original intact rock.

3.3. Influence of Grouting Reinforcement on Dynamic Peak
Strength of Fractured Rock Mass. -e dynamic compressive
strength of rock is an important index reflecting its impact
resistance. -e effect of grouting reinforcement on the
fractured rock can be judged through its strength. -e av-
erage dynamic strength of specimens in each group was
calculated, and the impact speed-peak strength relation
curve was drawn as shown in Figure 5.
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Figure 4: Stress-strain curve of four types of specimens (0.6MPa).

Table 1: Test scheme.

Group Specimen form Grouting material
Number of specimens

0.2MPa 0.4MPa 0.6MPa 0.8MPa 1.0MPa
A Complete None 3 3 3 3 3
B Prefracture None 3 3 3 3 3
C Prefracture Cement slurry 3 3 3 3 3
D Prefracture Modified epoxy resin 3 3 3 3 3
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As shown in Figure 5, the peak strengths of the intact rock
specimen, fractured rock specimen, and fractured specimen
filled with slurry presented a natural logarithmic relationship
with the impact speed of the punch.-e strength of the fractured
rock specimen was smaller than those of other three specimens
under all impact speeds, and the strength gap was enlarged with
the increase of impact speed. Taken the peak strength curve of
the intact rock specimen as the reference, the peak strength curve
of the specimen filled with epoxy resin was approximately
overlapped with that of the intact specimen, indicating that the
fracture filling with epoxy resin could effectively recover the
strength of the fractured rock.-ough being able to improve the
strength of the fractured rock, fracture filling with cement slurry
showed different properties from epoxy resin filling. Under low
impact speed, the peak strength of the fractured rock filled with
cement slurry was higher than that of the intact rock specimen.
When the impact speed was elevated to above 16m/s, the peak
strength of the fractured rock filled with cement slurry was lower
than that of the intact rock. -e main reason was that micro-
fractureswould be formed at the filling interface after the cement
slurry with high dry shrinkage rate was totally cured, and then
the cement slurry filled specimen and fractured specimen shared
approximate properties which could also be proved through the
curve shape. Due to the existence of the microfractures, the
microfractures had enough time to be closed under low-speed
impact. As the strength of the filling cement was higher than that
of sandymudstone, its peak strength was higher than that of the
intact sandy mudstone. -e impact strain rate was high under
high-speed impact, so the specimen that already underwent a
failure before the microfractures were closed, the specimen
strength bore greater influence from the fractures than from the
strain rate, and thus the peak strength was slightly smaller than
that of the intact specimen.

In the natural logarithm of impact speed taken as the x-
coordinate and peak strength as the y-coordinate, the curve
is drawn as seen in Figure 6.

-e following was set:

k1 �
dσ

d ln(v)
. (4)

-e slope of each fitting straight line could be solved as
follows:

kint � 160.25462,

kfra � 99.53692,

kepo � 167.2174,

kcem � 118.8168.

(5)

-e straight slope (167.2174) of the specimen filled with
epoxy resin was approximate to that (160.25462) of the intact
specimen, and the two specimens had equivalent dynamic
properties; the straight slope (118.8168) of the specimen
filled with cement slurry was approximate to that (99.53692)
of the fractured specimen, and their dynamic properties
were approximate.

Taken the slope k value of the strength curve of the intact
rock as the criterion, the factor reflecting the repair degree of
other specimens was defined as follows:

cai �
ki

k
× 100%. (6)

-e repair factors of the specimens were calculated as
seen in Table 2.

-rough statistical Table 2, the fractured sandy mud-
stone filled with epoxy resin had equivalent properties to the
original intact rock as a whole: the favorable reinforcement
effect could be achieved, while the reinforcement effect of
cement slurry was not as good as epoxy resin.

According to the fitted curve of test data, the peak
strengths under different speeds were calculated. Taken the
strength value of the intact specimen under each impact
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speed as the criterion, the dynamic specific strength factor
was defined as follows:

ηi �
σi

σ0i

. (7)

-e strength values of all specimens under different
impact speeds were normalized (Table 3), and the dynamic
specific strength factor-impact speed relation curve was
drawn as shown in Figure 7.

By analyzing Table 3 and Figure 7, it can be obviously
observed that the dynamic specific strength of the fractured
specimen was approximately 0.6, that of the specimen filled
with epoxy resin was 0.85 at low speed and 1 at bothmedium
and high speed, and that of the specimen filled with cement
slurry was 1.7 at low speed, declined to 1.00 or so at 16m/s,
and then was gradually reduced as the impact speed was
further accelerated. -e dynamic strength of the fractured
specimen filled with cement slurry was superior to that of the
specimen filled with epoxy resin under low-speed impact,
but the situation was on the contrary under high-speed
impact, and moreover, the properties of the specimen filled
with epoxy resin were close to those of the intact specimen.

3.4. Influence of Grouting Reinforcement on Strain Rate of
Fractured Rock Mass. Strain rate refers to the strain (defor-
mation) change of amaterial relative to time, and it is a measure
used to characterize the material deformation speed. -e strain
rate is related to both impact speed and material properties.
Studies show that the dynamic impact strength is high at high
strain rate. -e strain rate-impact speed relations embodied in
different specimens are displayed in Figure 8.

-e middle flat parts were intercepted from the strain
rate-time relation curves of the specimens as the samples,
and the mean value of each specimen was taken as its strain
rate. From the strain rate-impact speed relation curves, the
strain rate of each specimen presented a linear relation with
impact speed, namely, it was gradually increased with the
impact speed, but the straight slope varied.

-e following was set:

ki
′ �

d_ε
dv

. (8)

-e slope of each fitting straight line was as follows:

kint′ � 20.94325,

kfra′ � 25.5988,

kepo′ � 21.37621,

kcem′ � 23.87668.

(9)

-e slope of the fractured specimen was the maximum,
25.59881, and its strain rate was most obviously influenced by

the impact speed. Because of the fracture, it could acquire
greater strain under impact pressure, and thus its strain rate was
higher than other specimens.-e straight slope of the strain rate
was 23.87668 for the cement slurry filled specimen, as
microfractures would be formed after dry shrinkage of cement
slurry. -is type of specimen showed the characteristics of the
fractured specimen, and its slope was also close to that of the
fractured specimen, but its strain rate was lower, mainly because
both strength and stiffness of the induration of cement slurry
used to fill the specimen were larger than those of sandy
mudstone. For the specimen filled with epoxy resin and the
intact specimen, the straight slopes of strain rates were 21.37621
and 20.94325, respectively, which were quite close, along with
equivalent properties. -e straight slope of strain rate of the
specimen filled with epoxy resin was slightly greater than that of
the intact rock specimen, because the fracture filler was
modified epoxy resin which was of a certain tenacity with
hardness smaller than rock, and it could be easily deformed
during the impact process.

Similarly, the slope k′ value of the strain rate curve of the
intact rock was taken as the criterion, and the factor used to
reflect the repair degree of other specimens was defined as
follows:

cbi �
1

ki
′/k′( 

× 100%. (10)

-e damage repair factor of each specimen was calcu-
lated as seen in Table 4.

As seen in Table 4, in consideration of the overall strain
rate, the repair degree of the fractured specimen filled with
epoxy resin was approximate to the intact specimen, fol-
lowed by the specimen filled with cement slurry. -e main
reason lied in that the epoxy resin filling material could be
closely adhered to the specimen by virtue of high fluidity and
high viscosity but low dry shrinkage rate. However, the
cement slurry with poor fluidity was prone to bubbling, the
shrinkage rate could be high after curing, and a weak plane
could be easily generated on the surface of the filled fracture.
-is could be observed from Figures 9 and 10 after the
specimen underwent crushing. -e filling interface was
separated from the specimen filled with cement slurry, in-
dicating poor cohesive force of cement slurry. It could be
seen from the separated grouting surface that the cured body
of the slurry contained a small quantity of bubbles. For the
specimen filled with epoxy resin, the cured slurry was still
adhered to the specimen after the failure, while the failure
degree at the nongrouting side was higher than that at the
grouting side.

-e strain rates under different impact speeds were
calculated based on the fitted curves of their strain rate data.
By taking the strain rate of the intact specimen as the cri-
terion, the specific strain rate was defined as follows:

Table 2: Statistical table of specimen repair factor ca.

Category Intact Fracture Modified epoxy resin Cement slurry
k 160.25462 99.53692 167.2174 118.8168
ca 100% 62.11% 104.34% 74.14%
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ζ i �
_εi

_ε0i

. (11)

-e strain rates of the specimens under different impact
speeds were normalized, the statistical results are listed in
Table 5, and the specific strain rate-impact speed relation
curves were drawn (Figure 11).

As shown in Table 5 and Figure 11, the specific strain rate
of the fractured specimen was approximately unchanged.
And it kept an identical trend with the intact rock in the
aspect of strain rate. Moreover, its strain rate was higher than
that of the original rock. Relative to sandy mudstone, one
between the two filling materials was hard and the other was
soft with different change trends of their strain rates. With
the impact speed increased, the specimen filled with epoxy
resin showed a gradually declining specific strain rate, which
was then approaching 1, and the specific strain rate of the
specimen filled with cement slurry gradually rose and also
approximated to 1. -e specific strain rate of the specimen
filled with cement slurry seemed to have stronger sensitivity
to the impact speed, and the change was more evident, but
the specific strain rate of the specimen filled with epoxy resin

was always approximate to 1, manifesting that the repaired
rock was approximate to the intact rock in properties.

3.5. Influence of Grouting Reinforcement on Failure Mode of
Fractured Rock Mass

3.5.1. Specimen Failure Mode. To understand the detailed
failure laws of the specimen during the impact process, their
impact failure processes were synchronously shot by using
Phantom high-speed camera (NIKOR normal lens with
NIKOR 50mm focal length) produced by U.S. Vision Re-
search, Inc., where the shooting frequency was 84,000
frames/second. -e failure process of some specimens at an
atmospheric pressure of 0.4MPa is shown in Figures 12–14.

As shown in Figure 12, the specimen was compressed at
the end of the incident bar in the beginning. A new through
fracture was formed at the middle fracture tip as the stress
wave amplitude was gradually enlarged. Due to the existence
of the middle fracture, the original support was eliminated
after the new through fracture was formed, and the specimen
part close to the incident bar rapidly moved and rushed at
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Figure 8: Impact speed-strain rate.

Table 3: Statistical table of specimen strength and dynamic specific strength.

Impact speed ms−1 Strength (intact) (MPa)
Fracture Modified epoxy resin Cement slurry

Strength (MPa) η1 Strength (MPa) η2 Strength (MPa) η3
6 50.82 29.73 0.59 43.43 0.85 90.46 1.78
8 96.92 58.37 0.60 91.53 0.94 124.64 1.29
10 132.68 80.58 0.61 128.85 0.97 151.16 1.14
12 161.90 98.73 0.61 159.34 0.98 172.82 1.07
14 186.61 114.07 0.61 185.11 0.99 191.13 1.02
16 208.00 127.36 0.61 207.44 1.00 207.00 1.00
18 226.88 139.09 0.61 227.14 1.00 221.00 0.97
20 243.76 149.57 0.61 244.75 1.00 233.51 0.96
22 259.04 159.06 0.61 260.69 1.01 244.84 0.95
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the other side under the action of force at the end part.
Influenced by the compressive stress on the end face of the
new fracture and the pressure formed after the two end faces
of the fracture contacted each other, fracturing occurred at
the fracture end on the specimen part close to the end of the
incident bar. After then, the whole specimen was under
compaction state and jointly bore the subsequent impact
load. Due to the new through fracture formed at the middle
crack tip, the specimen on one side of the fracture first breaks
into a large piece. Under the low-speed impact state, the
large piece of specimen that broke along the fracture end
could still be seen.

After grouting, both cured slurries could effectively fill
the fracture and facilitate the recovery of the stress transfer
path with a certain shrinkage space. -erefore, the initial

specimen failure was delayed, and the failure part usually
started from the nongrouting half and then stretched to the
fracture tip until the grouting part. Under low-speed impact,
the cured modified epoxy resin filler was of higher tenancy
than cured cement, so was its cohesive force. -erefore the
grouting side was kept relatively intact in comparison with
the cement slurry filled specimen. Under high-speed impact,
the loaded strain rate was high, the loading time was short,
and the gap at the specimen fracture experienced com-
pression failure before adjustment, so the gaps among the
three specimens were not apparent, and the pictures of their
failure processes were not displayed any longer.

3.5.2. Mechanism Analysis of Specimen Failure Mode.
Assume that the stress-bearing conditions of one transient
specimen after the stress equilibrium are shown in
Figure 15(a). One part of the section where the fracture was
located was intercepted as the study object, and uniform
pressure σN acted upon the section of the specimen con-
nection part. According to the equilibrium of force system,
the following could be acquired:

σN ·
πr

2

2
− σd · πr

2
� 0. (12)

-e following was then obtained:

σN � 2σd. (13)

-e upper part of the section ABCD is taken as the study
object. Assume that shear force Fs and bending moment M
exist on the section ABCD:

Fs � 2
r

0
σd ·

������

r
2

− x
2



dx, (14)

M � 2
r

0
σd ·

������

r
2

− x
2



· rdx. (15)

-e integral transformation of the above two equations
was implemented, and x � r sin θ and dx � r cos θdθ were
set.

-e following was then obtained:

Fs � 2σd 
π/2

0
r
2cos2 θ dθ �

1
2
πr

2σd, (16)

M � 2σd 
π/2

0
r
3 sin θ cos2 θ dθ �

2
3
r
3σd. (17)

As shear force and bending moment exist on the section
ABCD, shear stress and positive tensile stress would cer-
tainly exist. Although the compressive stress σN of the
undamaged part was larger than other parts, the shear be-
havior of rock had a great influence on the stability of rock
structure [20–23]. -e shear strength and tensile strength of
rock material were far lower than compressive strength, so
the primary causes for failure were shear stress and tensile
stress. In consideration of stress concentration at the fracture
tip, it could be judged that the section ABCD would be the
first one to experience failure. -e failure process of the

Table 4: Statistical table of specimen repair factor cb.

Category Intact Fracture Modified epoxy resin Cement slurry
k 20.94325 25.59881 21.37621 23.87668
cb 100% 81.81% 97.97% 87.71%

�ere are bubbles, easy to peel.

Figure 9: Cement slurry filling.

Stick together a�er being damaged.

Figure 10: Modified epoxy resin filling.
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fractured specimen recorded by the high-speed camera
rightly shows that the failure starts on this section.

After grouting reinforcement, the stress could be
transferred at the fracture or microfractures which could be
easily compacted, and they could transfer the stress after
compaction. -e following was obtained according to the
principle of equilibrium:

σN1 + σN2 � 2σd. (18)

Assume that the two end faces of each specimen are
always parallel during the initial loading process, and satisfy
Hooke’s law before failure:

σN1 � E1 · ε, (19)

σN2 � E2 · ε. (20)

It is substituted into equation (18):
1

σN1
�

1
2σd

+
1
2σd

E2

E1
. (21)

From equation (21), σN1 is gradually reduced with the
increase of E2, suggesting that the fracture filling can ef-
fectively reduce the stress acting upon the intact rock. σN1 �

σd when E2 � E1; σN1 < σd when E2 >E1, indicating that if
the elasticity modulus of the cured grouting material is
greater than rock, the stress borne by the grouting side will
be larger than that at the intact side.

3.6. Establishment and Verification of Constitutive Relation of
Grouting Reinforced Fractured Rock Mass. For brittle ma-
terials such as rock and concrete, their dynamic mechanical
properties under impact load may differ a lot from their
static mechanical properties, which is generally related to the
strain rate. With one nonlinear elastomer and two Maxwell
bodies, the ZWT model [24] can show viscous-elastic
characteristics within a wide range of strain rate, and it can
be used to describe the constitutive behaviors of nonlinear
viscoelasticity of typical high polymers very well [25]. In
view of characteristics of rock materials, such as fractures
and gaps, many scholars have used the improved ZWT
model [26–30] to simulate the mechanical behaviors of
brittle materials such as rock at different strain rates. Under
impact load, the strain rate of rockmaterials can be stabilized
at a high level, so theMaxwell body describing low strain rate
in the ZWTmodel was deleted in this study. In consideration
of the strain softening behaviors of rock materials under
impact action, a damage body was used to replace the
nonlinear elastomer in the ZWT model, and an improved
damage-type ZWT model was established for the grouting
reinforced fractured rock mass (Figure 16).

Assume that the microelement strength of the damage
body follows Weibull statistical distribution, and then the
probability density function was

□p(ε) �
m

F0

ε
F0

 

m− 1

exp −
ε

F0
 

m

 , (22)

where ε is a variable characterizing the microelement
strength, and here it means axial strain; m and F0 are
Weibull distribution parameters.

Hereby is a definition of damage variable:

D �
Nf

N
, (23)

Table 5: Statistical table of specimen strain rate and specific strain rate.

Punch velocity (ms−1) Strain rate of intact (s−1)
Fracture Modified epoxy resin Cement slurry

Strain rate (s−1) ζ1 Strain rate (s−1) ζ2 Strain rate (s−1) ζ3
6 139.87 172.17 1.23 151.81 1.09 84.29 0.60
8 181.76 223.37 1.23 194.56 1.07 132.05 0.73
10 223.64 274.56 1.23 237.31 1.06 179.80 0.80
12 265.53 325.76 1.23 280.06 1.05 227.55 0.86
14 307.42 376.96 1.23 322.82 1.05 275.31 0.90
16 349.30 428.16 1.23 365.57 1.05 323.06 0.92
18 391.19 479.35 1.23 408.32 1.04 370.81 0.95
20 433.08 530.55 1.23 451.07 1.04 418.57 0.97
22 474.96 581.75 1.22 493.83 1.04 466.32 0.98
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Figure 11: Impact speed-specific strain rate.
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(a) (b) (c)

(d) (e) (f )

Figure 12: Failure of cracked specimen. (a) 0 us, (b) 48 us, (c) 72 us, (d) 107 us, (e) 215 us, and (f) 1048 us.

(a) (b) (c)

(d) (e) (f )

Figure 13: Failure of crack specimen filled with epoxy resin. (a) 0 us, (b) 95 us, (c) 155 us, (d) 202 us, (e) 512 us, and (f) 1226 us.
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(a) (b) (c)

(d) (e) (f )

Figure 14: Failure of fracture specimen filled with cement (0.4MPa). (a) 0 us, (b) 60 us, (c) 84 us, (d) 143 us, (e) 346 us, and (f) 1036 us.
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Figure 15: Force analysis.
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where Nf is the number of already damaged microelements
and N is the total number of microelements.

-e statistical damage model can be obtained through
integral computation:

D � 1 − exp −
ε

F0
 

m

 . (24)

According to the constitutive models of damage body
(follow Weibull distribution) and Maxwell body and given
the loading at constant strain rate can be realized in the
SHPB test, it is never difficult to acquire the constitutive
relation of the viscous-elastic damage model as follows:

σ(ε) � E0ε · exp −
ε

F0
 

m

  + E1φ1 _ε · 1 − exp
ε
φ1 _ε

  ,

(25)

where E0 is the elastic model before the damage body is
damaged; E1 is the spring stiffness of the Maxwell body; _ε is
the test strain rate; and φ1 is the relaxation time.

For verifying the adaptability of the constitutive relation
of the viscous-elastic damage model, this formula was used
to fit the fractured rock reinforced by cement slurry grouting
at a strain rate of 294 s−1 with the fractured rock reinforced
by epoxy resin grouting at a strain rate of 237 s−1, the fitted
curves are shown in Figure 17, and fitting parameters are
listed in Table 6. It could be seen that the constitutive

relation of the viscous-elastic damagemodel could be used to
describe the mechanical behaviors of the grouting reinforced
fractured rock mass under the action of impact load.

4. Conclusion

A fracture (0.2mm in width) was cut from the intact sandy
mudstone specimen, and then a fractured specimen was
manually fabricated. Epoxy resin slurry and cement slurry
were grouted into the fracture to simulate the fracture filling
through grouting and investigate the reinforcement mech-
anisms of different grouting materials for fractured speci-
mens. -e failure processes of the specimens were recorded
using a high-speed camera. To sum up, the following
conclusions were drawn:

(1) -e peak impact strength of each specimen has a
natural logarithmic linear relation with the punch
speed. With the increase of the impact speed, the
dynamic specific strength of the modified epoxy
resin grouting increases from 0.85 to 1.01 and de-
creases from 1.78 to 0.95 for the fractured specimen
filled with cement slurry, manifesting that the
fracture repair effect of modified epoxy resin is better
than that of cement slurry. However, under low-
speed impact, the strength of the fractured sandy
mudstone filled with cement slurry is higher than
that of the specimen filled with modified epoxy resin.

(2) -e strain rate of each specimen presented a linear
relation with punch speed. With the increase of the
impact speed, the specific strain rate of the modified
epoxy resin grouting decreased from 1.09 to 1.04 and
increased from 0.60 to 0.98 for the fractured spec-
imen filled with cement slurry, meaning that the
intactness of the specimen filled with modified epoxy
resin was superior to that of the specimen filled with
cement slurry. -e specific strain rate of the latter
showed stronger sensitivity to the impact speed with
more obvious change, while that of the former was

D

E1 ϕ1

σσ

Figure 16: Improved damaged ZWT model.
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Table 6: Fitting parameters.

Grouting
materials E0/MPa F0 m E1/MPa φ1/us _ε R2

Cement
slurry 6.01 0.023 8.4 69.2 3.431 294 0.93067

Modified
epoxy resin 6.01 0.024 6.1 62.9 3.631 237 0.88033
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always approximate to 1, indicating approximate
properties of repaired rock to the intact rock.

(3) -e ZWTmodel was improved, and a viscous-elastic
damage model with one damage body and one
Maxwell body in series connection was adopted, as it
could realize a good fitting effect on the stress-strain
curves of grouting reinforced fractured rock masses
under the impact load.
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*ere is a lack of information about the temperature-dependent nature of the rock surface, which is one of the essential parameters
to predict the surface friction. In the present study, we experimentally study the effect of temperature on the basic friction angle of
the marble surface through the direct shear test under the low normal loading condition and tilting test (Stimpson/disk tilt test).
*e basic friction angle gradually decreases with the increase in temperature from 20°C to 600°C for the two kinds of the tilting test.
*e results indicate that the Stimpson test on samples with the length-to-diameter ratio of 2 can be more reliable to estimate the
basic friction angle of the rock surface after exposure to high temperatures. *e results illustrate that the sliding angle depends on
the surface condition. With the increase in the repetitive measurements, the sliding angle decreases as the marble surface is
cleaned, and the parameter increases as the marble surface is not cleaned.

1. Introduction

With the development of spiritual civilization in China,
more attention has been paid to the protection of the culture.
As for the stone cultural relics, the fire can cause major
hidden disasters. *e corresponding physical and me-
chanical properties can usually be altered by the fire-induced
high temperature. *e surface friction is one of the im-
portant properties, and it has not been comprehensively
investigated in the past. Recently, the topic has motivated the
research interest, including rock mechanics and historic
preservation. In general, the surface friction can be reflected
by the basic friction angle of the flat surface, which is an
intrinsic property of a rock, determined by the mineral
composition and texture of the material [1, 2], and used to
estimate the shear strength of a rock joint [1, 3, 4]. According
to Barton [1, 5], the basic friction angles of many rock types
ranged from 21° to 38°, in which the sedimentary rock has a
lower basic friction angle (ranging from 25° to 30°) than that
of the igneous and metamorphic rocks (ranging from 30° to
35°). After that, many researchers have investigated the

property [6–14]. Recently, due to the demand for high
temperature applications in underground engineering,
many researchers have focused on understanding the
temperature-dependent mechanical behavior of rocks. Al-
though an ISRM-suggested method has been proposed by
Alejano et al. [15], there is no experimental data available
about the temperature-dependent nature of the basic friction
angle [14]. Recent investigations indicated that the basic
friction angle of the rock joint was greatly influenced by the
testing method [2, 10, 11, 13, 16]. According to Ulusay and
Karakul [2], the tilt test and direct shear test are the two
commonly used methods to determine the basic friction
angle of the rock joint in the laboratory. Experimental
results showed that the value measured by the direct shear
test is lower than that measured by the tilt test [10]. In
essence, smooth surfaces are more suitable for deter-
mining the joint basic friction angle due to the parameter
reflecting the adhesion of two contact surfaces [16]. From a
practical point of view, such surfaces can hardly be
available, and the measurement cannot be done. From a
scientific point of view, as long as the surface finish is
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consistent on all tested rock specimens, the results can be
used to analyze [14].

To better understand the effect of wearing on the basic
friction angle of rock joints, researchers performed suc-
cessive repetitions (tests) on the same specimens, and the
mean value of the first several repetitions was used as the
basic friction angle [9, 10, 16], in which the number of
repetitions usually ranged between three and five. Alejano
et al. [11] further recommended that three repetitions were
sufficient, but a fourth supplementary repetition should be
performed when the maximum difference between one of
the results and the median was larger than 3°. Other re-
searchers [6, 10, 13, 17] found that, with the increase in
repetitions, the tilt test would probably provide an under-
estimation of the basic friction angle, especially when the
surface was cleaned before each test. However, contradictory
phenomena were also observed by Jang et al. [13].

In the present study, both the direct shear test and tilt test
were performed to measure the friction angle of marble
surfaces after exposure to different temperatures (20, 200,
400, and 600°C, respectively). *e characteristics of the
sliding angles in relation to exposed temperatures were
statistically analyzed. *e effect of surface conditions (not
cleaned or cleaned) was also investigated by tilt tests through
repetitive measurements. *e present study would be the
first step to comprehensively understand the temperature-
dependent shear behavior of the rock joint after thermal
treatment, which is helpful in providing some insights to the
variation of the joint basic friction angle with the increase in
temperature and also be a pioneer to establish a peak shear
strength criterion for the rock joint by considering the
temperature effect that has been rarely studied in the
literature.

2. Materials and Methods

*e Leiyang marble is relatively homogeneous in texture and
composition and is composed of dolomite and calcite with a
small amount of white mica. *e grain size is about 0.5 to
1mm. *e UCS is approximately 122.2MPa (by using 3
specimens with length of 100mm and diameter of 50mm),
and the tensile strength is about 4.11MPa (by the Brazilian
test using 6 specimens with diameter of 50mm and height of
25mm). Laboratory core drill and saw machines were used to
prepare cylindrical specimens with length-to-diameter ratios
(L/D) of 0.5, 1, 2, and 4, respectively, as shown in Figure 1(a).
*e diameter of the samples was 50mm. Samples with the
length-to-diameter ratio of 1 were used to perform the direct
shear test; samples with the length-to-diameter ratio of 0.5
were used to perform the disk tilt test; samples with the
length-to-diameter ratio of 4 or 2 were used to perform the
Stimpson test.

In the present study, the post-high-temperature treat-
ment is used to study the temperature-dependent surface
friction nature of the three types of rocks, which means that
the thermal treatment is first applied to the specimens alone
by an electrical high-temperature furnace (Figure 1(b)). All
the samples were firstly subjected to dry processing which
was performed by putting the samples into a drying oven

and baking them at 105°C for 48 h to remove natural
moisture content. According to the available experimental
procedures, there is no well-recognized standard to heat the
rock. According to the performance of the high-temperature
furnace and also the work done by other researchers [18, 19],
thermal treatment was performed on the dried samples in an
electrical furnace with the following procedures:

(i) Heat the dried samples at a rate of 5°C/min until to a
predetermined temperature in the furnace chamber,
which is 200, 400, and 600°C (referred as the #200
surface, #400 surface, and #600 surface, respec-
tively). *e scenarios of thermal treatments are
shown in Figure 1(c).

(ii) Maintain the samples at the predetermined tem-
perature for 120min.

(iii) Turn off the furnace and allow it to naturally cool to
the room temperature (about 20°C).

A manually operated tilting apparatus combined with a
free downloadable digital slope meter (Max Protractor),
built into a Huawei cell phone, was used to measure the
sliding angle (1.0° accuracy), as shown in Figure 1(d). Before
each test, the horizontality was confirmed by the electrolytic
bubble. *e tilting procedures followed the approaches
stated by Alejano et al. [7]. *e tilting rate was about 0.5°/s
until the upper specimen began to slide. *e tilting device
was stopped when the upper block slides about 10% of the
sample length. To examine the effect of wear on the friction
angle of the rock surface, both cleaned and not cleaned after
each measurement were considered. A soft brush was used
to remove the abraded rock particles.

Direct shear tests were performed using the RMT-150
direct shear machine (Figure 1(e)). Hydraulic pressure
sensors and displacement gauges were installed to accurately
control and measure the shear force, vertical force, shear
displacement, and vertical displacement. *e shear rate was
set as 0.5mm/min. Five levels of normal stresses from
0.2MPa to 1.0MPa were applied (0.1, 0.4, 0.6, 0.8, and
1.0MPa, respectively). *e point on the stress–shear dis-
placement curve, where the slope begins to stabilize, was
selected as the shear strength of the rock surfaces.

3. Basic Friction Angle

3.1. Direct Shear Test. *e shear strength increases linearly
with the increase of normal stress, as shown in Figure 2, with
a very good linear correlation coefficient of 0.98 or more.*e
basic friction angle was considered as the slope angle of the
regression line. For samples after exposure to temperatures
from the room temperature onward, the determined basic
friction angles are 32.8°, 32.0°, 31.1°, and 29°, respectively. It
can be observed that the basic friction angle becomes smaller
as the surface exposed to higher temperature.

3.2. Tilt Test. Both the measured initial sliding angles ob-
tained by tilt tests with no repetitive measurements and the
statistical results are listed in Table 1 (the average values were
used to analyze in the following). For samples with the
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length-to-diameter ratio of 4, the results showed the fol-
lowing: (1) the initial sliding angles of #20 and #200 surfaces
were 33.9° and 33.4°, respectively, which are about 2° higher
than that of the #400 surface (around 31.7°); (2) the initial
sliding angle for the #600 surface declined to 26.9°; (3) the
standard deviations generally increased with the increase of
temperatures, indicating that the marble surfaces exhibit
temperature-dependent properties and tend to be inho-
mogeneous after exposure to high temperatures. For sam-
ples with the length-to-diameter ratio of 2, the initial sliding
angles decreased with the increase of exposed temperatures.
*e average initial sliding angle of the #20 surface was 4°
higher than that of the #600 surface. *e standard deviation
of the #400 surface was the largest one. As for the disk tilt test
(L/D� 0.5), the obtained initial sliding angles changed
slightly with the increase of exposed temperatures, and the
values, distributed in a narrow range of 21.8°–24.5°, were
lower than that of Stimpson test results.

Generally, the average initial sliding angles decreased
with the increase of exposure temperatures for each test
type. Temperature has a greater influence on the Stimpson
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slide along the two generatrices in contact.
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Figure 1: (a) Leiyangmarble samples, (b) electrical furnace, (c) scenario of thermal treatment with a natural cooling rate, (d) assembly photo
of the cylindrical specimen in the tilt test, and (e) RMT-301 servo-hydraulic test equipment.
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test than that of the disk tilt test, partly manifested by
dispersion of measurements and calculated standard de-
viation. *e temperature-dependent nature of the initial
sliding angle was much more obvious for samples with the
length-to-diameter ratio of 4.

3.3. Comparison. As shown in Figure 3, the difference was
small (within 1.5°) for the results obtained by the direct shear
test and Stimpson test as the exposed temperatures were no
more than 400°C. For #600 surfaces (L/D� 4), the initial
sliding angle was about 3.1° lower than that of the direct
shear test. From the room temperature onward, the average
initial sliding angle of samples (L/D� 2) was consistent with
the basic friction angle (about 0.6°–1.2° higher). However,
the results obtained by the disk tilt test were about 7.1°–8.3°
lower than the basic friction angle. *e Stimpson test on
samples with the length-to-diameter ratio of 2 can be used to
estimate the basic friction angle of the rock surface after
exposure to high temperatures.

3.4. Mechanisms. In the literature, the following is con-
sidered to be the possible reasons for the variation of the
joint basic friction angle after exposure to high temperatures
[16]: (1) state change and loss of water; (2) change in physical
and mechanical properties of minerals, especially the
transition of crystals and the change of mineral composition;
(3) microcracks induced by the unbalanced thermal stress
and microroughness resulted from the dehydration process
or changes/loss in mineral composition; (4) change in the
thermodynamic property of the randomly distributed
microasperities. As the temperature is relatively low, only
physical changes occur. *e chemical changes can usually be
observed under the high temperature condition. In general,
the competition among the abovementioned factors causes a
change in the basic friction angle of rock surfaces.

To better understand the surface attribute of the Leiyang
marble after different thermal treatments, Figure 4 presents
the results of the SEM test for the rock (with a magnification
ratio of 100). It is clear that the number of microcracks
generally increase as the temperature increases from room
temperature to 600°C. However, the microroughness seems
to be smoother as the surface after exposure to higher
temperature. Under the low normal stress condition, the
microroughness on the marble surfaces would dominate the
friction nature, and a decreasing trend with the increase in
treatment temperature can be obtained.

4. Repetitive Measurement for Sliding Angles

Figure 5(a) shows the tilt test results of marble surfaces
under the room temperature condition when not cleaned.
*e sliding angles increased as the measurements continued
within the first 50 repetitions. After that, the values were kept
almost constant. At the 50th measurement, the sliding angles
were about 35°, 36°, and 26° for the surfaces with the length-

to-diameter ratio of 4, 2, and 0.5, respectively. *e first 20
repetitions caused the greatest influence on the friction
behavior of the marble surface, in which the sliding angles
were 33°–43° (L/D � 4) and 33°–38° (L/D � 2) for the
Stimpson test, and distributed within a range of 21°–34° for
the disk tilt test. After 50 repetitions, the average sliding
angles obtained by the Stimpson test were always higher
than those by the disk tilt test. Figure 5(b) shows the tilt
test results of marble surfaces under the room temperature
condition when cleaned.*e sliding angles showed a wave-
like decrease change as the measurements continued
within the first 25 repetitions. After that, the sliding angle
slightly fluctuated in some ranges. At the first 10 mea-
surements, the sliding angles obtained by the Stimpson test
were 25°–41°, obviously higher than those by the disk tilt
test. After 30 repetitions, the difference between the results
obtained by the Stimpson test on the sample with the
length-to-diameter ratio of 2 and the disk tilt test was
small.

*e trend of sliding angle measurements for marble
surfaces after exposure to high temperatures was similar to
those under the room temperature condition, only excepting
the results of the #200 surface obtained by the disk tilt test. In
the first 50 repetitions, the sliding angles distributed in a
range when not cleaned: (1) for #200 surfaces (Figure 6(a)),
25°–43° (L/D� 4) and 31°–40° (L/D� 2) for the Stimpson test
and 22°–33° for the disk tilt test; (2) for #400 surfaces
(Figure 7(a)), 34°–43° (L/D� 4) and 28°–38° (L/D� 2) for the
Stimpson test and 25°–35° for disk tilt test; (3) for #600
surfaces (Figure 8(a)), 21°–38° (L/D� 4) and 23°–40°
(L/D� 2) for Stimpson test and 19°–32° for disk tilt test.

For #200 surfaces, the average sliding angles obtained by
the Stimpson test were nearly equal after 90 repetitions
(within around 1°). For #600 surfaces, the average sliding
angles obtained by the Stimpson test were nearly equal after
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Figure 3: Variation and comparison of the friction angles obtained
by tests.
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Figure 4: SEM images for the marble surfaces after thermal treatments.
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40 repetitions. For #400 surfaces, the difference was about
2° throughout the measurements. When cleaned, the dis-
tributed range of the sliding angles becomes narrower with
the increase of temperatures. After 30 repetitions, the
average sliding angles of #200 surfaces obtained by the
Stimpson test were approximately equal (Figure 6(b)).

However, the average sliding angles for samples with the
length-to-diameter ratio of 4 were higher than samples
with the length-to-diameter ratio of 2 for other conditions
(Figures 7(b) and 8(b)). Generally, the lower limits of
sliding angles under the cleaned condition were smaller
than those under the not-cleaned condition.
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Figure 7: Results of tilt tests for the marble after 400°C. (a) Not cleaned after each measurement. (b) Cleaned after each measurement.
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5. Conclusions

In order to study the effect of temperature on the basic
friction angle of the rock surface, the direct shear test and tilt
test on samples after 200°C, 400°C, and 600°C were per-
formed by using the Leiyang marble. *e surfaces exhibited
temperature-dependent properties and tended to be inho-
mogeneous after exposure to high temperatures. *e basic
friction angle, determined by the direct shear test, decreased
with the increase of temperatures. *e Stimpson test on
samples with the length-to-diameter ratio of 2 can be used to
estimate the basic friction angle within the applied tem-
perature range. Results showed that the disk tilt test tended
to consistently underestimate the basic friction angle.
Generally, the average sliding angles obtained by the
Stimpson test using samples with the length-to-diameter
ratio of 4 were higher than those of samples with the length-
to-diameter ratio of 2. When the surfaces were not cleaned,
the sliding angles generally increased with the increase of
measurements. When the surfaces were cleaned, the sliding
angles generally decreased with the increase of measure-
ments. *e first 20 repetitions have the greatest influence on
the sliding angles for both surface conditions. *e lower
limits of sliding angles under the cleaned condition were
smaller than those under the not-cleaned condition.
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*e equivalent permeability of fractured rock masses plays an important role in understanding the fluid flow and solute transport
properties in underground engineering, yet the effective predictive models have not been proposed. *is study established
mathematical expressions to link permeability of 2D fracture networks to the geometric properties of fractured rock masses,
including number density of fracture lines, total length of fractures per square meter, and fractal dimensions of fracture network
structures and intersections. *e results show that the equivalent permeability has power law relationships with the geometric
properties of fracture networks. *e fractal dimensions that can be easily obtained from an engineering site can be used to predict
the permeability of a rock fracture network. When the fractal dimensions of fracture network structures and intersections exceed
the critical values, the effect of randomness of fracture locations is negligible. *e equivalent permeability of a fracture network
increases with the increment of fracture density and/or fractal dimensions proportionally.

1. Introduction

*e estimation of equivalent permeability of fractured rock
masses plays an important role in many environmental and
engineering applications, such as CO2 sequestration, un-
derground nuclear waste repositories, and geothermal and
heat storages [1–4]. *e previous studies have revealed that
the equivalent permeability of fracture networks is strongly
correlated with the geometric properties of fractures, such as
fracture length, density, aperture, and orientation [2, 5–8].
Recently, some works have shown that the fractal dimension
is an effective tool to describe the geometric properties of
fracture networks, and it is quantitatively correlated with the
equivalent permeability [9–11].

A number of predictive models have been proposed to
calculate the equivalent permeability of both porous and
fractured media. In these models, the length of fractures has
different types of distributions, such as random distribution
[8, 9], power-law distribution [6, 7], and fractal-like tree
distribution [12–14]. *e lognormal distribution is another
important geometric description of the fracture length in

networks, which, however, was not considered in any pre-
vious predictive models.

In this study, the lognormal distribution of fracture
length is incorporated into the discrete fracture network
(DFN) models with different number densities of fracture
lines, and the equivalent permeability of each model is
calculated via fluid flow simulations. *e mathematical
expressions that link equivalent permeability to the geo-
metric properties, i.e., connectivity, density, and orientation,
are proposed, and their validities are verified by comparing
the predicted results with the calculated results of DFNs.*e
performance of conventional statistical parameters on
predicting equivalent permeability of DFNs is compared
with that using fractal dimensions.

2. DFN Generation and Fluid Flow Simulation

To generate a DFN model using the Monte Carlo method,
the following three aspects need to be addressed. First, the
geometric parameters (i.e., length, aperture, orientation, and
location) of each fracture need to be assigned, assuming that
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the fracture length follows a lognormal distribution and the
orientation follows a normal distribution, as shown in Ta-
ble 1. Second, an original model with a side length of 150m is
generated, followed by extractions from the target model
with a side length of 100m from the original model. *us,
the unevenly distributed fractures close to the boundaries are
deleted from the model. Because the fluid flow only takes
place in the connected fractures, the fracture segments lo-
cated out of the model, the isolated fracture segments, and
the “dead-end” elements of fractures, which are the ends of
fractures that are not connected with other fractures and do
not contribute to the fluid flow, are deleted from the model.
Finally, the mass continuity equations at each fracture in-
tersection are solved utilizing an iteration scheme under a
given boundary condition. In the present study, the aperture
has a constant value of 0.18mm for each fracture, and the
location of a fracture is randomly and uniformly distributed.
Here, a constant value of apertures is taken into account
because the present study aims to investigate the relation-
ships between fractal dimensions and hydraulic properties of
fracture networks. *e number density of fracture lines, ρ,
varies from ρ0 to 64ρ0, and for each ρ, 10 sets of different
random numbers are utilized. Here, ρ0 is the initial number
density of fracture lines, which have values of 0.00075m−2

and 0.00025m−2 for the two fracture sets, respectively. *ree
examples of the established DFNs and distribution of
fracture intersections are shown in Figure 1. For each model,
both the horizontal and vertical flows are simulated under a
constant horizontal hydraulic gradient (see Figure 1(a)) and
a vertical hydraulic gradient (see Figure 1(c)), respectively.

*e basic assumptions are made that the fluid flow only
occurs in fractures and obeys the cubic law, and the rock
matrix is impermeable. *e equivalent permeability is cal-
culated under two boundary conditions (horizontal and
vertical) with a constant hydraulic gradient of 10 kPa/m.*e
equivalent permeability is back-calculated using the fol-
lowing equation:

Q � A
K

μ
zP

zL
, (1)

whereQ is the flow rate, A is the cross-sectional area, K is the
permeability, μ is the dynamic viscosity, L is the fracture
length, and P is the hydraulic pressure.

3. Fractal Evaluation

*e fractal dimensions of the fracture network structures
represented by Df and the intersection points represented
by Din are calculated using the box-counting method. Each
image of fracture network structures or intersections is
constituted by 300 pixels in length and 300 pixels in width,
and each pixel has a value of either 1 or 0 (null). An image is
covered with square boxes of different dimensions from
300× 300 pixels (1 box) to 1× 1 pixel (300× 300 boxes). If
there is a part of a fracture in a box, this box will be assigned
with a value of 1, otherwise 0. A log-log plot of the box count
vs. the number of total boxes can be plotted, and the slope

represents the fractal dimension. *e process of calculating
the fractal dimension of DFNs is described in [10] in detail.
*e calculated fractal dimensions for three examples are
shown in Figure 1. *e value of Df is always larger than 1,
while Din may have values less than 1 because Din describes
the fractal properties of dispersedly distributed intersection
points in a plane, which may have values larger or smaller
than 1 depending on the density of points.

4. Results and Analysis

Figures 2(a)∼ 2(d) show the relationships between K and ρin,
ρseg, dm, and din, respectively. Here, ρin is the number density
of intersections, ρseg is the number density of segments, dm is
the mass density of fractures, and din is the number of in-
tersections per meter at the boundary. *e connectivity of a
DFN, defined as the total number of intersection points di-
vided by the total number of fracture lines [9], can be rep-
resented by a function of ρin and ρ. *e flow path of a fracture
network is strongly influenced by ρseg and dm. A larger value of
ρseg or dm indicates a denser fracture distribution and a larger
number of intersections, resulting in a larger number of flow
paths connecting the inlet boundary to the outlet boundary.
*e orientation of fractures is depicted by din. A larger value of
din at an orientation means a larger number of fractures
intersecting with the boundary and a stronger conductivity.
For a limit case, when all of the fractures are horizontal, din at
the horizontal boundaries is larger than 0, whereas din in the
direction perpendicular to horizontal is 0, resulting in the
stronger permeability in the horizontal direction.

*e geometric parameters, i.e., ρin, ρseg, dm, and din,
increase with the increment of ρ, and K of DFNs increases
with these geometric parameters following power-law
functions, as shown in equations (2)∼ (5). When the values
of the geometric parameters are small, i.e., ρin < 10− 1, the
value of K varies within a large range, which gradually
converges to the best-fitted curves when the values of the
geometric parameters become large, i.e., ρin > 100. *is is
because when the density of fractures and intersections is
small, the location of fractures is significantly influenced by
the randomly distributed fracture center point that can have
a large dispersion. *e effect of randomness of center points
on the geometric characters of networks diminishes with
increasing fracture density [10]. Although the value of K is
well estimated utilizing the geometric parameters (i.e., ρin,
ρseg, dm, and din), it is still a challenging and time-consuming
task to obtain their values for a real-fractured rock mass. To
facilitate the process, the fractal dimensions, Df and Din, are
utilized to represent the distributions of fractures and in-
tersections, respectively. *e geometry of a fracture network
can be redepicted based on the images of fracture outcrops in
a field [15]. *en, Df and Din can be easily calculated using
the box-counting method. Figures 2(e)∼ 2(f) exhibit that K
is also correlated with the fractal dimensions following
power law functions, as shown in equations (6)∼ (7). All of
the calculated data fit equations (2)∼ (7) fairly well with the
correlation coefficient R2> 0.96 as follows:
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Figure 1: Distributions of fractures ((a), (c), and (e)) and intersections ((b), (d), and (f)) in three DFNs with different densities, and the two
kinds of boundary conditions applied to DFNs in which the flow directions are perpendicular to each other. (a) ρ � 64ρ0 and Df � 1.62. (b)
ρ � 64ρ0 and Din � 1.28. (c) ρ � 16ρ0 and Df � 1.49. (d) ρ � 16ρ0 and Din � 0.95. (e) ρ � ρ0 and Df � 1.16. (f ) ρ � ρ0 and Din � 0.39.

Table 1: Geometric parameters used for DFN generation.

Set
Fracture
length (m) Orientation (°)

Aperture (mm) DFN side length (m) Initial number density, ρ0 (m−2)
Avg. Dev. Avg. Dev.

1 53.6 5 107.77 343.95 0.18 100 0.00075
2 68 8.7 279.75 286.62 0.18 100 0.00025
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Figure 2: Relationships between K and (a) ρin, (b) ρseg, (c) dm, (d) din, (e) Df, and (f) Din, respectively.
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Figure 3: Comparisons between predicted and calculated results of (a) K, (b) Df, and (c) Din. (a) Predicted K by equations (1)–(6) vs.
calculated K. (b) Predicted Df by equation (7) vs. calculated Df. (c) Predicted Din by equation (8) vs. calculated Din.
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Substituting equations (2) and (4) into equations (6) and
(7), respectively, yields

Df � 1.33d
0.079
m ,

R
2

� 0.9790,
(8)

Din � 1.06ρ0.25
in ,

R
2

� 0.9830.
(9)

Equations (8)∼ (9) imply that Df and Din are also
correlated with dm and ρin following power law functions,
with R2> 0.97.

Figure 3 shows the comparisons between the predicted
results of K, Df, and Din using equations (2)∼ (9) with the
calculated results obtained from flow simulations (K) and
fractal evaluations (Df and Din). *e results show that the
predicted values agree well with the calculated results, and
although when Df < 1.15 and Din < 0.4, the predicted values
of Df and Din are slightly larger than the calculated results,
due to the effect of randomness of fracture locations.
*erefore, the permeability of a DFN consisting of log-
normally distributed fractures can be well estimated using
the geometric parameters and fractal dimensions.

Figure 4 shows the variations of K+ and VK+ with ρ
varying from ρ0 to 64ρ0, in which K+ and VK+ are defined as
follows:

K
+

�
Kv

Kh

, (10)

VK+ � K
+
max − K

+
min, (11)

where K+ is the dimensionless equivalent permeability, Kv

and Kh are the equivalent permeability of the vertical flow
(Figure 1(c)) and horizontal flow (Figure 1(a)), respectively,
VK+ represents the variation in K+ for different DFNs, and
K+

max and K+
min are the maximum and minimum values of

K+, respectively.

When ρ is small, i.e., ρ< 16ρ0, K+ is more scattered, and
the value of VK+ is larger, comparing with the cases with a
larger ρ, i.e., ρ> 24ρ0, in which K+ converges to a smaller
range of variations, and the value of VK+ is smaller. K+

ranges from 0.23 to 1.81 when ρ � ρ0 and varies from 0.94 to
1.12 when ρ � 64ρ0. *e effect of randomness of fracture
locations can be neglected when ρ> 24ρ0, corresponding to
Df > 1.55 and Din > 1.07, above which the permeability of a
DFN increases with the increment of fracture density and/or
fractal dimension.

5. Conclusions

*is study established a great number of discrete fracture
networks (DNFs) with different fracture densities and
random numbers for generating the center point and ori-
entation of fractures, in which the length of fractures follows
a lognormal distribution. *e mathematical expressions
were proposed to link the equivalent permeability with the
geometric parameters and fractal dimensions that describe
the geometric characters of fracture networks. *e validity
was verified by comparing the predicted results with the
calculated results of DFN simulations.

*e results show that the equivalent permeability has
power law relationships with the geometric properties of
DFNs, i.e., ρin, ρseg, dm, din, Df, and Din. *e values of Df

and Din can be calculated using the box-counting method
to represent dm and ρin with power law functions. *e
predicted values of K, Df, and Din are consistent with those
of the calculated results, indicating that the proposed ex-
pressions of K with the geometric properties of DFNs are
reliable. When Df > 1.55 and Din > 1.07, the effect of
randomness of fracture locations are negligible, and the
permeability of a DFN increases with the increment of
fracture density and/or fractal dimensions.

*e future works will focus on the effect of aperture
variation on the equivalent permeability of 2D fracture
networks. Besides, we will also study the relationship be-
tween the equivalent permeability and fractal dimension of
3D rough fracture networks because the 3D fracture network
can better characterize the roughness, orientation, con-
nectivity, and permeability tensor of real-fractured rock
masses than 2D fracture networks. Equations (2)∼ (9) are
applicable for 2D fracture networks, whose applicability to
3D fracture networks will be investigated in future works.

Nomenclature

A: Cross-sectional area (L2)
K: Equivalent permeability (L2)
P: Hydraulic pressure (ML−1T−2)
Kh: Equivalent permeability of horizontal flow (L2)
Kv: Equivalent permeability of vertical flow (L2)
K+: Dimensionless equivalent permeability
VK+ : Variation of dimensionless equivalent permeability
μ: Dynamic viscosity (M/(L·T))
ρ: Number density of fracture lines (L−2)
ρ0: Initial number density of fracture lines (L−2)
Df: Fractal dimension of fracture network structures
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Figure 4: Variations in K+ and VK+ with varying ρ.
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Din: Fractal dimension of fracture intersections
ρin: Number density of fracture intersections (L−2)
ρseg: Number density of fracture segments (L−2)
dm: Length of fractures per square meter (L.L−2)
din: Number of fractures intersecting with the boundary

per meter (L−1).
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0e triaxial cyclic loading and unloading test was carried out on a TAW-2000 rock mechanics to study the permeability
characteristics of deep-buried sandstone. 0is paper analyzed the evolution laws of permeability, elastic modulus, rock damage,
dissipated energy, and acoustic emission events of sandstone under different confining pressures. It also introduced the concept of
relative strain and further discussed the relationship between relative strain and permeability. 0e test results showed that the
permeability of sandstone under cyclic loading and unloading obviously experienced three stages. At a low strain level, the damage
degree of sandstone was low. As a result, both the number of acoustic emission events and the proportion of the dissipated energy
density were small. In this stage, with increasing the stress, the permeability decreased. With the increase of the relative strain, the
propagation of fissure increased through rock interior and the damage of rock was accumulated. Consequently, the number of
acoustic emission events grew slowly, and the proportion of dissipated energy density and the damage variable (D) increased
gradually. In this stage, the permeability increases. As the axial strain reached the peak strain, the fissures developed into cracks
and the rock failure happened. 0e number of acoustic emission events increased rapidly; both the proportion of the dissipated
energy density and the damage variable (D) obtain the maximum value. In this stage, the permeability increased greatly. In this
study, the point of fissure propagation of rock specimens was used as the point of demarcation. Before the fissures propagated, the
permeability increased slowly and it was in accordance with a linear function. After the fissures propagated, the degree of rock
damage increased, and the permeability increased in the form of an exponential function. 0e larger the confining pressure was,
the smaller the relative strain corresponding to the point of fissure propagation was.

1. Introduction

China is rich in coal resources with the characteristics of the
various covered depth of the coal seams. Along with the
exhausting shallow resources, the mining depth is increasing
with an average rate of 8–25m per year [1, 2]. Deep mining
has already become a trend in the coal industry. Under the
high-stress condition, the mechanical characteristics of the
coal and rock mass in the deep Earth are easily affected by
underground engineering. With groundwater under high
pressure, water inrush from rock formations is a serious
potential risk during mining activities [3–8].

Deep mining causes the adjustment of the stress state of
the coal and rock mass, which further leads to the change of

their mechanical properties. 0e cyclic loading and
unloading test is an effective method to understand the
permeability evolution of the coal and rock mass under
confining pressure. Many scholars have studied the hy-
draulic and mechanical properties of the coal and rock mass.
For example, according to the seepage properties of sedi-
mentary rocks in the stress-strain process, Peng et al. [9]
summarized the relation curve between strain and perme-
ability of rocks. With the permeability and mechanics
characteristics test studying on sandstone and granite, Wang
et al. [10] studied the evolution law of permeability with
confining pressure, seepage pressure, and volumetric strain
and established the relation between rock permeability and
strain. Kong et al. [11] analyzed the relationship between
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permeability and porosity under cyclic loading, based on the
experimental study on the gas permeability of sandstone
under cyclic loading and unloading. Chen et al. [12] studied
the permeability and nonlinear damage characteristics of
rock under triaxial load based on RFPA software. Yang et al.
[13] designed an experiment on the permeability evolution
of coal and rock mass under cyclic seepage pressure and
discovered the evolutionary characteristics of permeability
of coal and rock mass and its relationship with seepage
pressure. Generally speaking, previous studies mostly fo-
cused on the loading path of rock permeability and its
mechanics characteristics.

Deformation and failure of coal and rock mass are
damage processes, accompanied by the accumulation,
evolution, and dissipation of energy. Peng et al. [14] analyzed
the energy mechanism of the evolutionary process of
damage of coal and rock mass under various confining
pressures and concluded that the energy dissipation of
damage increases with the increase of cyclic stress. Meng
et al. [15] conducted experimental research on the energy
evolution laws of sandstone with different loading rates
under uniaxial cyclic loading and unloading. Li et al. [16]
studied the energy evolutionary characteristics of granite
under different loading and unloading paths and indicated
that the ratio of dissipative energy can be used for describing
the degree of rock deformation and failure. Li et al. [17]
studied the permeability and acoustic emission character-
istics of coal under different stress paths and found that the
cumulative dissipated energy of coal increases exponentially
with the axial effective stress. Cai et al. [18] studied the
relationship between acoustic emission b-value character-
istics and rock damage. Based on the study of the perme-
ability evolution law of the damage of coal and rock mass,
Zou et al. [19] obtained the relationship between damage
characteristics and permeability of granite through the
compression test. Zhao et al. [20] used acoustic emission
(AE) to obtain the damage and permeability evolution
characteristics of rock under stress. Wang et al. [21] con-
ducted cyclic loading and unloading tests on deep coal and
rock masses under confining pressure obtained the per-
meability of coal and rock mass and established its rela-
tionship with various mechanical properties of coal and rock
mass.

Previous tests, in most cases, mainly focused on the
shallow coal and rock mass under cyclic loading and
unloading. 0ere is a lack of analysis of permeability
characteristics of coal and rock mass with multiparameters
in the deep.0e coal stratum in the deep coal mine is mainly
sandstone. 0erefore, taking into account the strong dis-
turbance caused by mining activities, this paper will study
the permeability of deep rocks under different confining
pressures through the permeability test of cyclic loading and
unloading.

2. Characteristics of Specimens and
Test Methods

2.1. Sample Preparation. 0e testing object is the sandstone
collected from 7302 working face of Baodian Coal Mine

(Shandong Province, China)) at a depth of 700m. 0e
vertical bedding direction is densely drilled and sampled.
Before selecting the specimens having similar wave speeds
and having no large fissures by NM-4B sonic apparatus, all
intact cylinder specimens were cored from the same block of
sandstone material to a diameter of 50mm and a length of
100mm, in accordance with the suggestion by ISRM. 0e
main mineral compositions of the sandstone are quartz and
clay minerals, including quartz (52%), ankerite (10%), clay
minerals (31%) such as illite and kaolinite, and with minor
quantities of plagioclase and Siderite. Water was used as the
infiltrationmedium, and the osmotic pressure difference was
3MPa. Before the test, the rock sample was saturated with
water through the vacuum immersion method.

2.2. Test Equipment and Method. TAW-2000 type testing
machine, as shown in Figure 1, was used for the triaxial
cyclic loading test. 0e test steps are as follows: (1) in the test
process, the confining pressure was firstly loaded to the
corresponding confining pressure state using a loading rate
of 0.01MPa/s, and the confining pressures were selected as
5MPa, 10MPa, and 15MPa, respectively. 0e constant
osmotic pressure was 3MPa; (2) the axial pressure was
controlled by displacement. 0e loading rate was 0.01mm/
min, and the permeability was determined by loading to the
initial predetermined value, which is 60% of the predicted
peak strength; (3) unloading to hydrostatic pressure at a rate
of 0.04mm/min to complete a cycle; (4) the upper limit
stress level of each cycle is increased by 10% of the peak stress
of triaxial compression under the same conditions of steps
(2) and (3) until the specimen was destroyed. It should be
noted that the peak compressive strength of sandstone under
confining pressure of 5MPa, 10MPa, and 15MPa were
85MPa, 150MPa, and 215MPa, respectively.

According to the traditional transient method, the
permeability can be calculated by the following equation[19]:

K � μβV
ln ΔPi/ΔPf 

2Δt A/Ls( 
, (1)

where K is permeability (m·s−1); μ represents the viscosity of
water (0.001 Pa s); β represents compression coefficient of
water (4.53×10−10 Pa−1); V represents the volume of the
hydraulic chamber (m3); ΔPi and ΔPf represent initial and
final osmotic pressure difference (Pa), respectively; Δt is the
duration of measuring permeability; A and Ls represent the
cross-sectional area (m2) and height (m) of the sample.

0e acoustic emissions signals were captured and col-
lected synchronously during the triaxial test process. After
the acoustic emission sensor was coated with petrolatum, the
pressure was given by the clamping ring to make it closely
contacted with the outer wall of the triaxial chamber. 0e
threshold value of acoustic emission was set to 35 dB.

3. Results and Analysis

3.1. Permeability and Stress-Strain. 0e mechanical char-
acteristics of the rock specimens under triaxial compression
are shown in Figure 2. As we can see from Figure 2, there
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were 4 stages including the initial compression, elastic de-
formation, plastic yield, and to the post-peak failure state,
during the triaxial compression process. A positive corre-
lation can be found between the confining pressure and the
peak strength as well as the peak strain. 0e loading curve
deviated from the original loading curve after the specimen
was unloaded to zero and then loaded again. During the
compaction process, the axial deformation of the rock was
slow. After the peak stress occurred and the rock underwent
the failure stage and the axial strains increased sharply and
obviously. 0is phenomenon indicates that the deep rocks
have characteristics of brittleness which makes the rocks still
have residual strength in some degree even after failure.

In order to study the deformation characteristics of the
sandstone under cyclic loading and unloading, the evolution
of the elastic modulus of the specimen has been recorded.
0is paper uses the unloading secant modulus to charac-
terize the elastic modulus. Figure 3 shows the rock under

loading and unloading displays compaction before it enters
the yield failure, and with the increase of stress, the elastic
modulus of the rock increases first and then decreases.
Meanwhile, the elastic modulus is positively associated with
confining pressure.

0e elastic modulus of the rock continuously changes
with stress and strain. 0e damage variable can be written as
follows and can be used to describe the damage degree of the
rock under loading and unloading [22].

D � 1 −
Ei

E0
,

εη �
εi

εt

,

(2)

where D is the damage variable; Ei is the unloading rigidity;
E0 is the initial elastic modulus of the rock, which is also
known as the undamaged modulus. εn is the relative strain,
the dimensionless parameters; εi and εt are unloading strain
and peak strain, respectively. 0e positive and negative
values of D indicate fracture damage and density damage,
respectively.

Figure 4 demonstrates the damage variable (D) and the
evolution law of the permeability. 0e horizontal axis rep-
resents the relative strain, the ratio of corresponding strain
to peak strain. 0e test indicates that with the increase of the
relative strain, the permeability of sandstone decreases first
and then increases, and there is a correlation between the
permeability and damage variable (D). Before the rock
deformation gets in the plastic zone, the rock is in the
compaction stage (a negative value of D), and the perme-
ability decreases. In contrast, after the rock deformation goes
into the plastic zone, the rock gets in the stage of expansion
(a positive value ofD), and the permeability increases. When
the peak pressure is interrupted, the fissures of the specimen
are expanded and the permeability increases rapidly. 0e
permeability at the state of hydrostatic pressure under
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Figure 2: Stress-strain curves of rock samples under different
confining pressures.
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Figure 1: TAW-2000 rock mechanics testing system.
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unloading is always higher than the permeability at the state
of peak stress. According to the relationship between the
damage variable (D) and permeability and relative strain, the
permeability of rocks under low confining pressure increases
at a strain level of about 0.8, and the permeability of rocks
under high confining pressure changes at a strain level of
0.45, indicating that the increase in confining pressure will
reduce the strain level of rocks to get in the yield stage.

3.2. Permeability and Energy Characteristics. When the rock
specimen is loaded under triaxial cyclic loads, the test system
transfers mechanical energy to the specimen, a proportion of
which is converted into elastic energy that is stored in the
specimen and can be released entirely under unloading. 0e
rest of the energy is consumed when the plastic deformation
and the damage occur in the rock specimen, and it is ir-
reversible. As the energy is consumed in the cyclic loading

test and the dissipated energy of the rock specimen is ir-
reversible, the hysteretic loop can be seen from the stress-
strain curve [23]. 0e area under the unloading stress-strain
curve is the elastic energy density (Ue), and the area of the
hysteresis loop in the loading-unloading stress-strain curve
is the dissipated energy density (Ud).

U
e

� 
ε′

ε″
σ1dε1,

U
d

� 
ε′

0
σ1dε1 − 

ε′

ε″
σ1dε1,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

where ε′ and ε″ are the initial strain under unloading and the
strain of hydrostatic pressure after unloading, respectively.

Based on the energy statistics resulted from different
confining pressures given by the cyclic loading and
unloading test, with the increase of the relative strain, the
elastic energy and dissipated energy of the rock specimen
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Figure 4: Evolution of permeability with damage D under different confining pressure. (a) Confining pressures 5MPa. (b) Confining
pressures 10MPa. (c) Confining pressures 15MPa.
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increase before the peak value appears. Meanwhile, at the
plastic yield stage, the dissipated energy continuously in-
creases to the failure point where the peak value appears, and
after the rock failure happens, the elastic energy decreases
rapidly to a certain level which is considered as the residual
elastic energy. With the increase of the confining pressure,
the elastic strain energy of the specimen increases gradually
and the peak elastic energy, maximum storage energy, and
residual elastic energy all increase somewhat. However, the
dissipated energy does not increase significantly before the
rock failure happens.

0e dissipated energy of rock often reflects its damage
evolution, and the degree of the dissipated energy density is
related to the internal damage of rock. Using the dimen-
sionless parameter (kd), the proportion of dissipated energy
can be written as follows:

kd �
U

d

U
e

+ U
d

 
. (4)

Figure 5 shows the relationship between the change in
the proportion of dissipated energy density and the change
in the permeability of the specimen under cyclic loading and
unloading. From it, we can see (1) before the deformation of
the specimen goes into the yield stage, the relative strain is
low, the elastic characteristics are good, the dissipated energy
density is low, and with the increase of strain, the perme-
ability decreases. (2) when the strain goes into the field stage,
the proportion of dissipated energy density grows gradually,
the damage happens through rock interior, the main role of
stress at this stage is a fracture, and with the increase of
stress, the permeability increases slightly. (3) when the
specimen reaches the peak value, the proportion of the
dissipated energy density obtains the maximum value and
the permeability achieves the highest level. 0ere is a good
correlation between permeability and the proportion of
dissipated energy, indicating that, in the cyclic loading and
unloading test, the proportion of dissipated energy can be
used to predict the trend of change in permeability.

3.3. Permeability and Acoustic Emission Characteristics.
Acoustic emission is a phenomenon caused by partial
fracture of rock material and rapid release of energy in the
form of elastic waves. 0e signal that the acoustic emission
monitor captures and collects is the acoustic emission of
rocks [24]. 0e generation of acoustic emission is related to
the internal damage of the rock, and the cumulative acoustic
emission events reflect the accumulated damages of the
specimen under loading and unloading. 0erefore, acoustic
emission is important in evaluating the damage develop-
ment in rocks under loading, and acoustic emission signals
are monitored and used to associate different stages of crack
development with different stages of the mechanical pa-
rameter evolution. Comparative analysis of acoustic emis-
sion characteristics and permeability of the specimens can

indicate the evolutionary relationship between acoustic
emission and permeability. Figure 6 demonstrates the
evolution law of the permeability with the cumulative AE
events.

As can be seen from Figure 6,

(1) With the characteristics of high strength and strong
brittleness, at the low strain level, the degree of
damage of sandstone under cyclic loading and
unloading is low, the number of acoustic emission
events is small, and with the increase of stress, the
permeability decreases.

(2) As the strain is close to the yield stage, the number of
acoustic emission events increases rapidly under
loading, and the acoustic emission signal is less
under unloading, indicating that at the yield stage,
the plastic zone expands under loading and the
damage of rock is closure under unloading. When
the strain approaches the peak strain, the rock failure
happens; the number of acoustic emission events has
the highest increase amplitude, and relatively, the
permeability increases rapidly.

4. Discussion

Based on the experimental data from the cyclic loading and
unloading test on sandstone under different confining
pressures, this paper analyzed the evolutionary relationship
between permeability and relative strain, damage, energy
density characteristics, and acoustic emission characteristics.
0e research reveals that the evolution law of permeability of
the specimens under cyclic loads is roughly the same. Under
cyclic loading and unloading, the damage degree of rock
affects the permeability. In addition, damage coefficient,
energy density characteristics, and acoustic emission char-
acteristics can effectively describe the evolution of perme-
ability with rock damage. Moreover, with the increases in the
proportion of dissipated energy density, damage variable
(D), and the number of acoustic emission events, the per-
meability increases correspondingly. A case study from the
specimen under a confining pressure of 15MPa can sum-
marize the evolution law of permeability, as shown in
Figure 7.

(1) 2e First Stage. 0e sandstone specimens go into the
elastic compaction stage, the relative strain is low, the
degree of rock damage is low, the number of acoustic
emission events is small, the proportion of dissipated
energy density is small, and with the increase of
stress, the permeability decreases.

(2) 2e Second Stage. 0e sandstone specimens get into
the stage of fissure propagation, the relative strain
increases, the propagation of fissure increases
through rock interior, the damage of rock is accu-
mulated, the number of acoustic emission events
grows slowly, the proportion of dissipated energy
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density, as well as damage variable (D) increase
gradually, and with the increase of the relative strain,
the permeability increases.

(3) 2e 2ird Stage. 0e specimens go into the stage of
yield failure, the axial strain reaches the peak strain,
the fissures develop into cracks, the rock failure
happens, the number of acoustic emission events
increases rapidly, the proportion of the dissipated
energy density, as well as damage variable (D) obtain
the maximum value, and the permeability increases
greatly.

To sum up, during the compaction stage, the fissures do
not propagate and the evolution trend of permeability

decreases insignificantly; during the stage of fissure prop-
agation, the permeability increases slowly and steadily;
during the stage of yield failure, after the fissures develop
into cracks and even cause macroscopic failure, the per-
meability increases significantly. 0ere is a certain difference
in relative strains which is related to different stages under
different confining pressures. 0e permeability of rocks
under low confining pressure increases at a strain level of
about 0.8, and the permeability of rocks under high con-
fining pressure changes at a strain level of 0.45, indicating
that the increase in confining pressure will reduce the strain
level of rocks to get in the yield stage.

Based on the analysis mentioned above, the permeability
(P) is closely related to the relative strain. 0e relationship
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Figure 5: Evolution of permeability with energy under different confining pressures. (a) Confining pressures 5MPa. (b) Confining pressures
10MPa. (c) Confining pressures 15MPa.

6 Advances in Civil Engineering



between permeability and the relative strain under a certain
confining pressure can be written as follows [25]:

P �
a + bεη, εη ≤ εk ,

me
n εη− c( 

, εη > εk ,

⎧⎪⎨

⎪⎩
(5)

where a, b, m, and p are fitting parameters; n is the evolution
rate of permeability; εk is the relative strain of rock specimen
at the stage of fissure propagation.

In this paper, the point of fissure propagation of rock
specimens is used as the point of demarcation, and the
permeability and relative strain are fitted in sections. 0e
linear function is adopted before the fissures are propagated,
and the exponential function is applied after the fissures are
propagated. 0e fitting curve is shown in Figure 8. All the
fitting correlation coefficients are relatively high. 0erefore,
the composite function shown in equation (5) can be used to
simply describe the evolution law of permeability of the rock
specimens at the stress-strain stage. Before the fissures
propagated, the permeability decreases with the lowest rate
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Figure 6: Permeability-accumulative AE events-time curves. (a) Confining pressures 5MPa. (b) Confining pressures 10MPa. (c) Confining
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of evolution; however, after the rock specimens go into the
yield stage, the permeability increases with the highest rate of
evolution.

5. Conclusions

(1) In the process of cyclic loading and unloading, the
mechanical damage state of rock affects permeability.
0e damage coefficient, energy density characteristics,
and acoustic emission characteristics can effectively
characterize the evolution characteristics of damage and
permeability. 0e proportion of dissipated energy
density and damage D increase step by step, and the
number of acoustic emission events increases, so does
the permeability.

(2) In the process of rock cyclic loading and unloading, the
permeability shows three obvious stages: low relative
strain level stage, permeability decreases with the in-
crease of stress, the relative strain level increases, the
internal fracture of rock sample expands, the perme-
ability increases with the increase of relative strain level,
the axial strain reaches the peak strain, the fracture
expands into the crack, and the permeability increases
greatly.

(3) Taking the crack growth point of the rock sample as the
boundary point, the permeability decreases slowly in
the form of linear function before crack propagation
and increases in the form of exponential function after
fracture propagation; the greater the confining pressure
is, the smaller the relative strain level corresponding to
the fracture growth point is.
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Our understanding of debris-flow initiation by slope failure is restricted by the challenge of acquiring accurate geomorphic
features of debris flows and the structural setting of the rock mass in the remote mountainous terrain. Point cloud data of debris
flows in Sabino Canyon, Tucson, Arizona, July 2006, with initiation by joint-controlled rock slope were obtained using mul-
titemporal LiDAR scanning. Topographic changes were detected by comparing historical LiDAR scanning data of this area since
2005 by adopting open-source CloudCompare software. +e results showed persistent scour and erosion in the debris flows after
2006. Point cloud data of joint-controlled rock in the initiation zone were generated by themeans of photogrammetry using Pix4D
software. +e joint planes, the dip direction and the dip value of the joint plane, the joint spacing, and the joint roughness were
therefore acquired by point cloud processing. Our study contributes a foundation for analyzing the relationship between the rock
features, the generation of slope failure, and the initiation of debris flows.

1. Introduction

Debris flows that are often initiated in the mountainous
terrain and triggered by heavy rainfall are significant geo-
logic hazards that can lead to catastrophic damage across
large regions [1–3]. Mitigation and early warning of the
hazards posed by the debris flows require an understanding
of the mechanisms leading to their initiation [4, 5].

Geologists have long recognized that debris flows were
initiated by a slide, debris avalanche, or rockfall from a steep
bank (>20°), synchronously or lag behind rainfall [1, 6, 7].
+e instability of rock slope projected rock fragments di-
rectly into the steep upper channels, providing both the
initial material and steep gradient for the debris flow,
making debris flows heavy in terms of volume and weight
and thereby leading to its rapid occurrence [7, 8].

+e processes for the mobilization of debris flows from
slope failure include the Coulomb failure within the sloping
mass, liquefaction, and high pore-fluid pressures of the mass

by the rapid undrained loading of rockslides and the con-
version of the landslide translational energy to internal vi-
brational energy [1, 9, 10]. Gradient, angle of entry of failure
into the channel, and the amount of in-channel stored
sediment are regarded as the parameters that determine the
initiation of debris flows by rock-slope failure [9, 10].

In order to figure out the initiation of debris flows, field
observation, empirical models, experimental modeling,
statistical and simulation models, and hydromechanical
models have been adopted [11, 12]. However, these models
are data-dependent. It always requires the estimation of a
larger number of parameters, as well as knowledge of the
initial conditions and boundary conditions [3]. Particularly
for rockslide debris flow, the joints have profound effects on
the rock-slope stability [13]. Joint parameters, that is, joint
spacing, joint length, joint roughness, and joint orientation,
influence the weathering velocity, the size of blocks, the rock
strength, and the fissure-fluid pressure distribution during
heavy rainfall events [14–16]. Subtle differences in joints can
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lead to significant differences in the erodibility and rock-
slope stability, thus leading to the initiation of this type of
debris flows [17].

However, challenges still exist in obtaining accurate and
detailed features of the debris flows and rock mass in a safe
way, since the debris flows usually originate in the remote
mountainous terrain and/or steep rock slopes [17, 18].
Conventional survey methods present serious limitations for
collecting the datasets required for the analysis and mod-
eling of the debris flows. +erefore, technologies like the
aerial photography, LiDAR (Light Detection and Ranging),
and photogrammetry technologies are applied to extract the
data in an unbiased and secure way [2, 19, 20]. Point cloud
data generated in these ways could then be processed to
extract the necessary parameters for rock-slope failure-
initiated debris flows.

In the present work, the historical LiDAR datasets before
and after the debris flow event in 2006 in the study area were
used for detecting topographic changes. Point cloud data of
the rock in initiation zones with joint sets generated by
photogrammetry were processed for obtaining the detailed
joint parameters. +e aim of this research was to demon-
strate the effectiveness of the LiDAR and point cloud pro-
cessing in acquiring the geomorphic features of debris flows
and the joint parameters.

2. Study Area

2.1. Setting. +e study area is located on the Santa Catalina
Mountains roughly 15 km northeast of Tucson, Arizona, the
United States (Figure 1).

+e Santa Catalina Mountains are a metamorphic core
complex typical of the Basin and Range Province of North
America, and the bedrock of the southern half of the range is
almost entirely granitic [21]. Elevation ranges from 805m at
the mountain front at Sabino Canyon to 2800m at Mount
Lemmon [22]. +e Santa Catalina Mountains are bounded
on the south by the low-angle Catalina detachment fault and
on the west by the high-angle Pirate fault. Offset along these
faults occurred in two separate intervals of deformation and
uplift. +e first extension along an ∼240° azimuth was ac-
companied by tectonic tilting of an extension-parallel to-
pographic ramp and by antiformal arching along a direction
approximately orthogonal to extension. +e second exten-
sion was oriented more nearly east-west compared to the
earlier phase of extension [22].

+e climate is semiarid across most of the Santa Cata-
linas, with mean annual precipitation ranging from 330mm
at the mouth of Sabino Canyon to 750mm on Mount
Lemmon. About 45% of rainfall falls during the summer
monsoon season of July through September, typically in
convective storms [23].

2.2.Debris-FlowDescription. In July 2006, a week of extreme
precipitation (recurrence interval > 1000 years for 4-day
precipitation) in the study area caused 435 slope failures and
spawned numerous damaging debris flows [22, 23]. Sabino
Canyon, a heavily used recreation area, located at the

southern flank of Santa Catalina Mountains (the drainage
area is estimated to be 89 km2), had the most slope failures
(Figure 1) [24]. At least 13 debris flows occurred in this area
and resulted in the creation of the steep chutes down to the
Sabino Creek. Numerous large boulders were entrained,
adding mass to debris flows and compounding damage of
the roads, bridges, and structures in Sabino Canyon in-
cluding the destruction of structures and the roadway, and
resulted in closed public access for months [24].

Digital orthophotography orthophotos produced by the
Pima Association of Governments’ (PAG’s) Regional Re-
mote Sensing Program show the debris-flow activities in
Sabino Canyon (Figure 2).

+ere were more than fifty slope failures occurring in
lower Sabino Canyon (Figure 2). Many of them aggregated
debris-flow tracks and resulted in the creation of the steep
chutes down to the Sabino Creek.

Debris flows were joint-controlled and oriented parallel
and perpendicular to the extension-related joint sets and
geomorphology in a range of settings (joint control on
network geometry) [25].

Debris flows were typically initiated on a steep slope
before developing into a rapid flow confined by a steep
channel and ultimately deposited the material downstream
on the Sabino Creek (Figure 3).

+e topography of most slope failure surfaces was hollow
chute. Colluvium and diluvium on these chutes, that is,
debris, had already been removed by rain, flowing along the
narrow (<4.5m wide) and relatively long (about 457m)
chutes, all the way to the canyon bottom (the Sabino Creek).
Bedrock was exposed after the debris migration process;
therefore, the mean failure depth was consistently about the
depth of colluvium and diluvium, 0.8± 0.4m [24].

2.3. Rock Cliffs in Initiation Zone. +e initiation zone of the
debris flows was near vertical bedrock outcrops of the
Wilderness Granite [21] and consisted of central core gra-
nitic intrusion flanked with a metamorphic core complex on
the margins [25]. Steep talus slopes below these outcrops
were covered with thin colluvium [24]. Each debris flow had
one or multiple initiation points, finally gathered in Sabino
Canyon (Figure 4).

+e slope failures from July 2006 occurred between
elevations of 1220 and 1830m, and the failure surface in
many cases was the bedrock.

Two nearly orthogonal, steeply dipping structural joint
sets (WSW-ENE trending and SSE-trending) incised the
bedrock into blocks (Figure 5) that mobilized the sediment
and contributed to the initiation of the debris flows and also
to the enormous potential and kinetic energy of the debris
flows, leading to the scouring of material from the hillsides,
channels, and downstream channels [23].

3. Change Detection of Debris Flows

After the unusual extreme rainfall event in late July 2006, the
debris-flow activities in Sabino Canyon subsided, but it
never meant being incapable of its recurrence, because of the
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unpredictable weather conditions. A little change of to-
pography might attribute to the debris flows [26]. Moni-
toring the topographic changes in debris-flow areas was
important to indicate the likelihood of slope failure and
debris flows. LiDAR technology has the potential to precisely
identify and quantify the topographic change [27], which has
been applied in investigations to rapidly provide detailed
topographic models [20, 28]. +erefore, we tried to precisely
quantify the change in Sabino Canyon, by processing the
point cloud generated from LiDAR scanning.

3.1. Point Cloud Data Preprocessing. Four high-resolution
LiDAR datasets were collected by the Pima Association of
Governments’ (PAG’s) Regional Remote Sensing Program
before and after the debris-flow event, in 2005, 2007, 2011,
and 2015, which imaged a 2.6 km2 swath of the ground
covered study area.

+e datasets were high-density collections (greater than
or equal to 1 pulse per square meter (pls/m2)). Aggregate
nominal pulse density (ANPD) was used to represent the
point density of LiDAR datasets measured in the areas of
Sabino Canyon Road, where the datasets were relatively flat
and unchanged. +e ANPDs of LiDAR dataset were 1.6301
pls/m2, 2.0517 pls/m2, 2.4804 pls/m2, and 3.0776 pls/m2,
respectively. ANPDs of LiDAR data collected in 2007, 2011,
and 2015 were up to the minimum acceptable quality level 2
(ANPD ≥ 2.0 pls/m2) [29].

+e validity of comparing the topographic change of
different LiDAR datasets was checked by calculating the
error range of z values of a different LiDAR database in an
area with a perfectly flat level surface, since dust could cause
erroneous measurements of LiDAR data. We selected an
overlapped ten meters long hard surface road in lower
Sabino Canyon Road as the surrogates with a relatively
subdued topographic change. +e mean difference value± 1
standard deviation was selected to be an error range (Ta-
ble 1). A ±0.30m overall error range was selected to rep-
resent the differenced value, which meant that when
differentiating the LiDAR datasets, elevation changes less

Figure 1: Location map showing the position of slope failures and debris flows that occurred in Santa Catalina Mountainous area, Pima
County, southern Arizona, in late July 2006.

Figure 2: Orthophoto of Sabino Canyon collected in 2015 by PAG
(2.56 km2 area with a 15 cm accuracy, edited).

Figure 3: Slope failures and debris flows along the east side of
Sabino Canyon. Photograph obtained from Magirl, 2009.
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than ±0.3m were not considered. Comparison and change
detection were performed based on these datasets.

3.2. Change Detection. Following the quality testing of the
data, we performed the topographic change analysis by
means of the open-source CloudCompare software (version
2.11. Alpha, 2019). +e CloudCompare software is a 3D
point cloud (triangular mesh) editing and processing soft-
ware, which supports various point cloud processing algo-
rithms and provides a good comparison between the point
cloud datasets.

+e mesh to mesh distance computation in the
CloudCompare is a unique way to compute the signed
distances directly between the reference mesh and the
compared mesh, which calculates the nearest neighbor
Euclidean distance between the two meshes.+is is regarded
as a reflection of the topographic change.

+e three steps that were taken before distance com-
putation are as follows:

(1) Importing and denoising the point cloud data: Li-
DAR datasets were imported, respectively, into
CloudCompare software to clean the noise by using
filtering scale value. We retained the vegetation in-
stead of removing them because of the imprecise
vegetation removal at present [30, 31]. Furthermore,
the growth rate of the major vegetation in the study
area, Saguaro, was less than 0.3m in 10 years, which
could be ignored compared with the accuracy of
LiDAR datasets.

(2) Meshing point cloud data and reconstructing slope
surfaces: the extensive point data of each year were
meshed by implementing the triangulated meshing
tool to generate the triangulated irregular networks
(TINs) by reconstructing the 3Dslope surface.

(3) Registering and computing: two data to be compared
were registered by applying the ICP algorithm, which
aimed to minimize the Euclidean distance between
the two 3D point clouds. +e signed distance be-
tween every two meshes could be computed after
registration to align with the real-life coordinates and
for implementing a distance computation algorithm.

+e topographic changed maps using the LiDAR data
recorded the land surface before and after event is shown in
Figure 6, where the previous year was set as reference data and
the subsequent year represented a compared data. +e pos-
itive distance meant that the compared mesh was outside the
reference mesh and the negative distance meant that the
compared mesh was inside the reference mesh. Color scale
referred to the range of signed distance and the bulge on the
right of the color scale represented the distribution of
computation results. 700 represented the plotting scale, meter.

Compared with the large spatial scale, the change was
quite insignificant. Most of the changes between the two
meshes were concentrated on a small interval ranging from
−1m to 1m, since the colluvium covered on the slopes was
thin (<1m). In order to clearly observe the topographic
change relative to its area, we edited the color scale to
concentrate it on an interval ranged from −1m to 1m to
show the primary topographic change (Figure 6). +e dis-
tance computation results exhibited evident changes before
and after the debris-flow events that occurred in 2006,
showing an extensive positive change in 2007 compared with
2005 Compared with 2007, a constant negative change
occurred later, and a relatively bigger negative change
happened during the period from 2007 to 2011 (Figures 6(b)
and 6(c)), whereas a relatively inconspicuous change was
exhibited from 2011 to 2015 (Figure 6(d)).

+e topographic changes in debris-flow areas from 2006
to 2015 are illustrated in Table 2.

Debris-flow events that occurred in 2006 delivered the
debris as well as the thin colluvium covered on the slope
(around 1m) from high elevation to low elevation, which
exhibited a relatively flat gradient, thereby providing a de-
posit place for debris flows and leading to positive changes.

Figure 4: A large chute that passed the debris flows with its
multiple, steep talus slope initiation points.

Figure 5: Two primary steeply dipping joint sets taken around the
+imble peak. +e joint sets marked in the photo are the one along
an ∼240° azimuth, and the other joint sets are the slope orientation
which is nearly east-west azimuth.
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Erosion of debris flows took place after 2007 due to the
continuous weathering of the bedrock and the velocity of
erosion was high during 2007 and 2011 and slowed down
after 2011.

+e largest and persistent positive or negative distance
occurred along the Sabino Creek that was especially con-
centrated at the snout of the chute of debris flows, which was

because the Sabino Creek provided a natural deposition
place for all the debris flows as well as a scour and trans-
portation for the debris.

At the initiation points, the rock cliffs of the debris flow
in Sabino Canyon, especially the ones at upper and middle
regions, had already reached the ridge, making a gentle
gradient of the rock slopes on the initiation points. However,

(a) (b)

(c) (d)

Figure 6: +e result of distance computation.

Table 1: z value difference comparison in areas of data overlap.

Year flown Range of z difference (m) Error range (m) Overall error range (m)
2005 −0.51 to 0.41 0± 0.28

±0.302007 −0.51to 0.45 0± 0.27
2011 −0.51 to 0.53 0± 0.26
2015 −0.64 to 0.65 0± 0.27
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the ones located at lower Sabino Canyon had a steeper
gradient, which was almost vertical, where most slope
failures and debris flows occurred.

To show a more detailed change for all parts of debris
flows, we segmented the point cloud in debris flows marked
in Figure 2 and compared the change from 2007 to 2015
because of the fragmentary data of that area collected in
2005, as illustrated in Figure 7.

On comparing the changes in the detection results of the
data collected in 2011 and those collected in 2007, a more
visible change was seen and a stronger erosion occurred at
the initiation area at the east side of the chute, about 1.2m to
1.5m, but a relatively positive change existed outside the
debris-flow area due to probable deposition of the debris
(Figure 7(a)). After 2011, the topographic changes seemed to

be slowed down, with a relative change distance ± 1m, and
mainly concentrated in a range less than 0.3m (Figure 7(b)).

A noticeable relative visible negative change occurred at
the initiation points as well as the chutes of debris flows,
which showed the continuously unstable condition of the
rocks. A little change in this could cause the probability of
the formation of debris flows.

From the field observations, it was found that the
bedrock exposed on the steep rock cliffs was quite joint-
controlled. Two joint sets incised the bedrock in the study
area, which affected both the stability of the rock cliffs and
the initiation of the debris flows. However, the historic
LiDAR data were comprised of the topographic changes of
the debris flows in an unbiased, rapid, and accurate manner
from a remote distance. However, it lacked the detailed

(a) (b)

Figure 7: +e change detection of debris-flow area. (a) +e changes in the detection in 1# debris flow from 2007 to 2011. It showed strong
erosion in debris-flow chute which ranged from 1.2m to 1.5m. A relatively small positive change ranging from 0.3m to 0.6m occurred
outside the debris flow, representing the deposition on the slope due to the weathering and small pieces of rocks that fell down from the steep
initiation points. (b)+e changes in the detection in 1# debris flow from 2011 to 2015. It showed inconspicuous change during these 4 years
which shows that the debris flow tends to be stable.

Table 2: Change detection results of debris flows.

No. Year Color scale
(m) Topographic changes

(a) 2005–2007 −1.0–1.0

An extensive positive change around 0.3m to 0.9m on the slope represents a mass deposition which is
almost caused by the debris delivered by the debris flows. Obvious negative changes occurred along the
big chutes of debris flows in lower Sabino Canyon, representing strong erosion caused by the scour of

debris flows.

(b) 2007–2011 −4.5–4.5
A wide negative change represents continuous weathering and erosion, while a relatively small positive
change existed at the lower canyon on its west side, signifying the continuous sediment deposition in that

area.
(c) 2007–2011 −1.0–1.0 A more distinct weathering and erosion on the slopes and obvious sediment in the Sabino Creek.

(d) 2011–2015 −1.0–1.0
Positive change around 0.3m to 0.9 exists on the slope showing a mass deposition caused by the debris
delivered by the debris flows. Negative changes occurred along the big chutes of the debris flows in lower

Sabino Canyon, representing the strong erosion caused by the scour of the debris flows.
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information and accuracy about the characteristics of the
rocks in the initiation, which was necessary for analyzing the
change of debris flows and the rock cliffs.

4. Joint Features of Rock at Initiation Zone

In the present work, we employed the photogrammetry
technology to acquire a point cloud of rock, which has been
widely used in geological disaster monitoring [31, 32]. +e
joint parameters were obtained using the CloudCompare
software, which reduced the amount of manual labor in-
volved and enabled us to use a mobile phone combined with
a camera instead of the costly 3D laser scanner.

4.1.PointCloudDataGenerationbyPhotogrammetry. A rock
block sample, closing to the initiation point of debris-flow
chute, is shown in Figure 6(b) containing groups of joint sets
selected in a talus rock slope (Figure 8(a)).

166 images were then taken using a mobile phone with
the mobile phone built-in WGS 84 (EGM 96 Geoid) co-
ordinate system. Subsequently, the images were uploaded
to the photogrammetry Pix4D software (https://www.
pix4d.com/), and the images were firstly calibrated with
a 2.99% relative difference between the initial and opti-
mized internal camera parameters. 62148 key points were
then collected per image with an average 0.08 cm/1 cm
ground sampling distance (GSD), and 26266.8 of them
were matched per calibrated image. +en, the noise was
filtered, and the surface smoothed point cloud of the block
was densified and generated using the point cloud for
processing automatically. +e number of 3D densified
points was 6203692 and the average density was 1028353
pls/m2, which was quite a high quality. Finally, the point
cloud data were output with WGS 84/UTM zone 12N
(EGM 96 Geoid) coordinate system.

In order to acquire the joint parameters of the rock
block, the point cloud file was imported to the Cloud-
Compare software (7,080,405 points), the point cloud data
were cleaned, and the vegetation was removed manually
using a segmentation tool (4,559,945 points left)
(Figure 8(b)).

4.2. Joint Parameters Measurement

4.2.1. Joint Identification and Joint Orientation. Joint sur-
faces can be detected by the means of the CloudCompare
software using the “RANSAC Shape Detection” plugin, an
interface to the automatic shape detection algorithm pro-
posed by Schnabel et al. [33], which can extract shapes by
randomly drawing minimal sets from the point data and
constructing corresponding shape primitives.

+e normal of the point cloud was computed first and
50,000 was selected as the number of samples per “plane”
primitive to detect the joint face based on our cloud density
and the size of the joint faces to be detected. 16 planes were
detected, and 10 planes were picked upmanually by removing
those inaccurate distinctly. Accordingly, the joint parameters
were measured or calculated. Dip value and dip direction
were displayed after segmenting the rock blocks by cross
section and converting the normal to dip and dip direction.

+ree joint sets were identified (Figure 9), while it was
noteworthy that the orientation of the two joint sets detected
by RANSAC matched well with the field observations con-
ducted in December 2018. However, the third bedding plane
did not match. +e reason for this could be the horizontal
orientation of the bedding plane, which caused an error be-
tween the reality and the field measurement.

Detected results of the joints were compared with the
field observation and displayed in Table 3.

4.2.2. Block Size. +e joint spacing was measured by the
distance detection between the joint planes after obtaining
the section point cloud of each detection plane using the
“Cross Section” tool. Joint density was approximately 1.5
times the SSE-NNW trending joint set compared to the
WSW-ENE-trending joint set.

Block size was therefore calculated by computing the
joint space and the results are shown in Table 4.

4.2.3. Joint Roughness. +e normal vector is a three-di-
mensional parameter that represents a plane, which can be
obtained in CloudCompare software. +e roughness along a

(a) (b)

Figure 8: Point clouds of rock block sample generation by photogrammetry. (a) Rock block samples that were taken at the bottom of the
+imble peak. (b) Point cloud data of the rock block samples generated in Pix4D and segmented in CloudCompare software.
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joint face in different azimuths may help characterize the
roughness in a more realistic way, providing insight into the
variation in shear strength along different azimuths
[26, 34, 35].

In this study, we computed the dip direction and dip
value of the orient normal vector of triangles formed by
three adjacent points along a detected joint surface by using

simple spherical statistics equations. +e mean orient nor-
mal of the best-fitting plane was calculated by the calculation
of the Fisher mean vector. +e standard angular deviation of
orientation normal between every polygon and the mean
normal vector was assumed to represent the surface
roughness.

+e orientation of the normal was obtained and was
plotted on a stereo net, wherein the scatter plot showed the
point dense, and the contour plot displayed the distribution
of orient normal (Figure 10).

+e standard angular deviation of the orient normal
along each detected joint surface could reflect the joint
roughness, as shown in Table 2. Accordingly, the bedding
planes exhibited the roughest surface, and the exposed joint
surfaces were rougher than the fresh ones.

Table 3: Information of plane detection.

Joint sets Plane Point number Trend ( ̊) Plunge ( ̊)
Trend ( ̊) Plunge ( ̊)

Trend angular deviation
RANSAC Field RANSAC Field

1
1 562,308 217 70

231 80 223 82
2.5550

2 282,536 234 81 12.2785
3 105,497 242 89 5.3921

2
4 367,858 158 68

155 147 75 72
7.0292

5 376,927 153 76 12.0665
6 59,363 154 72 17.4691

3
7 237,004 249 19

233 330 23 22
22.9368

8 258,733 230 23 34.3245
9 101,392 230 26 26.6021

Table 4: Information on joint sets.

Joint sets Orientation Joint spacing (m) Block size (m3)
1 SSE-NNW 0.9071

0.300402 WSW-ENE 0.6167
3 / 0.5370

(a) (b)

(c)

Figure 9: Joint sets of sample rock blocks. (a) Joint set 1. (b) Joint set 2. (c) Joint set 3.
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5. Discussion and Conclusions

+e debris-flow activities in the Sabino Canyon were quite
joint-controlled, and the initiation of these debris flows was
related to the rock-slope failure. +e point cloud data were
recorded safely, were unbiased, and could be processed
efficiently to exhibit the topographic condition of debris
flows and detailed joint characteristics of rock slope in
initiate zones. Furthermore, it presented opportunities for
establishing a 3D model for further mechanic analysis and
simulation. In this study, we showed that the point clouds
generated by LiDAR scanning as well as photogrammetry
could be processed and then be used not only in the analysis
of the topographic changes in the large-scaled debris-flow
activities but also in themeasurement of the joint parameters
of small-scaled rock block.

+e LiDAR data of the study area were successfully
processed, mapped, and precisely quantified for topographic
changes, showing the location of sediment deposition and
erosion after the debris-flow events.

Both the topographic change computation of large-scale
LiDAR dataset and geometry characteristics obtaining
small-scale LiDAR dataset demonstrated the capabilities and
huge potential of LiDAR to precisely acquire information
and assessment of hazards.

+e spacing between the points and the mesh triangles is
determined by scanning with different resolutions. High-
resolution scanning is required to obtainmore accurate data.
In addition, the JRC (Joint Roughness Coefficient) is perhaps
the most common empirical method for determining the
joint roughness; however, visually assigning a JRC value to a
joint profile is inherently subjective. +e standard angular
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Figure 10: Scatter plot and the contour plot of the orient normal to polygons of detected joint sets. (a) Scatter plot of the orient normal to
polygons of detected joint set 2 (plane 4). (b) Scatter plot of the orient normal to polygons of detected bedding plane (plane 8). (c) Contour
plot of the orient normal to polygons of detected joint set 2 (plane 4). (d) Contour plot of the orient normal to polygons of detected bedding
plane (plane 8).
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deviation between the orient normal of triangles surfaces
generated by point and best-fitting plane of the joint faces is
able to represent the joint roughness, and the bigger the
angular deviation, the bigger the joint roughness.

+e results are consistent with the actual situation,
representing its feasibility for analyzing the debris flow
initiated by rock-slope failure. However, the way to remove
the vegetation accurately and to build 3D models of the
debris flow initiated by rock slope should be done in future
work.
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Based on the shear displacement method, theoretical research on the load transfer relation of squeezed branch pile is established.
In combination with the nonlinear relation of the interaction between piles and soil, the hyperbolic function is used to describe the
pile tip, pile skin, and branch. /e theoretical method of the load transfer is improved, and the expression of the load transfer
coefficient of these three parts is given. Finally, the applicability of the theoretical method is verified by the model test of
homogeneous soil and the field test of stratified soil. /e verification results show that the theoretical calculation method of the
squeezed branch single-pile bearing capacity based on the shear displacement method can better calculate the ultimate load in
practical engineering applications.

1. Introduction

/e squeezed branch pile is a kind of friction-end bearing
pile, which is formed by squeezing into an expanded body at
a specific position based on the cast-in-place pile. /anks to
the function of the expanded body, the load-bearing system
of branch resistance-shaft resistance-tip resistance is helpful
to realize the high bearing capacity and low settlement. At
present, related applied research and engineering practices
have been carried out in many engineering fields, such as
large-scale factory projects and infrastructure construction
in clay soil areas (Yin et al. [1] and Xiao et al. [2]).

With the development of engineering technology, the
research on bearing characteristics of squeezed branch piles
has gradually deepened. Yang et al. [3] obtained the bearing
characteristics of high bearing capacity and low settlement
through comparative tests of large diameter piles on the
same site. Li et al. [4] analyzed the working mechanism of
squeezed branch piles in actual projects and found that the
expanded body has a high contribution to the bearing ca-
pacity of the pile foundation. Zhang and Wang [5] verified
the aforementioned bearing characteristics by field com-
parison tests. It is also proposed that the reasonable setting of
the expanded body and the selection of the diameter of the

branch have a significant impact on the bearing capacity, Cui
and Wang [6], Zhang et al. [7], and Liu et al. [8] verified the
excellent application prospect of the squeezed branch pile
under different site conditions through the field static load
test. /e aforementioned studies can prove the good site
adaptability of squeezed branch piles. It is of great signifi-
cance to carry out corresponding theoretical research and
practice based on the bearing characteristics of the squeezed
branch pile.

/erefore, many scholars have carried out studies mainly
on the bearing mechanism and the load-settlement rela-
tionship of squeezed branch piles. Liang et al. [9] analyzed
the influence of the pile-soil interaction state on the bearing
capacity of the pile and proposed a variable section calcu-
lation method of pile load-settlement characteristics. Wu
et al. [10] proposed a settlement calculation method for
squeezed multibranch piles based on the layered summation
method. Ju et al. [11] analyzed the pile-soil interaction under
load and proposed a revised reference for the design formula
of bearing capacity in the code. Gao and Zhu [12] analyzed
the characteristics of the load-settlement curve of the
squeezed branch piles in actual projects, predicted the ul-
timate bearing capacity of the squeezed branch piles through
the hyperbolic model, and obtained theory results closer to
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the measured values. Jiang et al. [13] improved the accuracy
of bearing capacity calculation by using the power function-
hyperbolic combination model. Other scholars have carried
out theoretical research on the bearing characteristics of
squeezed branch piles. Liu et al. [14] established the rela-
tionship between the bearing capacity and settlement of
multistage enlarged piles based on the load transfer law of
the pile foundation from top to bottom. /e calculation
formula is obtained, and the calculation result is more
consistent with the measured values. Li et al. [15] combined
the load-bearing system of branch resistance-shaft resis-
tance-tip resistance and carried out a nonlinear simplified
analysis of the load-settlement characteristics of squeezed
branch piles through a segmented displacement coordinated
iteration algorithm.

/e expanded branch can bear more loads, and the
damage of the squeeze branch pile is mainly due to the shear
failure of the soil under the branch or the failure of the soil at
the pile end, which is different from the conventional
bearing capacity design method. /e side resistance of the
squeezed branch pile is limited by the branch resistance, and
the pile foundation will completely fail after the expanded
body is damaged. /erefore, this paper establishes the load-
settlement calculation theory of squeezed branch pile based
on the shear displacement method. Combined with the
model test of homogeneous soil and the field test of stratified
soil, the calculation theory was verified, respectively.
According to the verification results, we can analyze the
stress mechanism of the squeezed branch pile.

2. Theoretical Analysis

2.1. Bearing (eory of Pile Foundation by the Shear Dis-
placementMethod. As shown in Figure 1, the bearing theory
of the shear displacement method proposes that the soil
around the pile undergoes shear deformation with the
settlement of the pile, and the shear deformation is trans-
ferred from the radius r0 of the pile to the influence radius
rm, and equation (1) represents the transfer relationship of
shear stress τ(z) in the radial direction, and equation (2)
represents the elastic relationship between shear stress τ(z)
and shear strain in the soil at the side of the pile:

τ(z) � τ0(z)
r0

rm

, (1)

τ(z) � Gs

dw(r)

dr
. (2)

As shown in equations (1) and (2), Randolph and
Wroth [16] put forward the influence radius rm � 2.5Hρm
(1− ]); H is the depth of the calculated section. ρm is the
correction coefficient of finite-depth soil; ρm is taken as 1 in
the homogeneous soil layer; ] is Poisson’s ratio of the soil at
the side of the pile; τ0(z) is the shear force of the pile-soil
contact surface at depth z; and Gs is the shear modulus of
the soil.

Combining equations (1) and (2), the displacement of
the soil at the side of the pile is obtained by integral:

w(r) �
τ0(z)r0

Gs

ln
rm

r
, r0 ≤ r≤ rm,

w(r) � 0, r≥ rm.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

Under the load state, equation (4) takes an element of a
single pile for force balance analysis, and the relationship
between the pile side displacement w(r0) and axial force is
shown in equation (5):

dF(z)

dz
� 2πr0τ0(z), (4)

zw r0( 

zz
�

F(z)

πr
2
0Ep

. (5)

As shown in equations (4) and (5), F(z) is the axial force
of the pile section at depth z; Ep is the elastic modulus of the
pile.

At the same depth z, the displacement of the soil at the
side of the pile is equal to the pile side displacement. By
combining equations (3)–(5), the displacement balance
equation can be established as follows:

z
2
w r0( 

zz
2 −

2Gs

r
2
0Ep ln rm/r0( 

w r0(  � 0. (6)

/e general solution of equation (6) is

w � m1e
αz

+ m2e
−αz

. (7)

As shown in equation (7), m1 and m2 are undetermined
constants; the calculation method for parameter α is shown
as follows:

α � 2Gsln rm/r0( 
1/2

r
2
0Ep 

1/2
. (8)

2.2.Bearing(eoreticalCalculationModel of SqueezedBranch
Pile. Seed and Reese [17] proposed the load-settlement
hyperbolic relationship at the end of the pile, and the re-
lationship between the pile tip resistance Pb and the set-
tlement sb is shown as follows:

Pb � A
sb

as + bssb

. (9)

In equation (9), the cross-sectional area of the straight
hole sectionA� πd2/4, d is the pile diameter and as and bs are
the transferred parameters of the pile tip resistance.

As shown in Figure 2, the length of the pile shaft under
the nth expanded body is ln. Assuming that the pile tip
resistance is Pb and pile tip settlement is sb, and combining
the bearing theory of the shear displacement method, the
displacement of the section under the nth expanded body
can be obtained as

sn � cosh αln( sb +
sinh αln( 

αAEp

Pb. (10)
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In equation (10), L is the pile length and Ep is the elastic
modulus of the pile shaft.

Assuming that the shaft resistance fn of the pile shaft
varies linearly along the pile body, fn can be shown as

fn � πdln
τn + τb

2
. (11)

In equation (11), τn is the shear stress at the section under
the nth expanded body and τb is the shear stress at the pile end.

/e shear stress and settlement satisfy the hyperbolic
function relationship:

τn �
sn

afn + bfnsn

, (12)

τb �
sb

afb + bfbsb

. (13)

In the formula, afn and bfn are the transfer parameters of
the shear force under the nth expanded body; afb and bfb are
the transfer parameters of the shear force at the pile end.

For nonrigid piles, the pile would be compressed when
the pile is loaded. Assuming that the load dF acts on the
microelement dz of the pile, the static balance relationship of
the microelement segment is satisfied as follows:

dF � π d
s

afb + bfbs
dz, (14)

ds �
F

EpA
dz, (15)

where s is the settlement of the microelement section relative
to the reference section and F is the axial force difference of
upper and lower sections of the microelement section.

From equations (14) and (15), the differential equation
for the axial force transfer of the pile shaft is

FdF � πdEPA
s

afb + bfbs
ds. (16)

Combining the initial conditions F� 0 and s� 0 to in-
tegrate equation (16), we get

F �

�������
2πdEPA



bfb

��������������������

bfbs − afb ln 1 +
bfb

afb

s 



. (17)

From the results of the shear displacement of the pile
shaft ln, it can be seen that the compression of the pile shaft ln
is

s
n
c � sn − sb. (18)

/erefore, the additional axial force required to provide
compression of the pile shaft ln is

Fn �

�������
2πdEPA



bfb

���������������������

bfbs
n
c − afb ln 1 +

bfb

afb

s
n
c 



. (19)

Since the rigidity of the expanded body is much greater
than the pile shaft, it is assumed that the settlement of each
section of the expanded body is equal under the same load.
/e load-bearing method of the expanded body can be
simplified, as the branch resistance acts vertically on the
expanded ring area. Same as pile end, the relationship be-
tween the branch resistance Pan and the settlement sn of the
nth expanded body is shown as follows:

Q0, s0

f0

F0

Pa1

Pa2

Pan

fn

Fn

l n

L

Pb, sb 

f1

F1

Figure 2: Calculation model of the squeezed branch pile.

F (z)

rm
z r

r0

τ0 (z)

w (r0) w (r)

Figure 1: Pile-soil shear displacement model.
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Pan � Apn

sn

apn + bpnsan

. (20)

In equation (20), Pa represents the branch resistance, Ap
represents the expanded ring area, and sn represents the
settlement of the nth expanded body. /e annular cross-
sectional area of the expanded body Apn � π(Dn

2-d2)/4, Dn is
the diameter of the nth expanded body, and apn and bpn are
the transferred parameters of the branch resistance of the
nth expanded body.

Regarding the nth expanded body and the pile shaft
under the body as an expanded unit, the axial force
transmitted to the top of the unit is Rn:

Rn � Pan + Pb + fn + Fn. (21)

For the squeezed branch pile with n expanded units, the
calculation process of the squeezed branch pile is shown in
Figure 3.

When any set of the pile tip settlement sb is given, the
corresponding pile top load and pile top settlement can be
obtained by the above calculation. Taking any pile top loadQ
and the settlement s, Qp and Qq can be determined, where
Qp � 10/12Q,Qq � 11/12Q, sp is the corresponding settlement
of the pile top Qp, and sq is the corresponding settlement of
the pile top Qq, where Δs1 � sq − sp, Δs2 � s− sq, any Q is
selected. When Δs2> 2Δs1, the ultimate bearing capacity of
the pile can be determined to be 11/12Q.

2.3. Calculation Parameters

2.3.1. as and bs. Randolph and Wroth [18] studied the
nonlinear relationship between the pile tip resistance and
pile tip settlement:

sb �
Pb 1 − vb( 

2Gbd
. (22)

In the formula, Gb is the shear modulus of the pile-end
soil and ]b is Poisson’s ratio of the pile-end soil.

/erefore,

as �
1 − vb( πd

8Gb

. (23)

Janbu [19] gives the ultimate tip resistance Pbu of straight
hole piles:

Pbu � cbNc + qbNq A, (24)

bs �
1

cbNc + qbNq 
. (25)

In the formula, cb is the cohesive force of the pile tip soil,
qb is the average effective compressive stress on the side of
the pile tip plane, and Nc and Nq are the bearing capacity
coefficients of the pile. /e calculation is shown in the
following formula, where ϕ is the angle of the failure surface
of the pile tip under the ultimate load and the range from soft
clay to compact sand is 60° to 105°, where c is the soil gravity

on the side of the pile and φ is the effective internal friction
angle of the soil.

Nc � Nq − 1 cotφ,

Nq � tanφ +

���������

1 + tan2 φ


 
2
e
2ϕ tanφ

.
(26)

2.3.2. af and bf. /e relationship between the shear dis-
placement of the pile side soil and the shear stiffness is given
by equation (3). Let r� r0, then the shaft resistance transfer
parameter af can be shown as

af �
d

2Gs

ln
2rm

d
. (27)

/e shear strength of the pile-soil interface can be shown
as

τf � kσv tan δ. (28)

/erefore,

bf �
Rf

kσv tan δ
. (29)

In the formula, Rf is the failure ratio, which can be taken
as 0.80∼0.95 and k is the horizontal earth pressure coeffi-
cient, which can be taken according to Table 1. In Table 1, k0
is the static earth pressure coefficient, k0 �1− sinφ, σv is the
vertical stress of the soil at the calculated height and δ is the
friction angle of the pile-soil interface.

3. Determination of Disk Resistance Function
Based on Model Test

3.1. Test Sand and Model Pile

3.1.1. Preparation of Model Piles. As shown in Figure 4, the
model pile is made of aluminum alloy, and the pile end and
pile head are sealed with the same material. /e pile di-
ameter d� 20mm, the depth of the pile body into the soil
L� 500mm in the test, the exposed pile head is 50mm, and
the length-to-diameter ratio is 25:1. /e inclination angle of
the branch surface α� 45° and a φ20 circular hole is left
inside. /e dimensions are shown in Figure 1(b). According
to the different diameters of the expanded body, the piles
were divided into 5 groups. /e parameters of each group
are shown in Table 2.

3.1.2. Preparation of Test Sand. Before the test, the natural
sand was cleaned and dried first, and then the test sand was
screened with a 2.45mm aperture fine sieve to remove larger
particles and impurities. After fixing the position of the
model pile with the self-made device, the test sand was filled
in six layers, and the filling mass of each layer was controlled
to 80 kg. A small vibratory trowel with a vibration frequency
of 2840 times/min was used for tamping for 1min. /e
compaction state measured by the light penetrometer was of
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Table 1: Suggested value of the lateral earth pressure coefficient k.

Data provider Working conditions k
Kulhawy [20] Steel pipe piles, concrete piles or H-shaped steel piles with a smooth surface, and a small settlement (0.7∼1.2) k0
Yang [21] Driven steel piles in alluvial deposit or fully weathered granite (1.2∼1.5) k0

Pb is solved by
equation (9)

sn is solved by
equation (10)

Rn and sn were used to replace the tip resistance
and tip settlement of unit n – 1, refer to the

above steps for loop calculation

Get R1 and s1

s0

f0, F0

Q

N

End

Y

Rn is obtained
by equation (21)

fn, Fn and Pan can be
solved successively by
equations (11), (19),

and (20)

Input sb

Figure 3: /e calculation of the bearing capacity of the squeezed branch pile.

(a)

5

d

D

45°

45°

(b)

Figure 4: /e model of the squeezed branch pile. (a) Model pile. (b) Branch bearing.
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medium density and was kept still for 12 hours after the
landfill is completed.

3.2. Test Loading

3.2.1. Test Loading Device. /e loading device is shown in
Figure 5.

/e clearance size of the model box is
0.8mm× 0.6m× 0.58m (L×W×H), which meets the test
error control requirements. /e sidewall of the model box is
made of a combination of 12mm thick plexiglass plate and
using an 8mm thick steel bar hoop for reinforcement, and the
bottom is sealedwith a 12mm thick plexiglass plate. During the
test, the maximum deformation of the sidewall of the model
box was measured to be less than 0.1mm, and it indicates that
the stiffness of the model box did not affect the test results.

/e test loading device adopts lever-type loading, and a
balance system is designed in the loading system to eliminate
the weight of the steel beam and the loading plate. To ensure
that the center of the pile is under load, a solid alloy steel ball
is used to transmit the force at the position of the pile head.

3.2.2. Loading Steps and Limit State Determination. /e load
of each stage of the test is 0.2 kN. After each stage of loading is
completed, the settlement of the model pile is observed every
5 minutes. If the difference between the two adjacent ob-
servations is less than 0.01mm, it means that the stable state is
reached and the next level of loading begins. If the corre-
sponding settlement of a certain level of the load exceeds 2
times of the previous level, it means that the load limit state
has been reached. We determine the ultimate state of the load
from two aspects. One is that the settlement of this stage is
more than twice that of the previous stage. /e other is that
settlement dose not reach a stable state within 1.5 hours. It is
determined that the total load to the upper level is the ultimate
bearing capacity of the pile.

3.3. (e Load Transfer Coefficients of the Branch Resistance.
/e deflections χ(β) of the branch end load were determined
from six groups of indoor model experiments on a small
scale. /e resistance strain gauges on both sides of the pile
body were measured, and the vertical displacement of the
pile top was monitored by using a dial indicator.

/e layout plan of the axial measuring point is shown in
Figure 6.

Determination of resistance load transfer coefficients ap
and bp at the branch:

/e load-bearing method at the expanded body is same
as the pile end, but it is only affected by the diameter of ball
bearing and the interaction between ball bearing and the soil.
/erefore, assuming that the branch resistance is equiva-
lently simplified to the tip resistance form, which is shown as
follows:

Pa � A β2 − 1 
sa

ap + bpsa

�
Rb

χ(β)
, (30)

Rb � A
sa

asp + bspsa

. (31)

In the formula, Rb is the equivalent tip resistance, asp and
bsp are the transfer parameters of ball bearing, the calculation
refers to as and bs, χ(β) is the correct function of the branch
resistance, and β is the ratio of the branch bearing diameter
to the pile diameter.

From equations (31) and (32), the transfer coefficients ap
and bp of the expanded body can be shown as follows:

ap � β2 − 1 χ(β)asp, (32)

bp � β2 − 1 χ(β)bsp. (33)

Equation (31) can be transformed into

sa

Pa

�
ap

A β2 − 1 
+

bp

A β2 − 1 
sa. (34)

Let y� sa/Pa and x� sa, then y� kx+ c

k �
bp

A β2 − 1 
,

c �
ap

A β2 − 1 
.

(35)

According to the principle of least squares, it can be
obtained

k �


n
i�1 xiyi − nxy


n
i�1 x

2
i − nx

2 �
lxy

lxx

,

c � y − kx,

c �
lxy

���
lxx

 ���
lyy

 ,

(36)

where,

Table 2: /e parameters of the model pile.

Group D (mm) h (mm) l1 (mm) l2 (mm)
S1 40 25 137.5 337.5
S2 45 30 135.0 335.0
S3 50 35 132.5 332.5
S4 55 40 130.0 330.0
S5 60 45 127.5 327.5
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x �
1
n



n

i�1
xi,

y �
1
n



n

i�1
yi,

lyy � 

n

i�1
y
2
i − ny

2
.

(37)

Combining equations (34) and (38), the function χ(β) is
simplified as

χ(β) �
kA

bsp

. (38)

/e function χ(β) is determined according to the axial
force data of the pile of 6 groups of model pile tests, and the
correction function value of the branch resistance is shown
in Table 3.

According to the static load test results, multiple groups
of Pa and sa in the elastic-plastic state are determined. /e
parameters k and c are obtained according to the least square

method. /e correction value χ(β) of each diameter is ob-
tained by data fitting and shown in Table 3. /e obtained
empirical formula of the branch resistance correction for
each diameter is

χ(β) � 0.36β2 − 2.36β + 4.20. (39)

According to the above calculation and derivation, the
transfer parameters of the pile tip resistance, shaft resistance,
and branch resistance can be determined.

4. Test Verification and Analysis

4.1.(eoretical Verification and Comparative Analysis of On-
Site Large-Scale Test. According to Tang [22], field large-
scale test data, the length of the No. 1 pile is 2m, the pile
diameter d� 150mm, the diameter of the bell bearing
D� 300mm, and the bell bearing is set at 1m below the top
of the pile. /e bell bearing is set in dense clay, and the pile
tip is in a sandy silt layer. Poisson’s ratio of the clay around
the pile is 0.25, the sandy silt of the pile tip is 0.3, and the
failure angle of the pile tip is 95°, and the physical parameters
of the remaining soil layers are shown in Table 4. According
to the measured data, and combining the theoretical method
of this paper, the comparison of load-settlement between the
theoretical curve and the measured curve of the No. 1 pile is
shown in Figure 7, and the theoretical and measured values
are shown in Table 5.

It can be seen from Figure 6 that the theoretical curve
obtained by the calculation method in this paper has a
relatively close change trend with the field measured curve.
Since the soil under the expanded body has reached an
elastoplastic state after rolling at the initial stage of loading,
the pile top load increases approximately linearly with the
pile top settlement. At the initial stage of loading, the the-
oretical calculation takes the influence of the elastic state of
the pile and soil into account and obtained a slow-change
theoretical curve that is more consistent with the actual
projects. It can be seen from Table 5 that with the increase of
the pile top loading, the relative error between the theoretical
value and measured value gradually decreases. In the middle
and late loading period, although the theoretical curve and
measured value do not completely overlap, they can
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Loading beam

Model sand
Model pile Splint

Load weight

Model box

Dial indicator
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Alloy steel ball
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l l
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Figure 5: Loading device: (a) schematic diagram of loading device and (b) details of loading points.
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Figure 6: /e layout plan of the axial measuring point.

Advances in Civil Engineering 7



maintain parallel growth. /e relative error can be con-
trolled within 5%. Under the loading limit state, the ultimate
calculated bearing capacity of the pile by the theory is
82.45 kN, which is in good agreement with the measured
value.

4.2. (eoretical Verification and Comparative Analysis of
Indoor Test

4.2.1. Load-Settlement Relationship. /e same pile tip set-
tlement is given as the small-scale test. According to the
theoretical calculation results, the five groups of pile top
load-settlement curves with different diameters are shown in
Figure 8. Under the same pile top settlement s0, the error
analysis of the theoretical value and measured value of the
pile top load is shown in Figure 9.

As shown in Figure 8, at the initial stage of loading, the
theory load of the pile top is lower than the measured value.

When the load on the pile top is small, the pile foundation
and the soil at the side of the pile are in an elastic state, and
the bearing characteristics of the squeezed branch piles are
affected by the pile-soil interaction./e theoretical value and
measured value are easy to deviate. With the increase of the
load on the pile top, the soil around the pile gradually
reaches an elastic-plastic state. By the middle and late
loading period, the measured curve and theoretical curve
have approximately overlapped. As shown in Figure 9, the
influence of the pile-soil interaction state on the bearing
capacity of the squeezed branch pile is more important at the
beginning. As s0 increases, the relative error between the
theoretical value and measured value gradually decreases.
When s0 exceeds 2mm, the error of the pile top load under
each diameter is less than 5%, and in the middle and late
loading period, the theory curves and measured curves
maintain a relatively consistent trend, and the errors of the
two measured values are mostly close to 0.

/e error analysis of the ultimate bearing capacity of
each group obtained by theoretical calculation is shown in
Table 6. As shown in Table 6, the theoretical ultimate bearing
capacity under the load limit state is in good agreement with
the actual measured value. /e relative error of the ultimate
bearing capacity under different diameters is less than 2%,
which can be controlled within a reasonable range. /ere-
fore, the ultimate bearing capacity of squeezed branch piles
can be predicted based on the actual working conditions and
the method described in this article.

4.2.2. Bearing Strength Analysis. Taking the S1 (D� 40mm),
S3 (D� 50mm), and S5 (D� 60mm) groups of squeezed
branch piles as examples, the contribution of each resistance
under the same s0 is shown in Figure 10.

As shown in Figure 10, the theoretical resistance con-
tribution rate is closer to the measured contribution rate
under the same settlement. As the branch diameter in-
creases, the coincidence between the measured resistance
contribution rate and theoretical contribution rate gradually
increases. At the initial stage of loading, the measured re-
sistance contribution rate is in low agreement with the
theory result. /e contribution rate of each resistance value
obtained from the theoretical calculation maintains regular
increase or decrease without sudden change. Under the test
conditions, the soil at the pile end had been tamped and
reached an elastoplastic state, and the contribution rate of
the measured resistance value is easily biased due to the
influence of the test error. With the increase of top load,
when reaching the middle and late loading period, the

Table 3: Correction function value of branch resistance.

No.
S1 S2 S3 S4 S5

Pa (N) sa (mm) Pa (N) sa (mm) Pa (N) sa (mm) Pa (N) sa (mm) Pa (N) sa (mm)
478 1.80 714 2.61 550 1.50 585 1.38 631 1.20
630 3.15 895 4.32 746 2.42 797 2.13 862 1.82
774 5.77 985 5.63 946 3.82 1017 3.22 1101 2.63
884 8.20 1075 7.54 1047 4.83 1129 3.93 1224 3.13

1165 10.64 1148 6.15 1243 4.83 1349 3.73

Table 4: Basic physical andmechanical parameters of the ground at
the test site.

No. Soil
layer H(m) h(m) Es(MPa) ρ

(g/cm3) e c(kPa) φ(°)

1 Clay 1.7 0∼1.6 9.1 1.81 0.64 13.9 23

2 Sandy
silt 1.0 1.6∼1.8 39 2.1 — 0 25
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Figure 7: Comparison of Q-s curves in the field test.
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contribution rate of the measured resistance value and
theoretical resistance value shows a coincidence or parallel
increase. Based on the relationship between the resistance

contribution rate of each group, the bearing strength of each
part of the squeezed branch pile can be reasonably predicted
by the theory method in actual projects.
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Figure 8: Comparison of Q-s curves between testing value and theory result.
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Figure 9: Error analysis of the theoretical and measured value.

Table 5: Comparison of the theoretical and measured value.

s0 (mm) 0.48 0.92 1.42 1.70 2.10 3.04 3.68 7.27
Measured value 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00
/eoretical value 27.91 42.24 53.13 57.72 63.03 71.79 75.92 87.91
Relative error (%) 39.54 40.81 32.84 15.45 5.05 2.56 −5.09 −2.32
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Figure 10: /e comparison of the bearing capacity contribution: (a) S1, (b) S2, and (c) S3.

Table 6: Error analysis of the ultimate bearing capacity.

Group Measured value (kN) /eory value (kN) Relative error (%)
S1 2.20 2.24 2.00
S2 2.60 2.57 −1.15
S3 2.80 2.80 0.00
S4 3.20 3.22 0.63
S5 3.60 3.61 0.28
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5. Conclusions

(1) /e calculation theory of pile bearing capacity based
on the shear displacement method is established.
According to the hyperbolic function relation, the
load-settlement relation of pile tip resistance, pile
skin resistance, and branch resistance is deduced,
reflecting the nonlinear relation between pile and
soil, and the theoretical model of the bearing capacity
calculation of the single pile of the squeezed branch
pile is established.

(2) /eoretical calculation methods of the load transfer
function at the pile tip, pile skin, and branch were
given. /eoretical calculation and comparative
analysis were combined with the results of the lab-
oratory model test, and the rationality of theoretical
calculation was verified.

(3) /e theory of pile bearing capacity has been verified
in the homogenized soil model test. /e results
show that the squeezed branch single pile based on
the shear displacement method can reliably predict
the ultimate load of the actual project and provide
good theoretical support for the design of bearing
capacity.
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pp. 423–439, 1979.

[19] N. Janbu, “Static bearing capacity of friction piles,” in Pro-
ceedings of the European Conference on Soil Mechanics and
Foundation Engineering, pp. 479–488, Vienna, Austria, March
1976.

[20] F. H. Kulhawy, “Limiting tip and side resistance: fact or
fallacy?” in Proceedings of the Symposium on Analysis and
Design of Pile Foundations, San Francisco, CA, USA, October
1984.

Advances in Civil Engineering 11



[21] J. Yang, L. G. /am, P. K. K. Lee, S. T. Chan, and F. Yu,
“Behaviour of jacked and driven piles in sandy soil,”
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Although the determination of tunnel construction methods is extremely critical for the construction of ultra-large-span tunnels,
the determination of construction methods is still at a qualitative level, which relies on the engineering experience of on-site
technicians and lacks rigorous and systematic theoretical basis and technical standards. By means of orthogonal test method, the
proper construction method was established for the deep-buried ultra-large-span tunnel where the tunnel excavation span, tunnel
surrounding rock strength, and rock integrity coefficient were set as the main control factors. -e stability of tunnel surrounding
rock under various test conditions was quantified according to the plastic zone properties calculated by the three-factor and five-
level orthogonal test model. Meanwhile, the macro form and quantitative method of test combinations under different levels of
various factors were proposed to obtain the influence of each factor on the stability of tunnel surrounding rock, and thus the
functional relations between various factors and tunnel stability were obtained. On this basis, the identification and the criterion of
the ultra-large-span tunnel construction method were established, which can quantitatively reflect the contribution of excavation
span of the tunnel, the number of lateral drifts in cross section, surrounding rock strength, and rock integrity coefficient to
surrounding rock stability of the tunnel.-e construction method calculation results of theMalin tunnel, a practical underground
project, are obtained according to the orthogonal test model calculation. Based on the method, Malin tunnel can be constructed
safely and efficiently. -e research results could provide the theoretical basis for the identification and selection of construction
method for ultra-large-span tunnel.

1. Introduction

-e determination of tunnel construction methods is ex-
tremely critical for the construction of ultra-large-span
tunnels, which directly affects the construction safety,
progress, costs, and the configuration of humans, machines,
and materials during construction. Various methods for
ultra-large-span tunnel construction have been developed
under the influences of many factors including the size of the
tunnel section and topographical, engineering geological,
and hydrogeological conditions. -e commonly used
methods include the center diaphragm method (CD

method) [1], center cross diagram method (CRD) [2–6], the
double-side drift method [7–9] and the three-stage and
seven-step method [10, 11], and other methods derived from
these basic methods. In the construction of ultra-large-span
tunnels, the determination of construction methods is still at
a qualitative level, which relies on the engineering experience
of on-site technicians and lacks rigorous and systematic
theoretical basis and related technical standards [12].

In common practices, factors considered during selecting
construction methods often include (1) project factors, such as
overall excavation span of the tunnel, the maximum single
excavation span, and auxiliary engineering measures [13], and
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(2) geological and environmental factors, such as the properties
of surrounding rock (the strength of the surrounding rock and
the integrity coefficient of the rock mass) [14–19], groundwater
[20], and the in situ stress [21]. In order to ensure the stability of
the tunnel after blasting and before the initial support con-
struction, themaximumone-step excavation span of the tunnel,
the strength of the surrounding rock, and rock integrity are
placed at the top priority. Other factors are generally considered
as supplementary grounds for final decision. In this paper, we
established the orthogonal test model to determine the proper
construction method for the deep-buried ultra-large-span
tunnel where the tunnel excavation span, tunnel surrounding
rock strength, and rock integrity coefficient were set as themain
control factors. Our work aims to establish the evaluation
system for selection of construction method and provide the-
oretical calculation basis for determining the number of lateral
drifts in cross section of ultra-large-span tunnels through the
quantification of control factors on the stability of surrounding
rock during tunnel excavation.

2. Orthogonal Test Design

2.1.-eLevel ofOrthogonal Factors. In order to elucidate the
influence of tunnel span, surrounding rock strength, and
rock integrity coefficient on the stability of tunnel sur-
rounding rock, a five-level orthogonal test scheme is
designed in this paper. -e tunnel span, surrounding rock
strength, and rock integrity coefficient are represented by A,
B, and C, respectively. -e five levels of the three factors are
set as follows:

(1) Factor A: with reference to the drift span, common
tunnel span, and ultra-large-span tunnel span in
highway tunnels, the five levels of factor A are
designed as 6m, 9m, 12m, 15m, and 18m, and the
tunnel cross section is shown in Figure 1.

(2) Factor B: factor B is the rock strength, which is
divided according to the degree of soft and hard rock.
-e five levels of factor B are designed as 2MPa,
10MPa, 20MPa, 40MPa, and 65MPa. According to
the Mohr–Coulomb criterion, the internal friction
angle φ and cohesive force C corresponding to the
five levels are listed in Table 1.

(3) Factor C: the five levels of factor C, which represents
the coefficient of surrounding rock integrity, are 0.1,
0.2, 0.4, 0.6, and 0.75.-e five levels of factor C in the
test are shown in Table 2. -e test parameters of the
joint plane are selected in accordance with the
recommended values of the peak shear strength of
the rock discontinuity structural plane in the “Road
Tunnel Design Rules” [22], as listed in Table 3.

2.2. Orthogonal Test Combinations. According to the or-
thogonal test design [23], the three-factor and five-level
orthogonal test requires a total of 25 tests. -e combinations
of orthogonal tests are shown in Table 4:

3. Calculations and Results

3.1. Model Size. In order to eliminate the boundary effect of
the tunnel calculation model, the size of the model was
determined as 200m (width)× 110m (height). -e buried
depth of the tunnel was set as 50m, as the typical depth of
deep-buried tunnel. -e tunnel structure was placed in the
center of the model (Figure 2). -e simulated tunnel con-
struction employed a one-step excavation method without
considering the role of lining support structure. -e stress
release rate of the tunnel surrounding rock was defined as
30%.

3.2. Criterion of Surrounding Rock Instability. In the ex-
perimental calculation model, the surrounding rock was
assumed as ideal elastoplastic material, and thus the
Mohr–Coulomb constitutive model was used to develop the
criterion of surrounding rock instability [22] based on “Road
Tunnel Design Rules.” It is assumed that the surrounding
rock becomes unstable when plastic zones appear in the
surrounding rock at the tunnel arch and the side walls and
these zones communicate with each other. Meanwhile, in
order to quantify the stability of the tunnel under each
simulated condition, the properties of the plastic zone were
quantified according to Table 5.

3.3. Calculation Results

3.3.1. Example of Surrounding Rock Stability Analysis.
Here no. 1 A1B1C1 is taken as an example to illustrate the
analysis process of surrounding rock stability. In the no. 1 test,
there are multiple tensile stress distribution areas in the tunnel
vault and arch wall (Figure 3). Plastic zones are found at the
joint planes and rock blocks of the tunnel arch and the side
walls, which connect each other (Figure 4). -erefore, it can be
concluded that the full-face excavation under this three-factor
combination is unstable. -e quantitative score of the no. 1 test
is 1 point.

3.3.2. Test Results. According to the conditions of the plastic
zone calculated from the 25 sets of experiments, the results
of the experimental calculations were quantified according
to the quantitative rules. -e quantitative statistical results
and the tunnel stability are listed in Table 6.

4. Identification of Construction Method for
Ultra-Large-Span Tunnel

4.1. Data Processing. In order to quantitatively analyze the
influence of a single factor on the stability of the tunnel, the
test data of each group were processed in combinations from
a macro perspective to eliminate the impact of other factors
based on the same frequency and probability of each level of
every factor in the orthogonal test. Factor A is used as an
example to explain the detailed process.
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4.1.1. Combination of Test Conditions. -e levels of factor A
are the main study targets. Combining the levels of factor
A with the five levels of factor B and factor C obtains the
macro form of the test combinations (Table 7). -e ob-
tained combinations have the same macro combination of
factor B and factor C for each level of factor A. -erefore,
on this basis, comparative analysis of the influence of
various levels of factor A on tunnel stability can be
performed.

4.1.2. Quantification of the Macro Form of the Test
Combinations. In order to quantify the influence of various
factors on the tunnel stability, it is necessary to quantify the
macro form of the test combinations. Given that the con-
ditions under the combination are all independent, the
linear superposition method is used to define the quanti-
tative scores of factor A under each level to obtain the
quantitative index F of tunnel stability under different
combinations. -e detailed calculation process is as follows:

(a) -e first level of factor A (6m span): IA�A1B(5)
C(5)� 1 + 2 + 5 + 6 + 6� 20.

(b) -e second level of factor A (9m span): IIA�A2B(5)
C(5)� 1 + 3 + 5 + 5 +3�17.

(c) -e third level of factor A (12m span): IIIA�A3B(5)
C(5)� 1 + 3 + 5 + 3+ 4�16.

(a) (b) (c) (d)

(e)

Figure 1: Five types of tunnel cross section. (a) With span of 6m. (b) With span of 9m. (c) With span of 12m. (d) With span of 15m.
(e) With span of 18m.

Table 1: Parameter values of each level of factor A.

Level Compressive strength
(MPa)

Internal friction
angle φ (°)

Cohesive force C
(MPa)

Volumetric weight c

(kN·m−3)
Elasticity modulus E

(GPa)
Poisson’s
ratio μ

1 2 27.5 1.6 22 1.0 0.3
2 10 37 2.5 22 1.0 0.3
3 20 46.4 4 22 1.0 0.3
4 40 56.6 6 22 1.0 0.3
5 65 63 7.8 22 1.0 0.3
Note. -e influences of volumetric weight, elasticity modulus, and Poisson’s ratio were not considered.

Table 2: Parameter values of each level of factor C.

Level Number of joint planes Space of joint plane Joint inclination angle (°) Coefficient of surrounding rock integrity
1 4 0.2 0/90/45/135 0.1
2 3 0.3 0/90/45 0.2
3 2 0.4 0/90 0.4
4 2 0.8 0/90 0.6
5 2 1.5 0/90 0.75

Table 3: Joint plane parameters.

Internal friction
angle φ (°)

Cohesive force C
(MPa)

Compressive strength
(MPa)

15 0.06 0.13
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(d) -e fourth level of factor A (15m span):
IVA�A4B(5)C(5)� 1 + 3 + 1 + 3 +5�13.

(e) -e fifth level of factor A (18m span): VA�A5B(5)
C(5)� 2 + 1 + 2 + 3+ 5�13.

4.1.3. Processing Results. -e data processing of factors B
and C is carried out in the same way, and their quantitative
index F under various levels is calculated, as listed in Table 8.

As indicated by the range of the stability quantitative
index of three factors in Table 8 [24], the strength of the

Table 4: Orthogonal test analysis.

No. Excavation span Surrounding rock strength Coefficient of surrounding rock integrity CodeA B C
1 1 (6m) 1 (2MPa) 1 (0.1) A1B1C1
2 1 (6m) 2 (10MPa) 2 (0.2) A1B2C2
3 1 (6m) 3 (20MPa) 3 (0.4) A1B3C3
4 1 (6m) 4 (40MPa) 4 (0.6) A1B4C4
5 1 (6m) 5 (65MPa) 5 (0.75) A1B5C5
6 2 (9m) 1 (2MPa) 2 (0.2) A2B1C2
7 2 (9m) 2 (10MPa) 3 (0.4) A2B2C3
8 2 (9m) 3 (20MPa) 4 (0.6) A2B3C4
9 2 (9m) 4 (40MPa) 5 (0.75) A2B4C5
10 2 (9m) 5 (65MPa) 1 (0.1) A2B5C1
11 3 (12m) 1 (2MPa) 3 (0.4) A3B1C3
12 3 (12m) 2 (10MPa) 4 (0.6) A3B2C4
13 3 (12m) 3 (20MPa) 5 (0.75) A3B3C5
14 3 (12m) 4 (40MPa) 1 (0.1) A3B4C1
15 3 (12m) 5 (65MPa) 2 (0.2) A3B5C2
16 4 (15m) 1 (2MPa) 4 (0.6) A4B1C4
17 4 (15m) 2 (10MPa) 5 (0.75) A4B2C5
18 4 (15m) 3 (20MPa) 1 (0.1) A4B3C1
19 4 (15m) 4 (40MPa) 2 (0.2) A4B4C2
20 4 (15m) 5 (65MPa) 3 (0.4) A4B5C3
21 5 (18m) 1 (2MPa) 5 (0.75) A5B1C5
22 5 (18m) 2 (10MPa) 1 (0.1) A5B2C1
23 5 (18m) 3 (20MPa) 2 (0.2) A5B3C2
24 5 (18m) 4 (40MPa) 3 (0.4) A5B4C3
25 5 (18m) 5 (65MPa) 4 (0.6) A5B5C4

Z

Y X

Figure 2: Calculation model of no. 1 test.

Table 5: Criterion and quantitative standard of surrounding rock stability state.

No. Conditions of the plastic zone Stability of surrounding
rock

Quantitative
score

1 Communicated plastic zones occur in both joint planes and rock blocks Unstable 1

2 Plastic zones occur in both joint planes and rock blocks, but only communicate in
joint planes Unstable 2

3 Communicated plastic zones only occur in joint planes Unstable 3
4 Noncommunicated plastic zones occur in both joint planes and rock blocks Stable 4
5 Noncommunicated plastic zones occur in joint planes Stable 5
6 No plastic zones occur in both joint planes and rock blocks Stable 6
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Figure 3: Principal stress distribution of surrounding rock.
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Figure 4: Distribution of plastic zone of surrounding rock.
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surrounding rock has the most significant impact on tunnel
stability, followed by the surrounding rock integrity and the
span of the tunnel in decreasing order.

4.2.-e Influence ofMainControl Factors on Tunnel Stability.
Based on the stability quantitative index of three factors
listed in Table 8, the influence rule of these factors on

tunnel stability can be drawn, as shown in Figures 5–7,
respectively.

4.2.1. Tunnel Span. According to Figure 5, the tunnel ex-
cavation span has a negative correlation with the stability of
the surrounding rock.-e stability of the tunnel deteriorates
with the increase of tunnel span. -e relationship between
them is expressed as a power function:

Table 6: Quantification of test data and stability index.

Test no. Test code Stability Quantitative score
1 A1B1C1 Unstable 1
2 A1B2C2 Unstable 2
3 A1B3C3 Stable 5
4 A1B4C4 Stable 6
5 A1B5C5 Stable 6
6 A2B1C2 Unstable 1
7 A2B2C3 Unstable 3
8 A2B3C4 Stable 5
9 A2B4C5 Stable 5
10 A2B5C1 Unstable 3
11 A3B1C3 Unstable 1
12 A3B2C4 Unstable 3
13 A3B3C5 Stable 5
14 A3B4C1 Unstable 3
15 A3B5C2 Stable 4
16 A4B1C4 Unstable 1
17 A4B2C5 Unstable 3
18 A4B3C1 Unstable 1
19 A4B4C2 Unstable 3
20 A4B5C3 Stable 5
21 A5B1C5 Unstable 2
22 A5B2C1 Unstable 1
23 A5B3C2 Unstable 2
24 A5B4C3 Unstable 3
25 A5B5C4 Stable 5

Table 7: Macro form of test combination at each level of factor A.

No. Excavation span (A) Code of test combinations Macro form of the test combinations
1 1 A1B1C1、A1B2C2、A1B3C3、A1B4C4、A1B5C5 A1B(5)C(5)
2 2 A2B1C2、A2B2C3、A2B3C4、A2B4C5、A2B5C1 A2B(5)C(5)
3 3 A3B1C3、A3B2C4、A3B3C5、A3B4C1、A3B5C2 A3B(5)C(5)
4 4 A4B1C4、A4B2C5、A4B3C1、A4B4C2、A4B5C3 A4B(5)C(5)
5 5 A5B1C5、A5B2C1、A5B3C2、A5B4C3、A5B5C4 A5B(5)C(5)
Note. B(5) represents the combinations of five levels of factor B and C(5) represents the combinations of five levels of factor C.

Table 8: Quantitative index value of tunnel stability under different factor levels.

Level of factor
Quantitative index value of tunnel stability F

Tunnel span A Rock strength B Coefficient of rock integrity C
I 20 6 9
II 17 12 12
III 16 18 17
IV 13 20 20
V 13 23 21
Range 7 17 12
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f(A) � 42.39A
−0.41

. (1)

4.2.2. Compressive Strength of Surrounding Rock.
Figure 6 shows a strong positive correlation between sur-
rounding rock strength and tunnel stability. A higher
compressive strength of surrounding rock is beneficial for
better tunnel stability. -eir relation can be expressed as

f(B) � 4.80B
0.393

. (2)

4.2.3. Coefficient of Surrounding Rock Integrity. -e tunnel
stability is positively related with the coefficient of sur-
rounding rock integrity, indicating that higher coefficient of
surrounding rock integrity contributes to tunnel stability.
-e relation can be expressed as

f(C) � 6.208 ln(C) + 22.78, (3)

where f(C)> 0; therefore, the coefficient of surrounding
rock C should be greater than 0.03.

4.3.-e Expression ofQuantitative Index of Surrounding Rock
Stability. -e stability of the surrounding rock of the tunnel
is the result of the combined action of the three main control

factors. -e influences of the main control factors on the
stability are interrelated and coupled.-is correlation can be
expressed by their product and a coefficient k.-erefore, the
tunnel stability after excavation can be quantified as

F � kf(A)f(B)f(C). (4)

Substituting equations (1)–(3) into equation (4), F can be
derived:

F � A
−0.41

B
0.393

(6.208 ln(C) + 22.78), (5)

where k is a constant value (k� 0.004907).

4.4. Criterion of Quantification of Surrounding Rock Stability.
Substituting the test calculation parameters (Table 4) into
equation (5), the value of the tunnel stability quantitative
index F for each test can be obtained (Table 9).

It can be seen from Table 9 that in 25 sets of orthogonal
tests, the minimum index is 5.3 and the maximum is 22.3
when the surrounding rock is unstable after tunnel exca-
vation. And the minimum index is 23.8 and the maximum is
51.9 when the surrounding rock of the tunnel remains stable.
-erefore, the criteria for stability of surrounding rock can
be given as follows:

(1) If F≥ 23, the surrounding rock is in stable sate.
(2) If F< 23, the surrounding rock becomes unstable.

According to this criterion and the quantification rules,
the stability index F can be classified as six levels specifically,
as listed in Table 10.

4.5. Criterion for Tunnel Construction Method Selection

4.5.1. One-Step Maximum Excavation Span. According to
equation (5), for a given tunnel surrounding rock, a proper
one-step excavation span should be selected to satisfy the
index F≥ 23 to ensure the stability of the surrounding rock
during excavation. -us, maximum span Amax of the next-
step excavation can be calculated under given surrounding
rock properties (strength and integrity coefficient) when
assuming that F� 23, as shown in the following equation:

f (A) = 42.39A–0.41

R2 = 0.9488
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Amax �
B0.393(6.208 ln(C) + 22.78)

23
 

2.44

. (6)

4.5.2. Determination of the Number of Drifts. Assuming that
the maximum span of tunnel excavation is L and the number
of lateral drifts in the cross section is N, it can be seen from
equation (6) that the number of lateral drifts in the tunnel
section should be

N≥
L

Amax
�

L

B
0.393

(6.208 ln(C) + 22.78) /23 
2.44. (7)

-us,

Nmin �
L

B
0.393

(6.208 ln(C) + 22.78) /23 
2.44, (8)

where Nmin should be integer.

4.5.3. Bench Division of Tunnel Drift. After determining the
number of lateral drifts, the stability state of the tunnel drift
is used as a reference for the necessity of bench cut. It is

recommended to perform bench cut construction in the
lateral drifts as instructed by Table 11.

4.6. InfluencingAnalysis ofOtherFactors. In the construction
phase of tunnel engineering, the identification of con-
struction method should consider not only the three crucial
factors including tunnel span, rock mass integrity coeffi-
cient, and strength of surrounding rock but also the sec-
ondary factors such as in situ stress, groundwater, and
construction capacity of the subcontractors. -e secondary
influence factors are restricted by the geological conditions
of the tunnel site, which is not universal. -erefore, in the
actual tunnel projects, the influence of secondary factors can
be revised according to the specific situation of projects, and
the influence of secondary factors is reflected by means of
revision.

5. Case Study

-e Malin tunnel is located in Wudang District, Guiyang
City. It is a separated two-way six-lane tunnel. -e inner
outline is a three-center round curved side wall structure.
-e net area is 123.68m2, the net span is 17.61m, the net
height is 5.0m, and the flatness ratio is 0.618 (as shown in
Figure 8). -e designed speed of 100 km/h is tailored, as that

Table 9: Index calculation value of tunnel stability.

Test no. Test code Stability F
1 A1B1C1 Unstable 5.3
22 A5B2C1 Unstable 6.4
6 A2B1C2 Unstable 6.8
11 A3B1C3 Unstable 8.1
21 A5B1C5 Unstable 8.4
16 A4B1C4 Unstable 8.5
18 A4B3C1 Unstable 9.1
23 A5B3C2 Unstable 12.7
14 A3B4C1 Unstable 13.1
2 A1B2C2 Unstable 15.2
17 A4B2C5 Unstable 17.1
7 A2B2C3 Unstable 17.2
12 A3B2C4 Unstable 17.5
10 A2B5C1 Unstable 17.8
19 A4B4C2 Unstable 18
24 A5B4C3 Unstable 22.3
15 A3B5C2 Stable 23.8
13 A3B3C5 Stable 24.6
8 A2B3C4 Stable 25.9
3 A1B3C3 Stable 26.6
20 A4B5C3 Stable 29
25 A5B5C4 Stable 30.9
9 A2B4C5 Stable 36.3
4 A1B4C4 Stable 40.1
5 A1B5C5 Stable 51.9

Table 10: Index value and qualitative description of tunnel stability.

F
Unstable state Stable state

<13 [13, 17) [17, 23) [23, 26) [26, 40) ≥40
Description of stability Extremely unstable Very unstable Unstable Basically stable Very stable Highly stable
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Table 11: Stability index value and bench division of tunnel drift.

Description of tunnel
stability Basically stable Very stable Highly stable

Bench division Bench division is necessary and temporary
invert should be adopted

Bench division is necessary and temporary
invert is not compulsive

Bench division is
unnecessary
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Figure 8: Inside outline of Malin tunnel.

Table 12: Calculation results of Malin tunnel construction method.

Item Quantitative index
One-step span 15.9
Overall span 19.9
Number of calculated lateral drift 1.2
Number of determined lateral drift 2.0
Determined one-step excavation span 9.94
Index of surrounding rock stability F 27.81
Stability of surrounding rock Very stable
Recommended method CD method

Figure 9: Photo of CD method construction in Malin tunnel.
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of expressway.-e total length of the left tunnel is 745m, the
total length of the right tunnel is 760m, and the maximum
buried depth of the tunnel is about 98.7m.

-e surrounding rock is mainly composed of full-
moderately weathered dolomite and dolomitic limestone.
-e rock grades mainly fall into grade IV and grade V. -e
grade V surrounding rock is mainly gravel, highly weathered
dolomitic limestone, and cataclasite. -e self-stability of
surrounding rock is poor, so it is not controversial to use the
double-side drift method for the grade V rock. Our method
is applied to determine the construction method for the
grade IV surrounding rock.

According to the survey and design of the Malin tunnel,
the excavation span, rock strength, and rock integrity co-
efficient of grade IV rock are 19.54m, 25.4MPa, and 0.69,
respectively. -e calculation results based on our evaluation
system are listed in Table 12.

-erefore, the grade IV surrounding rock section of the
Malin tunnel should be constructed using the CD method
with two lateral drifts in the cross section. -e left and right
drifts are divided into upper and lower drifts, and the tunnel
construction is implemented with the CD method (Fig-
ure 9). -e safety and efficiency of the construction process
have been verified in the whole construction process.

6. Conclusions

In this paper, the orthogonal test method was used to establish
a three-factor five-level test model, and the quantitative re-
lationship functions between the three factors and the stability
of the surrounding rock of the tunnel were given. -e fol-
lowing conclusions can be drawn from this paper:

(1) -e tunnel excavation span is negatively related to
the stability of the surrounding rock of the tunnel,
which can be described by a power function. -e
strength of the surrounding rock of the tunnel is
positively related to the stability of the surrounding
rock of the tunnel and can be described by a power
function; the rock integrity coefficient is positively
related to the stability of the surrounding rock of the
tunnel, and their relationship can be described by a
logarithmic function.

(2) An equation for determining the construction
method of ultra-large-span tunnel is constructed,
which can quantitatively reflect the contribution of
excavation span of tunnel, the number of lateral
drifts in cross section, surrounding rock strength,
and rock integrity coefficient to surrounding rock
stability of tunnel. -e research results provide the
theoretical basis for the identification and selection
of construction method for ultra-large-span tunnel
and provide theoretical calculation basis for deter-
mining the number of drifts in the cross section.

Data Availability

-e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

-e authors declare that they have no conflicts of interest
regarding the publication of this paper.

Acknowledgments

-is study was financially supported by the Special Science
and Technology Innovation Fund of Research Institute of
Highway Ministry of Transport (grant no. 2019-C505) and
the Central Public-Interest Scientific Institution Basal Re-
search Fund (grant no. 2020-9032).

References

[1] X. Chong-bang, Z.-G. Yang, and H. Wang, “Optimization
analysis on construction method of shallow buried large
section tunnel,” Highway, vol. 61, no. 4, pp. 261–264, 2016.

[2] Y. Hong-wei and W. Wang, “Study of optimal proposal and
field test for CRD excavation method of shallow-buried
tunnel,” Journal of Railway Science and Engineering, vol. 15,
no. 6, pp. 1509–1515, 2018.

[3] W. Liang and M.-L. Huang, “Subsidence and deformation
control of large-span tunnel in water-bearing unfavorable
geological conditions with CRD method,” Chinese Journal of
Rock Mechanics and Engineering, vol. 26, no. 2, pp. 3738–
3742, 2007.

[4] H. Ming-Qi, X.-L. Fu, and L. Yun-chao, “Study on stability
control of large-section subsea tunnels in weak strata by CRD
construction method,” Chinese Journal of RockMechanics and
Engineering, vol. 26, no. 2, pp. 3084–3089, 2007.

[5] Y.-L. Qi, M.-X. Tang, and H. Cao, “Simulation of CRD
construction method in large-section shallowmining subsea
tunnel,” Chinese Journal of Underground Space and Engi-
neering, vol. 10, no. 1, pp. 136–143, 2014.

[6] X. Shi, J. Zhang, and L. Bao-chen, “A study of the construction
sequences of a large-Section shallow-buried unsymmetrical
loading tunnel by the CRD Method,” Modern Tunnelling
Technology, vol. 52, no. 3, pp. 193–199, 2015.

[7] X. Chong-bang, C.-C. Xia, andH.-H. Zhu, “Optimum analysis
for construction scheme of multiple-arch tunnel with eight
traffic lanes,” Chinese Journal of Rock Mechanics and Engi-
neering, vol. 28, no. 1, pp. 17–26, 2009.

[8] G.-H Zhang, C. Li-Biao, and Q. Shi-Xiong, “On-site super-
vision measure and analysis of Damaoshan tunnels with large
section and small clear-distance,” Rock and Soil Mechanics,
vol. 31, no. 2, pp. 489–496, 2010.

[9] C. Jian-xun, Y.-bin Luo, and Li Wan, “Research status and
chal-lenges of highway tunnel with super long span,” Road
Machinery & Construction Mechanization, vol. 35, no. 6,
pp. 36–44, 2018.

[10] L. Zhi-Qing, C.-L. Ding, and D. Shi-Xue, “Analysis on de-
formation characteristics of surrounding rock in large section
shallow loess tunnels,” Chinese Journal of Underground Space
and Engineering, vol. 10, no. S1, pp. 1623–1628, 2014.

[11] L. I. Xin-Zhi, L. I. Shu-Cai, and L. I. Shu-Chen, “Ground
settlement deformation characteristic study of shallow large-
span tunnel in construction process,” Chinese Journal of Rock
Mechanics and Engineering, vol. 30, no. S1, pp. 3348–3353,
2011.

[12] C. Zuo-Qiang, L. Rui-Hui, and C. Yao, “Study on transfor-
mation method of construction method for super-long span

10 Advances in Civil Engineering



highway tunnel,” Science Technology and Engineering, vol. 20,
no. 17, pp. 7059–7065, 2020.

[13] L. Yan-Yan, Y.-R. Zheng, and N. Kang, “Sensitivity analysis
on influencing factors of tunnel stability,” Chinese Journal of
Underground Space and Engineering, vol. 11, no. 2, pp. 491–
498, 2015.

[14] C.-C. Xia, C. Xiao-xiang, and X. Chong-bang, “Fine de-
scription of rock joint combined with block theory and its
applications in extra-large cross-section multiple-arch tun-
nel,” Chinese Journal of Rock Mechanics and Engineering,
vol. 29, no. 1, pp. 13–20, 2010.

[15] Z. C. Tang, Q. Z. Zhang, and J. Peng, “Effect of thermal
treatment on the basic friction angle of rock joint,” Rock
Mechanics and Rock Engineering, vol. 53, no. 4, pp. 1973–1990,
2020.

[16] J. Zou, Y.-Y. Jiao, Z. Tang, Y. Ji, C. Yan, and J. Wang, “Effect of
mechanical heterogeneity on hydraulic fracture propagation
in unconventional gas reservoirs,” Computers and Geo-
technics, vol. 125, Article ID 103652, 2020.

[17] Z. C. Tang and Y. Y. Jiao, “Choosing appropriate appraisal to
describe peak spatial features of rock joint profiles,” Inter-
national Journal of Geomechanics, vol. 20, no. 4, Article ID
4020021, 2020.

[18] Z. C. Tang and Q. Z. Zhang, “Elliptical Hertz-based general
closure model for rock joints,” Rock Mechanics and Rock
Engineering, vol. 55, no. 4, pp. 1945–1956, 2020.

[19] Z. C. Tang, L. Li, X. C. Wang, and J. P. Zou, “Influence of
cyclic freezing-thawing on shear behaviors of rock fracture,”
Cold Regions Science and Technology, vol. 181, Article ID
103192, 2020.

[20] H. Hong-Xing, “-e influence of excavation method on the
stability of surrounding rock in mountain tunnel with rich
water,” Journal of Water Resources and Architectural Engi-
neering, vol. 18, no. 3, pp. 150–155, 2020.

[21] X.-M. Han, M.-L. Sun, and L. Wen-Jiang, “Optimization of
section shape and support parameters of tunnel under
complicated conditions,” Rock and Soil Mechanics, vol. 32,
no. 1, pp. 725–731, 2011.

[22] CCCC Second Highway Consultants Co., Ltd., Guidelines for
Design of Highway Tunnels: JTG/T D70-2010, China Com-
munications Press, Beijing, China, 2010.

[23] R. Lu-Quan, Regression Design and its Optimization, Science
Press, Beijing, China, 2009.

[24] F. Kai-Tai and M. Chang-Xing, Orthogonal and Uniform
Experimental Design, Science Press, Beijing, China, 2001.

Advances in Civil Engineering 11



Research Article
A Method and Equipment for Continuously Testing the
Permeability Coefficient of Rock and Soil Layers

Wei Chen ,1 Datian Cui,2 Meng Xu,3 and Rongchao Xu 1

1College of Geosciences and Engineering, North China University of Water Resources and Electric Power,
Zhengzhou 450045, China
2School of Materials Science and Engineering, North China University of Water Resources and Electric Power,
Zhengzhou 450045, China
3College of Geology and Info-Physics Engineering, Central South University, Changsha 410083, China

Correspondence should be addressed to Rongchao Xu; rcxirsm@126.com

Received 4 November 2020; Revised 30 November 2020; Accepted 8 December 2020; Published 24 December 2020

Academic Editor: Zhi Cheng Tang

Copyright © 2020 Wei Chen et al. +is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

+e water pressure test and steady-flow pumping test are still commonly used for measuring the permeability coefficient of rock
and soil strata. Limited by the fact that the average value of the permeability coefficient could be obtained only by this testing
method, the accuracy of the experimental results of the permeability coefficient for special rock and soil strata is not good.
+erefore, a new on-site testing method and equipment for continuously measuring the permeability coefficient of rock and soil
strata is studied in this paper. +e method is suitable for water pressure testing in borehole and the steady-flow pumping test. +e
technical proposal is when the pumping test or water pressure test is carried out, the final water penetration will tend to be a stable
value, and then, the high-precision current meter probe will be placed at the bottom of the pumping test hole or water pressure test
hole. For the pumping test, the current meter will be lifted uniformly from the bottom of the borehole testing section to the stable
water level. Meanwhile, the flow rate of a differential zone of the tested section is continuously detected. For the water pressure test,
the current meter will be lifted uniformly from the bottom of the borehole test section to the top of the borehole test section, and
the flow rate of the differential section will be continuously detected. +rough data analysis and processing, not only the average
permeability coefficient of the detected sections can be obtained but also the permeability coefficient of the differential section of
the rock and soil stratum can be calculated, respectively. Furthermore, the corresponding relationship between the permeability
coefficient and the detected location can be obtained. In view of the abovementioned reasons, the leaking point, the specific
position, and the leakage quantity of the detected section could be found out accurately, which will improve the accuracy of the
testing results obviously.

1. Introduction

+e water pressure test and pumping test are common test
methods for measuring the permeability coefficient of rock
and soil layers [1]. +e water pressure test is to isolate a
certain length of the borehole test section with special water-
stop equipment and then use a fixed water pressure to
pressurize water into this section of borehole; water seeps
into the rock mass through the cracks around the borehole
wall, and eventually, the amount of water seeped will tend to
a stable value; according to the water pressure, the length of
the test section, and the stable amount of water seeped into

the rock mass, the permeability coefficient of rock mass can
be calculated. +e stable flow pumping test means that the
flow rate and water level are relatively stable in a certain
period of time. +e permeability coefficient of rock and soil
can be calculated by using various theoretical formulas of
groundwater flow. However, the two methods have the
following disadvantages [2–4]: ① At present, the perme-
ability coefficient obtained by the water pressure test and
pumping test is the average value of the rock and soil stratum
in a test section. +e permeability coefficient of a differential
section of the rock and soil stratum in the test section cannot
be calculated, the corresponding relationship between the
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permeability coefficient and test section cannot be obtained,
and the specific location and leakage amount of the leakage
point and section cannot be accurately identified. ② +e
theoretical conditions do not agree with the actual geological
conditions. +e method of the pressure water test and
steady-flow pumping test considers that the seepage water in
the test section only distributes in the rock mass between the
upper and lower ends of the test section and the two parallel
planes perpendicular to the test section. +ere is no hy-
draulic connection between the test sections and the bottom
of the hole. In fact, they have complex hydraulic connec-
tions. In order to overcome the abovementioned problems,
the method and equipment of continuous detection of the
permeability coefficient of the rock and soil stratum can be
used. +is method and equipment can not only detect the
average permeability coefficient of the test section but also
accurately detect the permeability coefficient along the
differential section of the rock and soil stratum along the test
section, obtain the corresponding relationship between the
permeability coefficient and the test section, and accurately
find out the leakage point. +e specific location and leakage
amount of the segment effectively improve the accuracy of
the test results.

2. Working Principle

2.1. Differential Water Pressure Test. +e purpose of this
scheme is to provide a method of the single-stage differential
water pressure test with a high sensitivity and large-range
ratio anemometer, as shown in Figure 1. +e testing pro-
gram is to drill the test hole in stages. After the single hole is
finished, the hole is washed and the orifice tube is placed, the
probe of current meter is put into the bottom of the hole, the
single hole orifice is sealed, and the water is supplied to the
hole to achieve the specified value. When the water flow in
the hole is stable, the stepper motor works and sends the
probe slowly and uniformly to the top of the single hole
along the axis of the test section from the bottom to top. +e
probe can measure the velocity of flow at each point along
the borehole axis and convert it into flow. +e flow of a
differential hole section is equal to the difference between the
flow of the upper and lower sections of the hole section. +e
length of the differential test section is measured by using a
stepping motor. +e pressure is derived from the measured
value of the pressure sensor installed at the hole mouth and
the static position of groundwater. +e permeability of the
hole section is calculated according to formula (1) of the
pressure water test [5–7]. +e absorption rate is calculated,
and the distribution map of the test data of the differential
pore section along the hole depth is drawn.

Δq �
ΔQ
PΔL

, (1)

whereΔq is the absorption rate of the differential section, Lu;
ΔQ is the water quantity pressed into rock mass of the
differential section, m3; P is the test pressure; and ΔL is the
test length of the differential section, m.

2.2. Differential Steady-Flow Pumping Test. +e steady-flow
pumping test is to drill a pumping test hole and several water
level observation holes at the designed position, respectively.
A pumping system is used to pump water from the pumping
test hole to form a stable flow, forming a depressing funnel-
shaped groundwater surface centered on the pumping test
hole; as shown in Figure 2, when the water flow is assumed to
flow horizontally, the cross section of seepage through the
hole should be a series of concentric cylindrical surfaces.+e
pumping quantity Q is measured, and the distance between
the observation hole and the axis of the pumping test hole
are r1 and r2, respectively. +e average K value and dif-
ferential ΔK value of the soil layer can be obtained by
Darcy’s law [1, 8, 9].

Now, a cross section is taken around the axis of the
pumping test hole. +e distance between the cross section
and the center of the pumping test hole is r, and the height of
the water surface is h. +en, the cross section area A is

A � 2πrh, (2)

where A is the cross-section area, m2; r is the distance be-
tween the cross section and the center of the pumping test
hole, m; and h is the water surface height, m.

Assuming that the hydraulic gradient is constant and
equal to the gradient of the groundwater level line at this
point,

i �
dh

dr
, (3)

where i is the hydraulic gradient at the cross section.
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4
5

6
7

8

Figure 1: Layout plan of the differential water pressure test scheme.
1- drill hole; 2- turbine current meter; 3- electric cable; 4- sealing
device; 5- stepper motor; 6- water supply device; 7- pressure sensor;
and 8- computer.
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According to Darcy’s law, the amount of water pumped
from the well per unit time is

Q′ � Aki � 2πrh · k
dh

dr
, (4)

where Q is the amount of water pumped from the pumping
test hole per unit time, m3; k is the permeability coefficient,
cm/s.

+e integral equation (3) is

Q′ 
r2

r1

dr

r
� 2πk 

h2

h1
hdh. (5)

+en,

k �
Q′
π

ln r2/r1( 

h
2
2 − h

2
1 

, (6)

Δk �
h0

Δh
ΔQ′
π

ln r2/r1( 

h
3
2 − h

2
1 

, (7)

where Δk is the permeability coefficient of a differential
section, cm/s; ΔQ′ is the amount of water drawn from
pumping test hole of the differential section in the unit
time, m3.

A probe of the current meter is placed at the bottom of
the pumping test hole and lifted from the bottom of the test
hole to the stable water level uniformly. It continuously
detects the flow of the differential section. Two water level
monitors are used to detect the flow from the bottom of the
hole to the stable water level test section, and two water level
monitors, which are, respectively, placed in observation hole
I and II, are used to check the water level h1and h2; By
computer system analysis and processing, the distribution of
the permeability coefficient of the rock and soil stratum
along the depth of the pumping test hole can be obtained.

3. Hardware Design

3.1. Hardware Composition Design. +e structure of the
system is shown in Figure 3 [10–16]. +e system consists of
four sensors and a host computer. +e host computer is
mainly composed of an 80C196 single-chip computer sys-
tem, input channel (sensor, interface circuit, and keyboard),
output channel (monitor, printer, and data transponder),
and so on. +e sensors include a current meter probe, water
level monitor, displacement sensor, and pressure sensor.
Among them, the current meter probe measures the flow
velocity along the axis of the borehole and converts it into an
electric pulse signal which passes through the signal line in
the cable and the photoelectric isolator and sends it to the
microcomputer system; the pressure sensor measures the
water pressure, and the water level monitor measures the
water level of the observation hole and converts it into an
analog signal which passes through the signal line and
photoelectric isolation and sends it to the microcomputer
system. +e computer processes and analyses the above-
mentioned signals to get the distribution of absorption rate
or permeability coefficient of rock and soil along the
borehole range and displays and prints them.

3.2. Interface between the Sensor and MCU. +e analog
sensor signal is a 4–20mA DC current signal. +e analog
signal can be directly connected with the A/D conversion
circuit integrated in the 80C196 single-chip computer
through the interface. Its interface is composed of an iso-
lator, I/V converter, low-pass filter, protection circuit, and
reference voltage. +e analog current signal of 4–20mA is
input into the interface circuit through an electromagnetic
isolator. It is converted into 1–5V DC voltage by the I/V
converter. After the interference signal is removed by using
the low-pass filter, it is fed to the A/D port of the single-chip
computer [11–14].

+e pulse sensor is a high-frequency pulse signal, which
is transformed into a regular negative-tip pulse signal by
phase-sensitive rectification, coupled by a photoelectric
isolator, differential circuit, and monostable trigger, and
then transformed into a standard rectangular wave. +e
80C196 microcontroller reads the corresponding port data
at the set time interval [11–14].

4. Software Design

+is software adopts 80C196KB single-chip computer c
language for modular structure program design and sets
dozens of subprograms. +e main program part of the flow
chart is shown in Figure 4 [12–16]. +e software can be
divided into the following main modules by function. (1)
data acquisitionmodule- completing the flow rate data at the
flow meter and the data of the test hole depth provided by
the servo motor and the collection of various signs; (2) test
module- completing the test according to the water pressure
test and pumping test procedures; (3) data processing
module- calculating the flow distribution data along the axis
of the test hole; process and analyze the data according to

r1
r2

1 4

7

8
9

5
6

2
3

10

Impermeable stratum
Pervious stratum

h0 h1 h2

Figure 2: Schematic diagram of continuous detection by the
steady-flow pumping test. 1- pumping test hole; 2- observation
borehole I; 3- observation borehole II; 4- turbine current meter; 5-
water level monitor①; 6- water level monitor②; 7- electric cable;
8- pumping device; 9- stepper motor; and 10- computer.
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Darcy’s law and related calculation formulas, and obtain the
permeability coefficient along the axis of the test hole; and
(4) data printing module- the curves and tables required for
printing.

5. Simulation Test and Discussion

+e porous pumping test is carried out at a certain site. +e
pumping hole belongs to the diving integrity hole. +e
pumping hole depth is 15.2 meters, the groundwater level is
2 meters deep, and the water level drops 3.2 meters after
pumping. +e distance between observation hole I and II
from the center of the pumping test hole is observed, r1 and
r2 are 4.3m and 10m, respectively, and the water levels in
observation hole I and II are 12.45m and 12.72m, re-
spectively, and the permeability coefficient calculated
according to formula (6) is 5.23m/d.+en, the current meter
probe is uniformly raised upward from the bottom of the
pumping test hole (15.2m below the ground) to the stable
water level (5.2m below the ground). After data processing
and analysis, the distribution curves of pumping capacity
and permeability coefficient with pumping hole depth are
obtained, as shown in Figure 5. +e test results show that①
the permeability coefficient is not a fixed value with the
change of the hole depth, but fluctuates within a large range;
the minimum is 0.48m/d and the maximum is 24.66m/d;②
the section with small permeability coefficient can be judged
as an impervious section, and the section with large per-
meability coefficient can be judged as a leakage point or
section, such as points A, B, C, and D in Figure 5; and③ the
corresponding relationship between the permeability coef-
ficient and test section is obtained, and the specific location
and leakage amount of the leakage point and section are
found accurately, which effectively improves the accuracy of
test results.

+e water pressure test was carried out at a certain
fractured rock mass site. +e depth of the test hole was 15m,
the depth of the pressurized water test section was 5–15m,
the test pressure was 1.0MPa, and the water flow was 31.6 L/
min. +e absorption rate is 6.32 Lu according to formula (1).
+en, the current meter probe is uniformly raised upward
from the bottom of the water pressure test hole (15.0m
below the ground) to the top of the water pressure test hole
(5.0m below the ground). After data processing and

analysis, the distribution curves of pressurized water flow
and absorption rate with water pressure test hole depth are
obtained, as shown in Figure 6. +e test results show that①
the absorption rate is not a fixed value with the change of the
hole depth, but fluctuates within a large range, the minimum
is 1.32 Lu, and the maximum is 43.32 Lu;② the section with
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Figure 4: Main program flowchart.
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Figure 3: Host computer schematic diagram of continuous de-
tection by the steady-flow pumping test.
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small absorption rate can be judged as an impervious sec-
tion, and the section with large absorption rate can be judged
as a leakage point or section, such as points A and B in
Figure 6; and③ the corresponding relationship between the
absorption rate and test section is obtained, and the specific
location and leakage amount of the leakage point and section
are found accurately, which effectively improves the accu-
racy of test results.

6. Conclusions

(1) +is paper studies a method and equipment for
continuously detecting the permeability coefficient
of the rock soil layer. +is method is suitable for the
drilling water pressure test and steady-flow pumping
test and introduces the test principle, equipment
hardware, and software design.

(2) +e method and equipment can continuously detect
the flow of the differential section of rock and soil
strata in the test section. After the data analysis and
processing, the method and the device can not only
obtain the average permeability coefficient of the test
section but also get the microsegment permeability
coefficient of the test section; meanwhile, the cor-
responding relationship between the permeability
coefficient and the test section is obtained, the
leakage point, the specific position of the section, and
the leakage amount are accurately found, and the
precision of the test result is effectively improved.

(3) +e test results show that ① the permeability co-
efficient or absorption rate varies with the depth of
the hole, sometimes not a fixed value, but fluctuates
within a large range; ② the section with small
permeability or absorption rate can be judged as
impervious, while the section with large permeability
coefficient or absorption rate can be judged as a
leakage point and section; and ③ according to the
corresponding relationship between permeability or

absorption rate and the test section, the leakage
point, the specific position of the section, and the
leakage amount can be accurately found.
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,e influence of mining on the upper section of working face leads to the fracture of the lateral key block of the roof. From the goaf
to the coal body, a group of “left-middle-right” key blocks are formed. According to the three different spatial position structure
relations formed by roadway and broken key block in practical engineering, the mechanical causes of broken structure of key
block in roof of roadway along goaf are analyzed. FLAC3D is used to simulate and analyze the deformation characteristics and
stress state of key block structure model before and after roadway excavation, and the mechanical characteristics and instability
mechanism of key block sliding and breaking under three spatial structure modes are obtained. With the help of the mathematical
model of material mechanics, the structural mechanical behavior of key block model of roof before and after roadway excavation
and the temporal and spatial evolution law of unloading and breaking are studied. ,e results show that the complex influence
factors of mining disturbance and low strength of the weak rock mass will weaken the internal balance of “masonry beam”
structure. When the roadway is located below the fracture line of the key block, the middle key block will rotate and lose stability
with the side hinge joint of the goaf as the axis; when the roadway is located in the fracture line of the key block, it is easy for the
middle key block to slide and lose stability; when the roadway is located outside the fracture line of the key block, the middle key
block is in the state of complete collapse, the mechanical transmissionmechanism of the surrounding rock in the vertical direction
is weakened, and the surrounding rock is the most stable.

1. Introduction

China’s energy system is characterized by rich coal, poor oil,
and less gas, which determines that coal is still the main
energy carrier that supports China’s industrial development
and economic construction for a long time.With the gradual
reduction of mineral resources reserves and the gradual
destruction of geological and ecological environment, green
mining, precise mining, efficient utilization, and intelligent
development have become an important guarantee for coal
resources development and sustainable development [1, 2].
Academician He and academician Xie have pointed out that
there is a strong demand for the development and utilization
of deep coal resources under the situation of energy output

rising, mining intensity increasing, and mining depth
expanding. However, due to the particularity and complexity
of deep underground engineering environment, it is still
difficult to meet the needs of deep mining to study the
deformation and failure mechanism and mechanical evo-
lutionary mechanism of deep rock mass [3–5]. ,erefore, it
is a direct way and effective measure to solve the problem by
vigorously studying the mechanical behavior and dynamic
response law of deep rock mass disaster and promoting the
new mining system and mining technology.

With the in-depth discussion of Chinese scholars, gob-
side roadway has become the key research object of efficient
mining of coal resources because of its reasonable design
method, small amount of roadway excavation, and high coal
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recovery rate. ,e use of gob-side roadway not only sig-
nificantly improves the mine production efficiency, but also
opens up the direction for the strategic concept of green
mining and precise mining in China. However, in view of the
complex and diverse mining geological conditions of un-
derground coal and the multifield coupling of “three high
and one disturbance” of deep excavation rock mass, how to
realize the safety and stability control of gob-side roadway
excavation is still facing many challenges.

,e problem of asymmetric deformation and failure of
roof in the roadway was studied by Xie. ,e influencing
factors of the overall instability of the surrounding rock
bearing structure were proposed. ,e mechanical model of
the deep beam structure with strong mining asymmetric
anchorage was established, and the stress distribution
characteristics of the anchored beam structure and the
cooperative bearing machine were analyzed [6, 7]. Based on
the coordinated deformation model, the stability control
technology of gob-side roadway retaining in fully mecha-
nized top coal caving face was proposed by using roof
presplitting blasting method [8]. Combined with the geo-
logical engineering background of fully mechanized top coal
caving face, the stress state and failure characteristics of the
filling body beside the roadway along goaf were studied by
Feng [9]. ,e structural model of roof fracture of secondary
gob-side roadway retaining was established by Kan, and the
mechanical evolutionary law and stability control technol-
ogy of overlying rock deformation and failure of secondary
gob-side roadway retaining were revealed [10]. ,e basic
roof of gob-side roadway was divided into three types of
fracture by Wang, and the relative difference relationship
and evolutionary law of surrounding rock stress and coal
pillar pressure were analyzed with the help of numerical
software [11]. ,rough the concrete dynamic analysis of the
movement mode of the key block of the “masonry beam”
formed by the hard basic roof in the westernmining area, the
relationship between the extrusion pressure and the incli-
nation angle of key block and the mechanical response
characteristics of the key block instability were revealed by
Liu [12]. Based on the study of roof breaking law of close
distance coal seam group, He has pointed out that the greater
the roof damage, the greater the probability of S-R insta-
bility. ,e judgment basis depending on the dynamic var-
iable of collapse pressure and anti extrusion strength
attenuation of “masonry beam” hinge point was given [13].
Based on the theory of fracture mechanics, the influence
factors of the fracture instability of the cantilever beam were
analyzed by Yang. ,e inclination angle and length of the
crack were the key factors causing the fracture and instability
of the cantilever beam [14]. Based on the finite difference
principle and material failure criterion, the elastic-plastic
constitutive model of the primary failure of the basic roof
was established by He. ,e dynamic fracture characteristics
of the whole process of the basic roof breaking evolution
were analyzed from the aspects of roof breaking position,
breaking sequence, and breaking state [15].

,e above research provides a generalized model of the
broken structure of the key block for the roadway along the
goaf, and the mechanical mechanism between the roof of the
“masonry beam” structure and the coal mass in the goaf
below, the instability process, and the determination method
of the key block are given. However, the space-time rela-
tionship and mechanical response mechanism of roadway
along goaf and upper key block have not been systematically
integrated. Based on the theory of “masonry beam” key
block, this paper focuses on three kinds of spatial rela-
tionship between gob-side roadway and upper layer key
block breaking: roadway is located under the fracture line of
key block, roadway is located inside the fracture line of key
block, and roadway is located outside the fracture line of key
block. ,e structural model of roof key block fracture is
established, and the mechanical causes of key block fracture
structure are analyzed. ,rough three-dimensional nu-
merical simulation and theoretical analysis, the mechanical
mechanism and deformation law of roof key blocks are
revealed under three kinds of spatial structure states, and the
judgment basis for the optimal selection of space-time
position of gob-side roadway and upper broken key block
and disaster prevention and control is provided.

2. Analysis of Spatial Structure Model of Roof
Key Block Breaking in Gob-Side Roadway

During the mining process of coal body in the upper section
working face, the coal edge supporting the basic roof in the
direction of side goaf changes from elastic state to plastic failure
state, resulting in a large amount of bending deformation [16].
With the continuous influence of dynamic pressure and the
continuous advance of the working face, the overlying strata
structure is destroyed, forming a group of three key blocks,
namely, the right key block, the middle key block, and the left
key block. ,e spatial structure model is shown in Figure 1.

,e direct roof of the upper working face gradually col-
lapses with the mining of the lower coal body, and the basic
roof breaks at the bearing fulcrum of both ends of the rock
beam. ,e right key block is completely compacted on the
gangue pile of the upper section working face and forms an
articulated relationship with the adjacent fractured rock beams
[16]. ,e stress analysis of the middle key block is shown in
Figure 2; the middle key block is squeezed with adjacent rock
beam under the action of left and right horizontal extrusion
force T, and the shear forces QA and QC on the contact angle
make it stable in the vertical direction. Taking the left hinge
joint as the axis, it rotates and sinks to the right goaf direction,
showing a stepped subsidence structure.

In Figure 2, Ta and Tc are the squeezing forces of adjacent
rock beams, kN; Gb is the self-weight stress, kN; q1 is the
supporting load of coal body and direct roof, kN/m; q0 is the
overburden load, kN/m; QA and QC are the shear forces of
rock beam, kN; l1 is the supporting load length, m; l0 is the
rock block length, m; h0 is the depth of stratum, m; and θ is
the middle key block angle.
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3. Mechanical CauseAnalysis of Space Structure
Broken by Key Blocks

Based on the analysis of key stratum theory, a large amount
of coal mining results in a large area of goaf, which is ac-
companied by “three zones” of roof. Because the soft cushion
held by the key layers of each layer will weaken the me-
chanical transmission capacity of the overlying strata in the
vertical direction, the multiple groups of “masonry beam”
structure formed in the vertical direction of the fracture zone
will also play a certain supporting role on the underlying
rock layer, which makes it difficult for the mechanical re-
sponse mechanism of the lowest basic roof to show an
obvious upward trend with the increase of the working face
buried depth. ,erefore, the movement structure of the
lowest sub-key layer of the key block is not affected by the
migration of overlying strata, but only determined by its own
mechanical characteristics and rock properties, and its
movement characteristics will play a key role in restricting
the direct roof below and the pressure bearing state of the
coal body.

,e condition of the key block rotating instability is that
the extrusion force at the hinge point is greater than the anti
extrusion strength; that is, the hinge joint strength of the key
block cannot support the transmission force of adjacent rock
beams [17, 18]; the expression is

T> a · η · σc. (1)

In (1), a is contact area of hinge point, m2; η is extrusion
strength coefficient of contact surface; and σc is extrusion
strength of contact surface, MPa.

h + h1 ≤
0.15σc

ρg
i
2

−
2
3

i · sin θ + sin2 θ . (2)

In (2), h is thickness of coal seam, m; h1 is thickness of
immediate roof, m; σc is extrusion strength, MPa; i is rock
mass fragmentation; θ is dip angle;ρ is rock mass density, kg/
m3; and g is acceleration of gravity, N/kg.

When the right key block in the upper section gradually
sinks, it will drive the middle key block to rotate towards the
goaf and fracture. Before the two key blocks reach the initial
balance, the rotation angle of the middle key block increases
gradually, and the fracture boundary on both sides is rotated
to form hinge joint.

For the hard roof rock mass of shallow deep mine, when
the antiextrusion strength of the hinge point is greater than
the horizontal extrusion pressure, a stable key block
structure of “masonry beam” is formed. Even if the roadway
along the goaf is excavated in the lower coal body, the hinge
point can still maintain a relatively stable self-balance state
without breaking. However, in the deep soft rock roadway,
the hinge point is often in the postfailure stage. ,e main
reasons for the fracture of the hinge point are as follows: On
the one hand, the coal seam group composed of multilayer
coal body is distributed from the top to the bottom of the
deep mine. ,e basic roof of this coal seam is located in the
influence area of the floor damage when the upper coal
mining disturbance occurs, the integrity of the upper part of
the basic roof and even the whole rock beam is damaged, and
the bearing capacity and stability are greatly reduced [13].
On the other hand, the roof rock layer in the “three soft” coal
seam in deep mine is relatively soft, and the compressive
strength of rock mass is greatly reduced, which makes the
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Figure 1: Schematic diagram of key block fracture structure model.
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Figure 2: Stress analysis of the middle key block.
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judgment conditions of rotary deformation and instability of
surrounding rock reduced. It is difficult for the “masonry
beam” to form a stable hinge point, and the rock movement
continuously causes subsidence and is gradually compacted
on the supporting body below.,e supporting load provided
by the support body increases gradually, which causes the
key block to evolve from the rotary instability to the limit
equilibrium state, until the overburden structure is balanced
again.

In the limit equilibrium state of the deep soft rock roof,
the mechanical properties and integrity of the rock at the
hinge joints on both sides are poor, so it is difficult to provide
enough shear force and extrusion force. ,erefore, the coal
body and direct roof under the middle key block are the
main supporting loads to maintain the structural stability.
When the roadway is excavated under the basic roof, the
redistribution of coal stress will seriously affect the sup-
porting force of overlying strata, break the limit equilibrium
state, and lead to S-R instability of the key broken block. ,e
load generated by the “given deformation” state will directly
act on the surrounding rock of the roadway until a new
equilibrium is reached.

4. Analysis of Breaking and Instability
Characteristics of Key Roof Blocks in Gob-
Side Roadway Based on
Numerical Simulation

4.1. Establishment of Numerical Model. After the excavation
of underground coal and rock mass, the roof of gob-side
roadway is damaged, which leads to the deformation and
fracture of the upper key block. ,e spatial position rela-
tionship between gob-side roadway and key block can be
divided into three types: the roadway is located under the
fracture line of the key block, the roadway is located inside
the fracture line of the key block, and the roadway is located
outside the fracture line of the key block [11]. ,e stress-
strain characteristics of surrounding rock caused by three
kinds of roadway layout are analyzed using FLAC3D nu-
merical simulation software, and the spatiotemporal evo-
lution process of key block failure is explored.

,e model size is divided into 150m× 30m× 50m, and
the three-dimensional numerical analysis model as shown in
Figure 3 is established. ,e displacement constraint
boundary is set on the left and right sides of the model, the
bottom of the model is fixed as the full constraint boundary,
the corresponding displacement constraint boundary is set
at the top of the model synchronously, and the vertical
uniform load is applied above the model. ,e model is
divided into five groups of strata from bottom to top, which
represent basic floor, immediate floor, coal body, immediate
roof, and basic roof. ,e basic roof is divided into three
groups every 50m along the x-axis direction, including the
left key block, the middle key block, and the right key block.
,e Mohr–Coulomb constitutive yield criterion is used to
reveal the evolutionary process of dynamic failure of sur-
rounding rock. ,e rock mechanical parameters selected by
simulation are shown in Table 1.

,is model mainly highlights the manifestation of the
force exerted on the roadway surrounding rock by the
breaking key block, so it simplifies the basic overlying strata
model. An in situ stress load of 20MPa was applied in the
area with a height of 50m. In the right side of the model, the
null model is established to simulate the goaf, and large
deformation is used to simulate the caving characteristics of
roof strata. ,e interface between the left key block, the
middle key block, and the right key block is established to
simulate the crack and hinge joint of the “masonry beam”
structure. After calculating the balance of the goaf model, the
4m× 3m gob-side roadway is excavated according to the
space position of the roadway and the key block fracture line,
as shown in roadway ①, roadway ②, and roadway ③ in
Figure 3. Meanwhile, the 4m narrow coal pillar is reserved
for roadway protection.

4.2. Stress Distribution Characteristics of Key Block Fracture.
,e vertical stresses of overburden space structure before
and after excavation of three kinds of gob-side roadways are
analyzed, which are located under the fracture line of the key
block, inside the fault line of the key block, and outside the
fault line of the key block. ,e stress evolutionary nepho-
gram is shown in Figures 4–6.

Before roadway excavation, the middle key block, the left
key block, and the right key block jointly form the stepped
sinking structure of “masonry beam.” ,e key blocks of
model① and model② belong to oblique overlapping state,
while the key blocks of model ③ are in horizontal com-
paction state. ,e influence range of supporting pressure on
coal wall side is smaller and more stable than the former two
models.

After the roadway excavation, the maximum vertical
support pressure of coal pillar is about 35MPa when it is
directly below the fracture line of key block, ,e value is
about 31MPa when it is located inside the fracture line of the
key block, and the minimum value is about 13MPa when it
is far away from the action range of the key block. With the
different space position of roadway layout, the support
pressure of coal pillar decreases obviously. It can be seen that
the spatial position relationship between the middle key
block and the gob-side roadway is the key factor affecting the
surrounding rock stability of gob-side roadway. When the
roadway is located at any position below the key block, it will
show different stress characteristics. ,e deformation of
surrounding rock is the macroscopic manifestation of the
corresponding supporting pressure caused by different
shapes of the middle key block.

,e right part of the middle key block of model ① is
compacted on the gangue pile in the goaf, and the plastic
stress increases. ,e supporting load on the left end point is
completely borne by the coal pillar. ,e large span and
inclination angle produced by the oblique overlapping state
of the middle key block lead to the obvious stress con-
centration phenomenon in the left bottom corner and right
top corner of the coal pillar, for which it is easy to cause the
single inclined plane shear failure of the coal pillar. In ad-
dition, the left hinge joint plays a role of mechanical
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transmission in the process of roadway excavation, which
drives the left coal mass to produce a large range of stress
increasing area and causes the roof subsidence and bottom
heave. When the mining disturbance scope of the working
face gradually expands, there is a hidden danger of S-R
instability in the middle key block, which will lead to a large
amount of direct roof caving and single inclined plane shear
failure of coal pillar.

,e left side of the middle key block of model ② is
located on the solid coal, bearing the maximum supporting
load, and the right side is mainly balanced by the extrusion
friction of hinge joint, forming a relatively stable triangular
support structure, which plays a certain supporting role for
roadway excavation. As the supporting point of the upper
rock beam, the coal pillar guides the support pressure to
transfer to the deep coal body, resulting in a large range of
stress increasing area at the coal wall side of the roadway.
Because the coal pillar is located directly below the middle
key block, the stress increase area in the middle of the coal
pillar will be generated due to the splitting effect, which
aggravates the risk of “left bottom corner middle right top
corner” breakthrough failure of coal pillar. At the same time,
because the whole roadway is enveloped by the middle key
block and the stress increasing area under the two sides is
connected at the floor, the superimposed pressure will have a
strong impact on the floor. ,erefore, for this kind of space
structure roadway, attention should be paid to the floor
pressure relief and support measures to alleviate the damage
of superimposed pressure.

In model ③, when the goaf is formed, there is no
supporting load under the hinge joint on the left side of the
broken roof, so it is difficult to support the inclined over-
lapping stable structure depending on the shear force at the
hinge point, so as to completely lose the stability and make it
compacted on the gangue pile in the goaf to produce plastic

stress peak value. For the coal body, the force is only the
reverse force produced by the left key block when resisting
the sliding instability of the broken roof, and when the hinge
joint is completely destroyed, the reverse force will disap-
pear. ,erefore, the surrounding rock stress of the roadway
is the minimum, the displacement is also the minimum, and
the surrounding rock state is the most stable. However, such
key blocks will cause severe roof disturbance when roof
cutting occurs, accompanied by obvious energy release and
abnormal ground pressure. ,erefore, special attention
should be paid to the safety of personnel and equipment near
the working face at that time.

4.3. Deformation Instability Characteristics of Key Block
Fracture. ,rough dynamic observation and analysis of the
surrounding rock displacement changes of the three road-
way models after excavation, the displacement evolution
nephogram is obtained, as shown in Figure 7. After the
excavation of roadway, the plastic failure characteristics of
coal pillar radial expansion and axial compression are ob-
vious. ,e surrounding rock of roadway generally presents
the deformation evolution characteristics of concave corner,
convex side line, from square to X shape. Due to the oblique
eccentric load action of the middle key block of model ①
and model ② and the left horizontal thrust action of the
middle key block of model ③, the surrounding rock of
roadway presents the evolution trend of oblique deforma-
tion, and the deformation amount decreases gradually.

,e displacement curve is drawn with the maximum
unbalanced force operation sequence in FLAC3D simulation
as abscissa and the displacement of two sides of roadway,
roof, and floor as ordinate, as shown in Figure 8.

According to the analysis in Figure 8, the displacement
curves of coal wall side of roadway ① and roadway ② are
approximately equal, which is consistent with the phe-
nomenon of coal wall side support pressure shown in
Figures 4 and 5. ,e displacement of side and roof of coal
pillar shows corresponding numerical changes due to dif-
ferent supporting pressure.,e floor heave curve of roadway
② is slightly higher than that of roadway①. Compared with
the stress distribution nephogram in Figures 4 and 5, it can
be seen that the floor pressure stress areas of roadway① are,
respectively, limited under the coal wall and coal pillar, and
the floor pressure stress areas of two sides of roadway ②
have a penetrating and overlapping effect, which causes the

Left key block Middle key block Right key block

Goaf

Direct roof Coal body Direct floor

Basic floor

Roadway 1

Roadway 3 Roadway 2

Figure 3: Numerical analysis model.

Table 1: Parameters of rock mechanics.

Classification B (GPa) S (GPa) C (MPa) f (°) T (MPa)
Right key block 5.65 5.25 8.0 30.5 7.6
Middle key block 5.65 5.25 8.0 30.5 7.6
Left key block 5.65 5.25 8.0 30.5 7.6
Immediate roof 0.65 0.62 6.0 25.6 5.4
Coal body 0.25 0.62 6.0 30.0 2.0
Immediate floor 0.53 0.41 6.0 25.6 5.3
Basic floor 4.80 4.60 5.0 20.0 6.0
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floor heave to increase. Comprehensive analysis of the de-
formation displacement curve of surrounding rock at dif-
ferent positions of the roadway shows that the displacement
of surrounding rock of roadway ③ is the smallest, and no
obvious deformation occurs on the whole.

5. Mechanical Evolutionary Law of Roof Key
Block Breaking in Gob-Side Roadway

5.1. Mechanical Model Analysis of Key Block Structure before
Roadway Excavation. Based on the above-mentioned
structural characteristics of “masonry beam,” themechanical
model of the key block in the roof of gob-side entry is
constructed. Considering that the thickness of overlying
strata in deep mine working face is relatively large, usually
more than 800m, the difference of overburden load caused
by rotation subsidence of key block can be ignored, and the
force exerted by overlying strata on the key block is ap-
proximately uniform load in vertical direction. With the
rotation and subsidence of the key block in the middle
position, the collapsed rock layer is gradually compacted on
the direct roof and coal body below, resulting in the in-
creasing of the supporting force of coal and rock mass, and
the bearing structure gradually reaches the limit equilibrium
state. ,e direct roof and coal body change from original
rock state to goaf from elastic deformation to plastic yield
until plastic failure. ,e supporting effect of surrounding
rock on the key block is nonuniform load, which shows a
linear decreasing trend approximately.

,e stress model of the key block in Figure 2 is improved
to the “masonry beam” optimization model as shown in
Figure 9, and then the stress status of the key block is an-
alyzed. In Figure 9, the shear force and compression force on
both sides evolve into four hinge bearings, which are omitted
because the self-weight is smaller than the load of overlying
strata. ,is model is a one-time statically indeterminate
model; the model is further refined and decomposed to form
the radial force model of “masonry beam” shown in Fig-
ure 10 and the axial force model of “masonry beam” shown
in Figure 11. ,en, the improved radial force model of
masonry beam and the axial force model of masonry beam
are solved, respectively, and the radial force FAY, FCY and
axial force FAX, FCX of rock beam model are obtained.

,e radial force model of “masonry beam” in Figure 10 is
analyzed, and the equilibrium condition is obtained.

 FX � 0⇒FCX + 
l0

0
q0 sin θdx � FAX

⇒FCX + q0l0 sin θ � FAX,

 FY � 0⇒FCY + FAY +
1
2
q1l1 � q0l0 cos θ

⇒FCY + FAY � q0l0 cos θ −
1
2
q1l1,

 MO � 0⇒q0l0 cos θ ·
1
2
l0 cos θ

� FAYl0 + 
l1

0
q1 −

q1

l1
x xdx � FAYl0 +

1
6
q1l

2
1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

After solving, the results are as follows:

FAY �
1
2
cos2 θq0l0 −

1
6
q1

l
2
1

l0
,

FCY � q0l0 cos θ 1 −
1
2
cos θ  −

1
2
q1l1 1 −

1
3

l1

l0
 .

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(4)

In (3) and (4), FX is the force characteristic in X
direction, kN; FY is the force characteristic in Y direction,
kN; M0 is the moment at the hinge point O between the
middle key block and the left key block, kN·m; FCX is the
axial force of the left key block along the middle key
block, kN; l0 is the rock block length, m; q0 is the
overburden load, kN/m; FAX is the axial force of the right
key block along the middle key block, kN; θ is the in-
clination angle of beam; FCY is the radial force at the
hinge joint between the middle key block and the left key
block, kN; FAY is the radial force at the hinge joint be-
tween the middle key block and the right key block, kN;
q1 is the supporting load provided by the direct roof and
coal body below, kN/m; and l1 is the length of direct roof
and coal body below, m.

,e axial force model of “masonry beam” structure in
Figure 11 is analyzed, and the equilibrium condition is
obtained.
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Figure 4: Vertical stress distributionmap of overburden structure before and after excavation when roadway is under the fracture line of key
block. (a) Before roadway excavation (unit: Pa). (b) After roadway excavation (unit: Pa).
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FCX + q0 sin θx + FN(x) � 0,

ε(x) �
σ
E

�
FN(x)

EA
� −

FCX

EA
−

q0 sin θx

EA
,

ΔL(x) � 
x

0
ε(x)dx � −

FCX

EA
x −

q0 sin θ
EA

x
2

2
.
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

When x is equal to the total length of l0, we get

ΔL l0(  � −
FCX

EA
l0 −

q0 sin θ
EA

l
2
0
2

� 0. (6)

After further solution,

FCX � −
1
2
q0l0 sin θ,

FAX � −
1
2
q0l0 sin θ + q0l0 sin θ �

1
2
q0l0 sin θ.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(7)

In (5)–(7), x is the axial length variable of the beam, m;
FN(x) is the axial force function about x;ε(x) � (σ/E) is a
function of Hooke’s law about x; E is the elastic modulus, Pa;
A is the cross-sectional area of the bar, m2; and ΔL(x)is the
elongation function about x.

,e definition of radial force FAY, FCY and axial force
FAX, FCX in the material mechanics model is the hinge
support reaction force to maintain the stability of the
structure. In practical engineering problems, they are the
mechanical framework of the coupling of extrusion force T
and shear force Q, as shown in

FAY � QA + TA sin θ,

FCY � QC + TC sin θ,
 (8)

FAX � TA cos θ,

FCX � TC cos θ.
 (9)

,e shear force Q is nominally generated by the friction
resistance of axial force FX at the hinge point, but it is not
equal in the field measurement value, which means that the
shear forceQ is affected by many factors such as the strength
of the contact surface at the hinge point, rock properties, and
hydrogeological conditions.

According to the mathematical analysis, when the
middle key block reaches the limit equilibrium state, the
mechanical properties of the rock at the hinge point are
poor, and the friction mechanical connection between the
shear stress and the extrusion force is weak, which can be
regarded as separate force. In the same underground en-
gineering environment, when the limit equilibrium state is
destroyed due to mining disturbance, according to (4) and
(8), the shear force QA, QC at the hinge point of the middle
key block is mainly affected by the support load q1 and the
inclination angle θ. According to (7) and (9), extrusion
forces TC and TA are only affected by inclination angle θ. In
practical engineering, the cause of structural instability is
usually the excavation of gob-side roadway, which directly
leads to the decrease of support load q1 and the redistri-
bution of stress state of the middle key block. With the
gradual decrease of support load q1, the shear force QA and
QC will increase, and the increase range of QC is greater than
that of QA. However, due to the weak nature of rock, the
shear force provided by it is far less than the shrinkage of
support load q1 amplitude reduction. ,erefore, the middle
key block rotates to the horizontal direction, the inclination
angle θ decreases, the extrusion pressures TC and TA produce
synchronous attenuation, and the key block breaking shows
a sinking trend, for which it is easy to cause instability.

5.2. Evolution Law of Key Block Breaking and Instability after
Roadway Excavation. Tunnel excavation leads to stress
unloading of surrounding rock, resulting in secondary
distribution of initial equilibrium stress field. With shear
dilatancy failure of internal weak structural plane, sur-
rounding rock quickly presents yield state and gradually
loses bearing capacity [19], which leads to secondary sub-
sidence of broken key block. ,e migration and subsidence
trend of key broken block after three groups of model
roadway excavation is shown in Figure 12.

According to the previous calculation formula of mine
stress and strata control theory [20], the width of limit
equilibrium zone of roadway side is

x0 �
mA

2tgφ0
ln

kcH + C0/tgφ0( 

C0/tgφ0(  + Px/A( 
 . (10)

In (10), m is the mining thickness of coal seam, m; A is
the side pressure coefficient; tgφ is the friction coefficient; k is
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Figure 5: Vertical stress distributionmap of overburden structure before and after excavation when roadway is located in the fracture line of
key block. (a) Before roadway excavation (unit: Pa). (b) After roadway excavation (unit: Pa).
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the stress concentration factor; H is the buried depth of
roadway, m; c is the average bulk density of rock stratum,
kN/m3; C0 is the cohesion between coal seam and roof rock,
MPa; and Px is the support resistance, MPa.

After analysis, the width of the vertical projection plastic
zone of the roadway relative to the horizontal plane of the
roof is obtained as follows:

L � x0 + l + 4. (11)

In (11), L is the width of plastic zone,m; x0 is the width of
limit equilibrium zone, m; and l is the width of roadway, m.

,erefore, in the area of L� x0 + l+ 4 under the roof, due
to the plastic failure of coal, the supporting force provided by
the coal body to the roof decreases, and the stress state of the
broken key block is redistributed. ,e main manifestation is
that the mechanical behavior at the hinge joint changes, and,
with the S-R instability, the surrounding rock of the roadway
produces a lot of deformation.

Before the roadway is excavated, the broken key block
is in the limit equilibrium state. It is assumed that the load
acting on the key block is decreasing nonuniform load.
When the gob-side roadway is excavated under the broken
key block, the bearing capacity of the direct roof and coal
body will be directly reduced, and the supporting load will
be attenuated, which will lead to the secondary subsidence
of the broken key block. According to the different
subsidence of three groups of model breaking key blocks
shown in Figure 12, it is concluded that when the roadway
is under the fracture line of key broken block, the

attenuation effect on supporting load is the largest. When
the roadway is located in the fracture line of the key block,
the attenuation effect on the supporting load is moderate.
When the roadway is located outside the fracture line of
the key block, the attenuation of the supporting load on
the broken roof is almost zero. ,at is, ∆q1(model ①) >
∆q1(model ②) > ∆q1(model ③).

According to the first kind of situation, when the
roadway is located near the fracture line of the left key block
and the middle key block, the pressure relief state generated
in the L area will directly act on the hinge joint position. ,e
supporting load q1 of the left hinge point of the middle key
block decreases sharply, QC gradually increases and drives
the increase ofQA slowly, the extrusion pressure Tdecreases,
the hinge point loses stability, and the right hinge point of
the middle key block suffers from the left stress state. ,e
effect of state change is small, and it is still stable. ,erefore,
the rotation instability of the middle key block takes the
hinge point in the direction of the right goaf as the axis, the
load generated by the left rotary subsidence directly acts on
the L area, which makes the surrounding rock of the
roadway produce a large amount of displacement, and the
narrow coal pillar and coal body cannot bear the sinking
load of the basic roof.,erefore, the side support structure of
the coal pillar is required to provide enough support re-
sistance within the effective time to make the middle key
block reach the level balance state again.

In the second case, the roadway is all located under the
middle key block, and the existence of L area attenuates
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Figure 6: Vertical stress distribution map of overburden structure before and after excavation when roadway is located outside the fracture
line of key block. (a) Before roadway excavation (unit: Pa). (b) After roadway excavation (unit: Pa).
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Figure 7: Cloud chart of surrounding rock displacement evolution after excavation of three roadway models. (a) Roadway① (unit: m).
(b) Roadway ② (unit: m). (c) Roadway ③ (unit: m).
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the supporting force. ,e attenuation center is approxi-
mately taken as the center line of the vertical direction of
the middle key block. ,e support load q1 decreases, and
QC and QA increase correspondingly. ,e middle key
block sinks, and the support pressure is applied to the left
coal body. ,erefore, the angle θ of the middle key block
decreases, the extrusion pressure Tdecreases, it is difficult
for the two hinge joints to maintain the original equi-
librium state, and the key block in the middle is sliding
and unstable. Due to the pressure produced by its sliding
and the subsidence acting on the coal below, the sur-
rounding rock of the roadway will lose its stability and
deformation along with a large range of plastic zone.
,erefore, in the process of roadway excavation and

support, it is necessary to pay attention to the overall
supporting measures of surrounding rock to provide a
wide range of supporting force to maintain the structural
balance.

In the third kind of situation, the roadway is located
outside the fault line of the left key block and the middle key
block. For the deep soft rock roadway, the strength of the
hinge point is low. When the goaf is formed, it will be
destroyed due to the large in situ stress, so that the key block
in the middle is completely crushed on the gangue pile, and
it is difficult to form a triangular support structure. In this
space state, the support pressure of coal body is the mini-
mum. ,e function of L area is mainly in the active range of
the left key block; when the support load q1 decreases, it is

Roadway 1
Roadway 2
Roadway 3

D
isp

la
ce

m
en

t (
cm

)

Maximum unbalanced force
1 1 × 10–1 1 × 10–2 1 × 10–3 1 × 10–4 1 × 10–5

8

7

6

5

4

3

2

1

0

(a)

Roadway 1
Roadway 2
Roadway 3

D
isp

la
ce

m
en

t (
cm

)

Maximum unbalanced force
1 1 × 10–1 1 × 10–2 1 × 10–3 1 × 10–4 1 × 10–5

–2

–4

–6

–8

–10

–12

–14

–16

0

–18

(b)

Roadway 1
Roadway 2
Roadway 3

D
isp

la
ce

m
en

t (
cm

)

Maximum unbalanced force
1 1 × 10–1 1 × 10–2 1 × 10–3 1 × 10–4 1 × 10–5

–2

–4

–6

–8

–10

–12

–14

–16

0

(c)

Roadway 1
Roadway 2
Roadway 3

D
isp

la
ce

m
en

t (
cm

)

Maximum unbalanced force
1 1 × 10–1 1 × 10–2 1 × 10–3 1 × 10–4 1 × 10–5

5

4

3

2

1

0

(d)

Figure 8: Displacement curve of measuring points at different positions of roadway. (a) Displacement curve of coal wall side measuring
point in roadway. (b) Displacement curve of coal pillar side measuring point in roadway. (c) Displacement curve of roadway roof measuring
point. (d) Displacement curve of roadway floor measuring point.
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only affected by the bearing pressure of left key block, which
is not enough to cause S-R instability deformation of the left
key block, so the roadway is the most stable in this spatial
position.

For the first and second types of structural mechanics
models, the state load of “given deformation” caused by
breaking key block will directly act on the surrounding
rock of roadway, and its size is related to the angle of θ.
With the decrease of θ angle, S-R instability will occur in
the middle key block, and the load on coal body will
increase gradually. When θ � 0, the middle key block will

lose the role of friction shear force, the self-gravity and all
the load of overlying strata will be borne by the coal below,
it will be difficult for the surrounding rock of roadway to
maintain stable state, and the support is difficult.
,erefore, it is necessary to support the surrounding rock
of roadway as soon as possible after the roadway exca-
vation and before the decrease of θ, so as to enhance the
stability of surrounding coal, reduce the attenuation
amplitude of support load, and restore the balance of large
structure within the controllable range of surrounding
rock displacement.
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Figure 9: Optimization model of “masonry beam.”
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Figure 11: Axial force model of “masonry beam.”
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For the third kind of structural mechanics model, the
supporting force at the hinge point of the middle key block is
mainly provided by the side coal pillar of the goaf, the load of
the left key block is mainly borne by the coal mass that has
not been mined, the influence of l area on the left key block
and the right key block is small, the surrounding rock
pressure and displacement of roadway are the minimum,
and the structure is most stable.

6. Conclusions

(1) ,e stability of the key block of “masonry beam” is
directly related to the compressive strength of rock
mass at the hinge point. ,e roof of deep soft rock
roadway is easily affected by the mining disturbance
of the upper coal body and the low strength of rock
mass itself, resulting in the lower σc of basic roof. If
the compressive strength at the hinge point is unable
to withstand the extrusion force generated by the
rotation of key block, the shear force provided by the
hinge point is very weak, and the surrounding rock
will gradually sink until the supporting load is
enough to maintain the balance of “masonry beam”
structure.

(2) ,e spatial relationship between the roadway and
key block can be divided into three types: the
roadway is located below the fracture line of key
block, the roadway is located inside the fracture line
of key block, and the roadway is located outside the
fracture line of key block. When the roadway is
located below the fracture line of key block, the
support pressure at the side of coal pillar is the
largest. When the roadway is located inside the
fracture line of key block, the support pressure of the
coal pillar side is slightly lower than that of the
former, but both of them have the risk of single
inclined plane shear failure. Moreover, the support
pressure range of coal wall side of such roadway is
the largest, and the stress superposition area appears
in the floor, which leads to a large-scale bottom
drum. When the roadway is located outside the
fracture line of broken roof, the stress of surrounding
rock is the minimum.

(3) ,e shear forces QA and QC at the hinge point of the
middle key block are mainly affected by the support
load q1 and the inclination angle θ, while the ex-
trusion forces TC and TA are only affected by the
inclination angle θ. With the decrease of support
load q1, the shear stresses QA and QC increase, and
the increase range of QC is greater than that of QA.
However, due to the weak mechanical properties and
low strength of the rock, the shear force provided by
the rock is far less than the reduction range of the
support load q1, which makes the broken roof rotate
to the horizontal direction, the inclination angle θ
decreases, the extrusion pressures TC and TA pro-
duce synchronous attenuation, and the broken roof
shows a sinking trend as a whole, for which it is easy
to slide and lose stability.

(4) ,e mechanical evolutionary law of S-R instability of
the key block is obtained by analyzing the stress state
and deformation characteristics of the key block
under three kinds of spatial positions. When the
roadway is located below the fracture line of key
block, the coal wall and coal pillar cannot provide
enough support for the hinge joint, which makes the
surrounding rock rotate unstably with the hinge
point of the goaf side as the axis. When the roadway
is located in the fracture line of key block, the
surrounding rock bears the maximum support
pressure, and it is easy for the hinge joint on both
sides to slide and lose stability when the extrusion
pressure decreases. According to these two kinds of
roadway layout, the stress superposition caused by
concentrated load should be avoided reasonably in
effective time, and the surrounding rock of roadway
should be reinforced and supported. When the
roadway is located outside the fracture line of key
block, the middle key block is in the state of complete
collapse, the mechanical transmission mechanism of
surrounding rock in the vertical direction is weak-
ened, and the surrounding rock is the most stable.

Data Availability

,e data used to support the findings of this study are in-
cluded within the article.
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Groundwater seepage significantly affects the temperature field of a cold region tunnel. Laboratory model tests are carried out to
evaluate its effects, yielding four main results. First, groundwater seepage can increase tunnel air temperature and decrease the
thickness and length of the tunnel insulation layer. Second, groundwater seepage and tunnel ventilation exert a coupling effect on
the surrounding rock temperature. -is effect is related to the surrounding rock depth. -ird, the influence of the groundwater
seepage velocity on the temperature of the interface between the lining and surrounding rock demonstrates a spatial difference,
and the groundwater seepage leads to an uneven temperature distribution at the interface between the lining and surrounding
rock. Furthermore, under groundwater seepage, the shape and size of the tunnel cross section have significant effects on the
interface temperature. Fourth, the cold region tunnel has an antifreezing capability that is mainly related to the frost heaving of the
surrounding rock and the groundwater seepage velocity. -is capability should be fully utilized in the design of cold region
tunnels. -e experimental data presented can be used to verify the reliability of the theoretical calculation model for tunnel
temperatures in cold regions.

1. Introduction

Half of the world’s land area is covered by transient per-
mafrost, seasonal frozen soil, or permafrost [1, 2]. Cold
region tunnels have been increasingly built in recent years
but freezing damage to such tunnels threatens their struc-
tural and operational safety [3–6]. Aiming to solve the
problem of freezing damage to cold region tunnels, inves-
tigations on their temperature field have increased. For
example, Lai et al. [7] used dimensionless parameters and
perturbation methods to approximate the temperature
distribution of the surrounding rock of cold region tunnels.
Zhang et al. [8] proposed an analytical solution for heat
conduction in tunnels, considering both composite medium
and time-dependent boundary conditions. Lai et al. [9]
derived the governing equations for the coupled problems of

seepage, temperature, and stress fields, with consideration of
the ice-water phase change. Zhang et al. [10–12] derived an
element calculation formula for the thermo-hydro coupling
model to explore how different construction seasons, initial
temperatures, and thermal insulation thicknesses affect the
temperature field of cold region tunnels. Tan et al. [13–15]
used the “three-zone” model to derive the governing
equation for the temperature field of surrounding rock. -e
airflow inside the tunnel and the heat convection between
the air and lining were simulated using the k-s turbulence
model and the wall function. Li et al. [16] established a
water-thermal coupling mathematical model for permafrost
to determine the optimal thickness of the tunnel insulation
layer. Yan et al. [17] performed a numerical investigation on
the influences of different ventilation velocities on the design
parameters of the thermal insulation layer.
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-e above theoretical studies demonstrate the com-
plexity of tunnel heat transfer in cold regions. Model tests
can also be used to study the temperature field of the cold
region tunnel. Feng et al. [18] developed a cold region
tunnel model consisting of a refrigeration system, a cir-
culation system, and a temperature control system with a
1 : 25 geometric reduced scale to study the temperature
field and frost heave force of cold region tunnels and the
reliability of thermal insulation layers. Zhang et al. [19]
investigated the effects of the heat released during con-
struction and of boundary temperatures on the temper-
ature field of surrounding rock in permafrost tunnels
using a model experiment with a 1 : 26.83 geometric re-
duced scale. Speeding up construction and installing
insulation layers effectively weakened the negative effects
of thermal disturbance during construction and of
boundary temperatures. Zeng et al. [20] explored the
influences of inlet airflow temperatures and mechanical
ventilation on the temperature distribution of sur-
rounding rock via a model test with a 1 : 30 geometric
reduced scale under ventilation conditions. -ey found
that mechanical ventilation in the positive ventilation
direction adversely affects the freezing damage to cold
region tunnels. Liu et al. [21] built a tunnel model with a
1 : 37 geometric reduced scale to explore the distribution
of the temperature field and the expansion law of frost
front under different inlet airflow temperatures and wind
speeds.

Groundwater seepage has significant effects on the
temperature field of the surrounding rock in cold region
tunnels [9, 13, 22–24]. -e frozen depth of cold region
tunnels is significantly affected by the seepage velocity [9].
However, the above model tests did not consider its effects
on the temperature field of cold region tunnels. In this paper,
heat transfer model tests of cold region tunnels experiencing
groundwater seepage are carried out. -e model test results
are used to analyze the distribution characteristics of the
temperature field and to reveal the gradual freezing process
of cold region tunnels under groundwater seepage. -e
results are also used to analyze the causes of freezing damage
to cold region tunnels and to thereby provide a basis for its
prevention and control.

2. Model Test

2.1. Investigating the Freezing Damage to a Prototype Tunnel.
-e freezing damage (shown in Figure 1) to two highway
tunnels, one in the InnerMongolia Autonomous Region and
the other in Hebei Province, is investigated.

-e highway tunnel from the Inner Mongolia Auton-
omous Region is a separated tunnel that is 3,960m long on
the left and 3,915m long on the right, and the width of each
tunnel is 12m. -e average wind speed is 1.2m/s, and the
mean annual temperature is −2.6°C. -e yearly frost-free
period lasts for approximately 95 days. -e frost penetration
depth is 3m. -e tunnel was opened to traffic in November
2012. In January 2013, the average temperature in was below
−25°C, and a large number of leakages and extensive road ice
occurred in the tunnel.

-e highway tunnel from Hebei Province is a sepa-
rated tunnel that is 2,946m long on the left and 2,992m
long on the right, and the width of each tunnel is 12m.-e
average wind speed is 2.4m/s, and the mean annual
temperature is 3.2°C. -e yearly frost-free period lasts for
approximately 120 days. -e frost penetration depths of
the entrance and exit of the tunnel are 1.4 m and 2m,
respectively. In January 2016, the tunnel experienced
extreme cold weather. -e average temperature in January
2016 was close to −25°C. Freezing damage, such as leakage
and water freezing, occurred in the tunnel.

Based on the freezing damage to two highway tunnels in
the Inner Mongolia Autonomous Region and Hebei Prov-
ince, a model test is conducted to investigate the distribution
of the tunnel temperature field and the mechanism of
freezing damage under various groundwater seepage
velocities.

2.2. Similarity Criteria for the Prototype and Model Tunnels.
-e transient heat transfer in the concrete lining and sur-
rounding rock of the tunnel prototype is governed by
Fourier’s law in the polar coordinates [25], as shown in the
following equation:
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zTp

zrp

⎛⎝ ⎞⎠, rp > ξp, (1)

where subscript p indicates the tunnel prototype, T is the
temperature, r is the distance from the center of the tunnel, t
is the time, α is the thermal diffusivity, and ξ is the inner
radius of the tunnel lining.

-e transient heat transfer in the concrete lining and
surrounding rock of the tunnel model is governed by
Fourier’s law in the polar coordinates, as shown in the
following equation:
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where subscript m indicates the tunnel model.
According to similarity theory [18, 21], the heat transfer

similarity criteria can be defined as follows:
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(3)

where π1 and π2 are the heat transfer similarity criteria, Q is
the latent heat of the phase change due to groundwater
freezing, and C is determined as follows:

c �
α
λ

. (4)

Based on equation (3), the following similarity rela-
tionships of temperature and time can be obtained:
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-e groundwater seepage in the rock surrounding the
tunnel can be modeled as a homogeneous flow in a medium
with an effective porosity [26]. -e groundwater seepage
velocities of the tunnel prototype and tunnel model can be
obtained using Darcy’s law, as shown in the following
equation, respectively:

]p � −Kp
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zrp

,

]m � −Km

zum
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,

(6)

where ] is the groundwater seepage velocity, u is the water
head, and K is the hydraulic conductivity.

-ewater head of the tunnel model is the same as that of the
tunnel prototype. Based on equation (6), the following similarity
relationship for groundwater seepage velocity can be obtained:
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Considering the research results of previous tunnel heat
transfer model tests [16, 18–21] and previous test conditions
[22, 23], a geometric similarity ratio of 1 : 30 between the tunnel
model and tunnel prototype is selected. According to equations
(5) and (7), similarity ratios of 1 :1, 1 : 900, and 30 :1 for
temperature, time, and velocity, respectively, are obtained.

2.3. Model Test Design. Figure 2 describes the design of the
cold region tunnel model test under the conditions of
tunnel ventilation and groundwater seepage. In the model
test, the fractured rock mass is considered to be a ho-
mogeneous medium with an effective porosity [26], the
groundwater seepage in the tunnel surrounding rock is
modeled as a homogeneous flow in a homogeneous me-
dium with an effective porosity, and the sand soil is used to
simulate the tunnel surrounding rock. Constant water head
tests are used to simulate the groundwater seepage field of
the tunnel surrounding rock, and water with a constant
inlet temperature is used to simulate the underground
temperature field. All of the tests have the same inlet
temperature which is 13°C. To ensure a uniform ground-
water seepage field, groundwater seepage occurs from
bottom to top. -e groundwater seepage velocity is con-
trolled by adjusting the water head difference. Cold airflow
is blown into the tunnel through the closed circulation
ventilation ducts to freeze the groundwater in the tunnel
surrounding rock, and the wind speed variation is con-
trolled by changing the voltage applied to the air blower.
-e temperatures of the surrounding rock, tunnel lining,
and air in the tunnel are measured by temperature sensors.
-e wind speed is measured by using an ultrasonic ane-
mometer, and the groundwater seepage velocity is mea-
sured by using a liquid mass flow meter.

2.4. Model Test Apparatus and Materials. Figure 3 presents
the apparatus of the laboratory model test, which consists of
the tunnel model box, the tunnel ventilation system, the
groundwater seepage system, and the measuring system.

Table 1 summarizes the model test equipment and
devices.

Leakage

Freezing

Freezing

(a)

Leakage

Freezing

Freezing

(b)

Figure 1: Freezing damage to tunnels in (a) the Inner Mongolia Autonomous Region and (b) Hebei Province.
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Figure 2: Model test design: (a) cross section and (b) vertical section.
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2.4.1. Tunnel Model. -e tunnel model consists of a
1.4m× 1.2m× 1.2m stainless steel box and a 1.8m concrete
tube with an outer diameter of 40 cm and a thickness of 2 cm.
-e concrete tube, which has a circular cross section, is made of
cement, sand, gravel, and water in a ratio of 1 : 2.4 : 3.6 : 0.65.
Sand is used in the test. -e sand-raining method is used to fill
the tunnel model with sand from the Yangtze River, the density
and thermal conductivities of which are 2.05 g/cm3 and
1.58W/(m·°C), respectively. To minimize the heat transfer
boundary effect, a 5-cm thick thermal insulation layer is in-
stalled around the outer surface of the stainless steel box. -e
plastic permeable boards are installed at the top and bottom of
the stainless steel box to ensure that the groundwater seepage
spreads over the surrounding rock. -e permeable plastic
boards are wrapped with geotextile to prevent the groundwater
seepage from carrying away the sand.

2.4.2. Tunnel Ventilation System. -e ventilation system
consists of a refrigerator, an air blower, a thermal insulation
box, and a thermal insulation pipe.-e thermal insulation pipe
connects the air blower, the thermal insulation box, and the
concrete tube to form closed circulation ventilation ducts. -e
air blower is installed on the top of the thermal insulation box,
and the refrigerator is installed in the thermal insulation box.
-e air inside the refrigerator can be cooled to −30°C, and the
airflow velocity in the ducts can reach 4m/s.

2.4.3. Groundwater Seepage System. -e groundwater
seepage system consists of a constant temperature water
tank, a pump, two thermal insulation water tanks, two lifting
platforms, a water supply pipe, and a return pipe. -e water
supply pipe and return pipe connect the constant temper-
ature water tank, the pump, the thermal insulation water
tanks, and the stainless steel box to form a closed circulation
system. Both thermal insulation water tanks are placed on
the lifting platforms. -e groundwater seepage velocity is
controlled by adjusting the height difference between the
two thermal insulation water tanks.

2.4.4. Measuring System. To monitor the temperature var-
iations in the air, surrounding rock, and the interface be-
tween the tunnel lining and surrounding rock, a temperature
monitoring cross section is installed in the middle of the
model box. -e platinum resistance temperature sensor TA
is installed in the center of the concrete tube to monitor the
temperature of the airflow. -e platinum resistance tem-
perature sensors TS7 to TS11 are installed in the sand to
monitor the temperature variation of the surrounding rock
temperature field at different positions and depths. -e
platinum resistance temperature sensors TS1 to TS6 are
installed on the concrete tube surface, equally spaced along
the cross section, to monitor the temperature variation of the
interface between the tunnel lining and surrounding rock.

Water tank

Tunnel
model box

Data logger

Thermal
insulation pipe

Thermal
insulation

box

Refrigerator

Figure 3: Model test setup.

Table 1: Model test equipment and devices.

Item Specification
Constant temperature tank Heating power is 6 kW, volume is 1,000 L
Pump Water head is 9m, flow velocity is 30 L/min
-ermal insulation tank Volume is 18 L
Air blower Maximum wind speed is 4m/s
Temperature sensor Resistance temperature detector (HSRTD-3-100-A) with an accuracy of ± 0.15°C
Flow meter Liquid mass flow meter (DMF-1-1-A) with a precision of ± 0.2%, measurement scope is 0–40 kg/h
Ultrasonic anemometer Measurement scope is 0–40m/s, accuracy is 0.01m/s
Refrigerator Refrigerating power is 2 kW, minimum temperature is −30°C
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-e wind speed is monitored using an ultrasonic ane-
mometer that is placed at the tunnel exit. Finally, the liquid
mass flow meter is connected to the water return pipe of the
groundwater seepage system.

2.5. Model Test Strategy. Two factors are considered in the
model test, namely, wind speed and groundwater seepage
velocity. Zhang et al. [22] presented a systematic study of the
heat transfer in tunnels under groundwater seepage.
Groundwater seepage velocities of less than 0.864m/d had
negligible effects on the temperature field of the surrounding
rock. -us, groundwater seepage velocities of 0, 0.923 and
2.743m/d are chosen for this model.-e average wind speed
of the tunnel in the Inner Mongolia Autonomous Region
and in Hebei Province is 2.2m/s and 2.4m/s, respectively.
-us, wind speeds of 0.606, 1.002, and 2.398m/s are chosen
for this model. Table 2 presents the model test strategy. -e
experiment time of each test is different, as groundwater
seepage can prevent the surrounding rock from freezing.
Hence, the time that the temperature of surrounding rock
down to 0°C varies with groundwater seepage velocities. -e
experiment times of 11.5, 23, and 32.5 h for groundwater
seepage velocities of 0, 0.923, and 2.743m/d, respectively, are
chosen for this model.-ese experiment times can guarantee
a part of the surrounding rock around the lining will freeze.

3. Results and Discussion

3.1. Effect of Groundwater Seepage on the Tunnel Air
Temperature. Figure 4 presents the variations in tunnel air
temperature over time under the effects of groundwater
seepage and ventilation in the model test. Specifically, it
shows that the air temperature in the tunnel decreases.
Furthermore, the air temperature reduction rate decreases
over time, and the temperature curve fluctuates every 12 h
due to the deicing of the refrigeration equipment. Figure 4
also shows that groundwater seepage velocity and wind
speed have significant influences on tunnel air temperature.
Figure 5 presents the variations in tunnel air temperature for
various groundwater seepage velocities at different wind
speeds after cooling for 11.5 h. In Figure 5, the air tem-
perature in the tunnel increases almost linearly as the
groundwater seepage velocity increases. Furthermore, the
effect of groundwater seepage velocity on air temperature in
the tunnel is related to wind speed. -e lowest air tem-
perature in the tunnel is −22.55°C under a groundwater
seepage velocity of 0m/s and a wind speed of 0.606m/s. -e
highest air temperature in the tunnel is −14.58°C under a
groundwater seepage velocity of 2.743m/d and a wind speed
of 2.398m/s. -us, the higher the groundwater seepage
velocity and wind speed are, the higher the air temperature is
in the tunnel.

-e above analysis shows that groundwater seepage has a
significant effect on the air temperature in a tunnel. -e
higher the groundwater seepage velocity is, the higher the air
temperature is in the tunnel. Low air temperature in a tunnel
may induce tunnel freezing damage. -e thickness and
length of the tunnel insulation layer are determined by the

air temperature in the tunnel. Specifically, the lower the air
temperature is in the tunnel, the thicker and longer the
tunnel insulation layer needs to be to avoid freezing damage.
It can be speculated that groundwater seepage has a sig-
nificant influence on the thickness and length of the tunnel
insulation layer in cold regions, causing it to thin and short.
-us, the influence of groundwater seepage should be
considered when designing the insulation layers of cold
region tunnels.

3.2. Effect of Groundwater Seepage on the Surrounding Rock
Temperature. Figure 6 presents the variations in the sur-
rounding rock temperature over time under the influence of
groundwater seepage and ventilation in the model test.
Specifically, it shows that the surrounding rock temperature
at TS9, TS10, and TS11 decreases. -e cooling rates and
amplitudes of the surrounding rock temperature differ
significantly between TS9, TS10, and TS11. -e cooling rate

Table 2: Model test strategy.

Test no. Groundwater seepage velocity (m/d) Wind speed (m/s)
1

0
0.606

2 1.002
3 2.398
4

0.923
0.606

5 1.002
6 2.398
7

2.743
0.606

8 1.002
9 2.398
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Figure 4: Variations in the tunnel air temperature over time.
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and amplitude of the surrounding rock temperature are
related to the depth of the tunnel surrounding rock, the
groundwater seepage velocity, and the wind speed. -e
cooling rate and amplitude of the surrounding rock tem-
perature at the TS9 monitoring point are the largest and
those at the TS11 monitoring point are the smallest. -us,
the deeper the tunnel surrounding rock is, the lower the
cooling rate and amplitude of the tunnel surrounding rock
temperature are. Lower groundwater seepage velocities and
higher wind speeds lead to greater cooling rates and am-
plitudes of the surrounding rock temperature. -e influence
of groundwater seepage and tunnel ventilation on the
surrounding rock temperature field is related to the depth of
the surrounding rock. -e increase in wind speed has a
strong influence on the temperature field at TS9 and TS10
but a weak influence on that at TS11. Figure 6 also shows that
the wind speed has the most significant influence on the
surrounding rock temperature field when the groundwater
seepage velocity is 0.923m/d but has the least significant
influence on the surrounding rock temperature field when
the groundwater seepage velocity is 0m/d. -is can be
explained by the coupling effect of groundwater seepage and
tunnel ventilation.

Figure 7 presents the variations in the surrounding rock
temperature drops under groundwater seepage velocities at
different wind speeds after 11.5h of cooling. It also shows that
the temperature drops in the tunnel surrounding rock decrease
as the groundwater seepage velocity increases. -e temperature
drops differ at TS9, TS10, and TS11 under different wind
speeds. -e temperature drop at TS11 at different wind speeds
decreases linearly as the groundwater seepage velocity increases.
At wind speeds of 0.606m/s and 1.002m/s, the temperature
drops at TS9 and TS10 decrease linearly as the groundwater
seepage velocity increases. At a wind speed of 2.398m/s and
groundwater seepage velocity under 0.923m/d, the temperature
drops at TS9 and TS10 slowly decrease as the groundwater

seepage velocity increases. At a wind speed of 2.398m/s and
groundwater seepage velocity over 0.923m/d, the temperature
drops at TS9 and TS10 sharply decrease as the groundwater
seepage velocity increases.

-e above analysis shows that groundwater seepage and
tunnel ventilation have a coupling effect on the surrounding
rock temperature. Specifically, higher groundwater seepage
velocities and lower wind speeds lead to higher surrounding
rock temperatures. -us, the coupling influence of
groundwater seepage and tunnel ventilation should be
considered when designing the insulation layers of cold
region tunnels.

3.3. Effect of Groundwater Seepage on the Temperature at the
Interface between the Lining and Surrounding Rock.
Figure 8 presents the temperature variation over time at the
interface between the lining and surrounding rock under the
influence of groundwater seepage and ventilation in the
model test. It shows that the interface temperatures of TS1,
TS3, TS4, TS5, and TS6 decrease over time when ground-
water seepage and ventilation are considered in the model
test. Groundwater seepage has a significant effect on the
interface temperature. -e effect is related to the location of
the monitoring points. -erefore, the cooling rates and
amplitudes of the interface temperature for TS1, TS3, TS4,
TS5, and TS6 differ significantly. -e groundwater seepage
has the most significant effects on measuring points TS3 and
TS4 and has the least significant effects on measuring points
TS1 and TS6. Wind speed also has a significant effect on the
interface temperature. -e effect is related to the ground-
water seepage velocity. -ese results indicate that ground-
water seepage and tunnel ventilation have a coupling effect
on the interface temperature and that this coupling effect is
related to the interface location.

Figure 9 shows the variations in the temperature drops at
TS1, TS3, TS4, TS5, and TS6 with groundwater seepage
velocity under tunnel ventilation after 11.5 h of cooling. It
shows that the temperature drops at TS3 and TS4 upstream
of the groundwater seepage field decrease as the ground-
water seepage velocity increases. However, the temperature
drops at TS1 and TS6 downstream of the groundwater
seepage field increase as the groundwater seepage velocity
increases from 0 to 0.923m/d. Furthermore, the temperature
drops at TS1 and TS6 decrease as the groundwater seepage
velocity increases from 0.923 to 2.743m/d. -e smallest
temperature drop occurs at TS3 (upstream of the ground-
water seepage field), and the largest temperature drop occurs
at TS1 (downstream of the groundwater seepage field) under
groundwater seepage. -ese results indicate that ground-
water seepage leads to an uneven temperature distribution at
the interface between the lining and surrounding rock and
that tunnel ventilation enhances this uneven distribution.

Figure 10 presents the temperature differences betweenTS3,
TS5, and TS6. -e temperature at TS3 is higher under
groundwater seepage than those at TS5 and TS6. -e interface
temperature upstream of the groundwater field is higher than
that downstream. Figure 10 also shows that the temperature
difference between TS3 and TS6 increases as the groundwater

Wind speed = 0.606m/s
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Figure 5: Variations in the tunnel air temperature after 11.5 h of
cooling.
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Figure 6: Variations in the surrounding rock temperature over time.
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seepage velocity increases. -us, the higher the groundwater
seepage velocity is, the higher the temperature difference is
between TS3 and TS6.-e temperature difference between TS3
and TS5 increases as the groundwater seepage velocity increases
from 0 to 0.923m/d and decreases as the groundwater seepage
velocity increases from 0.923 to 2.743m/d. Groundwater
seepage has a great effect on the interface temperature. -is
effect has a spatial difference. -us, both the shape and size of
the cross section of the tunnel significantly affect the interface
temperature under groundwater seepage.

3.4. Effect of Groundwater Seepage on the Freezing Damage to
Cold Region Tunnels. -e tunnel drainage system is lo-
cated between the lining and the surrounding rock.

Monitoring points TS3, TS5, and TS6 are located at the
top, middle, and foot of the tunnel drainage system,
respectively. -e temperatures at TS3, TS5, and TS6
determine the antifreezing ability of cold region tunnels.
-erefore, the higher the temperatures at TS3, TS5, and
TS6 are, the stronger the antifreezing capability of the
tunnel in cold regions is . Figure 8 shows that when the
groundwater seepage velocity is 0 m/d, the measuring
points TS3, TS5, and TS6 freeze synchronously. If the
tunnel surrounding rock is free of frost heaving, cold
region tunnels may not need a thermal insulation layer.
When the groundwater seepage velocity is 0.923 m/d, the
monitoring point TS6 freezes first. -e interface then
gradually freezes from TS6 to TS5 along the circumfer-
ential direction of the tunnel section. -is explains why
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cold region tunnels suffer tunnel lining leakage and road
icing. -e results of the model test reveal the cause of
tunnel lining leakage and road icing. To avoid tunnel
leakage in cold region tunnels, a thermal insulation layer
should be properly designed and a heating device should
be installed in its longitudinal drainage pipe when the
groundwater seepage velocity is low. When the
groundwater seepage velocity is 2.743m/d, the moni-
toring point at TS6 freezes but the monitoring points at
TS3 and TS5 do not. Furthermore, their temperatures do

not decrease significantly as cooling time increases.
-erefore, the tunnel has good antifreezing capability
when the groundwater seepage velocity is high. -is good
antifreezing capability should be fully utilized. Further-
more, the foot of the tunnel drainage system should be
strengthened against freezing via an insulation layer and
heating device.

-e above analysis demonstrates that cold region tunnels
have an antifreezing capability that is mainly related to the frost
heaving of the surrounding rock and the groundwater seepage
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Figure 9: Variations in the surrounding rock temperature drop at different groundwater seepage velocities after 11.5 h of cooling. Average
wind speed of (a) 0.606m/s, (b) 1.002m/s, and (c) 2.398m/s.
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velocity. -is antifreezing capability should be fully utilized in
the antifreezing design of cold region tunnels.

4. Conclusions

A systematic study on the temperature field of cold region
tunnels is presented in which a model test that considers the
coupling effects of groundwater seepage and tunnel venti-
lation is conducted. -e effects of groundwater seepage on
the air temperature in the tunnel, the surrounding rock
temperature, the temperature at the interface between the
lining and surrounding rock, and the freezing damage of the
tunnel in cold regions are studied. -e following four main
conclusions are drawn.

First, groundwater seepage has a significant effect on the
air temperature in the tunnel. -e higher the groundwater

seepage velocity, the higher the air temperature in the
tunnel. Groundwater seepage has a significant influence on
the thickness and length of the tunnel insulation layer in cold
regions. -e thickness and length of the tunnel insulation
layer can decrease under groundwater seepage.

Second, groundwater seepage and tunnel ventilation
have a coupling effect on the surrounding rock temperature.
Higher groundwater seepage velocity and lower wind speed
lead to higher surrounding rock temperature. -e influence
of groundwater seepage and tunnel ventilation on the
surrounding rock temperature field is related to the depth of
the surrounding rock.

-ird, groundwater seepage leads to an uneven tem-
perature distribution at the interface between the lining and
surrounding rock. -e tunnel ventilation further enhances
this uneven temperature distribution. -e groundwater
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seepage and tunnel ventilation have a coupling effect on the
interface temperature. -is coupling effect is related to the
interface location. -e influence of the groundwater seepage
velocity on the interface temperature has a spatial difference.
-e shape and size of the cross section of the tunnel have a
significant influence on the interface temperature under
groundwater seepage.

Fourth, cold region tunnels have an antifreezing capa-
bility that is mainly related to the frost heaving of the
surrounding rock and the groundwater seepage velocity.-e
antifreezing capability of the tunnel should be fully utilized
in the antifreezing design of cold region tunnels.
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Mesoparameters of rock materials are the main factors affecting the macromechanical properties of dangerous rock slopes. Based
on the principle of particle flow and synthetic rockmass technology (SRM), the influence of mesoparameters onmacromechanical
properties is investigated by calibrating mesoparameters of rock materials at depth for a rock sequence in Beichuan Qiang
Autonomous County, Sichuan Province, China. By combining these parameters with conventional and dynamic cycle triaxial
tests, sensitivity analysis of rock β-parameters was completed. As a result, the reliability of mesoparameters in the simulation of
dangerous rocks is strengthened, providing a basis to examine the failure mechanism of earthquake dangerous rocks in this region.
Results indicate that, in the triaxial test, sandstone failed in tension, and brittleness gradually weakened as confining pressure
increased. Mudstone recorded shear failure, and the characteristic value of brittle attenuation showed a V-shaped change with
increasing confining pressure. Under cyclic loading, cracks had a degrading effect on the damping ration (β) and the damping
coefficient (C) of sandstone. Mudstone recorded relatively low β and low brittleness whilst sandstone had high β and high
brittleness. In rock materials, βn is more sensitive than βs in mechanical properties. When the value of the βn-parameter was
between 0.2 and 0.3 and the value of the βs-parameter was between 0.2 and 0.6, rock brittleness was more stable, and the reflected
macroscopic mechanical properties were the most authentic. By using a deepened mesoparameter trial adjustment method, the
failure mode of the Particle Flow Code (PFC) dangerous rock model near provincial highway 205, simulated under conditions for
theWenchuan earthquake, indicated a tensile fracture-horizontal slip failure.-e simulated failure mode was consistent with that
of real dangerous rocks, with the failure trend being concentrated between the first and the third layer of the rock mass.

1. Introduction

Sichuan Province, China, located in the Helan-Liupan-
Longmen-Hengduan Mountain seismic zone, experiences
frequent earthquakes and rockslides. In this area, earth-
quake-induced rock slope instability often occurs, resulting
in significant economic and property loss. Dangerous rock
slopes have been identified as the main formation resulting
in earthquake-type slope collapse disasters. Rock masses are
generally cut by different structural planes. When the main
control structural plane is located at the rear of the dan-
gerous rock block, it gradually penetrates the rock mass until
the mass breaks under the action of multiple factors. Under
this condition, the dangerous rock block becomes unstable

and is destroyed. Although previous investigations have
predominantly examined instability and failure of dangerous
rocks, studies examining the stability of dangerous rocks in
earthquake areas are typically based on the principle of
particle flow; reliable rock material mesoparameter cali-
bration methods are urgently needed. -is area of research
has become one of the main research areas and technical
challenges in this field [1, 2]. From the perspective of rock
materials, the discrete element method has become im-
portant to solve critical rock simulation technology, and the
key condition to determine the reliability of the method is
the selection of mesoparameters in the model.

For seismic slopes, Chen [3] deduced the chain devel-
opment process of dangerous rocks in the -ree Gorges
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Reservoir area. From the perspective of geomorphology,
they revealed the influence of rock cavern weathering on the
stability of dangerous rock slopes, proposing the dangerous
rock chain pattern development. Based on fracture me-
chanics and damage mechanics, Tang et al. [4, 5] discussed
the sequence of dangerous rock caving on a cliff with a weak
base, establishing a calculation method for the time of
dangerous rock caving. Yan et al. [6] used the QUIVER code
to realize the response analysis of earthquake gentle slopes,
identifying slope response and sliding displacement law
under the action of an earthquake. -e movement char-
acteristics of dangerous rock slopes under different seismic
conditions were simulated by Huang et al. [7] using the
discontinuous deformation analysis (DDA) method. -e
influence of seismic loads on the movement characteristics
of dangerous rock mass collapse blocks was shown using the
DDA method. Zhao et al. [8] used particle flow PFC2D
software to dynamically simulate the instability process of
rock slopes, revealing the influence of the distribution of
weak structural planes on the instability and failure of rock
slopes. Tang et al. [9] used a two-dimensional discrete el-
ement simulation to study the formation mechanism of the
Caoling landslide in 1941.

For studies of rock materials, Cong et al. [10] proposed
that the macroscopic mechanical characteristics of materials
are closely related to microscopic parameters. -ese pa-
rameters can be combined with marble indoor loading and
unloading tests to determine the mesoparameters suitable
for rock materials (such as marble). He et al. [11] com-
paratively analyzed the damping characteristics of sand-
stone, conglomerate, and glutenite under different stress
paths, highlighting the evolution of the damping ratio (β)
and the damping coefficient (C) with the number of cycles.
-e influence of fractures on rock mechanical properties
proposed by Huang et al. [12] has important practical sig-
nificance for the engineering stability of fractured rock
masses. In addition, strength, deformation parameters, and
failure modes of rock materials with discontinuous, non-
parallel double fissures were analyzed in detail. -e meso-
parameters of PFC2D numerical sandstone samples from
the mesolevel aspects of displacement, crack evolution, and
distribution were studied by Zhou et al. [13]. Tang and
Zhang [14–16] studied the shear behavior of rock fractures
from the perspective of temperature and provided new ideas
for the stability evaluation of surrounding rock in tem-
perature-dependent underground engineering. Tang and
Jiao [17] also proposed that, in the contact behavior of rock
joints, the three-point peak (3PP) standard seems to be the
most appropriate method to identify the contour peaks of
rock joints. Zou et al. [18] used the extended finite element
method (XFEM) to simulate the propagation of hydraulic
fractures in heterogeneous reservoirs. -ey proposed that
the hard blocks in the reservoir promote the growth of
hydraulic fractures, but limit the growth of fracture widths.

As the majority of previous investigations considered the
two-dimensional particle flowmethod, dangerous rock slope
simulation technology lacks reliability due to insufficient
factors being considered, resulting in low applicability of
earthquake dangerous rock simulation technology in

earthquake areas. Furthermore, the mechanical character-
istics and mesoscopic parameters of rock materials need
further evaluation. In particle flow rock material simulation,
the parallel bond contact model is generally used to assign
values to the contact between rock particles. Since Poisson’s
ratio μ, elastic modulus E∗, stiffness ratio k∗, and other
mesoparameters will directly affect the macromechanical
properties of rock materials under numerical tests, they have
become the main objects considered in the trial adjustment
processes [19–25]. However, under the dynamic action of a
rock slope, the damping ratio (β) is an important parameter
that affects the dynamic response of a rock [11]. -is in-
fluence on the macromechanical properties of rock materials
has generally been overlooked in previous investigations.
-erefore, our study includes crack tracking, strength at-
tenuation index (brittleness characteristics), and β-dynamic
parameter analysis on the basis of traditional parameter
adjustment methods. By selecting different mesoparameters
from previous studies, we investigated normal critical
damping ratio βn and shear critical damping ratio βs for
sensitivity analysis. As a result, rock mesoparameters that
can better reflect true materials are obtained, providing a
strong basis for simulating the seismic damage of dangerous
rocks and analyzing the stability of earthquake dangerous
rocks.

2. Mechanical Behavior of Rock Materials

2.1. Sample Equipment and Sample Preparation

2.1.1. Sample Equipment. Mudstone and sandstone me-
chanical tests in this study were performed on a RMT-150C
rock mechanics test system (Figure 1) which can realize
automatic data collection and processing. -e maximum
axial load of the testing machine is 1000 kN, the vibration
frequency is 0.2–2Hz, the specimen size is Φ
(50×100)–(100× 300) mm, the maximum three-axis con-
fining pressure is 100MPa, the confining pressure rate is
0.001–1MPa/s, the displacement measurement range is
±50mm, and the strain measurement range is ±0.01. -e
source vibration wave can be sine wave, triangle wave,
square wave, oblique wave, etc.

2.1.2. Sample Preparation. One set of mudstone and three
sets of sandstone (Figure 2) were used in this investigation.
-e static mechanics test was divided into one set of
mudstone specimens (No. A) and one set of sandstone
specimens (No. B). -e dynamic test was divided into one
group of conventional sandstone specimens (No. C) and one
group of fractured sandstone specimens (No. D) (Figure 3).
Rock samples were collected from dangerous rock on
Provincial Highway 205 in Beichuan Qiang Autonomous
County. -e test sample was a cylinder with a diameter of
50mm and a height of 100mm. -e error range was con-
trolled within ±2mm, meeting the requirement of a 2 :1
height-to-diameter ratio specified by the International So-
ciety of Rock Mechanics. -e cutting position of the cracked
sandstone was set as the top central axis; the cutting depth
was 50mm, and the gap width was 2mm.

2 Advances in Civil Engineering



2.2. Mechanics Test Plan

2.2.1. Conventional Triaxial Test. -e conventional triaxial
test is an important step for adjusting the mesoparameters of
PFC3D and determining the rationality of the particle flow

method. -is test was carried out at a room temperature of
about 25°C. -e loading test adopts axial strain control; the
loading rate was 0.02%/min, the maximum stress was set to
150 kN, and the axial load was continuously applied under
four confining pressures (2MPa, 4MPa, 6MPa, and 8MPa)
until the rock sample failed. -e strength criterion of the
conventional triaxial test followed the Mohr–Coulomb
strength criterion [26, 27]. -e failure mechanism was that
the material experiences shear failure under the action of
normal stress. -e maximum shear stress τm it bears was
determined by the cohesion and the angle of internal fric-
tion, expressed as

τm � c + σ tanφ, (1)

where c is the cohesive force, σ is the normal stress on the
shear failure surface, and φ is the internal friction angle. In
order to further reflect the brittleness of the rock, we ex-
amined the mechanical index that characterizes the strength
attenuation behavior of rock samples after the peak [28].-e
specific algorithm was as follows:

Ds �
σP
1 − σr

σP
1

�
Δσ
σP
1

, (2)

Δσ � σP
1 − σr, (3)

where Ds is the intensity attenuation coefficient and the
value range is [0, 1]; Δσ is the intensity attenuation value; σP

1
is the peak intensity; and σr is the residual intensity.

2.2.2. Dynamic Cycle Triaxial Test. -e dynamic cycle tri-
axial test was used to study the dynamic mechanical char-
acteristics of the rock samples under three-dimensional
stress. -e test simulates not only the static stress state of the
rock on-site, but also the actual seismic effect. -is test
provides a reference for studying the dynamic parameters of
sandstone and the dynamic stability of dangerous rocks. In
the cyclic loading process of an ideal elastic material, the
stress and strain time history of the elastic body is syn-
chronized. Rock is a typical inhomogeneous material, with

No cracks

Cracked

Sandstone

2 mm

50 mm

Figure 3: Triaxial circulation sandstone samples.

Figure 1: -e RMT-150C rock mechanics test system.

Mudstone

Sandstone

Figure 2: Conventional triaxial rock specimens.
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different levels of cracks, pores, and other microscopic
defects distributed throughout. -e cement interface be-
tween mineral particles is also a relatively weak surface. -e
area of the hysteresis loop can reflect the amount of energy
consumed in the cyclic loading process. Under ideal elas-
ticity, the vibration damping ratio β can be calculated
according to the area of the hysteresis loop; the average slope
of the hysteresis loop reflects the magnitude of the dynamic
elastic modulus Ed (Figure 4) [29].

-e values of damping ratio β, damping coefficient C,
and Ed can be calculated as follows [30]:

β �
A

4π/As( 
, (4)

C �
A

πX
2ω

, (5)

Ed �
σdmax

εdmax
, (6)

where A is the area of the hysteresis loop ABCDA; As is the
area of triangle AOE; X is the amplitude of vibration; ω is the
angular frequency of vibration; σdmax is the maximum axial
dynamic stress of the hysteresis loop; and εdmax is the
maximum axial dynamic strain of the hysteresis loop. As
dangerous rocks in this area are mainly composed of
sandstone, this cyclic test was only conducted on sandstone
samples. Confining pressures were 2MPa, 4MPa, and
6MPa, and the vibration frequency was 1Hz; the loading
rate was 60 kN/min.-e loading process was divided into six
stages of cyclic loading: (1) when the hoop load reached the
predetermined confining pressure, the first stage was loaded
from 0 to 20 kN and then loaded cyclically between 0 and
20 kN at a frequency of 1Hz 30 times and then unloaded to
0. (2) -e second stage was loaded from 0 to 40 kN, loaded
cyclically from 0 to 40 kN at a frequency of 1Hz 30 times,
and finally unloaded to 0. Stages 3 to 6 continued in this
format until 120 kN was used in stage 6. During the step-by-
step loading process, if the test piece was damaged, the test
ended.

2.3. PFC Mechanical Test

2.3.1. Numerical ?ree-Axis Servo Test. In this study, the
PFC3D simulated triaxial test was used to conduct micro-
scopic failure analysis and mesoparameter calibration on
two kinds of rocks. -e entire three-axis numerical simu-
lation loads the sample by specifying the top and bottomwall
boundary constraint speeds, determining the stress and
strain state of the sample through the built-in FISH function
of PFC3D. -e established loading model is shown in
Figure 5. According to the real triaxial test, the model
generates particles in a cylindrical wall with a height of 10m
and a diameter of 5m. In preliminary model calculations, it
was found that if the particles are generated according to the
actual gradation, the number of particles will reach 1million.
However, the existing calculation conditions cannot com-
plete the numerical analysis of such a large number of

particles. In this case, after considering the impact of the
particle size effect on the test results [31], the radius of the
particles is appropriately expanded, and the radius is
0.2–0.25m. -e purpose of setting the sample size in this
way is to keep the particle size of the numerical triaxial
sample and the numerical slope model at the same size (that
is, the unit is m). At the same time, it not only improves the
calculation efficiency, but also does not affect the accuracy of
the simulation results. Under the condition of constant
confining pressure, the upper and lower loading plates
moved towards each other at a speed of 10mm/min until the
specimen was broken. -e stress-strain curve was auto-
matically recorded throughout the process. In addition, the
confining pressure was loaded according to the amount of
2MPa, 4MPa, 6MPa, and 8MPa in the indoor test. Finally,
the overall project view and flowchart of the analysis steps is
shown in Figure 6.

σd

A

B O E
D

C

σdmax

–σd

εdmax εd–εd

Figure 4: Dynamic stress-strain hysteresis loop.

σ1

σ3

5m

10m

Figure 5: Schematic diagram of the numerical three-axis loading
model.
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2.4. Mechanical Test Analysis

2.4.1. Conventional Triaxial Test Analysis. -e macro-
mechanical properties of sandstone andmudstone under the
two triaxial test methods are shown in Table 1. Comparison
of results under the two methods indicates that cohesion c
and the friction angle φ were essentially consistent. Among
these, the cohesive force error was controlled within
0–0.02MPa, and the friction angle error was controlled
within 0.3°-0.4°, thereby preliminarily determining the ra-
tionality of the microscopic parameters.

In the process of the numerical triaxial test, the damaged
contact links were expressed in the form of disc joints
(DNF_disk), thereby forming damage cracks. -e change
law of strength attenuation value Δσ, strength attenuation
coefficient Ds, and failure characteristics of the two rock
samples is shown in Figure 7. With an increase of confining
pressure, Δσ for sandstone recorded a gradual trend of
decrease, consistent with the findings of Zuo et al. [26]. -e
Ds curve for sandstone recorded an obvious sharp decline
(0.67 to 0.37) after a confining pressure of 2MPa, after which
the decline continued more slowly. -is result indicates that
the brittleness of sandstone gradually weakens with an in-
crease of confining pressure, and the weakening ability of
brittleness increases after a confining pressure of 2MPa is
reached. Δσ and Ds mudstone curves recorded a V-shaped
change with increasing pressure (Figure 7(b)). When the
curve dropped to a 4MPa confining pressure, Δσ and Ds

increased at the same time, by 7.05MPa and 0.15, respec-
tively; after 6MPa, the rate of increase declined. -is result
indicates that, under a low confining pressure, due to large
initial porosity, the brittleness of mudstone initially weakens
and ductility is enhanced. Mudstone brittleness then in-
creases, and ductility decreases at a high confining pressure.

Finally, the difference in Δσ and Ds between the two rocks is
due to the difference in initial porosity and initial pore water
content between sandstone and mudstone. It can be said
that, under the same external conditions, the strength of
mudstone is generally smaller than that of sandstone, and
the initial porosity and initial pore water ratio are also
greater than those of mudstone. -erefore, when the con-
fining pressure of mudstone continues to increase, the pores
will be compacted in the middle, the pore water will be
discharged, and a new arrangement and combination of rock
particles will be formed inside the rock. -is makes the
strength decay curve different from sandstone.

Analysis of the partial failure characteristics of the
two rock samples shows that the failure mode of sand-
stone is a tensile failure; mudstone has a shear failure.
-ere were numerous tensile cracks in the microscopic
joints of the sandstone, with tensile fractures causing the
main damage among individual grains. When the con-
fining pressure was 2MPa, mesocracks were generated
from the bottom of the sandstone which gradually de-
veloped towards the top. Due to the low confining
pressure, macroscopic shear cracks did not penetrate the
top, and the top mesocracks developed slowly. When the
confining pressure was 8MPa, the bottom crack gradually
expanded to the top, forming a penetrating macroscopic
shear crack. -e sandstone samples failed under this
confining pressure; the number of cracks gradually in-
creased as the confining pressure increased, finally
forming rock failure characterized by a multiple crack
staggered development. Mudstone specimens mostly
recorded shear cracks in the microscopic joints, with the
majority of fractures occurring between particles being
shear failures. Under a confining pressure of 2MPa, a
single shear failure was recorded for the mudstone,

Conventional triaxial
(mudstone, sandstone)

Dangerous rock
failure mode

Optimized PFC dangerous rock model

Displacement
analysis

Unbalanced force
analysis

Dynamic stability of earthquake dangerous rock

Dynamic circulation triaxial
(sandstone)

Synthetic rock mass
technology (SRM)

Detailed calibration of
mesoparameters

Failure
characteristicsDamping ratio βMicro parameters

βn, βs

No cracksFailure
characteristicsc, φ∆σ, Ds Cracked

Dynamic failure
mechanism of rock

Research process

Figure 6: Research flowchart.
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having fewer shear failure cracks and being characterized
by obvious brittleness. -e mudstone sample also
recorded a few tension cracks from the base upwards.
When the confining pressure increased to 8MPa, mi-
croscopic cracks at the base and top gradually increased,
propagating towards the middle. At this time, shear
failure of mudstone cracks increased and became more
obvious. -e failure characteristics and strength atten-
uation law of the two kinds of rocks in the indoor test and
the PFC test were basically the same, adhering to the law
proposed by Chen [32]. -erefore, rationality of the
material mesoscopic parameters was further verified.

2.4.2. Triaxial Cyclic Loading Test and β-Parameter. -e
sandstone cyclic triaxial test dynamic stress-strain curve and
its failure characteristics (Figure 8) indicate that, under the

action of dynamic circulation, the peak stress intensity of the
sandstone was obviously lower than that of the conventional
triaxial.-is result indicates that the compressive strength of
the sandstone was weakened under dynamic load. Sandstone
without cracks has instantaneous elastic deformation at the
moment of loading, and its strain value is generally between
0 and 0.2%; the strain value of sandstone with cracks is
between 0 and 0.1%. Under a certain confining pressure,
sandstone gradually exhibits obvious creep properties as
load applied by stepwise loading increases. Eventually, under
the action of the last level of load, the sandstone appeared to
be destroyed by an accelerated creep stage. Our results in-
dicate that as the confining pressure increased, the number
of loading levels also increased. As the confining pressure
increased from 0 to 6MPa, the axial load increased when
creep failure occurred. As the increase of confining pressure
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Figure 7: Comparison of rock attenuation value Δσ, attenuation coefficient Ds, and failure characteristics. (a) Sandstone. (b) Mudstone.

Table 1: Comparison of rock mechanics characteristics.

Method σ3 (MPa) σ1−σ3 (MPa) σ1 (MPa) σr (MPa) c (MPa) φ (°)

Mudstone

Test

2 9.3 11.3 3.2

1.32 32.534 13.95 17.95 10.36
6 19.46 25.46 11.28
8 24.06 32.06 13.55

PFC

2 11.52 13.66 3.98

1.35 32.814 14.18 18.18 11.28
6 19.81 25.81 12.41
8 23.97 31.97 14.09

Sandstone

Test

2 41.31 43.31 15.00

8.14 38.424 47.41 51.41 31.61
6 53.86 59.86 41.79
8 60.42 68.42 51.66

PFC

2 41.01 43.01 17.22

8.16 38.74 47.57 51.57 31.71
6 53.87 59.87 42.27
8 61.13 69.13 51.68
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improved the compressive strength of the sandstone, the
occurrence of cracks resulted in the axial strain of the
sandstone to increase. Under a confining pressure of 2MPa,
the number of cycles of sandstone with fractures was 36
times lower than that of sandstone without fractures, and the
maximum peak stress declined by 10MPa (25%). At a
confining pressure of 4MPa, the number of cycles of
sandstone with fractures was reduced by four times com-
pared with sandstone without fractures, and the maximum
peak stress was reduced by 10MPa (20%). At a confining
pressure of 6MPa, the number of cycles of sandstone with
fractures was 31 times lower than that of sandstone without
fractures, and the maximum peak stress declined by 10MPa
(16.7%). -is result indicates that while the confining
pressure increased, the yield strength of sandstone with
fractures was one lower than that of sandstone without
fractures, and it was more prone to failure under dynamic
loads.

Analysis of failure characteristics indicates that sample
C-02 has low confining pressure, low compressive strength,
and low creep, and the sample is accompanied by partial
tensile failure and primarily shear failure. As the confining
pressure increased, the number of cycles increased stepwise
and creep increased. Samples C-04 and C-08 recorded
obvious simultaneous effects of tension and shear. In ad-
dition, tensile crack penetrated the entire sample, inter-
secting with the shear crack to form a Y-shaped crack in
C-08. Results for cracked sandstone (Figure 8(b)) indicate
that, when the low confining pressure is cyclically loaded, the

crack expands outwards in the form of a tensile crack along
with the reserved fracture, finally intersecting with the shear
crack and failing.

In the cyclic loading stage, the damping ratio β and the
damping coefficient C of the rock sample changed, and the
condition of the cracks will affect β and C of the sandstone.
By using equations (4) and (5), β and C were calculated. In
order to facilitate the analysis of the influence of cracks on
damping parameters, two sets of hysteresis loops with dif-
ferent cracks under a high confining pressure of 6MPa were
selected to calculate β and C. Finally, the relationship be-
tween the damping parameters of the two sets of sandstone
samples and the number of cycles was calculated (Figure 9).

Results in Figure 9 indicate that, under the same con-
fining pressure, the damping coefficient C increases linearly
with an increase in the number of cycles, and it is not affected
by the increase of the load amplitude. In addition, the
damping coefficient C of sandstone with fractures is five
times lower than that of sandstone without fractures. -e
damping ratio β noticeably fluctuates under the action of
cyclic loading with a confining pressure of 6MPa, gradually
decreasing as the number of cycles increases. -e β of
fractured sandstone is generally 0.1% lower than that of
sandstone without fractures. Under a higher confining
pressure, the damping coefficient C varies with cycle times in
the opposite direction to the damping ratio β. -is law is
consistent with the results of Zhou [29], indicating that
cracks have a degrading effect on the damping coefficient C
of sandstone.
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Figure 8: Cyclic triaxial dynamic stress-strain curve and failure characteristics. (a) Sandstone without cracks. (b) Sandstone with cracks.
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2.4.3. β Mesoparameter Sensitivity Analysis. Results in
Section 2.4.1 indicated that the attenuation value and at-
tenuation coefficient of mudstone were relatively low in
numerical experiments; results for sandstone were relatively
high. -is is because during the trial adjustment of the
mesoparameters, those that affect rock brittleness mainly
depend on the critical damping ratio β. -e critical damping
of mudstone is relatively low, and its brittleness is low in
numerical tests; as the critical damping of sandstone is
relatively high, it is therefore more brittle. Based on these
conclusions, the following sensitivity analysis of β-meso-
parameters of sandstone and mudstone was carried out.

(1) βn-parameter sensitivity analysis: during the nu-
merical triaxial test, under a constant confining pressure of
8MPa with other bonding mesoparameters unchanged,
normal critical damping ratio βn of 0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, and 1.0 was used. Under different βn values,
the stress-strain curves of mudstone and sandstonematerials
were calculated (Figure 10).

Results indicate that βn has an important influence on
the peak strength of deviatoric stress of mudstone and
sandstone. When βn had a value of 0 to 1.0, the stress-strain
curves of the two materials recorded an obvious “three-
segment” distribution, and the curve trend was different. For
mudstone, the increase of βn resulted in peak deviatoric
stress and residual stress to increase; results for strain
recorded no significant influence. When βn was 0, 0.1, 0.5,
0.6, 0.7, 0.8, and 1.0, the peak deviatoric stress of mudstone
was the largest, being 10–12MPa larger than the peak de-
viator stress under actual mudstone parameters. -is result
demonstrates that the value of βn has an amplifying effect on
the peak deviatoric stress of mudstone. When the βn value
was 0.2 and 0.3, the peak deviatoric stress and initial
deviatoric stress of mudstone were moderate and consistent
with the deviatoric stress under actual parameters, and the
difference range was within 2MPa. -is indicates that the
mesoscopic parameters of mudstone under βn are the closest
to the actual effect. When the βn value was 0.4 and 0.9, the

strength of mudstone material was the lowest, and the peak
deviatoric stress and initial deviatoric stress were 10–12MPa
lower than the actual value. -e βn value has a degrading
effect on the strength of mudstone, and the initial deviatoric
stress direction is abnormal, making the initial deviatoric
stress value negative.

For sandstone, an increase in βn reduced overall peak
deviatoric stress and residual stress. -e peak strain fluc-
tuated slightly under different βn values, and peak strain was
the largest when βn was 0.3. Considering the strength range,
when βn was 0.1, 0.4, and 0.9, the peak deviatoric stress of
sandstone was the largest, being 5–6MPa larger than the
peak deviatoric stress under actual sandstone parameters,
and the initial deviatoric stress was also larger than the actual
one. -is result indicates that the βn value has an amplifi-
cation effect on the peak deviatoric stress of sandstone, and
the amplification value was within 10–12MPa. When βn was
0.2 and 0.3, the initial deviatoric stress and peak deviatoric
stress of sandstone were closest to the actual value. Although
the error was within 2MPa, the strain was larger than the
actual value. When adjusting these parameters, it is rec-
ommended that after these values are tested and adjusted,
other mesoparameters need to be considered to continue to
improve the strain calibration.When βn was 0.5, 0.6, 0.7, and
1.0, the peak deviator stress was too small. In the same way,
the βn parameter under this condition had a degrading effect
on sandstone and, with abnormal initial conditions, it is not
recommended to be used in parameter sensitivity test
adjustments.

For the process of judging whether the particle flow rock
material is close to the real material, only using the peak
stress and the values of c and φ as the judgment basis is not
recommended. Rock ductility and brittleness should also be
considered. Based on this, we also considered the sensitivity
of β-parameters under the intensity attenuation value and
intensity attenuation coefficient. -e influence of βn pa-
rameter on material brittleness (Figure 11) indicates that,
within the range 0–0.3, the strength attenuation value of
sandstone is 12–15MPa larger than that of mudstone, and a
slight upward “U”-shaped fluctuation occurs with the at-
tenuation coefficient. Here, the βn-parameter has little effect
on the strength attenuation value and attenuation coefficient
of the two materials, that is, the brittleness and ductility of
the material remain unchanged. When βn increased to 1.0,
the intensity attenuation value and attenuation coefficient
significantly fluctuated as the damping ratio increased. -e
attenuation value of sandstone increased to 42.24MPa when
βn had a value of 0.4, and the attenuation coefficient in-
creased to 0.68. At this time, the mudstone attenuation value
did not fluctuate. -is result indicates that the βn value
greatly improved the brittleness of the two kinds of rocks,
and sandstone was more sensitive. When βn reached 0.5, the
attenuation value of sandstone significantly dropped to
22.19MPa (the attenuation coefficient dropped to 0.52); the
attenuation value of mudstone began to increase to
25.63MPa, and the attenuation coefficient decreased. Al-
though this result shows that βn at this moment had greatly
improved the ductility of sandstone and decreased its
brittleness, its sensitivity to mudstone was not high. By
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taking all of our results into consideration, brittleness of the
two rock materials was relatively stable when the βn value
was 0–0.3 and the parameter value ranged between 0 and 1.0.
At the same time, the trial adjustment of the βn-parameter
between 0.2 and 0.3 was closer to the actual value, and the
macroscopic mechanical properties were more stable.

(2) βs-parameter sensitivity analysis: as for the sensitivity
analysis of the normal critical damping ratio βn, confining
pressure was maintained at 8MPa and other bonding mes-
oparameters were unchanged during βs-parameter sensitivity
analysis. -e shear critical damping ratio βs was taken as 0,
0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0 (Figure 12).

As seen in Figure 12, the peak deviatoric stress of
mudstone and sandstone materials did not significantly
change with an increase in βs, and it was consistent with the
deviatoric stress under the actual macroscopic test. -is
result indicates that the shear damping ratio had no great
influence on the macroscopic yield strength of the two
materials, and there was no need to consider its influence on
the peak deviatoric stress during the mesoscale trial ad-
justment. -e influence of βs-parameter on material brit-
tleness is shown in Figure 13.

βs-parameter had a certain influence on the brittleness of
the two rock materials. For mudstone, the strength attenuation
value and attenuation coefficient showed a “wave-shaped”
change as βs increased. When βs was 0.1, the maximum at-
tenuation value and attenuation coefficient reached 19.33MPa
and 0.54, respectively, and the minimum attenuation value and
attenuation coefficient were 15.1MPa and 0.43 when βs was 0.7,
respectively. In the process of parameter trial adjustment, the
range can be set within 0.1∼0.7, and the selection was based on
the strength attenuation coefficient obtained from the indoor
test. For sandstone, as βs increased, the strength attenuation
curve recorded an “arch” change.When the βs valuewas 0.2, the
brittleness of sandstone increased from 0.53 to 0.65 before
remaining stable; when βs was 0.6, brittleness decreased to 0.53.
According to the attenuation coefficient obtained from the
indoor test, it was observed that the βs-parameterwaswithin the
range of 0.2 to 0.6 as a reasonable and sensitive test adjustment
range. At this time, brittleness of the sandstone material was
closest to the real material.

2.4.4. Mesoparameter Calibration. Based on the above
quantitative and qualitative analysis, the final meso-
parameters of mudstone and sandstone materials are shown
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Figure 10: Two kinds of rock stress-strain curves under different βn. (a) Mudstone. (b) Sandstone.
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in Table 2. With reference to previous studies [33, 34], the
structure of surface mesoparameters (Table 3) was
confirmed.

3. Dangerous Rock Model

3.1. Model Establishment. In this study, we used a typical
steep slope of dangerous rock on Provincial Highway 205,
Beichuan Qiang Autonomous County, Sichuan Province,
China (Figure 14), as a case study. -e 2008 Wenchuan
Earthquake in Sichuan caused a series of instabilities,
resulting in the collapse of dangerous rocks posing a

significant threat to the safe operation of the provincial
highway and nearby residents. After a detailed geological
survey, the steep slope of dangerous rock (about 23m high)
was restored. -e upper rock mass is composed of feldspar
sandstone with good integrity, about 16m high, with a
natural bulk density of 24.7 kg/m3 and a fracture toughness
of 26.0MPam1/2; the lower rockmass is mudstone with poor
integrity, being about 7m high with a natural bulk density of
25.3 kg/m3. -e fracture penetration rate is 25%, and four
sandstone layers were identified in the rock mass, including
two main control structural planes. According to the chain
law of rock slope [35], the external macrochain was called
the No. 1 chain, and the internal macrochain was the No. 2
chain. Each macrochain contains four microchains, and the
dangerous rock masses are numbered from bottom to top
(the first chain was 1-1, 1-2, 1-3, and 1-4, and the second
chain was 2-1, 2-2, 2-3, and 2-4).

According to survey results of on-site dangerous rocks,
reasonable generalizations were made for this investiga-
tion. PFC3D was used to establish a particle flow model for
dangerous rock slopes in three dimensions (Figure 15).
Here, the formation of the rock joint surface adopted
artificial synthetic rock mass technology [36], and the
linear parallel bond model was selected as the internal
contact model of the rock; the smooth-joint contact model
was the contact model of the joint surface between the
rocks.

-e seismic model under the coupling action of trans-
verse waves and longitudinal waves has an amplifying effect
on stability, and the probability of both acting at the same
point at the same time is small. It was therefore decided to
use the first 20 s acceleration curve (Figure 16) of the real EW
transverse wave monitored in Wolong during the
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Figure 12: Mudstone (a) and sandstone (b) stress-strain curves under different βs values.
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Wenchuan earthquake as the seismic input. When applying
seismic action, in order to prevent seismic waves from
reflecting at the boundary of the model, a viscous boundary

condition is required [37]. In PFC3D, this was achieved by
setting dampers in the normal and tangential directions of
the two sides and the bottom boundary of the model, as

Table 2: Mesoscopic parameters of sandstone and mudstone materials.

Lithology d (mm) Ρ (kg · m−3) Ec (GPa) Kc∗ μ λ K∗ Eb (GPa) σc (MPa) c (MPa) βn βs

Mudstone 0.24 3100 2 1.0 0.8 1.00 1.0 20 18 28 0.2 0.2
Sandstone 0.26 3000 3 1.0 0.6 1.01 1.0 30 20 35 0.3 0.6

Table 3: Mesoscopic parameters of the structural plane.

Structural plane type sj_kn (N · m−1) sj_ks (N · m−1) sj_μ sj_c (MPa) sj_φ (°)
Horizontal structure plane 10 1 0.7 0.3 10
Vertical structural plane 10 1 0.3 0 8
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shown in Figure 17. During the loading process, seismic
acceleration was transformed into boundary acceleration,
resulting in the model particles to vibrate.

3.2. Seismic Damage Analysis of Dangerous Rock Model

3.2.1. Failure Mode Analysis. -e destruction process of the
dangerous rock model under a 20 s earthquake is shown in
Figure 18. Model results indicate that, between a seismic
shear wave time of 0 and 6 s, the rock mass did not undergo
significant deformation or damage. At the same time, crack
development in the lower mudstone was not recorded and
slope stability was generally good. Comparison with the
particle velocity cloud map indicated that the maximum
particle movement velocity was concentrated on the bottom
rock mass 1-1 and rock mass 1-2 at 3 s. At 6 s, the maximum
particle velocity was transferred to the second and third
layers of rock, indicating that, before the rock mass was
destroyed, the failure trend was concentrated between the
first and third layers. When calculation time reached 9 s, the
seismic acceleration curve gradually peaked (see Figure 8).
Here, the internal structural surface contact model of Nos. 1-
1, 2-2, and 3-2 dangerous rocks was locally fractured, and
cracks in rock mass 1-2 gradually developed. Approximately
10 s later, the 1-2 rock mass fractured. In addition, the top
rock layer began to move, accompanied by the fracture of the
smooth joint model between the layers. -e particle velocity
at this moment was the largest relative to the velocity at other
moments, and the failure trend was concentrated between
the first and third rock mass layers. When the earthquake
rupture time was 11.5 s, the internal vertical rock mass fell
outward as a whole, colliding with the external vertical rock
mass, being pulled apart. Because of this movement, fissures
between the rock masses were further enlarged. In addition,
due to gravity and seismic action of the upper rock mass,
particles in the lower mudstone base began to disintegrate.
At 20 s, due to the interaction of adjacent rock blocks at the
bottom under the earthquake, the top rock block (No. 4-1)
broke locally. As this rock block was located on the lower
rock mass, it therefore fluctuated with the earthquake. At the

same time, the rest of the rock masses, except for No. 4-2,
had a tendency to bulge outwards as a whole. However,
based on the support of the upper and lower rock masses, no
rock mass collapse occurred. In summary, the dangerous
rock of Provincial Highway 205 in the high-intensity area
will undergo slight instability failure under the action of a
traverse EW-wave 20 s strong earthquake, and the failure
mode will be a tensile fracture-horizontal slip failure.

In order to further verify the rationality of the rock
material mesoparameters and the seismic damage of the PFC
dangerous rock model, we introduced two other dangerous
rock failure maps in the area (Figure 19). It can be seen that
after the Wenchuan earthquake, the failure mode of the real
dangerous rock was basically consistent with the failure
mode of the earthquake simulated in our study.

3.2.2. Displacement Analysis. Monitoring the vertical and
horizontal displacement of the rock block in this study provides
further information on the failuremode and stability of the rock
block. Model displacement in the vertical z-direction and
horizontal y-direction (Figure 20) indicate that there is no sign
of rock collapse or falling during the earthquake action period;
the displacement value was recorded to be very small. Negative
vertical displacement (distributed between 0 and 0.4m) and
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positive horizontal displacement (distributed between 0 and
1.2m) values indicate that the failure characteristics of the
model in the vertical and horizontal directions are small, and the
impact of earthquakes in the horizontal direction is relatively
large. No vertical displacement change was recorded between 0
and 9 s in the calculation time. In addition, the particles of each
rock block all have horizontal y-direction displacement fluc-
tuations with the action of shear waves, and the amplitude of the
fluctuations increases as seismic action time extended. During
this period, there was also no sign of damage to the slope,
indicating a stable state. After 8.5 s, displacement of each rock
block in Model 1 fluctuated with a small frequency in the
vertical direction before slowly declining after 11 s. At this time,
horizontal displacement to the right gradually increased, with a
maximum value of 1.2m distributed in the top rock block No.
4-1. After the calculation, displacement in both directions of the
1-1 rock block continued to increase, and the vertical and

horizontal displacement curves of the remaining rock blocks
tended to be flat. Results in Figure 18 indicate that the rock
block was damaged and fractured during this period. Although
the mudstone base cracked and stability gradually decreased,
caving and rolling failure did not occur. Based on the damage
trend, it can be judged that rock blocks 4-1 and 1-1 will be the
most likely to fall. It should be noted that the vertical dis-
placements of No. 1-2 and No. 3-2 rock masses are large,
possibly due to adjacent rock masses colliding and squeezing
each other, resulting in surface rock mass particles to break and
fall off.

3.2.3. Analysis of Unbalanced Force of the Rock Block. By
analyzing the failure modes of various slope models under
earthquake conditions, it is accepted that the dynamic in-
teraction of rock blocks is an important factor causing rock
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Figure 18:-e failure process of the dangerous rockmodel under different earthquake durations. (a) 0∼6 s, (b) 9 s, (c) 10 s, (d) 11.5 s, and (e)
20 s.
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mass collapse. In PFC, the unbalanced force of the particle
not only represents the size of the contact force chain around
the particle but also includes the tension and compression of
the interlayer load and adjacent rock blocks. -erefore, the
unbalanced force in each rock block can represent the
magnitude and direction of the load on each rock block. -e
unbalanced force fluctuation curve of each rock block,
obtained using in situ monitoring, is shown in Figure 21. In
the vertical z-direction, the rock mass unbalanced force

predominantly fluctuates between 8 and 13 seconds. -is
wave phenomenon is caused by rocks caving and colliding
with each other. -e vertical upward peak unbalanced force
generated by the fracture was 230 kN, generated by rock
block 4-1; the vertical downward peak unbalanced force was
350 kN, generated by rock blocks 1-2 and 3-2.-emaximum
horizontal y-direction unbalanced force was distributed in
rock blocks 1-2, and the peaks were concentrated in the
maximum seismic acceleration interval. It can be seen that
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Figure 20: Time history curve of model displacement. (a) Vertical z-direction displacement. (b) Horizontal y-direction displacement.
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Figure 19: On-site destruction of #3 and #4 dangerous rock slopes. (a) #3. (b) #4.
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collisions of Nos. 4-1, 1-2, and 3-2 rock blocks are the most
violent under the action of an earthquake, especially rock
block 1-2.

4. Conclusions

Based on the principle of discrete element particle flow,
we conducted an in-depth analysis of the mechanical
characteristics and mesoparameters (β-parameters) of
rock materials through dynamic and static triaxial tests of
sandstone and mudstone. Findings from this investiga-
tion enhance the reliability of rock material meso-
parameter calibration technology. Furthermore, a more
realistic and reliable dangerous rock model compared to
previous studies was presented, with seismic stability
analysis undertaken. Conclusions from this study are as
follows:

(1) -e brittleness of sandstone gradually weakened with
an increase in confining pressure, with brittleness
weakening more severely after a confining pressure of
2MPa. In addition, the characteristic value ofmudstone
brittleness attenuation recorded a V-shaped change
with increasing confining pressure. Under low con-
fining pressure, the brittleness of mudstone was pref-
erentially weakened and ductility was enhanced. Under
high confining pressure, the brittleness of mudstone
was enhanced and ductility decreased. During the PFC
numerical three-axis test, mudstone particles were
recorded to undergo shear failure and the sandstone
particles underwent tensile failure. -e failure charac-
teristics of the two types of rocks in the PFC numerical
test are in accordance with results from an indoor test.

(2) Fissures have a degrading effect on β and C of
sandstone. When the rock fails, the dynamic

compressive strength of sandstone with cracks is one
lower than that of sandstone without cracks. -e
peak stress of the compressive strength of the former
is reduced by 16.7%∼25% compared with the latter.
-is finding indicates that sandstone, especially
sandstone with many cracks, is more prone to
damage under dynamic load. Under the same con-
fining pressure, the damping coefficient increases
linearly with the increase of the number of cycles,
and it is not affected by the increase of the loading
amplitude. -e damping coefficient of sandstone
with fractures is generally lower than that of sand-
stone without fractures by a factor of five.

(3) During the trial adjustment of mesoparameters, the
peak deviatoric stress and c − φ value are not the only
criteria for judging the authenticity of materials. -e
effect of material brittleness is equally important to
mesoparameters and cannot be ignored. In addition,
the mesoparameters of rock brittleness mainly de-
pend on the damping ratio β. Mudstone has a rel-
atively low β and low brittleness whereas sandstone
has a high β and high brittleness. In rock materials,
βn is more sensitive than βs. -e value of the
βn-parameter was between 0.2 and 0.3, and the value
of βs-parameter was between 0.2 and 0.6. Rock
brittleness was more stable and the reflected mac-
roscopic mechanical properties were more realistic.
With an increase of βs, Δs and Ds of mudstone
indicated “wave-shaped” changes. In contrast,
sandstone recorded “arch” changes.

(4) After an in-depth analysis of mesoparameters, the
failure mode of the PFC dangerous rock model of
Provincial Highway 205 under the simulated Wen-
chuan earthquake was a tensile fracture-horizontal
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slip failure. -e simulated failure mode was basically
consistent with results recorded for the real dan-
gerous rock. Combined with displacement analysis,
the failure trend was concentrated between the first
layer to the third layer of the rock mass. -e failure
characteristics of the model in the vertical and
horizontal directions were small, and the horizontal
influence was relatively large. In addition, the dan-
gerous rock did not eventually collapse and fall in a
large area. It is judged that rock blocks 4-1 and 1-1
are likely to fall in the later stage of an earthquake.
Combined with analysis of the unbalanced force,
collisions of rock blocks 4-1, 1-2, and 3-2 are the
most violent under the action of the earthquake,
especially rock block 1-2.
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)e damage and degradation are the main influence factors of the instability of rock mass engineering. In this paper, the damage
and deformation characteristics of the rock-like samples are investigated under the uniaxial compression test, and the advanced
digital image correlation (DIC) device is devoted to full-field deformation data acquisition on the sample surface. Based on the
full-field deformation data, a new damage variable is proposed by the principal strain standard deviation to characterize the
uniaxial compression damage process of the rock-like samples. )e results show that the newly presented damage variable can be
utilized for the quantitative characterization of the sample damage. According to the characteristics of the damage variable, the
damage evolution process of the rock-like specimens under uniaxial compression can be divided into four stages: initial damage
closure stage, linear elastic damage stage, elastic-plastic damage stage, and plastic damage stage. From the stress-strain curve, the
cut-off point from elastic to plastic deformation of the rock-like specimen is also the turning point from micro to macro damage;
after the point, the apparent initial damage starts to occur on the sample surface; furthermore, the damage of the specimen is
accelerated in the plastic damage stage. When the overall damage variable reaches 0.5 or the damage variable of strain localization
zone reaches 0.8, the macro crack forms, and the bearing capacity of the rock-like specimen decreases rapidly. )e findings are of
great significance to the prediction of the damage process of rock mass engineering by digital image correlation.

1. Introduction

With economic development in China, the construction of
geotechnical engineering, such as dams, bridges, tunnels,
and mining engineering, is in the ascendant. )e damage
and degradation of rock mass engineering are serious under
complex occurrence conditions and stress environments. To
assess the stability of rock engineering in real time, methods
such as monitoring and identifying the damage, mainte-
nance, and reinforcement of the critical region are utilized
increasingly.)ey are critical for ensuring the safe and stable
operation of rock engineering.

To reveal the failure mechanism of rock mass, the
damage and degradation process of rock-like materials has
been studied recently by many scholars with the theory of

fracture mechanical behaviors, such as crack propagation,
damage evolution process, and degradation and stability
evaluation. A 0-1 variable scalar was initially established by
Walsh to describe the damage evolution process of rock [1].
)e concept of damage variable D was proposed by Kraj-
cinovic for the first time [2]; then, a generality damagemodel
was presented by Horii based on the previous research
results, which made an important contribution to the
quantitative description of damage evolution of rock and
other solid materials [3].

In the aspect of rock damage constitutive models,
considering the joint geometry and mechanical properties of
rock mass [4, 5], the deformation characteristics of jointed
rock mass with different parameters under uniaxial, triaxial,
and cyclic loads were studied, and the damage constitutive
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model of jointed rock mass under different loads was
established [6–10]. Considering the influence of the oc-
currence environment on the deformation and damage
process of rock [11, 12], the damage constitutive models of
rock under the conditions of the freeze-thaw cycle, high
temperature, and moisture were studied [13–17]. )ese
studies have laid a solid foundation for mastering the law of
damage and failure of rock.

With the popular application of acoustic emission,
X-ray, computed tomography (CT), scanning electron mi-
croscopy (SEM), and so forth in rock mechanics, the re-
searchers gradually integrate them with the damage theory
and try to describe the damage process of rockmass from the
micro and macro scale.

Under the loading, the internal defects of rock develop
and form damage. In the process, the acoustic emission
phenomenon is apparent. AE is very popularly utilized to
detect the macro damage of rock. )e damage state of rock
under different loading conditions can be reflected by the
spatial evolution characteristics of AE events [18, 20]. To
investigate the damage evolution process of rock, scholars
combined the acoustic emission energy [20, 21], events
counts [20, 22], ringing counts [22, 23], and other charac-
teristic parameters with the damage theory, establishing new
damage variables characterizing the damage evolution law of
rock.

)e CT and SEM are widely used to identify the
mesoscopic and microscopic damage characteristics and
propagation process of rock cracks [23, 24]. Based on the
principle of CT, a method of establishing the damage var-
iable was put forward by CT number [25]. Compared with
Bellonoi’s and Lemaitre’s formula, it can be applied to a
wider range and reveal the damage mechanism of rock and
concrete well. )e damage variable based on the damaged
area, such as crack and pore, is defined with the CT image
processing technology [26], for instance, gray-level analysis
and image segmentation technology, providing a feasible
method for quantitative analysis of rock damage evolution.
To investigate the damage process of rock, the volumetric
porosity [27, 28] and accumulated plastic strain [29] are
utilized to establish the damage variable combining the SEM.
)e mechanical behavior relationship between the micro
and macro damage mechanisms of rock materials was in-
vestigated by observing the whole deformation and failure
process with SEM [30].

As an advanced optical testing method, DIC is also
combined with damage theory to evaluate the deformation
and failure of rock. )e shear strain, maximum shear strain
variation coefficient, the gray-scale variation, and so forth
obtained by DIC were used to propose the damage variable.
)e maximum shear strain, extracted on the samples with
DIC, was used to establish a damage variable, which was
utilized to describe the deformation and damage process of
marble and slate with holes [31]. )e gray-scale variation in
the deformation process of the rock sample was studied by
Ma, and the relationship between the gray-scale variation
and the damage was established to describe the damage
evolution process of samples [32]. )e strain localization
process of coal samples was investigated by Wang et al.; the

maximum shear strain variation coefficient was presented by
extracting the surface shear strain [33].)e changes of strain
gradient responding to loading were observed in the flat
dog-bone specimens tensile tests with DIC [34]. DIC
technique can be utilized to describe the evolution of damage
in rock materials.

Compared with CT, SEM, and AE, DIC has the typical
advantages of large test range, lower cost, high precision,
full-field observation, and so forth. As an advanced non-
destructive monitoring method, DIC has been widely used
in the field of rock mechanics. Up to now, there are few
researches on the evolution of rock-like samples damage by
DIC. In this paper, based on the advantage of full-field strain
measurement, the damage variable was defined with the
main strain standard deviation for investigating the damage
evolution process of rock-like samples. )e findings are of
great significance to the prediction of damage deterioration
of rock engineering.

2. Experimental Setup and
Specimen Preparation

2.1. 3D-DIC Setup. Digital image correlation (DIC) is a
rising optical measurement technology in recent years. Due
to the unique advantages, such as noncontact measurement,
full-field strain and displacement data extracting, and high
precision, it has been widely used. In this paper, the
ARAMIS-3D commercial full-field strain test system of the
GOM group is used. It is mainly composed of an industrial
camera, digital image correlation calculation software, and
calibration system.

2.1.1. Principle of 3D-DIC. )e 3D-DIC is developed from
2D-DIC. It is a 3D deformation measurement method that
integrates the computer binocular stereo vision and 2D-DIC
related matching technology. Based on the principle of
binocular stereo vision, the system needs to be calibrated to
obtain the internal and external parameters of the camera
before the test. Usually, the process is that the two cameras of
a certain angle to each other take several photos of the
calibration plate with different attitudes. As shown in
Figure 1(a), take the point P (XW, YW, ZW) on the sample
surface in the world coordinate systemO (XW, YW, ZW) as an
example, respectively, and the point P is imaged at points of
P1 (U1, V1) and P2 (U2, V2) in the image plane of the left and
right cameras, respectively. From the knowledge of stereo
vision [35], when the internal and external parameters of left
and right cameras are known, the image coordinate P (U, V)
is uniquely determined for any given 3D space point P (XW,
YW, ZW), and the 3D coordinate of the point is also to be
reverse-calculated. As a result, the 3D coordinate of point P
is determined in the world coordinate system (XW, YW, ZW).

)e coordinate in the left and right images of the same
point on the sample will be identified by binocular stereo
vision technology when the 3D-DIC begins measurement.
At the same time, the 2D digital image correlation tech-
nology is utilized to match the deformed and undeformed
images of the sample. Note that the deformed image will be
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divided into some small grids named subsets in the matching
process. It will be used to evaluate the correlation of de-
formed images. Generally, the correlation of subsets is
calculated by the normalized covariance cross-correlation
function shown in formula (1), where f (x, y) and G (x, y)
represent the gray distribution of the subregion of the

reference image and the target image, respectively. )e
points of the subregion center in the two images are
completely matched when the correlation coefficient C is up
to 1, and, also, the reference subregion is completely cor-
related with the target subregion:

C �


M
i�−M 

N
j�−M f xi, yj   g xi

′ − yj
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·
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N
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′, yj
′  − gm 

2
 . (1)

In 3D-DIC deformation measurement, the matching
procedure of image before and after deformation in the left
and right cameras is represented by Figure 1(b). Point P (Xw,
Yw, Zw) in space is imaged on points P1 (u1, v1) and P2 (u2,
v2) on the left and right cameras, respectively, before de-
formation. After deformation, point P is moved to P′(Xw,
Yw, Zw), and the points P1 (u1, v1) and P2 (u2, v2) on the
image plane of left and right cameras are imaged, respec-
tively. )e correlation function of equation (1) is used to
calculate the correlation of images. )e image subregion of
the right camera before deformation will be taken as the
reference subregion. To confirm the point P in the deformed
image, the subregion with the highest correlation between
the deformed image and the reference image will be
matched. )e displacement from P′ to P could be obtained
by the three-dimensional coordinate. Repeat the above
process for all pixels in the image, and then the three-di-
mensional displacement field of the sample surface can be
obtained. After the displacement is smoothed, the corre-
sponding strain field can be obtained by differential
calculation.

2.1.2. 3D-DIC Image Acquisition Method. As shown in
Figure 2, the ARAMIS 3D-DIC image acquisition system is
mainly composed of two COMS industrial cameras, two
fixed-focus lenses with a focal length of 50mm, two high-
brightness blue-light sources without stroboscopic light, and
a computer with data acquisition.)e resolution of COMS is

4096× 3000. During the test, the sample should be filled with
camera vision as much as possible.

DIC collects two photos per second during the uniaxial
compression of rock-like samples.)e subset is 19 pixels and
the spacing is 16 pixels in the data processing stage. )e
actual length of each pixel is calculated to be 0.5mm/pixel in
the experiment. A ROI (region of interest) 40mmwide
× 80mm high is set on the specimens to obtain the data
strain and displacement.

2.2. Sample Preparation and Test Procedure

2.2.1. Sample Preparation. Based on the parameters of
sandstone in the field, three kinds of rock-like samples
were made with quartz sand, iron powder, barite powder,
gypsum, and alcohol rosin solution. Quartz sand ac-
counts for 30% of the total weight of rock-like materials.
Gypsum content is the ratio of gypsum to total materials.
40 g alcohol is needed for every 1000 g of rock-like
materials. )e binder concentration is the ratio of rosin to
rosin and alcohol solution weight, and the weight of
barite powder and iron powder is 70% of the total similar
material weight. In order to summarize the damage
evolution law of the rock-like material under uniaxial
compression, the three kinds of samples with different
proportions were made. )e mechanical parameters of
rock-like sample and the field sandstone are shown in
Table 1. )e contents of iron powder, alcohol rosin
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Figure 1: 3D-DIC measurement principle. (a) Binocular stereo vision principle. (b) )ree-dimensional displacement calculation.
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solution, gypsum, and the forming pressure of the ma-
terial are represented by A, B, C, and D. A high-accuracy
electronic scale of 0.01 g was utilized to weight the ma-
terial, such as iron powder, barite powder, quartz sand,
rosin, and alcohol. To ensure the homogeneity of the
samples, the material will be fully stirred and then loaded
into the mold and formed on the universal testing ma-
chine according to the set forming pressure. Finally,
according to the standard for test methods of engineering
rock mass (GB/T 50266-2013) [36], the cylindrical
standard specimens with a height of 100mm and a di-
ameter of 50 mm are produced.

2.2.2. Test Procedure. )e uniaxial compression experiment
was conducted by the high-precision MTS electrohydraulic
servo testing machine with a range of 50 kN. For the
principle of DIC, the sample’s surface needs to make some
speckle of a diameter of about 1mm with black and white
paint before the test. After the speckle was made, placing the
sample on the MTS, the angle of the sample is adjusted to
present the speckled surface in the field of vision of two
cameras. )e loading mode of MTS is displacement control;
the loading rate and the sampling frequency are set sepa-
rately as 1mm/min and 2Hz, respectively. Meanwhile, to
conveniently compare the data, the acquisition rate of the
camera is also set to 2 pieces per second, and the devices start
to measure at the same time.

3. Failure Characteristics of Rock-like Samples

3.1. Typical Stress-Strain Curve of Rock Sample. )e stress-
strain curves of S1, S2, and S3 are shown in Figure 3.

As shown in Figure 3, the UCS (Uniaxial Compressive
Strength) of samples S1, S2, and S3 is around 2.5MPa. )e
stress of the sample drops rapidly after reaching the peak
value.

Brittleness is an important parameter for evaluating
rock-like materials. At present, it is usually evaluated by the
tension-compression ratio, and the smaller the ratio, the
stronger the brittleness of the rock [37]. )e tension-
compression ratio of natural rock is approximately 2.9% to
8.3% [38]. According to the relevant parameters of S1–S3 in
Table 1, the tension-compression ratio of rock-like sample is
from 5.9% to 7.1%, so the brittleness of the rock-like sample
in this paper is similar to natural rock.)e rock-like material
selected in the experiment has good performance to simulate
the rock.

3.2. Failure Characteristics of Rock Samples. In this section,
taking S1 as an example, the deformation and failure modes
of rock-like samples are analyzed. In the test, the specimen
S1 first produced macro cracks from the right side of the
specimen top. With the continuous increase of stress, the left
side of the specimen also produced an X-shaped crack
intersecting the right side, and the final specimen presented

Table 1: Proportion and mechanical parameters of the sample.

Number A (%) B (%) C (%) D (MPa) Density (g∗ cm3) UCS (MPa) E (GPa) σt (MPa) Poisson’s ratio Brittleness (%)

S1 20 25 8 6.0 2.07 2.63 3.06 0.19 0.17 7.2
S2 35 25 6 4.0 2.18 2.31 2.87 0.17 0.15 7.3
S3 30 20 8 2.0 2.04 2.14 6.26 0.15 0.19 7.0

Field sandstone 2.32 27.5 35.31 1.93 0.21 7.0

MTS loading machine

MTS
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80
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Figure 2: Test system diagram.
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an X-shaped failure. )e characteristics main strain and
displacement were analyzed by selecting 10-key-point
nephogram of ROI on the sample S1. Figure 4 is the main
strain evolution cloud diagram of ROI (region of interest) on
the sample surface before the peak stress of S1, S2, and S3.

To analyze the failure characteristics of the specimen,
measure points located at both sides of the strain localization
band (SLB) are evenly arranged, which are to extract the data
of the main strain and displacement in the loading process in
the axial (Y direction) and radial (X direction) directions of
the sample.

From the results obtained in Table 2, before the peak
stress up to 0.3σc, there is a small strain concentration point
scattered sporadically on the surface of the sample S1. When
the peak stress is between 0.4σc and 0.6σc, the points of strain
concentration on the surface of the specimen increase and
gradually develop into a short strain localization band; with
the further increase of stress, the strain localization band
continues to grow and connect, forming a relatively clear
strain localization band.

When the stress reaches 0.6σc, two more obvious X-
shaped strain localization bands are formed at the upper end
of the sample. When the stress increases from 0.7σc to σc, the
X-type strain localization band in the upper part of the
specimen continues to extend to the lower part of the
specimen, the width increases gradually, and the localization
bands in other positions are gradually connected into a
network, staggered distribution. When the peak stress is
reached, two obvious strain localization bands are formed on
the surface of the upper end of the specimen, the position is
consistent with the failure crack shape of the specimen, and
the strain concentration degree of the localization band on
the right side of the upper end is greater than that on the left
side.

Four measuring points were arranged separately on both
sides of S1 localization bands 1 and 2, as shown in Figure 2.
)e displacement, extracted, respectively, in X and Y di-
rections of the points, was utilized to describe the failure

mode of samples. )e type of crack is determined by the
relative value of the axial and radial displacement of the
measuring points on both sides of the strain localization
zone in this paper. When the radial deformation of the
sample is greater than the axial deformation, it is a tensile
crack; and when it is not greater than the axial deformation,
it is a shear crack. )e results are shown in Figures 4 and 5.
Note that the downward compression displacement of the
sample is positive.

As shown in Figure 4, the deformation of S1 localized
band 1 can be divided into three stages. In the first stage, the
axial (Y direction) displacement of localized band 1 is larger
than that of radial (X direction) displacement before the
specimen is loaded for 53 s, and the strain localization is
mainly shear deformation. In the second stage, the specimen
is loaded with 53 s–56 s, and the axial and radial displace-
ments of the specimens increase rapidly until the radial and
axial displacements are the same. In the third stage, after 59 s
of loading, the radial displacement of the specimen is ob-
viously larger than that of the axial displacement, and the
macroscopic crack occurs. )e cracks formed in the strain
localization band 1 of the specimen are mainly subjected to
shear crack.

As shown in Figure 5, the displacement evolution of the
measuring points on both sides of the strain localization
zone 2 can also be divided into three stages. Stage 1 is 53 s
before loading, and the axial displacement of localization
zone 2 is larger than that of radial displacement, which is
shear deformation. In the second stage, the specimen was
loaded with 53 s–63 s, and the radial displacement of the
localized zone 2 was larger than that in the axial direction,
which was tensile deformation. In stage 3, after the specimen
was loaded for 63 s, the tensile displacement of localization
band 2 further increased, which led to the failure of the
sample. )erefore, the crack in the localized band 2 is the
first shear, and then tension formed.
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4. Damage Assessment of Rock-like Samples
Based on 3D-DIC

4.1. Establishment of Damage Variables. In the field of rock
mechanics, defining new damage variables combining the
parameters obtained from DIC with the damage theory is a
key factor to describe the damage mechanism of materials.

According to the damage theory, the original damage
variable is represented by the reduction of the effective
bearing area. So the initial damage variable can be defined as
in formula (2).

Ad is the defect area on the effective bearing area, and A
is the effective bearing area.

D �
Ad

A
. (2)

In this paper, the standard deviation of the main strain is
introduced into the formula of the damage variable. S is the
standard deviation of the main strain when the damaged
area reaches Ad, and Smax is the main strain when the
damaged area reaches Ad. )en formula (2) can be rewritten
as

D �
Si

Smax
. (3)

Si is the standard deviation of the main strain on each
measuring line in formula (3), as shown in the following
formula:

Si �

�������

1
n − 1



n

1




Xi − X( 
2

. (4)

In formula (4), n is the number of statistical points, Xi is
the principal strain of (i) statistical points at any time, and X

is the average value of the principal strain on the measuring
line.

)e load was stopped when the load decreased to 20% of
the peak load during the experiment. As a result, the
specimen was not completely damaged and the damage
variable did not reach 1.

4.2. Data Extraction Method. A clear evolution nephogram
of the displacement field and strain field in the process of
specimen loading can be obtained with DIC technology.
Strain and displacement data in all directions, by setting an
ROI area on the measuring area and arranging lines and
measuring points in the ROI area, can be extracted at any
time in the process of sample loading. )e maximum,
minimum, and average strain data of the ROI region can also
be obtained utilizing the statistical function of the software
of DIC.

)e ROI region is determined according to the research
objective. Arranging the measuring line and point according
to the location of SLB in the ROI area on the sample, the
strain data can be extracted.

At the moment before the macro and micro cracks
appear in sample S1, there are many clear SLBs on the
surface. )e two SLBs of the sample are named SLB1 and
SLB2. Measuring lines 1 and 2 are arranged along the
propagation direction of SLB1 and SLB2, respectively. Strain
data in the measuring lines are extracted to analyze the
evolutionary relationship between the sample S1 stress-
strain curve and SLB1 and SLB2 damage variables. )e
measuring line and point arrangement in the ROI area of
sample S1 are shown in Figure 2.

4.3. Damage Characteristics of Rock-like Sample

4.3.1. Whole Damage Analysis of Sample. In this section, the
damage evolution processes of S1, S2, and S3 specimens were
compared and analyzed with their stress-strain curve. As
shown in Figure 6, taking S1 as an example, five key pointsO,
A, B, C, and D were taken from the stress-strain curve of
sample S1 for analysis. )e damage evolution process of S1
specimen under uniaxial compression before peak stress can
be divided into four stages.

(1) )e samples in the stage of OA have uniform de-
formation. )e microfissure and micropore in the
samples are gradually compacted under the loading,
and the damage variable tends to 0, which is the
initial damage closure stage.

(2) )e microfissure and micropores had been com-
pacted in the AB stage of sample deformation, and
the deformation of the samples has entered the stage
of linear elasticity. At this time, the internal micro
damage of the specimen developed gradually, which
was the stage of linear elastic damage. In this stage,
the damage variable of apparent was still small, and
the damage degree of the specimen was low. )e
deformation of the specimen changed from linear
elastic to nonlinear elastic when the specimen was
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loaded to point B. )e damage of the specimen
increased and the damage variable began to evolve.

(3) )e BC segment of sample deformation was the
elastic-plastic stage. )e segment microfissure de-
veloped stably, the damage of the specimen gradually
evolved from the inside and outside to the surface,
and the apparent damage variable gradually in-
creased, which also is the elastic-plastic damage
stage.

(4) Point C is the critical point of the deformation of the
sample from elastic-plastic to plastic. )e fissure
initiated and developed rapidly in the CD segment.
Meanwhile, the damage variable increased quickly. It
was the plastic damage stage, in which the specimen
gradually develops from micro to macro failure.
When the loading is up to the peak stress (point D),
the macro cracks appeared, the whole damage var-
iable of the specimen reached 0.528, and the bearing
capacity decreased rapidly.

In the OA segment, the damage variable of the S1 sample
fluctuated a little, which was caused by the error caused by
the DIC system noise. It did not affect the whole damage
evolution trend of the sample S1.

As shown in Figure 7, when the loading of the specimen
S1 reached the peak stress, the whole damage value was
0.528, which was a little small. )e main reason is that the
deformation of the specimen is nonuniform, leading to
appearance of strain concentration area. )e strain is more
than the other regions in the area. So, the maximum
principal strain is located in the strain localization zone, and
Smax is larger, resulting in the whole damage of the specimen
becoming smaller.

)e failure of brittle materials, such as rock, is usually
due to the inhomogeneous deformation of the specimen
caused by the internal defects of the rock mass. )e strain
localization zone usually appears in the location of inho-
mogeneous deformation and where deformation is large and

easy to produce macro cracks, which leads to the whole
failure of the specimen.

In this section, the damage evolution law of the whole
ROI area was analyzed with DIC, which was the whole trend
of the sample damage. However, the deformation of the
specimen is nonhomogenous, as mentioned above, where
the deformation of SLB is larger than the other zone.
)erefore, to more carefully investigate the damage process
of the specimen, the damage evolution process of the SLB
was analyzed by the main strain distribution nephogram of
the specimen S1 before the appearance of macroscopic crack.

4.3.2. Damage Evolution Analysis of SLB. As shown in
Figure 2, measuring lines 1 and 2 are arranged, respectively,
for obtaining the principal strain and maximum standard
deviation of the principal strain at the SLBs of sample S1.)e
data will be used for calculating the damage variable with
equation (3).

It can be seen from Figure 7 that the damage evolution
process of SLB1 and SLB2 can also be divided into four
stages: the OA segment is the initial damage closure stage
and is also the micro cracks compaction stage of the
specimen. Meanwhile, the apparent damage is small, about
0.005.

)e AB segment is in the stage of linear elastic damage.
)e specimen is elastically deformed and the micro cracks
propagate initially. At the same time, the sample’s damage
develops from the inside to the surface and evolves on the
surface. It increases approximately linearly for the damage
variables of SLB1 and SLB2, up to 1.3 and 3.6 times, re-
spectively.)e BC segment is an elastic-plastic damage stage.
In this stage, the micro cracks develop steadily, and the
damage variable of SLB1 and SLB2 increases quickly, up to
1.8 and 2.45 times. )e damage of SLB1 and SLB2 is larger
than the whole sample. )e CD segment is the plastic
damage stage. )e microfractures rapidly unstably develop
and connect to each other.)e damage variables of SLB1 and
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SLB2 are exponentially increased by 9.7 and 3.6 times larger
than point C, respectively. It reaches the maximum value at
point D before the specimen failure.

)e principal strains of S2 and S3 for analyzing damage
were also obtained with DIC. )e damage variable of the
characteristic point of the stress-strain curve is obtained
from the whole and SLB of specimens S1, S2, and S3. It is
shown in Figures 8 and 9, and more detailed data are shown
in Table 3. It can be seen from Figure 8 that, before point C,
the damage of SLB of the rock-like specimen is about 0.2,
and after reaching the point D, it is about 0.8. )e damage of
the specimen in the on-line elastic stage is small, and the
failure of the specimen in the yield stage is accelerated, and
the larger macro failure is formed when the peak stress is
reached.

It can be seen from Figure 9 that the whole damage of the
sample highly increases in the CD segment. )e damage
variable of points C to D increases from 0.2 to 0.5 and the
macro cracks and failure appeared in the stage. It could be
illustrated that the rock-like specimen is stable before
reaching the yield stress, and the damage in the yield phase is
the main reason for the failure of the specimen. It is more
than 60% of the total damage of the sample. )e damage in
the AB and BC segments is about 40% of the total of the
sample, developed slowly, which has little impact on the
stability of the sample.

Based on DIC obtained strain data, the damage variable
defined with the standard deviation of principal strain can
describe effectively the damage process of the specimen by
analyzing the damage evolution process of S1, S2, and S3.
)e damage evolution process of the samples can be divided
into four phases at prepeak stress: initial damage closure
stage, linear elastic damage stage, elastic-plastic damage
stage, and plastic damage stage, corresponding to the
compression stage, linear elastic stage, elastic-plastic stage,
and yield stage of the stress-strain curve. )e damage

propagation of the specimen is a process from inside to
outside. )e characteristic point B, from linear elastic to
nonlinear elastic deformation of the specimen, is the key
point from internal to external damage evolution. )en, the
damage of the specimen gradually evolves from internal to
apparent scale.

5. Conclusions

(1) Using DIC technology to extract displacement data,
through analyzing the displacement evolution of
both sides of S1 SLB, it is shown that the position of
S1 SLB1 is a shear crack, and the position of SLB2 is
tensile crack. )e failure mechanism of the sample is
shear failure first and then tensile failure. )e de-
formation failure mode of the specimen can be
explained quantitatively with DIC.

(2) )e whole field strain is obtained by DIC mea-
surement technology, and the damage variable based
on the standard deviation of principal strain is
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Table 3: Evolution process of damage variable of samples S1–S3.

Sample Damage A B C D
Damage variation
AB BC CD

S1

Global 0.044 0.052 0.133 0.528 0.182 1.558 2.970
1 0.026 0.060 0.168 0.776 1.308 1.800 3.619
2 0.005 0.023 0.079 0.851 3.600 2.435 9.772

ε/10−3 0.390 0.812 1.188 1.565 — — —

S2
Global 0.041 0.088 0.235 0.586 1.146 1.670 1.494

1 0.019 0.061 0.130 0.835 2.250 1.145 5.410
ε/10−3 0.228 0.614 1.071 1.663 — — —

S3
Global 0.022 0.032 0.159 0.518 0.455 3.969 2.258

1 0.018 0.055 0.169 0.769 2.072 2.043 3.560
ε/10−3 0.164 0.532 0.966 1.262 —— —— ——
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established. )e damage evolution process of rock-
like specimens can be divided into four stages: initial
damage closure stage, linear elastic damage stage,
elastic-plastic damage stage, and plastic damage
stage. It is verified that the damage variable proposed
can well describe the deformation and damage
process of the specimen.

(3) )e deformation of rock-like samples is inhomo-
geneous. )e damage of the SLB zone is greater than
that of the whole. )e damage of rock-like samples is
mainly concentrated in the yield stage. When the
overall damage of rock-like samples reaches about
0.5 or the damage of the SLB zone reaches about 0.8,
the failure of samples will occur soon. )e de-
scription of the rock damage process with SLB
damage is more effective.
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+e thaumasite sulfate attack (TSA) on tunnel concrete structure has been reported increasingly in the past decades. Previous
investigations on the formation of thaumasite were focused on identifying the deterioration products and reaction mechanisms,
while the occurrence time of TSA on tunnel concrete structures was not reported. A highway tunnel exposed to TSA was reported
in the present study. +e development of tunnel diseases and results of experimental tests conducted in the tunnel and in the
laboratory were analyzed to investigate the occurrence time of TSA on concrete. Results revealed that the thaumasite was formed
in a range of 18 to 36 months after the construction of Dugongling tunnel. +e preconditions for the formation of thaumasite on
tunnel concrete structures are available in Shanxi Province, China, due to the special conditions of stratum lithology and climate.
+e compositions of corrosion products of lining concrete under TSA varied for site studies and for laboratory tests. Site
investigations on TSA on tunnel lining concrete should be paid more attention in further research.

1. Introduction

+e rapid economic development urges the construction of
high-speed transportation in China. Due to the different en-
vironment and geological conditions, there exist various
geologic hazards. Some of the hazards are related to the rock
masses (including the discontinuities) [1–5], and others are
related to the engineering structures (such as the concrete).
Sulfate attack has a significant effect on the long-term dura-
bility of concrete, which has been largely studied in the con-
crete industry. +e formation of sulfate can generate
expansion, cracking, spalling, loss of strength, and severe
degradation. Generally, conventional sulfate attack on cement-
based materials refers to the formation of corrosion products
including ettringite and gypsum [6]. However, thaumasite
sulfate attack (TSA) is another type of sulfate attack, which is
greatly different form other sulfate attack types and has been
widely investigated over the past years [7–10].

+aumasite, Ca6[Si(OH)6]2·[(SO4)2·(CO3)2]·24H2O, is a
naturally occurring mineral and can be artificially synthe-
sized in the laboratory under proper conditions. As a special
form of sulfate attack, the thaumasite is typically formed
according to the sulfate ions reacting with calcium silicate
hydrates (C-S-H) gel in hydrated paste. Excessive thaumasite
formation transforms cementitious material into a mushy,
noncohesive gray-white mass without any binding, resulting
in a loss of strength on cement-based materials [8]. Com-
pared with the ordinary type of sulfate attack, TSA leads to
more serious damage to concretes or mortars and has been
increasingly reported [11].

Given the danger of TSA on concrete structure, the
composition, mechanism, and influencing factors were
widely investigated. +ere are two different formation
mechanisms of TSA. One is the direct formation, and the
thaumasite is formed through the reaction among C-S-H,
calcite, unbound sulfate ions, and moisture [12–14]. For the
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indirect formation, the thaumasite is formed through the
reaction among ettringite which forms first, C-S-H, car-
bonate, and water [15]. In the presence of carbonates in the
cement-based materials with abundance of water in a low-
temperature environment, the formation of thaumasite will
occur [16–18]. Results of field and laboratory tests show that
the extent of TSA depends on multiple critical factors in-
cluding type and concentration of sulfate, change of tem-
perature, relative humidity, type of cement, inclusion of
limestone materials, and type and dosage of supplementary
cementitious materials [19]. +e cool and wet conditions
provided in underground buildings and tunnels are
favourable to the formation of thaumasite, which result in
increasing reports about TSA damaged concrete structures
in tunnels [10].

TSA on the tunnel concrete lining can cause the deg-
radation of concrete material and a decrease in the integral
bearing capacity, and the reduced safety reliability of the
tunnel structure after degradation [20, 21]. +e occurrence
of TSA has been reported for tunnel concrete structures in
Germany, Norway, Switzerland, China, Korea, and Austria
[22–25]. Field studies in tunnels were conducted to inves-
tigate the mechanisms of thaumasite formation, reaction
processes of TSA, and mineralogical composition of dam-
aged concrete materials. Tunnels are considered as the
important structure of transportation infrastructure. Due to
the implementation of the China Western Development
Strategy, an increasing number of road and railway tunnels
under the condition of complicated geology are being
constructed. Erosive substances, for instance, gypsum and
anhydrite widely exist in the formations of Western China
[26]. +e special stratum inWestern China may increase the
occurrence of TSA on tunnel concrete structures. +e se-
verity of concrete deterioration is related to the risk of failure
of the construction and to the costs of repair. +e costs for
tunnel renovations are extremely high. It is important to
understand the deterioration processes of tunnel concrete
structure and determine the occurrence time of thaumasite
in order to initiate protective countermeasures against TSA.

In this research, the instance of a tunnel concrete
structure suffered from TSA in Western China was intro-
duced. +e damage of this tunnel was observed for a long
time, and experimental tests in the tunnel environment and
in the laboratory were conducted to investigate the occur-
rence time of TSA on the tunnel concrete. X-ray powder
diffraction (XRD) and Fourier Transform Infrared (FTIR)
spectroscopy were applied to identify and quantitatively
analyze the compositions of concrete corroded by sulfate
attack.

2. Overview of the Tunnel Project

Dugongling tunnel is located in Pingshun County, Shanxi
Province, China, with a design velocity of 80 km/h. +e
tunnel is a double-route tunnel and the distance between the
two route is 27m. +e total length of the left tunnel and the
right tunnel are 2474m and 2515m, respectively. +e
maximum buried depth of tunnel is approximately 231m.
+e pile numbers of the left tunnel and the right tunnel are

from ZK 33+ 226 to ZK 35 + 700 and from YK 33 + 227 to
YK 35 + 742. A curved section with 3 centers of circles was
adopted to construct the inner contour of the tunnel, as
shown in Figure 1. +e net width of the tunnel is 10.25m.

2.1. Hydrogeological Conditions. +e strata of Dugongling
tunnel are mainly composed of loessial silt and gravelly soil
of Quaternary Holocene (Q4

d1 + p1), mudstone of Benxi
formation in the Middle Carboniferous (C2b), and marl-
stone and limestone of the upper Majiagou formation in the
Middle Ordovician (O2S1 and O2S2) [27]. +e marlite
stratum contains irregular gypsum. In order to obtain the
distribution of marlite rock containing gypsum, the com-
position of minerals in rock which was drilled from the
tunnel surrounding rock were analyzed, as shown in Fig-
ure 2. Total 225 rock samples taken from 121 tunnel sections
were measured. +e measured results show that the com-
position of tunnel surrounding rocks are calcite, quartz,
dolomite, plagioclase, potash feldspar, gypsum, and anhy-
drite. +e percentage of gypsum and anhydrite in sample of
tunnel surrounding rock can be as large as 90%. Among the
225 rock samples, there are 67 rock samples containing
anhydrite. Among the 121 tunnel sections, it is found that
the surrounding rock in 42 tunnel sections containing an-
hydrite. +e distribution of these sampled tunnel sections
containing anhydrite is discontinuous. Considering the
complexity of formation lithology, it can be concluded that
the development of gypsum rock in the longitudinal di-
rection of Dugongling tunnel is irregular.

+e area of Dugongling tunnel belongs to midtemperate
semiarid continental climate. +e temperature and rainfall
of Pingshun County, where the Dugongling tunnel is lo-
cated, were measured from 2013 to 2017 and from 2010 to
2017, respectively. +e average temperature of every month
is shown in Figure 3.+e temperatures of three months were
recorded between 5 to 15°C which are favorable to the
occurrence of thaumasite. +e average rainfall of every
month is shown in Figure 4 which indicates that rainfall
mainly accumulates between May and September. +e an-
nual rainfall of 582mm can provide abundant water for
sulfate attack on tunnel concrete structures.+emain type of
groundwater of tunnel area contains carbonate fracture,
karst water and perched water, which directly affect the
moisture content of surrounding rock.

2.2. Tunnel Disease Conditions. In addition to the softening
and swelling characteristics, the gypsum rock presented sig-
nificantly corrosive characteristics on tunnel reinforced con-
crete, as shown in Figure 5. When the groundwater flows
through gypsum strata, it carries a lot of sulfate ions which react
with hydrated calcium aluminate to form ettringite. +is poses
a sulfate attack on the tunnel concrete structures and leads to
corrosion expansion, strength loss, reduction of structural
bearing capacity and damage on tunnel concrete structures.

+e occurrence of thaumasite form of sulfate attack on
concrete requires a source of sulfate, carbonate, abundance
of water, and low temperature [9]. Considering the for-
mation lithology and hydrogeology of Dugongling tunnel,
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the preconditions for TSA are present in this tunnel. Ex-
cessive thaumasite formation transforms tunnel lining
concrete into a pulpy and noncohesive gray-white mass,
which leads to serious damage to tunnel concrete structures.

+e construction of Dugongling tunnel was started in
March 2010 and completed in December 2011. Tunnel
diseases such as lining cracks and cable trench movement

gradually appeared after the tunnel has been constructed, as
shown in Figure 6(a). +e length of the damaged tunnel is
1447 linear meters after about 5 years from the completion of
tunnel. Tunnel damages, such as lining cracks, spalling, and
swelling deformation, continued to develop in the process of
tunnel renovations, as shown in Figure 6(b). +e exposed
humid concrete of initial lining behaves like soft pulp, which
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indicated that the strength of concrete decreases
significantly.

+e XRD test was performed to determine the com-
position of the corroded concrete which behaves like soft
pulp. From Figure 7, the main composition of the corrosion
products collected from the damaged lining concrete are
gypsum, calcite, ettringite, thaumasite, quartz, and dolomite.
It is found that the TSA occurred on the tunnel lining
concrete.

3. Estimate the Occurrence Time of TSA by
Development of Tunnel Diseases

Considering the preconditions for TSA, it is found that the
TSA on the lining concrete of a tunnel section will not occur
until the construction of this tunnel cross-section has been
finished. Two sections of Dugongling tunnel were selected to
estimate the occurrence time of TSA on concrete structures
based on the development of tunnel diseases and the con-
struction dates of tunnel cross-sections.

+e main development of tunnel diseases is as follows:

(1) Longitudinal cracks of secondary tunnel lining
(Figure 8) occurred in the left tunnel at sections from
ZK 34 + 935 to ZK 35 + 180 and in the right tunnel at
sections from YK 34 + 800 to YK 35 + 005 in March
2012.

(2) In December 2012, longitudinal cracks and floor
heave appeared on pavement in the left tunnel at
sections from ZK 35 + 260 to ZK 35 + 300. Cracking
of secondary tunnel lining were continuously de-
veloping in the right tunnel (Figure 9) at sections
from YK 34 + 810 to YK 34 + 840 and from YK
34 + 955 to YK 34 + 985.

(3) In November 2013, tunnel diseases, such as lining
cracking, floor heave, and movement of cable duct,
became serious in the left tunnel (Figure 10) at
sections from ZK 34 + 300 to ZK 34 + 400 and from
ZK 34 + 700 to ZK 35 + 550, in the right tunnel at
sections from YK 34 + 450 to YK 34 + 650 and from

YK 34 + 700 to YK 35 + 250. +e tunnel structures
suffered from severe damage and led to the
Dugongling tunnel closing.

Based on the development of tunnel diseases, two as-
sumptions were made:

(1) +e occurrence time of thaumasite formation in
tunnel lining concrete was ranging from December
2012 to November 2013 because the tunnel concrete
structures were seriously damaged during that time.

(2) +e section ZK 35 + 260 in the left tunnel and the
section YK 34 + 820 in the right tunnel were selected
as the typical sections to predict the occurrence time
of TSA on tunnel lining concrete.

In March 2010, the construction of Dugongling tunnel
started from the entrance and exit. In December 2011, the
construction was finished in the middle of the tunnel. +e
construction time of Dugongling tunnel is 21 months. +e
average construction speed is 119m/month, and the average
construction speed of the left tunnel or the right tunnel is
59.5m/month. +e distance between the typical section ZK
35 + 260 in the left tunnel and tunnel portal is 440m, and the
distance between the typical section YK 34 + 820 in the right
tunnel and tunnel portal is 992m. +e construction dates of
the typical sections ZK 35 + 260 in the left tunnel and YK
34 + 820 in the right tunnel were finished in November 2010
and June 2011, respectively.

Based on the dates when TSA appeared and the con-
structions of the typical sections of tunnel were finished,
the occurrence time of TSA on tunnel lining concrete for
section ZK 35 + 260 and YK 34 + 820 are in a range of 25–36
months and in a range of 18–30 months, respectively, as
shown in Table 1. +e earliest time that TSA appeared on
Dugongling tunnel was selected as 18 months. Results of
the composition of tunnel surrounding rock show that the
distribution of gypsum rock varies with the tunnel section.
Also, the natural water content of tunnel surrounding rock
is different for different tunnel sections. +erefore, the time
of TSA on lining concrete varies with the tunnel section. In
order to reduce the error between the actual time and the

Figure 5: Corrosion of tunnel lining concrete.
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estimated time, a wide range of time was selected. +e
minimum and maximum value of the occurrence time of
TSA on the two tunnel sections were selected and the
occurrence time of TSA on Dugongling tunnel was esti-
mated as a range of 18 to 36 months after the tunnel section
has been built up.

4. Estimate the Occurrence Time of TSA by
Experimental Tests

Experimental tests were conducted in the tunnel and in the
laboratory to investigate the occurrence time of TSA on
tunnel lining concrete. +e mix proportion and materials of
concrete tested in the tunnel environment are the same as
those of Dugongling tunnel lining concrete, as shown in
Table 2. A P·O type 42.5 Portland cement, limestone sand,
and limestone with diameter ranging from 5 to 10mm, and
polycarboxylate superplasticizer were used to prepare
concrete specimen in the experimental study. +e mix ratios

of cement to coarse and fine aggregate was 1 : 2.3 : 2.6, re-
spectively. +e w/c ratio was 0.5.

4.1. Experimental Test in Tunnel. +e concrete paste were
cast into a mould with dimensions of 100× 300× 400mm
(Figures 11(a) and 11(b)) and stored at a moist environment
for 24 h. After that, the concrete together with the mould
were cured under the standard conditions of 20± 2°C with a
relative humidity less than 95%. After curing, the concrete
was cut into cube specimens with dimensions of
100×100×100mm. +e concrete specimens were soaked in
a plastic box which contained gypsum rock and water ob-
tained from the tunnel drainpipe (Figure 11(c)).+e gypsum
rock was the waste slag rock from tunnel excavation, in
which the percentage of gypsum was larger than 90%. +e
plastic box was put in the tunnel to keep the actual envi-
ronmental temperature.

+e appearance of concrete samples was carefully ob-
served every two months. Obvious corrosion was not

(a)

(b)

Figure 6: Photos of different damage degrees for Dugongling tunnel. (a) Initial damage of tunnel lining. (b) Further damage of tunnel lining.
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observed on the concrete appearance after 10 months
(Figure 12(a)), while phenomena including local separation
and spalling were observed after 16 months and 20 months,
as shown in Figures 12(b) and 12(c).

FTIR was used to identify the composition of corrosion
products of concrete under sulfate attack. +e FTIR spectra
of immersion samples for 16 months and 20 months are
shown in Figure 13. [SiO6], CO3

2−, and SO4
2− are the

characteristic peaks of thaumasite. Typically, the variation
peaks at 500 cm–1, 670 cm–1, and 750 cm–1 band are at-
tributed to the characteristic peaks of [SiO6] in thaumasite
[28]. +e peaks of CO3

2− occur at 875 cm–1 and 1425 cm–1.

+e vibration peaks of SO4
2− are at bonds of 1140 cm−1,

1120 cm−1, and 600 cm−1 [29]. [AlO6] is the characteristic
peak of ettringite Ca6[Al(OH)6]2·(SO4)3·26H2O, indicating
that aluminium is coordinated with six hydroxyls. +e peaks
of [AlO6] occur at 450 cm–1 and 850 cm–1, corresponding to
the bending vibration and stretching vibration of [AlO6]
[30]. From Figure 13, the band at approximately 500 cm–1

band revealed that thaumasite was formed on the damaged
concrete surface after 20 months. Composition of deterio-
ration products were shown in Table 3 based on the FTIR
analysis, which revealed that the time when TSA on tunnel
concrete occurred was in a range of 16 to 20 months.

(a) (b)

Figure 10: Tunnel diseases in November 2013. (a) Lining cracking. (b) Movement of cable duct.

Table 1: Information of the two typical damaged tunnel sections.

Typical sections Finished date of construction Occurrence date of TSA Occurrence time of TSA
ZK 35 + 260 Nov. 2010 From Dec. 2012 to Nov. 2013 Ranging from 25 to 36 months
YK 34 + 820 Jun. 2011 From Dec. 2012 to Nov. 2013 Ranging from 18 to 30 months

Table 2: Concrete mix proportion scheme (kg/m3).

Cement Water Admixture (limestone powder) Coarse aggregate Fine aggregate Superplasticizer
374 190 48 864 974 5.64

(a) (b) (c)

Figure 11: Preparation and maintenance of concrete specimens in tunnel environment.
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4.2. Laboratory Test. Laboratory tests were conducted to
investigate the TSA on lining concrete in China Building
Materials Academy. To accelerate the speed of sulfate attack
on concrete, 10 percent of magnesium sulfate was added in
the concrete materials to provide SO4

2− which is the pre-
condition for TSA. Concrete specimens were cast into a
mould with dimensions of 100×100×100mm and stored at
a moist environment for 1 day. After that, the concrete
specimens were soaked in the water under the conditions of
5± 1°C.

+e appearance of all concrete specimens was carefully
observed every month. +e damage of the specimens under
sulfate attack at 6, 9, and 11 months was representative.
Images of the concrete specimens immersing in water after

6, 9, and 11 months are shown in Figure 14. From the
appearances of the concrete exposed to the water containing
sulfate ions for 9 months and 11 months, visible cracking
and spalling occurred on the surface of the concrete spec-
imens, respectively.

XRD was carried out to analyze the compositions of
corrosion products of concrete under sulfate attack after 6
months, 9 months, and 11months. Figure 15 shows the XRD
test results. From Figure 15(a), the deterioration materials
generated on the damaged surface of concrete after 6 months
were mainly composed of ettringite, portlandite, calcite,
C2S, C3S, and C4AF. Figure 15(b) showed that the com-
positions of the main corrosion products of concrete ex-
posed to sulfate ions after 9 months were quartz, calcite,

(a) (b) (c)

Figure 12: Appearance observation of corroded concrete in tunnel environment. (a) 10 months. (b) 16 months. (c) 20 months.
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Figure 13: FTIR spectrum of concrete suffered from sulfate attack in tunnel environment.

Table 3: Components of corrosion products of damaged concrete.

Sample Quartz (%) Plagioclase (%) Microcline (%) Calcite (%) +aumasite Dolomite Gypsum Ettringite (%)
TSA-16 21 21 12 33 — — — 13
TSA-20 28 16 7 29 6% 6% — 8
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(a) (b) (c)

Figure 14: Appearance of corroded concrete specimens exposed to sulfate ions in the laboratory. (a) 6 months. (b) 9 months. (c) 11 months.
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Figure 15: XRD patterns of concrete specimens exposed to sulfate ions in the laboratory. (a) 6 months. (b) 9 months. (c) 11 months.
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ettringite, portlandite, and thaumasite. Results in
Figures 15(a) and 15(b) showed that the content of ettringite
decreased and the content of thaumasite increased after 9
months compared to the corresponding content after 6
months, suggesting that the thaumasite was formed from
ettringite. From Figure 15(c), the content of quartz was
greater than the contents of the other deterioration products,
revealing that quartz was the main production of TSA on the
lining concrete. From Figure 15, the content of ettringite and
portlandite decreased with an increase in generation of
thaumasite, indicating that ettringite and portlandite were
the reactants of TSA. XRD results in Figure 15 indicated that
the time when laboratory concrete exhibit TSA was ranging
from 6 months to 9 months in present research.

5. Estimate the Occurrence Time of TSA on
Dugongling Tunnel Concrete

Results of experimental tests in Figure 15 showed that the
occurrence time of TSA on concrete ranged from 6 months
to 9 months. +e 10 percent of magnesium sulfate in
concrete accelerated the corrosion of concrete for laboratory
tests. It is reasonable that the time determined by corrosion
tests in the laboratory was shorter than that obtained from
the analysis of tunnel diseases. Results of corrosion tests
proved the rationality of the time estimated by tunnel
diseases.

Results of experimental tests shown in Figure 13 indi-
cated that the time when TSA occurred was in a range of 16
to 20 months. +e time determined by experimental tests at
the tunnel and the time estimated by tunnel disease overlaps
by two months. +e concretes tested in the tunnel were
totally immersed in the engineering water. However, it is not
clear if the tunnel lining concretes were totally contacted
with the underground water in the actual tunnel engineering
environment. Considering the potential influence of im-
mersion conditions, the average of 16 and 20, namely, 18
months were considered as the time that TSA occurred on
experimental concrete. Meanwhile, taking the complexity of
the stratum lithology of tunnel site into consideration, a
wide range of time, 18–36 months, was determined as the
occurrence time of TSA on tunnel concrete structure.

+e occurrence time of TSA on Dugongling tunnel
lining concrete was in a range of 18 to 36 months by
considering the development of tunnel disease and results of
experimental tests.

6. Conclusions

In this study, the occurrence time of TSA on Dugongling
tunnel lining concrete was estimated based on the devel-
opment of tunnel diseases and experimental corrosion tests
conducted in the tunnel and in the laboratory. +e main
conclusions of this research were obtained as follows:

(1) Gypsum rock existing in stratum, lower tempera-
tures (lower than 15°C), and seasonal precipitation
can provide preconditions for TSA in Shanxi
Province, China. +e occurrence time of TSA on

Dugongling tunnel lining concrete was in a range of
18 to 36 months.

(2) +e typical tunnel diseases which occurred before
the formation of thaumasite on Dugongling tunnel
lining concrete were cracking and local expansion.
+e tunnel lining structures were seriously damaged
with the spalling of concrete and floor heave, cor-
responding to the thaumasite form of sulfate attack.

(3) Results of laboratory corrosion tests indicated that
the route for thaumasite formation was indirect, and
ettringite acted as the precursor for thaumasite
formation. Quartz, calcite, and dolomite were the
productions of TSA, ettringite, and portlandite were
the reactants of TSA.
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Brittle failure of hard rock poses a serious threat to the stability of surrounding rock in deep underground engineering. In order to
study the deformation and failure characteristics of deep buried granite under high confining pressure cyclic loading and
unloading, MTS815 electro-hydraulic servo rock test system was used to conduct cyclic loading and unloading tests under
confining pressures of 15MPa, 35MPa, 45MPa, and 55MPa, and the corresponding stress-strain curves and deformation failure
characteristic curves were obtained. ,e experimental results show the follows: (1) under the same confining pressure, the peak
strength, crack initiation stress, crack damage stress, and Poisson’s ratio of the specimens under cyclic loading and unloading are
larger than those under conventional triaxial loading and unloading, and the unloading elastic modulus is smaller than that, under
conventional triaxial compression; (2) the results show that, under different confining pressures, the granite samples show obvious
brittle failure characteristics, the elastic modulus and crack initiation stress increase first and then decrease with the confining
pressure, the peak strength and crack damage stress of the samples increase linearly with the confining pressure, and Poisson’s
ratio increases first and then remains unchanged with the confining pressure; (3) under the two kinds of stress conditions, the
macroscopic failure of the samples is mainly shear failure. ,e deformation and failure law of granite samples revealed in this
study has significant reference value for the selection of rockmass mechanical model of surrounding rock stability of underground
engineering, the formulation of surrounding rock support countermeasures, and the evolution law of mechanical parameters with
damage variables.

1. Introduction

With the rapid development of the world economy, there has
been a rapid increase in demand for energy extraction and
underground space development for human survival and
development, leading to the large-scale development of
human engineering activity in deep underground areas with
high stress [1–3]. ,ese deep underground projects inevi-
tably encounter a common problem: the surrounding rock
mass stability of deep underground structures or structures
under high geo-stress. Compared with shallow (low geo-
stress) rock mass, deep rock mass is the carrier of direct
interaction between deep resources and underground space
development. At depth, the nonlinear behavior of rock mass

materials is more prominent, and the in situ stress state of
the rock mass and the role of ground stress environment
have become more prominent. High stress and large mag-
nitude disasters induced by different engineering activity
methods turn out to be more significant [4]. When a cavern
is excavated in deep hard rock, the rock mass undergoes
complex stress path adjustments due to the interaction of
layering, segmental excavation, and excavation between
adjacent caverns. ,e same part of the rock mass is re-
peatedly subjected to a hoop stress increase and a radial
stress decrease (in the direction of the excavation’s free face).
Once the stress exceeds the ultimate bearing capacity of the
surrounding rock itself, a large number of stress-type brittle
failures (such as spalling, splitting, and stress-type rock
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burst) may occur, posing a great threat to the surrounding
rock stability of underground engineering project and the
personal safety of the field technicians.,erefore, examining
the deformation and destruction mechanism of deep buried
hard rocks under cyclic loading and unloading not only is of
great theoretical value but also provides significant engi-
neering guidance.

Many scholars at home and abroad have examined the
mechanical properties of deeply buried hard rocks under
complex stress paths. Research methods include indoor
tests, in situ damage characterization observations, theo-
retical methods, and numerical simulations, while studies
range in scale, covering indoor rock specimens to in situ
single chambers to giant cave clusters.

Huang et al. [5] and Martin and Chandler [6, 7] pro-
posed a CWFS model for deep rocks by analyzing the
results of indoor tests on a large number of granite me-
chanical properties. Yang et al. [8], Yin et al. [9], and Yin
et al. [10] conducted a large number of cyclic loading and
unloading tests on Jinping deep-buried marble specimens
and investigated influence factors such as the rate of
unloading confining pressure, initial damage, and
unloading path on damage characteristics to establish a
unified strain energy criterion for homogeneous isotropic
hard rocks. Feng et al. [11] examined the Jinping Under-
ground Laboratory Phase 2 deep buried tunnel using digital
borehole equipment and proposed a data evaluation
method for digital borehole observations based on a rock
mass integrity index for analyzing the fracturing process of
deep buried hard rock subdivisions. Due to the complexity
of stress conditions and uncertainty of the geological and
construction conditions at the site, indoor small-scale
mechanical tests are still one of the primary methods of
studying the mechanical properties of deeply buried hard
rocks. ,e repeated cyclic loading and unloading processes
experienced by deep rocks under the influence of multi-
step/multistage excavations have been simulated by nu-
merous researchers with cyclic loading and unloading tests
to study the evolution of rock mechanical properties during
this process. For instance, Li et al. [12] studied the me-
chanical characteristics of sandstone by uniaxial cyclic
loading and unloading test combined with micro-
mechanical means. Ming-Qing and Cheng-Dong. [13] and
Zhang et al. [14] conducted uniaxial cyclic loading and
unloading tests on marble with different specimen cate-
gories under the confining pressures of 40MPa. Zhang et al.
[15] investigated the destruction mechanism of rocks
containing veins in landslide-slip zones under uniaxial
cyclic loading and unloading. Wang et al. [16] investigated
the strength and deformation characteristics as well as
estimated the elastic parameters of Jinping marble under
uniaxial compression cyclic loading and unloading. Hao-
Ran et al. [17] studied the damage characteristics of saline
rock under multistage cyclic loading and unloading at 5, 10,
15, and 20MPa confining pressure. Rui-Dong et al. [18]
studied the damage evolution characteristics of coal under
triaxial cyclic loading and unloading at 10, 15, and 20MPa
confining pressure. Yang et al. [19] studied the evolution of
energy consumption ratio of sandstone under axial cyclic

loading at 10, 20, and 30MPa confining pressure. Tang et al.
[20] studied the shear strength characteristics of rock
mechanics.

In general, the majority of such studies employ uniaxial
cyclic loading and unloading tests on soft rocks with rela-
tively low strength, while the confining pressure is low in the
triaxial cyclic loading and unloading experimental studies.
,e high and low confining pressure cyclic replacement
environment of deep buried rocks during excavation has not
been examined, which makes controlling the surrounding
rock mass stability deeply buried or underground structures
under high geo-stress difficult. ,erefore, further study of
the deformation and damage characteristics of hard rocks
under various confining pressures and cyclic loading and
unloading conditions is an important engineering require-
ment for deep rock engineering construction.

In this paper, by conducting conventional triaxial and
cyclic loading and unloading tests on deep fine-medium
grained granite from a hydropower station in Sichuan using
a MTS 815 rock testing system at the Institute of Rock and
Soil Mechanics, Chinese Academy of Sciences, the strength,
deformation, and damage fracture characteristic parameters
under low confining pressure to high confining pressure
(0∼50MPa) and cyclic loading and unloading are investi-
gated. ,e influence of confining pressure on the defor-
mation and damage characteristics of deep-buried hard
rocks is analyzed to provide an indoor test basis for exca-
vation support of the deep underground caverns.

2. Test Conditions and Schemes

2.1. Lithological Conditions and Specimen Preparation.
Granitic specimens were sourced from the upper drainage
corridor of the underground powerhouse of a hydropower
station in Sichuan Province. Specimens were obtained from
a depth of 320∼500m. ,e following observations are made
from the results of SEM scanning (Figure 1) and thin section
identification (Table 1). ,e mineral particle size of the
granite is concentrated around 0.3∼4.5mm, and the mineral
components are primarily quartz (40%), feldspar (50%), and
mica (a minor amount) (Table 1). ,ese specimens are
classified as fine-medium grained granite and diorite. Be-
cause of the high quartz content, the granite commonly
undergoes brittle failure. In situ ground measurements show
that the maximum principal stress of the cavern in sampling
location is 16∼38MPa. In addition, there is slight rock-core
disking in the drilled core (Figure 1); hence, the granite in
the test is from a hard rock-high stress environment.

2.2. Granite Specimens. According to International Society
for Rock Mechanics (ISRM) specifications recommended
methods [21], the granite core collected on-site (with a
diameter of 70∼72mm) was further processed into 50mm
diameter and 100mm high specimens (Figure 1). In order to
reduce the discreteness of the test results, the acoustic ve-
locity of these specimens was measured in the laboratory,
and specimens with significant differences in acoustic ve-
locity were rejected.
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2.3. Test Schemes and Procedures. ,e test was divided into
conventional triaxial and triaxial cyclic loading and
unloading tests under confining pressures of 15, 35, 45, and
55MPa. ,e test schemes are shown in Table 2. Each
confining pressure corresponds to one set of tests with three
specimens in each set. All tests were performed under tri-
axial stress conditions using a MTS 815 rock testing system
housed at the Institute of Rock and Soil Mechanics, Chinese
Academy of Sciences. ,e test process in this study included
the following steps. First, in order to determine the axial
compression design value of the cyclic loading and
unloading test (80% of the maximum principal stress dif-
ference), the peak strength (the maximum principal stress
difference) under different confining pressures was obtained
using the conventional triaxial compression test; then, the
specimen was preloaded to 0.5 kN so that the pressure head
is in full contact with the specimen; next, the confining
pressure and axial stress were applied to the desired level at a
rate of 0.05MPa/s; after that axial force was applied to 80%
of the maximum principal stress difference at a rate of
0.01MPa/s while confining pressure was constant, and the
axial force was released (unloaded) to 5 kN a rate of 0.25 kN/
s. After repeating the process five times, the specimens were
loaded until failure.

3. Analysis of Test Results

3.1. Conventional Triaxial Test. Figure 2 shows the stress-
strain curves under the conventional triaxial test at 0, 15, 35,
45, and 55MPa confining pressure. Under various confining
pressures, the peak strength, Poisson’s ratio, and elastic
modulus obtained according to Figure 3 are listed in Table 3.
Under various confining pressures, granite specimens im-
mediately show a significant stress drop with increasing
strain after reaching the peak strength, and the peak strain
ranges from 0.65% to 1.19% (less than 3%) (Figure 2).
According to the classification in the literature [22], the

specimens experience brittle failure. According to the data in
Table 3, we plot the relation curves between peak strength,
elastic strength, Poisson’s ratio, and confining pressure for
the conventional triaxial tests (Figure 4). ,e peak specimen
strength increases linearly with confining pressure
(Figure 4(a)). ,e elastic modulus increases first and then
decreases with confining pressure, and under a confining
pressure of 45MPa, the elastic modulus reached a maximum
61.3 GPa (Figure 4(b)). When confining pressure is less than
25MPa, Poisson’s ratio increases with confining pressure.
When the confining pressure is greater than 25MPa,
Poisson’s ratio is 19.6×10−2 (Figure 4(b)).

3.2. Cyclic Loading and Unloading Test. In the cyclic loading
and unloading test, the elastic modulus is calculated using
the mean unloading elastic modulus. ,e unloading elastic
modulus (Eur) equals the slope at two intersecting points of
the hysteresis loop:

Eur �
Δ σ1 − σ3( 

Δε1
, (1)

where Δ(σ1 − σ3) is the increment of axial stress at both ends
of the hysteresis loop; σ1 is the axial stress; σ3 is the con-
fining pressure; and Δε1 is the increment of axial strain at
both ends of the hysteresis loop.

According to the ratio of lateral strain to axial strain
during unloading and reloading, Poisson’s ratio (μ) under
this cyclic loading and unloading is obtained, which is called
the ratio of lateral strain increment and axial strain incre-
ment at the two intersection points of the hysteresis loop:

μ �
ε3u − ε3s

ε1u − ε1s

, (2)

where ε3u − ε3s is the lateral strain increment at the two
intersection points of the hysteresis loop and ε1u − ε1s is the
axial strain increment at the two intersection points of the
hysteresis loop.

Figure 3 shows the stress-strain curves of the specimens
tested under the confining pressures of 0, 35, 45, and 55MPa.
With increasing confining pressure, the plastic deformation
stage of the granite increases, and the axial stress-strain
curves of the granite specimen under cyclic loading and
unloading are concavely curved and closely arranged
(Figure 3). At the beginning of cyclic loading and unloading,
five hysteresis loops are generated. ,e area of the hysteresis
loops increases with the hysteresis loop. In the lateral stress-
strain curve, the hysteresis loop area also increases; however,
the shape of the hysteresis loop is convex. Rock specimens
under cyclic loading and unloading immediately show
significant stress drop after reaching the peak strength, and
the peak strain ranges from 0.56% to 1.24% (less than 2.6%),
which is brittle failure [23, 24].

,e peak strength of specimens is listed in Table 4, and
the curve of peak strength vs. confining pressure is plotted
(Figure 5(a)). ,e unloaded elastic modulus and Poisson’s
ratio are obtained according to equations (1) and (2) and
Figure 4 (Tables 5 and 6). In addition, the curves of unloaded
elastic modulus vs. Poisson’s ratio and confining pressure

Granite specimens

Figure 1: Rock core and granite specimens.

Table 1: Mineral content and grain size of granite specimens.

Name of mineral Content (%) Grain size (mm)
Quartz (Qtz) 36 0.30∼5.12
K-feldspar (Kfs) 5 0.35∼3.13
Biotite (Bt) 12 0.20∼1.26
Zircon (Zrn) 2 0.05∼0.12
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are plotted according to the data in Tables 5 and 6
(Figure 5(b)). Under cyclic loading and unloading, the
peak strength of specimens increases with increasing con-
fining pressure (Figure 5). Peak strength is linearly related to

confining pressure in general, which is the same as the
relationship between peak strength and confining pressure
under conventional triaxial conditions. ,e elastic modulus
increases first and then decreases with confining pressure.

Table 2: Test schemes.

Name of test Confining pressure (MPa) Specimen

Conventional triaxial test

0 JZ-0-1, JZ-0-2, JZ-0-3
15 JZ-15-1, JZ-15-2, JZ-15-3
35 JZ-35-1, JZ-35-2, JZ-35-3
45 JZ-45-1, JZ-45-2, JZ-45-3
55 JZ-55-1, JZ-55-2, JZ-55-3

Triaxial cyclic loading and unloading test

0 XHJ-0-1, XHJ-0-2, XHJ-0-3
15 XXJ-15-1, XHJ-15-2, XHJ-15-3
35 XHJ-35-1, XHJ-35-2, XHJ-35-3
45 XHJ-45-1, XHJ-45-2, XHJ-45-3
55 XHJ-55-1, XHJ-55-2, XHJ-55-3
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Figure 2: Stress-strain curves for conventional triaxial tests.
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Figure 3: Stress-strain curves of triaxial cyclic loading and unloading tests with varying confining pressures. (a) ,e confining pressure is
0MPa. (b) ,e confining pressure is 30MPa.
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Table 3: Conventional triaxial peak strength under various confining pressures.

Confining pressure (MPa) Peak strength (MPa) Axial peak strain (10−3) Elastic modulus (GPa) Poisson’s ratio (10−2)
0 171.1 5.3 41.4 7.1
15 330.3 11.4 38.0 13.1
35 504.3 14.1 52.3 26.2
45 523.2 12.7 68.1 19.9
55 566.1 10.3 56.1 23.2
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Figure 4: Relationship between peak strength, elastic strength, Poisson’s ratio, and confining pressure in conventional triaxial tests. (a) Peak
strength vs. confining pressure. (b) Elastic modulus vs. confining pressure.

Table 4: Peak strength of cyclic loading and unloading under different confining pressures.

Confining pressure (MPa) Peak strength (MPa) Axial peak strain (10−3 )
0 171.8 5.9
15 362.0 7.9
35 425.3 12.3
45 554.1 12.9
55 585.9 14.1

Line of fitting
Value of test
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Figure 5: Relationships between peak strength, unloading elastic modulus, Poisson’s ratio, and confining pressure under cyclic loading and
unloading. (a) Peak strength vs. confining pressure. (b) Unloading elastic modulus vs. confining pressure.
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Under a confining pressure of 45MPa, the elastic modulus
reaches a maximum of 52.2GPa. Poisson’s ratio also in-
creases first and then decreases with confining pressure
under cyclic loading and unloading. Under a confining
pressure of 35MPa, the elastic modulus reaches a maximum
of 36.3×10−2. In a single specimen, the axial strain incre-
ment of the hysteresis loops slightly increases with the
hysteresis loop under cyclic loading and unloading. For
instance, under a confining pressure of 35MPa, the strain
increment of the hysteresis loops are 8.01 × 10− 3,
8.12 × 10− 3, 8.33 × 10− 3, 8.34 × 10− 3, and 8.08 × 10− 3, re-
spectively; however, the axial stress increment remains
nearly unchanged. ,erefore, the unloading elastic modulus
is slightly reduced or almost same. Due to the fact that the
granite is taken from a tight hard rock under high geo-stress,
the loading and unloading hysteresis loop is long and
narrow, and the accretion effect of the rock density is limited
under the cyclic loading and unloading stress path.

,e variation range of Poisson’s ratio gradually de-
creases, and this trend becomes more significant under high
confining pressure. For instance, under a confining pressure
of 45MPa, Poisson’s ratio of hysteresis loops 1 to 5 are
27.5 × 10− 2, 29.3 × 10− 2, 27.8 × 10− 2, 25.8 × 10− 2, and
27.8 × 10− 2, respectively. ,is is because the damage of
specimens under cyclic loading and unloading increases
with increasing hysteresis loops, which causes the hoop
strain to increase with increasing damage. Since the
inhibiting ability of the hoop strain is poor under low
confining pressure, Poisson’s ratio increases significantly
with the hysteresis loop under low confining pressure.
However, the high confining pressure has a stronger ability

to restrain hoop strain. As a result, Poisson’s ratio changes
less under high confining pressure cycles.

4. Comparative Analysis of Conventional
Triaxial and Cyclic Loading and
Unloading Tests

4.1. Mechanical Parameters. Under the same confining
pressure, the peak strength of specimens in the cyclic loading
and unloading tests is generally larger the corresponding
specimens in conventional triaxial tests, which is caused by
the greater degree of microfracture closure in the rock under
cyclic loading and unloading than under conventional tri-
axial testing, resulting in greater frictional strength under
loading and unloading. ,e unloading elastic modulus of
specimens in the cyclic loading and unloading tests is
generally smaller than those in conventional triaxial tests,
due to the fact that the hysteresis loop under cyclic loading
and unloading is convex. Furthermore, Poisson’s ratio of
specimens in the cyclic loading and unloading tests is larger
than those in conventional triaxial tests because compared to
the conventional triaxial unidirectional loading process
repeated loading and unloading of the rock specimen under
cyclic loading and unloading intensifies the closure, ex-
tension, and aggregation of the pre-existing fractures in the
specimen, as well as the formation of induced fractures and
increases the damage degree. ,ere is a significant cumu-
lative damage effect under cyclic loading and unloading on
the mechanical properties of such rocks, indicating that we
must consider the effect of cracking on rock mass me-
chanical parameters caused by cumulative damage under

Table 5: Unloading elastic modulus of hysteresis loops under various confining pressures.

Category of confining pressure
(MPa)

Unloading elastic modulus (GPa)
Hysteresis loop

1
Hysteresis loop

2
Hysteresis loop

3
Hysteresis loop

4
Hysteresis loop

5 Average

0 32 31 31 31 32 32
15 46.2 43.1 41.3 42.3 41.1 40.1
35 46.9 47.6 48.9 46.2 48 42.1
45 60.1 58 58.6 59 49.6 55.9
55 51.6 49.9 51.1 51.1 52 52.6

Table 6: Poisson’s ratio of hysteresis loops under various confining pressures.

Category of confining pressure
(MPa)

Poisson’s ratio (10−2)
Hysteresis loop

1
Hysteresis loop

2
Hysteresis loop

3
Hysteresis loop

4
Hysteresis loop

5 Average

0 17.3 19.8 21.1 22.6 23.2 21.0
15 29.1 30.2 30.1 29.5 31.2 28.6
35 41.3 42.0 44.3 44.6 44.3 42.3
45 29.1 29.2 29.1 28.1 27.9 26.5
55 21.3 21.3 21.5 21.3 21.6 21.3
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stage excavation when we analyze the surrounding rock
mass stability of underground structures under high geo-
stress.

4.2. Volumetric Strain Characteristics. ,e similarities and
differences in volumetric strain characteristics of specimens
under conventional triaxial and cyclic loading and
unloading tests with the deviatoric stress-volume strain
curves at 50MPa confining pressure are discussed. Under
the two stress paths, the curves can be divided into two parts,
the volume decrease stage and volume increase stage.,at is,
when the external load is small, microcracks inside the rock
close gradually with increasing external load; hence, the rock
volume decreases. When the external load is greater than
critical load, microcracks inside the rock splay gradually
with increasing external load, causing rock volume to in-
crease until failure. Under the conventional triaxial and
cyclic loading and unloading paths, points A and B represent
the demarcation points of the two stages, respectively
(namely, the maximum point of volume strain). Under the
same conditions, the relative increment from the deviatoric
stress at the inflection point of volume strain to the peak
deviatoric stress in the conventional triaxial test is 0.22 (the
difference between the peak deviatoric stress and
the deviatoric stress at the inflection point of volume strain/
the deviatoric stress at the inflection point of volume strain),
while the corresponding increment in the cyclic loading and
unloading test is only 0.18. In contrast to the conventional
triaxial test, the cumulative damage of specimens in the
cyclic loading and unloading test under the same volume
strain is larger, restricting the specimen from bearing a
larger load increment after reaching the peak volume strain,
indicating that, under the same conditions, the bearing
potentials of hard surrounding rocks that have undergone
multiple stress adjustments are much smaller than those of
hard surrounding rocks that have experienced fewer
stress adjustments after an external load exceeds its damage
stress. ,erefore, it is necessary to systematically analyze the
stress evolution law and damage degree of the hard sur-
rounding rock under the condition of high stress layered or
segmented excavation to estimate its bearing potential and
select reasonable reinforcement means and timing.

4.3. Crack Initiation Stress and Crack Damage Stress. ,e
volumetric strain is the sum of the elastic volumetric strain
and the crack volumetric strain. When the volumetric strain
is positive, the volume is decreasing. In the elastic stage, the
total volumetric strain increment is equal to the elastic
volumetric strain increment. At this moment, the initial
crack is closed, and the initial crack volumetric strain is equal
to the volumetric shrinkage of the initial crack closure.
When the specimen enters the crack growth stage, the
volumetric strain increment of the crack propagation is
contained in the total volumetric strain increment, so the
total volumetric strain increment is less than the elastic
strain increment. Hence, the crack volumetric strain curve
inclines toward the negative direction and there is an in-
flection point. ,e axial stress level corresponding to this

inflection point is the crack stress. When the load increases
continuously, the volume deformation of the rock shifts
from compression to expansion, and an inflection point will
appear in the volumetric strain curve. ,e axial stress level
corresponding to this inflection point is the damage stress.
In the conventional triaxial test results, stress values cor-
responding to the inflection points of the axial strain-vol-
umetric strain curve and the axial strain-crack volumetric
strain curve are the initial stress and damage stress, re-
spectively (Figure 6). In the cyclic loading and unloading test
results, the stress value corresponding to the inflection point
of the axial strain-crack volumetric strain first loading curve
on the stress-strain curve is the initial stress, and the stress
value corresponding to the inflection point of the axial
strain-volumetric strain of the final loading curve on the
stress-strain curve is the damage stress (Figure 6). ,e initial
stress and damage stress of specimens under various con-
fining pressures in conventional triaxial and cyclic loading
and unloading tests are obtained (Table 7).

According to the data in Table 6, the curves among the
crack initiation stress, damage stress, and confining pressure
are further plotted (Figure 7). Under conventional triaxial
and cyclic loading and unloading tests, the crack initiation
stress of the specimen increases first and then decreases with
confining pressure (Figure 7). Under a 35MPa confining
pressure, the crack initiation stress reaches 139.4MPa and
240.5MPa, respectively. Under the two stress paths, the
crack damage stress of the specimens increases linearly with
confining pressure. From the slope of the fitting curve, we
can see that the crack damage stress increment of specimens
in the cyclic loading and unloading tests is generally larger
than that in conventional triaxial tests. When the external
load is less than the crack damage stress, the closure degree
of microfractures in the rock under cyclic loading and
unloading is greater than that under conventional triaxial
loading.,e contact area of microfractures in the rock under
cyclic loading and unloading is greater than that under
conventional triaxial loading. ,erefore, the frictional
strength under cyclic loading and unloading is greater than
that under conventional triaxial loading, which causes the
crack initiation stress and crack damage stress of specimens
in the cyclic loading and unloading tests to be generally
larger than those in conventional triaxial tests under the
same confining pressure.

4.4. Macrofailure Characteristics. ,e macrofailure charac-
teristics of specimens under different confining pressures in
the conventional triaxial test are shown in Figure 8. ,e
macrofracture behavior of the granite specimen is shear
fracture. Under a 0MPa confining pressure, there are three
primary tensile cracks accompanied by a few secondary
cracks, and the damage is relatively serious. Under a 15MPa
confining pressure, a tension-shearing crack intersects the
specimen surface, the amount of secondary cracks decreases,
and only a few cracks exist. Under a 35∼55MPa confining
pressure, only one complete shear crack passes through the
upper and lower surfaces of the granite, showing a wedge
shape from 45° to 65° with no secondary cracks. Under cyclic
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loading and unloading, when the confining pressure is
0MPa, the damage to the specimen was relatively serious.
Most specimens experience damage with a few shear cracks;
however, different from the conventional triaxial test, shear
cracks with complete transfixion were dominant under 15,
35, and 55MPa confining pressures, accompanied by a few
secondary cracks. Under a 45MPa confining pressure, there
exists a mesh of cracks dominated by shear cracks with

complete transfixion and supplemented by a secondary
shear crack. Moreover, tension cracks are present. Since
most of the microcracks in the rock are oblique cracks and a
few of the microcracks are transverse cracks, some of the
oblique cracks in the rock will slip and expand with in-
creasing axial stress under low confining pressure, which
causes tensional stress to concentrate and partial tensional
cracks to appear. Under high confining pressure, due to the
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Figure 6: Determination of crack initiation stress and crack damage stress.

Table 7: Crack initiation stress and crack damage stress under various confining pressures.

Confining pressure
(MPa)

Conventional triaxial test Cyclic loading and unloading test

Crack initiation stress (MPa) Crack damage stress (MPa) Crack initiation stress (MPa) Crack damage stress
(MPa)

0 58.2 125.1 58.3 132.3
15 75.6 167.9 128.6 181.6
35 98.3 291.5 258.6 322.1
45 89 339.2 142.2 376.2
55 87.2 360.2 140.2 449.5
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Figure 7: Relationship between crack initiation stress, crack damage stress, and confining pressure.
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fact that the tensional stress is less than or equal to the
external confining pressure on the rock, these oblique cracks
can only develop along the original crack direction and
finally connect to form a shear crack running through the
upper and bottom portions of the specimen.

In general, under the high stress paths, macroscopic
failure of the granite specimens is primarily shear failure,
indicating that the supporting measures for deep failure of
the complete surrounding rock in the deep-buried under-
ground cavern under high ground stress should be primarily
designed to prevent shear failure. Reducing the loose cave
surrounding rock and increasing the number of systematic
bolts with reasonable distance and length is an effective
measure to enhance surrounding rock shear strength.

5. Conclusions

In order to study the deformation and failure characteristics
of deeply buried granite under high confining pressure
triaxial cyclic loading and unloading, we carried out con-
ventional triaxial and cyclic loading and unloading tests on
the granite specimens under the various confining pressures,
obtained corresponding stress-strain curves as well as
characteristics of macroscopic deformation and failure, and
comparatively studied the similarities and differences in the
deformation and failure laws.

,e primary conclusions are as follows:

(1) Under the two stress paths, the peak strength of the
specimens linearly increases with increasing con-
fining pressure. ,e elastic modulus increases first
and then decreases. Under a certain confining
pressure, the elastic modulus reaches the maximum
value. When the confining pressure is less than a
certain value, Poisson’s ratio increases with in-
creasing confining pressure. When confining pres-
sure is greater than the value, Poisson’s ratio remains
unchanged or decreases with confining pressure.,e
crack initiation stress increases first and then de-
creases with confining pressure, while the crack
damage stress increases linearly with confining
pressure.

(2) Under the same confining pressure, the peak
strength, crack initiation stress, crack damage stress,
and Poisson’s ratio of specimens in the cyclic loading
and unloading tests are generally larger than those in
conventional triaxial tests, while the unloading

elastic modulus is smaller than that in conventional
triaxial tests. ,e results reveal that cyclic loading
and unloading has a significant strengthening effect
on the frictional strength of rock and has a significant
cracking effect on deformation parameters.

(3) ,e macroscopic failure characteristics of the spec-
imens under conventional triaxial and cyclic loading
and unloading tests were slightly different with
varying confining pressure. Specimens under low
confining pressure primarily undergo shear failure,
accompanied by a few of tensile cracks and sec-
ondary cracks. Under high confining pressure, only
one complete shear crack passes through the upper
and bottom surfaces of the specimen. Results show
that the supporting measures for deep failure of the
complete surrounding rock in the deep underground
cavern in the sampling location should be primarily
designed to prevent shear failure.
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To investigate the effects of the different conditions of water cooling at high temperature on the tensile strength and split surface
roughness characteristics of hot dry rock in the Songliao Basin, the physical characteristics, tensile strength, and split surface
roughness of granite under different conditions of water cooling at high temperature were studied. In addition, the relationship
between tensile strength and split surface roughness under different conditions of water cooling at high temperature was
established.)e results showed the following: (1) as the rock temperature increased, the number of water injection cycles increased
or the water injection temperature decreased, the mechanical properties of the specimen weakened, and the roughness of the split
surface increased. )e threshold for the effect of the rock temperature on the split surface roughness of granite was 300°C. At
400°C, the tensile strength greatly decreased. At 600°C, the tensile strength, height mean square error (MSE), fluctuation dif-
ference, roughness coefficient, and roughness profile index of the specimen were 0.21, 2.51, 2.57, 8.92, and 1.06 times those at
100°C, respectively. After five heating-cooling cycles, the tensile strength, height MSE, fluctuation difference, roughness coef-
ficient, and roughness profile index of the specimen were 0.57, 1.33, 1.49, 1.29, and 1.01 times those after one cycle, respectively. (2)
)e roughness angle calculated using the root mean square of the first derivative of the profile was always greater than that derived
using the roughness profile index. In addition, the higher the temperature, the lower the water temperature, the more high-
temperature-water cooling cycles, the greater the difference between the above two calculations. (3) When the tensile strength
varies, the factors affecting the variation in the height MSE and surface roughness were in the following descending order: rock
temperature, number of heating-cooling cycles, and water temperature. In addition, the higher the tensile strength, the lower the
roughness coefficient.)is study is expected to provide a reference for the selection of different conditions of water cooling at high
temperature for thermal recovery in the Songliao Basin.

1. Introduction

)e enhanced geothermal system (EGS) is a technology used
for the development of hot dry rock (HDR) by fracturing a
reservoir via artificial fracturing and extracting the heat for
use from the heat exchange between water and HDR (MIT
[1]). )e HDR temperature is the primary factor in selecting
the location of EGS thermal recovery and determining the
production prospects and operating cost of the target area.
As water acts as a heat transmission fluid, water temperature
is an important control parameter for thermal recovery. )e
number of water injection circulation cycles at high

temperatures is also closely related to the lifespan of a
reservoir. )erefore, understanding the relationships be-
tween the temperature of the target area, the water injection
temperature, and the number of water circulation cycles
performed at high temperatures with the physical and
mechanical properties of granite, which are important for
the high-quality production of the EGS, is valuable.

In recent years, many numerical simulations have
studied the relationship between the injection-production
conditions and EGS. Jing et al. [2], Vogt et al. [3], and Zhao
et al. [4] discovered that the initial temperature of a reservoir
is closely related to the EGS production capacity, and the
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higher the temperature is, the better the heat production
efficiency is. With the development of thermal recovery,
when the temperature of the reservoir decreases to a certain
level, the production capacity also decreases. Xin et al. [5]
found that the fracture number, fracture bifurcation, and
fracture connectivity of the fracturing area determine the
final temperature production, net power generation, and
thermal recovery rate. Fox et al. [6] and Kazemi et al. [7]
demonstrated that as the production capacity decreased, the
heat production efficiency was significantly reduced; pro-
duction should be stopped until the heat energy is restored;
and HDR experienced multiple cycles of water cooling at
high temperatures during this period. Bataillé et al. [8] and
Gong et al. [9] noted a certain correlation between the
temperature of the injected fluid and the production ca-
pacity. Some researchers have experimentally investigated
the physical and mechanical properties of rock in high
temperature conditions. Gautam et al. [10] conducted
uniaxial tensile and microscopic tests of granite after nat-
urally cooling from high temperatures and established the
relationship between the thermal damage and the tensile
strength. Shen et al. [11, 12] performed a cooling shock
treatment on perforated granite using a calcium chloride
solution. )ey found that when the temperature was above
550°C, as the fluid was injected, obvious macrofractures
appeared around the injection hole of the rock, and the lower
the refrigerant temperature, the more pronounced the
macrofractures. In addition, the higher the rock tempera-
ture, the greater the drop in the wave velocity, apparent
resistivity, and peak stress. Hu et al. [13] explored the
fracture characteristics of granite subjected to tensile failure
using different cooling methods. Isaka et al. [14] investigated
the mechanical properties of granite under natural cooling
and water cooling and found that the deterioration of the
rock under water cooling was much higher than that under
natural cooling. Zhao [15] noted that at real-time high
temperatures, the tensile strength of granite decreases with
increasing temperatures. Li and Ju [16] conducted tests on
the mechanical properties of granite after several thermal
cycles and discovered that most of the mechanical property
loss of granite after high-temperature cycles occurred within
five thermal cycles. Hosseini [17] found that as the number
of high temperature natural cooling cycles increased, the
longitudinal wave velocity and tensile strength of the rock
decreased significantly.

In addition, some researchers have investigated rock
roughness and discussed the correlations between the
roughness and the mechanical properties. Ficker [18]
evaluated the rock surface roughness using the root mean
square (RMS) height. Zeng et al. [19] determined that tensile
fracture was a main component of fractures in low-
permeability reservoirs. Grasselli and Egger [20] investigated
the relationship between the joint roughness coefficient
(JRC) and the tensile fracture propagation pattern. Zhang
et al. [21] qualitatively examined the relationship between
the tensile strength of split granite and the roughness of the
split surface. Diaz et al. [22] suggested that the fracture
roughness affects the heat production efficiency of an EGS.
Tang and Zhang [23] applied shear tests to simulate the

internal fracture structure of a deep, high-temperature rock
body to explore the relationship between the temperature
and surface roughness of a specimen. Li et al. [24] found that
the roughness of the rock surface will affect the liquid ni-
trogen cryogenic quenching process. Tang et al. [23, 25–27]
conducted uniaxial compression tests and shear tests on
rocks after heat treatment at 20–800°C and analyzed the
effects on several key parameters. As the temperature rises,
the concerning parameters exhibit different change rules: the
basic friction angle, the uniaxial compressive strength, and
the joint roughness coefficient of granite decrease non-
linearly; the cohesion and internal friction angle exhibit a
reverse S-shape changing trend; the peak shear strength
increases linearly below 400°C and decreases nonlinearly at
400–800°C. )e changing of rock mechanical properties and
joint surface roughness parameters is related to the dehy-
dration process and the uneven expansion of mineral grains.
It is also pointed out [27] that the three-point peak criterion
is the most suitable evaluation standard for rock joints.

Numerical simulations of EGS thermal recovery have
mainly been performed to study the heat production effi-
ciency, and the investigation of high-temperature granite has
focussed on the physical and mechanical properties of rock
after natural cooling or at real-time high temperatures.
However, there are few studies on the effects of water cooling
at high temperatures or cyclic water cooling at high tem-
peratures on the physical and mechanical properties of rock
using HDR as the research substrate. In addition, many
tensile fractures usually form in low-permeability strata
during the thermal recovery process. Different conditions of
water cooling at high temperature can cause large differences
in the roughness of a fracture surface, which affects the flow
path and heat transfer process and changes the heat pro-
duction efficiency.

Currently, optical and mechanical methods exist for
measuring the roughness of a structural surface. )e optical
methods consist of a laser transmitter–receiver and a digital
simulation system, which can measure the three-dimensional
(3D) spatial morphology of a structural surface. Although the
optical method has a high measurement speed and accuracy,
its shortcomings include a small measurement range of the
height difference and a very high cost, which limit it to
measuring laboratory-fixed specimens within a short dis-
tance. )e mechanical method consists of a contact probe,
driving device, and digital simulation system, which can only
be employed for two-dimensional measurements. )e ap-
plication range of the mechanical method is also limited to
laboratory-fixed specimens. )erefore, building a low-cost,
flexible, and accurate instrument for 3D roughness mea-
surements is necessary.

Based on the above factors, to investigate the effects of
different conditions of water cooling at high temperature on
the physical and mechanical properties as well as the
roughness characteristics of the split surface of HDR, we
employed HDR production in the Songliao Basin as the
research background to conduct a Brazilian disc test on
specimens under different conditions of water cooling at
high temperature. A self-developed roughness profilometer
was used to measure the roughness of the split surface to
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study the effects of the rock temperature, water temperature,
and number of heating-cooling cycles performed on the
physical characteristics (apparent morphology and mass loss
rate), mechanical properties (tensile strength), and split
surface roughness properties (height difference parameters,
including the height mean square error (MSE) and fluctu-
ation difference, and texture parameters, including the
roughness coefficient, roughness profile index, and rough-
ness angle). We have established a relationship between the
mechanical parameters and roughness coefficient (tensile
strength-height MSE and tensile strength-roughness coef-
ficient) of different conditions of water cooling at high
temperature. )is study can provide a reference for the
selection of different conditions of water cooling at high
temperature at the geothermal field in the Songliao Basin.

2. Overview of the Tests

2.1. Geological Background. )e Songliao Basin spans Inner
Mongolia, Heilongjiang, Jilin, and Liaoning. Under the
influence of geological tectonic movements, faults at the
basin basement notably developed, and there is frequent
volcanic activity, as well as multiple geothermal anomalies
(Zhang et al. [28]). )ree main types of heat sources exist in
the geothermal field: mantle convection, magma intrusion,
and the decay of radioactive elements inside the rock mass.
Under the combined action of the three sources, the geo-
thermal flux is in the range of 51.5–90.0mW/m2. )e av-
erage geothermal gradient is 5.7°C/100m. )e total amount
of HDR resources is 0.62 × 106 g/cm3 EJ (Li [29]). )e upper
part of the target stratum is mainly composed of epi-
metamorphic rock series and granite, and the lower part is
mainly composed of hypometamorphic rock series and
gneissic granite. )e overlying mudstone caprocks can en-
sure the storage of thermal energy, and the Songhua River
system is located near a geothermal field. Based on these
factors, the geothermal field in the Songliao Basin has
reasonable prospects for geothermal development.

2.2. SpecimenPreparation. )e northern Songliao Basin was
selected as the target area for sampling. )e specimens
appeared to be greyish white with a density between
2.71 g/cm3 and 2.99 g/cm3. )e main mineral compositions
include quartz, black or white mica, potash feldspar, pla-
gioclase, pyroxene, and hornblende, as shown in Table 1. A
coring machine, cutting machine, and grinding machine
were used to machine and polish the specimens. )e
specimen dimensions were ϕ50mm × 25mm with height
and diameter errors of <3mm. A total of 16 sets of tests were
performed, and each set included three specimens.

2.3. Test Design. Table 2 shows the design of the tests.

(1) Different heating temperatures: the HDR was
dense, impermeable high-temperature rock bur-
ied at a depth of 3–10 km.)e rock body contained
no water or water vapour, and the temperature
was often in the range of 150–650°C (Zhao et al.

[4]). Based on current research findings (Zhang
et al. [30], Zhao et al. [31], Zhang et al. [32], and
Yang et al. [33]) and the future development of
HDR, the specimens were heated to 100°C, 200°C,
300°C, 400°C, 500°C, or 600°C. )at is, the heating
temperature was 100–600°C, the water tempera-
ture was 20°C, and one water cooling cycle was
performed at a high temperature.

(2) Different water temperatures: the water temperature
of the Songhua River ranges between 1°C and 25°C.
Considering the rise in the water temperature during
injection, water temperatures of 1°C, 20°C, 40°C,
60°C, and 80°C were selected for the test. )at is, the
water temperature was 1–80°C, the specimen tem-
perature was 300°C, and one water cooling cycle was
performed at a high temperature.

(3) )e number of heating-cooling cycles: considering
the number of cycles of water injection and heat
recovery, the number of water cooling cycles at
high temperatures was one, two, three, four, or
five. )at is, the number of heating-cooling cycles
was 1–5 (Fox et al. [6] and Li and Ju [16]), the
specimen temperature was 300°C, and the water
temperature was 20°C.

)e test contents included the cyclic water cooling at a
high temperature test, the Brazilian disc test, and the
roughness test. Following the “Regulation for Testing the
Physical and Mechanical Properties of Rock” [34], adjust-
ments were made according to the test conditions. )e test
process is shown in Figure 1.

(1) Measurement of specimens in the natural state: a
balance was used to measure the mass, and a Vernier
caliper was used to measure the height and diameter.

(2) Heating andwater cooling processes under different test
protocols, specifically shown in Figures 2(a) and 2(b).

(a) Different heating temperatures: an electric stove
was used to heat the specimens to the set tem-
peratures (100–600°C) at a rate of 30°C/min. To
ensure even heating inside and outside the
specimen, the specimens were kept at a constant
temperature for 4 h (Yan et al. [35]) and then
placed in an alkali aggregate reaction chamber
and water-cooled for 4 h (at a water temperature
of 20°C, the test showed that, after water cooling
for 4 h, the temperatures of the specimens all
decreased to approximately 20°C, indicating that
no more heat transferred between the water and
the specimen, and the specimen was saturated).

(b) Different water temperatures: the specimen was
heated to 300°C, kept at 300°C for 4 h, and then
water-cooled for 4 h (the water temperature was
kept at 1–80°C).

(c) )e number of heating-cooling cycles: the
specimen was kept at 300°C for 4 h and then
cooled in 20°C water for 4 h. )is process was
repeated 1–5 times. In addition, ice was added to
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cool the water to keep the water temperature
consistent. An infrared thermometer was used to
monitor the water temperature.

(3) Measurement of the physical properties of the
specimen after cooling: the mass, height, and di-
ameter of the specimen under different conditions of
water cooling at high temperature were measured,
and changes in the appearance characteristics of the
specimen were observed.

(4) Brazilian disc test: thin steel wires were placed as
pads on the upper and lower tension surfaces of the

specimen. )e specimen was then placed on a press.
Experiments revealed that when the loading rate is
0.5MPa/s, the mass loss rate is the smallest.
)erefore, the test was conducted at a loading rate of
0.5MPa/s until the specimen was damaged. )e
tensile strength was recorded as specifically shown in
Figure 2(c).

(5) Roughness measurement test: a dial gauge was fixed
on a slide rail. After it was split, the specimen was
placed on the base, and the horizontal positions of
the slide rail and the specimen were adjusted. )e

Table 2: Test scheme.

Test
specimen

Heating temperature
(°C)

Water temperature
(°C)

)e number of heating-cooling cycles
(times)

Heating time
(h)

Water-cooled time
(h)

C1 100 20 1 4 4
C3 200 20 1 4 4
C5 300 20 1 4 4
C6 400 20 1 4 4
C7 500 20 1 4 4
C8 600 20 1 4 4
W1 300 1 1 4 4
W2 300 20 1 4 4
W3 300 40 1 4 4
W4 300 60 1 4 4
W5 300 80 1 4 4
P1 300 20 1 4 4
P2 300 20 2 4 4
P3 300 20 3 4 4
P4 300 20 4 4 4
P5 300 20 5 4 4

wMeasurement of specimens in the
natural state.

Mass, height, and diameter.

Heating and water cooling processes
under different test protocols.

Different heating temperatures.

Different water temperatures.

Measurement of the physical
properties of the specimen a�er

cooling.
Mass, height, and diameter.

Brazilian disc test.

Tensile strength and appearance
characteristics of the specimens

a�er splitting.

Roughness measurement test.

Height difference parameters:
height MSE and height fluctuation

difference.

Texture parameters: roughness
coefficient,roughness profile index,

and roughness angle.

Relationship
between the

tensile strength
and roughness of

the specimens.

Test Test content

Different number of heating-cooling
cycle

Figure 1: Test process.

Advances in Civil Engineering 5



vertical height of the panel was adjusted with nuts.
)e horizontal angles of the panel and the specimen
were measured and levelled with an infrared level.
)e slide rail was pushed to perform measurements
at different measuring points (an infrared range-
finder was used to ensure the slide accuracy). )e
experiment revealed particle shredding during the
splitting process. Particle shredding often occurred
at the edge of the splitting surface. To minimize the
effect of the side of the probe and particle shredding
at the edge of the splitting surface, all shredded
particles were collected and glued together. )e
contour sampling method was used to determine the
spacing between measuring points, with the mea-
suring points being 2.5mm from the edge. )e
specific arrangement of measuring points is shown in
Figure 2(d)

2.4. Test Equipment. )e test equipment parameters are
listed in Table 3.

2.5. Verification of the Accuracy of the Roughness Tester.
To verify the accuracy of the homemade roughness tester, a
portable roughness tester was used to measure each speci-
men. )e results showed that the two testers yielded similar
measurement results, indicating that the homemade tester
was reliable. )e verification results are shown in Figure 3.

3. Test Results and Analysis

3.1. Variation Pattern of Appearance Characteristics in
Specimens under Different Conditions of Water Cooling at

High Temperatures. With a temperature of 300°C or three
heating-cooling cycles, the roughness of the split surface sig-
nificantly increased. When the temperature reached 500°C or
four heating-cooling cycles, the colour of the specimen changed
significantly. Adjusting the water temperature did not notably
change the appearance of the specimen.

Figures 4(a) and 4(b) show the appearance character-
istics of the specimens after splitting under different con-
ditions of water cooling at high temperature. As shown in
Figure 4(a), when the temperature was between 100°C and
200°C, the appearance of the specimen changed only slightly
from the natural state. )e surface was greyish white with
localized black spots. When the temperature was between
300°C and 400°C, the colour became lighter, and there were
fewer black spots. When the temperature reached
500°C–600°C, the HDR changed from a reddish brown
colour to a black-grey colour, and white crystals were locally
generated. As the water temperature changed, the colour of
the specimen did not change significantly.When the number
of heating-cooling cycles reached four or five, the number of
black spots decreased substantially, and the appearance
turned from a grey-white colour to white.

Figures 4(a) and 4(b) show that all specimens had
penetrating fractures in the radial direction after splitting
under different conditions of water cooling at high tem-
perature. )e split surface was generally parallel to the plane
defined by two thin steel wires. However, the roughness of
the split surface differed. When the temperature was be-
tween 100°C and 200°C, the penetrating fractures were
relatively close together. When the temperature was between
300°C and 600°C, the split surface was uneven, and even if it
was pieced together, a few gaps remained. As the temper-
ature rose, the split surface became rougher. Varying the

Bolt Base Panel Infrared range
finder

Specimen

Slide rail
Dial indicator

Scale
Infrared level

Experimental electric stove

Alkali aggregate reaction chamber
Measuring points Split surface

2.5

5

Pressure testing machine

Measurement point
distribution

50

25

(a)

(c) (d)

(b)

Figure 2: Test content. (a) Heating. (b) Cooling. (c) Brazilian disc test. (d) Roughness measurement.

6 Advances in Civil Engineering



water temperature did not noticeably change the roughness
of the fracture surface. When the number of heating-cooling
cycles went from one to two, the roughness of the fracture
surface did not change significantly. After three cycles, the
roughness significantly increased. )erefore, the factors that
influenced the appearance characteristics of the specimens,
from strongest to weakest, were the temperature of HDR, the
number of water injection circulation cycles performed at
high temperatures, and the water injection temperature. )e
different conditions of water cooling at high temperature
experienced by the thermal recovery area can be deduced
from the changes in the appearance characteristics.

3.2. Variation Pattern of the Mass of the Specimen under
Different Conditions of Water Cooling at High Temperatures.
When the temperature rose, the water temperature de-
creased or the number of water injection circulation cycles
increased and the mass loss rate increased. When the
temperature was between 300°C and 500°C or at least two
water injection cycles occurred, the mass loss rate increased
substantially.

To better characterize the mass change rate of the
specimens subjected to different conditions of water cooling
at high temperature, the mass loss rate (Q) is introduced and
expressed as in the following equation.

Q �
m0 − m1

m0
× 100%, (1)

where Q is the mass loss rate (%), m0 is the mass of the
specimen in a natural state (g), and m1 is the mass of the
specimen after the test (g).

Figure 5 shows the variation pattern of the mass loss rate
for the specimens under different conditions of water
cooling at high temperature. An examination of the effect of
temperature on the mass loss rate of the specimens indicated
that the effect of a high temperature on the mass loss rate of
the specimens was not significant when the temperature was
between 100°C and 300°C. When the temperature reached
400°C, the mass showed a large decrease, with a loss rate of
0.2075%. At 600°C, the mass loss rate reached 0.2822%.
)erefore, an increase in temperature increased the mass
loss rate of the specimen.

An examination of the effect of the water temperature on
the mass loss rate of specimens revealed that at a water
temperature of 1°C, the mass loss rate of the specimens was
approximately 0.1313%. When the water temperature
reached 80°C, the mass loss rate decreased to 0.0962%.
)erefore, an increase in the water temperature can reduce
the mass loss of the specimens to some extent.

)e effect of the number of heating-cooling cycles
performed on the mass loss rate of the specimens was in-
vestigated.)e mass loss of the specimen occurred mainly at
the initial stage of the water injection cycle. After two
heating-cooling cycles were performed, the mass loss rate of
the specimen was approximately 0.1855%. As the number of
water injection cycles increased, the mass loss rate of the
specimen increased, but the magnitude of the loss decreased.
After five cycles, the loss rate was approximately 0.2204%.

3.3. Variation Pattern of the Tensile Strength of Specimens
under Different Conditions of Water Cooling at High
Temperatures. When the temperature rose, the water tem-
perature decreased or the number of water circulation cycles
increased and the tensile strength of the specimen decreased.
When the temperature was 400°C or at least two water

Table 3: Test equipment.

Function Device Remarks
Weighing Electronic balance Error 0.01 g
Heating SX2-14-13 experimental electric stove Room temperature to 1250°C
Cooling JKS automatic alkali aggregate reaction chamber 1–100°C
Achieving constant
temperature 101-1 electrothermal blowing dry box Room temperature to 300°C

Brazilian disc test YAW-microcomputer controlled electrohydraulic servopressure
testing machine Weighing range 10 t

Roughness measurement Roughness profilometer

Micrometre (accuracy 0.001mm)
Infrared level (accuracy 0.1mm)
Infrared range finder (accuracy

0.1mm)

0 10 20 30 40 50
22.4
22.8
23.2
23.6
24.0
24.4
24.8
25.2
25.6
26.0

Height measurement by a
portable surface roughness tester

M
ea

n 
he

ig
ht

 (m
m

)

Measuring points

Homemade roughness profilometer 
A portable roughness tester

Figure 3: Verification of the accuracy of the homemade roughness
tester.
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Temperature
100°C

Natural
conditions

Natural
cooling 300°C Cycles 1 C 2 C 3 C 4 C 5

Water
temperature 1°C

Colour became 
lighter

Fewer black 
spots

Reddish-
brown

White 
crystals 

Black-
grey

Not change 
significantly

Not change significantly

Fewer black
spots

T 200°C

W 20°C W 60°CW 40°C W 80°C

T 300°C T 400°C T 500°C T 600°C

(a)

Roughness
continues

to increased

Maximum
roughness

Roughness
increased

significantly

Maximum
roughness

Increased

Increased
Temperature

100°C

Natural
conditions

Natural
cooling 300°C

Water
temperature 1°C

Cycles 1 C 2 C 3 C 4 C 5

Not
obvious

T 200°C T 300°C T 400°C T 500°C T 600°C

W 80°CW 60°CW 40°CW 20°C

(b)

Figure 4: Appearance characteristics of the specimens after splitting under different conditions of water cooling at high temperature. (a)
Front view. (b) Side view.
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injection cycles occurred, the tensile strength of the speci-
men significantly decreased.

In the thermal recovery process, many tensile fractures
usually form in low-permeability strata. Note that the tensile
strength (σt) of the specimen under different conditions of
heating-cooling cycles has a certain reference value for
studying the fracture initiation and propagation patterns in
the target area. )e tensile strength is calculated by the
following equation.

σt �
2P

πdt
, (2)

where σt is the tensile strength (MPa), P is the ultimate load
(kN), d is the specimen diameter (mm), and t is the specimen
thickness (mm).

Figure 6 shows how the tensile strength of the specimens
varied under different conditions of water cooling at high
temperature. An examination of the effect of temperature on
the tensile strength of the specimens revealed that tem-
perature had a relatively small effect on the tensile strength
of the specimens between 100°C and 300°C. As the tem-
perature rose, the tensile strength decreased slightly; the
resulting pattern is similar to that found by Xi and Zhao [36].
At 400°C, the decrease was the most marked at 51.08%. As
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Figure 5: Mass loss rate of specimens subjected to different conditions of water cooling at high temperatures. (a) HDR temperature. (b)
Water temperature. (c) )e number of heating-cooling cycles.
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the temperature continued to rise, the loss slightly decel-
erated. At 600°C, the tensile strength of the specimen was
approximately 21.27% of that at 100°C. )us, the higher the
temperature in the target area is, the lower the tensile
strength of the rock mass during the water injection cooling
process and the higher the possibility that tensile failure will
occur.

)e effect of the water temperature on the tensile
strength of the specimens was examined next. At water
temperatures of 1°C, 20°C, 40°C, 60°C, or 80°C, the tensile
strength of the specimens was 7.78MPa, 9.30MPa,

9.32MPa, 9.87MPa, or 9.76MPa, respectively. As the water
temperature increased, the specimen tensile strength in-
creased. )erefore, low-temperature water injection can
accelerate rock fracturing.

)e effect of the number of heating-cooling cycles
performed on the tensile strength of the specimen was in-
vestigated. It was found that at the initial stage of high-
temperature water circulation, the tensile strength decreased
significantly; the decrease reached approximately 29.32%
after two cycles. As the number of cycles increased, the
strength loss increased. )e tensile strength after five cycles
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Figure 6: Tensile strength of the specimens under different conditions of water cooling at high temperatures. (a) HDR temperature. (b)
Water temperature. (c) )e number of heating-cooling cycles.
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was approximately 57.47% of that after one cycle. Exposure
to multiple water circulation cycles therefore raised the
probability of new tensile fractures forming in the rock
strata.

3.4. Variation Pattern of the Height Difference Parameters of
the Specimens Subjected to Different Conditions of Water
Cooling at High Temperatures. )e variation pattern of the
height difference parameters (the height MSE and undu-
lation difference) of the split surfaces of the specimens for
various water cooling scenarios under high temperature
conditions shows that the value of each parameter increased
as the temperature or the number of heating-cooling cycles
increased, while the values decreased as the water temper-
ature increased.

)e height difference parameters mainly include two
amplitude parameters (mean height and height MSE) and
the fluctuation difference. )ese parameters describe the
height distribution and variation characteristics of the
fracture morphology and are important factors that affect
the flow path of a fluid-working medium in the fracture. )e
amplitude parameters can reflect the uniformity of the
distribution of the fluctuation pattern on the split surface,
where the average height (Zu) is expressed in equation (3),
and the height MSE (ZA) is expressed in equation (4).

Zu �
1
n



n

i�1
Zi, (3)

where Zu is the average height (mm), n is the number of
measuring points, and Zi is the height of the ith measuring
point (mm).

ZA �

����������������

1
n − 1



n

i�1
Zi − Zu( 

2




, (4)

where ZA is the height MSE.
Figure 7 shows the variation pattern of the height MSE of

the split surface of the specimens under different conditions
of water cooling at high temperature. )e effect of the HDR
temperature on the height MSE of the specimen split surface
was investigated first. When the temperature varied between
100°C and 200°C, the height MSE varied only slightly. As the
temperature increased from 200°C to 500°C, the height MSE
increased significantly. When the temperature was between
500°C and 600°C, the effect of temperature on the height
MSE was smaller. )e height MSE of the specimens at a high
temperature of 600°C was approximately 2.51 times that at
100°C.

)e effect of water temperature on the height MSE of the
specimen split surfaces was investigated next. )e lower the
water temperature was, the larger the height MSE was. )e
height MSE at a water temperature of 1°C was approximately
1.22 times that at 80°C.

)e effect of the number of heating-cooling cycles
performed on the height MSE of the specimen split surface
was also investigated. )e findings revealed that as the
number of heating-cooling cycles increased, the height MSE

increased gradually, and the variation rate of the height MSE
was relatively small for the first three cycles and increased
notably, by approximately 11.39%, after four cycles. )e
height MSE after five cycles was 1.33 times that after one
cycle.

)e split surface of rock can be considered to be com-
posed of “large” fluctuations in various regions, with a
“small” roughness of these fluctuations, that is, the split
surface is formed by the superposition of bumps (depres-
sions) of different sizes. )e fluctuation difference is the
height difference between the relatively high bumps and the
relatively low depressions. )is is an important factor that
affects the roughness of a split surface. )e fluctuation
difference between the highest bump and the lowest de-
pression (T2

Z) is calculated as shown in equation (5). Because
choosing only one set of maximum and minimum value
points would generate some randomness, we selected five
high bumps and five low depression points to calculate the
fluctuation difference (T10

Z ), as detailed in equation (6).

TZ
2

� ZH


 − ZC


, (5)

where T2
Z is the fluctuation difference between the highest

bump and the lowest depression (mm), ZH is the height of
the highest bump (mm), and ZC is the height of the lowest
depression (mm).

T
10
Z �

1
5



5

j

ZHj



 − 
5

j

ZCj




⎡⎢⎢⎣ ⎤⎥⎥⎦, (6)

where T10
Z is the fluctuation difference between the five

bumps and five depressions (mm), ZHj is the height of the j
th

highest bump (mm), and ZCj is the height of the j
th lowest

depression (mm).
Figure 8 shows the variation pattern of the height

fluctuation difference in the split surfaces of the specimens
under different conditions of water cooling at high tem-
perature. )e effect of the rock temperature on the fluctu-
ation difference in the split surfaces of the specimens was
investigated. )e height fluctuation difference approxi-
mately linearly increased with an increase in temperature.
)e height fluctuation difference at 600°C was approximately
2.57 times that at 100°C.

)e examination of the effect of water temperature on
the height fluctuation difference in the split surface of the
specimens indicated that as the water temperature de-
creased, the height fluctuation difference gradually in-
creased, and at 1°C, it was approximately 1.22 times that at
80°C.

)e effect of the number of heating-cooling cycles per-
formed on the height fluctuation difference of the specimen split
surfaces was then investigated. As the number of cycles in-
creased, the height fluctuation difference of the specimens
gradually increased. After four cycles, the height fluctuation
difference had increased significantly by approximately 17.85%.
)e height fluctuation difference after five cycles was approx-
imately 1.49 times that after one cycle.

)e above results indicate that the parameters of the
height difference of the split surfaces were highly correlated

Advances in Civil Engineering 11



with the different conditions of water cooling at high
temperature. )e height MSE and fluctuation difference on
the split surface increased as the rock temperature or the
number of heating-cooling cycles increased, while it grad-
ually decreased as the water temperature increased. When
considering the effect of the fracture height difference pa-
rameters on thermal recovery, their effect on the flow path
should be considered first. )e increase in the height dif-
ference parameters will cause the formation of a few
dominant seepage channels in the target rock mass. Fluid
injection into these dominant paths reduces the effective
heat exchange area and simultaneously causes problems,
such as fluid short-circuit and flow loss, which further affect
the heat production efficiency. )erefore, the effect of

different conditions of water cooling at high temperature on
the height difference parameters is worthy of attention.

3.5. Variation Pattern of Specimen Texture Parameters under
Different Conditions of Water Cooling at High Temperatures.
)e variation pattern of the texture parameters (roughness
coefficient, roughness profile index, and roughness angle) of
the specimen split surfaces for various water cooling sce-
narios under high temperature conditions reveals that the
values of the various texture parameters increased as the
rock temperature or number of heating-cooling cycles in-
creased, while the values slightly decreased as the water
temperature increased.
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Figure 7: Height MSE of the specimen split surface under different conditions of water cooling at high temperatures. (a) HDR temperature.
(b) Water temperature. (c) )e number of heating-cooling cycles.
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)e texture parameters mainly include the roughness
coefficient, roughness profile index, and roughness angle,
which are the statistics and statistical functions that describe
the curve characteristics of the structural surface topogra-
phy. In 1973, Barton [37] was the first researcher to propose
the use of JRC to evaluate the roughness of the structural
surface of a rock mass and successively employed the shear
test, inclination test, and Brazilian disc test to calculate the
roughness coefficient of a structural surface from the em-
pirical formula. Based on Barton’s 10 standard curves, we
investigated the variation pattern of the roughness coeffi-
cient of a split surface under different conditions of water
cooling at high temperature. )e RMS of the first derivative

of the profile of the split surface (ZS) is expressed in equation
(7), and the roughness coefficient of the split surface is
shown in equation (8).

Zs �

��������������


n−1
i Zi − Zi+1( 

2

(n − 1)Δs2



, (7)

where ZS is the RMS of the first derivative of the profile of
the split surface, Zi+1 is the height of the (i+ 1)

th measuring
point (mm), and Δs is the spacing between two measuring
points (mm).

JRC � 32.2 + 32.471gZs, (8)
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where JRC is the roughness coefficient.
Figure 9 shows the variation pattern of the roughness

coefficient of the specimen split surfaces under different
conditions of water cooling at high temperature.)e effect of
the rock temperature on the roughness coefficient of the
specimen split surfaces was investigated. Between 100°C and
200°C, the temperature had a minimal effect on the
roughness coefficient. As the temperature rose, the rough-
ness coefficient increased significantly at 300°C to 7.18 times
that at 200°C. As the temperature continued to increase, the
rate of the increase in the roughness coefficient decreased.
)e roughness coefficient at a high temperature of 600°C was
approximately 8.92 times that at 100°C.

)e effect of water temperature on the roughness co-
efficient of the specimen split surface was investigated next.
As the water temperature decreased, the roughness coeffi-
cient gradually increased. )e roughness coefficient at a
water temperature of 1°C was approximately 1.57 times that
at 80°C.

)e effect of the number of heating-cooling cycles per-
formed on the roughness parameters of the specimen split
surfaces was then investigated. With an increasing number of
cycles, the roughness coefficient of the specimen gradually
increased.)e roughness coefficient of the specimen with five
cycles was approximately 1.29 times that with one cycle.

)e ratio of the profile length to the baseline length is
referred to as the roughness profile index (Rp). )e
roughness profile index is a quantitative parameter that uses
a statistical method to characterize the roughness patterns of
specimens, as shown in the following equation.

RP ≈


n−1
i�1

���������������

Δs2 + Zi − Zi+1( 
2



Δs(n − 1)
, (9)

where RP is the roughness profile index.
Figure 10 shows the variation pattern of the roughness

profile index of the specimen split surfaces under various
water cooling at high temperature conditions. An exami-
nation of the effect of rock temperature on the roughness
profile index of the specimen split surfaces revealed that at
temperatures between 100°C and 200°C, the roughness
profile index varied only slightly. When the temperature
reached 300°C, the roughness profile index rose significantly
by approximately 1.88%. )e roughness profile index of the
specimen at a temperature of 600°C was approximately 1.06
times that at 100°C.

An examination of the effect of water temperature on the
roughness profile index of the specimen split surface
revealed that the roughness profile indices were 1.0241,
1.0254, 1.0177, 1.0138, and 1.0141 as the water temperature
varied from 1°C to 80°C. )e roughness profile index de-
creased slightly with an increase in water temperature.

)e effect of the number of heating-cooling cycles
performed on the roughness profile index of the specimen
split surface was examined next.)e findings revealed that as
the number of water injection cycles increased, the
roughness profile index increased. )e roughness profile
index obtained with five cycles was approximately 1.01 times
that with one cycle.

)e total mechanical properties of the structural surface
are mainly controlled by relatively large bumps, and the
inclination that characterizes a single bump on the structural
surface is referred to as the roughness angle (i). )e
roughness angle is a commonly employed index for de-
scribing the texture characteristics of a structural surface and
is a core parameter used for studying the hydraulic prop-
erties of rough fractures. )e roughness angle can be ob-
tained in terms of Rp and ZS, as detailed in the following
equations, respectively.

iRP
� arc cos

1
RP

 , (10)

iZS
� arc tan ZS( , (11)

where iRP
is the roughness angle obtained in terms of RP (°),

and iZS
is the roughness angle obtained in terms of ZS (°).

)e variation pattern of the roughness angle was the
same as the variation patterns of the roughness coefficient
and roughness profile index. Figure 11 shows the variation
pattern of the roughness angle of the specimen split surface
under different conditions of water cooling at high tem-
perature. )e effect of rock temperature on the roughness
angle of the specimen split surface was investigated first. )e
findings indicate that the roughness angle varied little at
temperatures between 100°C and 200°C. When the tem-
perature was 300°C, the roughness angle significantly in-
creased, and the roughness angles calculated in terms of RP

and ZS were 12.7824° and 12.9166°, respectively, for a dif-
ference of 0.1292°. When the temperature reached 600°C, the
calculated values were 20.0512° and 20.3715°, for a difference
of 0.3203°. As the temperature changed, the roughness angle
calculated with RP was always smaller than that calculated
with ZS; this pattern became starker as the temperature
increased.

An examination of the effect of the water temperature on
the roughness angle of the specimen split surface revealed
that at a water temperature of 1°C, the roughness angles
calculated using RP and ZS were approximately 12.4181° and
12.5517°, respectively, for a difference of 0.1336°. At a water
temperature of 80°C, the calculated values were 9.5056° and
9.5571°, for a difference of 0.0515°. )e lower the water
temperature, the higher the roughness angle of the speci-
men, and the larger the roughness angle difference calculated
by Rp and Zs.

)e effect of the number of heating-cooling cycles
performed on the roughness angle of the specimen split
surface was examined last. As the number of water injection
cycles increased, the roughness angle increased. )e
roughness angles calculated using RP and ZS after five cycles
were 15.2228° and 16.2101°, respectively, which was the
greatest difference between the two methods.

When studying the effect of fracture texture parameters
on the heat transfer efficiency, the significance of the vari-
ation in the texture parameters for the heat transfer process
should be understood. When the texture parameters become
more extreme, the effective heat exchange area increases,
and the fluid flow carries more heat to improve the thermal
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recovery performance. )e different conditions of water
cooling at high temperature are important factors in the
texture parameters of the split surface. )e texture pa-
rameters continuously increased as the temperature in-
creased, the cycle number increased, or the water
temperature decreased. )erefore, studying the effect of
different conditions of water cooling at high temperature on
the fracture texture parameters is valuable.

3.6. Relationship between the Tensile Strength and Roughness
of the Specimens. )e morphological parameters of the
fracture surface are related to the injection conditions at high

temperatures and the stress environment at the time of
fracture. )erefore, it is important to establish a relationship
between the split surface height MSE, height variation, and
tensile strength of the specimen under different water cir-
culation conditions.

Figures 12(a)–12(c) and 13(a)–13(c) show the relation-
ships between the tensile strength and height MSE and be-
tween the tensile strength and roughness coefficient under
different conditions of water cooling at high temperature,
respectively. Under different temperature conditions, differ-
ent water temperature conditions, and different numbers of
water circulation cycles, there are certain correlations between
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Figure 9: Roughness coefficient of the split surface of specimens under different conditions of water cooling at high temperatures. (a) HDR
temperature. (b) Water temperature. (c) )e number of heating-cooling cycles.
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the tensile strength and height MSE and between the tensile
strength and roughness coefficient. Under the same water
temperature and the same number of water circulation cycles
but different temperatures, the height MSE and roughness
coefficient significantly decreased with the increase in tensile
strength. Under same temperature but different water tem-
peratures and different numbers of water circulation cycles,
the height MSE and roughness coefficient still decreased with
the increase in tensile strength, but the decrease was obviously
weaker. )e fractures inside the rock have different sizes and
states, such as open or closed. Under different fracture states,
the tensile strength had a different effect on the specimen,

resulting in a different capacity to withstand a splitting load. A
high rock body temperature, a low water temperature, and an
increasing number of water circulation cycles can all promote
the development of fractures inside the rock, aggravating the
degree of fracture. )e split surface roughness coefficient is
the most intuitive index for describing the degree of fracture
inside a rock body.)e higher the roughness coefficient is, the
more severe the fracture, the lower the capability to withstand
tensile strength, and vice versa. Temperature changes had the
most profound impact on the thermal fracture of the rock,
followed by the number of water circulation cycles and the
temperature of the injected water. )erefore, it is highly
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feasible to use tensile strength to evaluate the split surface
roughness of rock.

3.7. Summary of Test Rules. )e rules obtained in this article
are summarized, and the conclusions are shown in Table 4.

4. Discussion

)e mechanisms related to the physical, mechanical, and
split surface roughness characteristics of the granite under
different high temperature-cooling conditions are discussed
according to the patterns obtained from the tests.

)e granite in the target area contains a variety of
mineral components, with variations in the content between
the components and large differences in the thermal ex-
pansion coefficients. )erefore, the mineral components of
the rock deform differently under the influence of different
high temperature-cooling conditions. )e rock as a whole
constrains its components to some extent. )e part of the
rock that expands is compressed, while the part that con-
tracts is elongated. )erefore, an internal force is caused by
thermal stress under high temperature conditions. As the
temperature rises, the maximum thermal stress usually
occurs at the boundary of the rock. When this value is
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reached or exceeded, fractures occur at the interparticle
connections near the boundary and, in turn, form micro-
fractures that propagate into the interior of the rock. )e
continuous increase in temperature also triggers the phe-
nomenon of thermal stress concentration in some parts of
the rock, causing the fractures to extend, intersect, become
dense, and coalesce to form a network of microfractures, a
phenomenon known as thermal cracking. )is process is
reflected in the physical and mechanical properties of the
rock as the occurrence of fracture and the decay of the
mechanical strength, and it is reflected in the split surface as
an increase in the roughness.

Water cooling of a rock at high temperatures increases
the degree of thermal cracking of the rock. If the high
temperature and water cooling processes of the rock are
considered as a whole, the water cooling process significantly
increases the difference between the temperature fields in-
side the rock and those at the boundary, which is equivalent
to a secondary thermal shock effect on the rock. )us, the
thermal stresses in the rock can be divided into those

generated by high temperatures and those formed by the
secondary thermal shock of cooling. Assuming that the rock
consists of multiple finite units, each of which has only two
mineral components, this paper modifies the formula of Zhu
et al. [38] and proposes formulas (12)–(15) for the thermal
stresses in a process that involves multiple heating-water
cooling cycles.

)e thermal stresses generated by high temperatures can
be calculated as follows:

σ1ij �
c1 − c2( ΔT1ijE1E2

E1 + E2
. (12)

)e thermal stresses generated by the secondary thermal
shock of water cooling can be calculated as follows:

σ2ij � Eijξij �
EijcijΔT2ij

1 − 2μij

. (13)

)e total thermal stresses generated by a single heating-
water cooling cycle can be calculated as follows:
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Figure 12:)e relationship between the tensile strength and the height MSE. (a) HDR temperature. (b)Water temperature. (c))e number
of heating-cooling cycles.
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σij � σ1ij + σ2ij. (14)

)e total thermal stresses generated by multiple heating-
water cooling cycles can be calculated as follows:

σsum � 
n

k�1
σij 

k
, (15)

where 1, 2, and ij denote mineral 1, mineral 2, and the ijth
unit, respectively; c1, c2, and cij are the volumetric thermal
expansion coefficients (1/°C) of mineral 1, mineral 2, and the
ijth unit, respectively; ΔT1ij and ΔT2ij are the temperature
differences (°C) of the ijth unit caused by high temperatures
and the secondary thermal shock of water cooling, re-
spectively; E1, E2, and Eij are the elastic moduli (GPa) of
mineral 1, mineral 2, and the ijth unit, respectively; μij is
Poisson’s ratio of the ijth unit; n is the number of heating-
cooling cycles (taken as 5); and k denotes the kth heating-
cooling cycle.

)e above formulas indicate that the thermal cracking of
a rock is related to the temperature difference of each unit.
)e larger the temperature difference, the more pronounced
the differential expansions of different mineral components
of the rock. )erefore, with a higher temperature of the rock
and a lower temperature of the water, the temperature
difference between the high-temperature rock and the water
flow becomes larger to increase the degree of thermal
cracking, the roughness of the split surface, and the loss of
the tensile strength. In addition, multiple high temperature
water cooling cycles further increase the thermal stress
generated in the rock, aggravating the degree of thermal
cracking.

Our investigation of the specific cooling conditions, with
consideration of the above principles and the experimental
phenomena, resulted in the following findings. When the
temperature was 100–200°C, the thermal cracking stress of
the rock was not reached; so, there was no obvious thermal
cracking phenomenon, and none of the characteristics of the

0 2 4 6 8 10 12 14
0

2

4

6

8

10

12

14

16

18

20

TrendTest value

Ro
ug

hn
es

s c
oe

ffi
ci

en
t

Tensile strength (MPa)

(a)

0

2

4

6

8

10

12

14

16

18

20

Ro
ug

hn
es

s c
oe

ffi
ci

en
t

Tensile strength (MPa)
5 6 7 8 9 10 11 12

Trend

Test value

(b)

Ro
ug

hn
es

s c
oe

ffi
ci

en
t

Tensile strength (MPa)
4 5 6 7 8 9 10 11 12

0

2

4

6

8

10

12

14

16

18

20

Trend

Test value

(c)

Figure 13: )e relationship between the tensile strength and the roughness coefficient. (a) HDR temperature. (b) Water temperature. (c)
)e number of heating-cooling cycles.
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specimen changed significantly. Multiple indices of the
100°C specimen were slightly lower than those of the 200°C
specimen, which is speculated to be attributed to the dif-
ference of the natural rock itself. )e loss of mass of the
specimen between 100°C and 200°C was mainly due to the
loss of free water. When the rock was heated to 300–400°C,
the internal water in the bound form (crystalline water and
bound water) underwent a bursting phenomenon (Deng
et al. [39]) and was converted to free water, which was then
consumed by evaporation, contributing to the loss of mass in
the rock and leading to the creation of a large number of
microfractures. )e influx of external free water into the
interior of the rock accelerated the propagation of micro-
fractures. When the rock temperature continued to increase
to 500°C, the heating-cooling process significantly increased
the temperature difference between the interior and exterior
of the rock, leading to an increase in the total thermal stress,
which promoted further extension and propagation of the
thermal cracking in the rock. As a result, its mechanical
properties continued to decrease, the roughness of the split
surface continued to increase, and at this point, there was a
loss of structural water in the rock. When the temperature
reached 600°C, the amplitude of variation in the mechanical
indices and the roughness index of the split surface of the
specimen decreased because high temperatures also increase
the size of pores in rock, and large pores can absorb the
energy generated by thermal stress, inhibit the deformation
of particles, and thus prevent the formation of cracks to
some extent. However, an increase in porosity also leads to a
decrease in the ability of a rock to resist thermal cracking.
)erefore, the influence of the pore structure on the
properties of a rock after high temperature heating is two-
sided. Based on observations of the surface of the specimen,
when the temperature was between 500°C and 600°C, the
edge particles fell off, leading to further loss of the rock mass.
In addition, a higher temperature and a larger number of
heating-cooling cycles led to a more pronounced degree of
thermal cracking of the rock. Meanwhile, microparticles
flowed out of the rock with water from the fractures, which is
another important factor causing a loss of the specimen
mass. )e use of high-temperature water injection can in-
hibit the generation of thermal cracking of the rock and
reduce the outflow of microparticles from the pores, thus
preventing particles from clogging the fractures and af-
fecting the efficiency of the water-rock heat exchange
process.

)e heat transfer mode is another important factor that
cannot be ignored in HDR development. When the tem-
perature is low, the granite has a dense structure, and the
internal heat transfer is dominated by intermatrix heat
transfer. As the temperature increases, a large number of
fractures appeared in the rock, and consequently, the heat
transfer process of the rock is affected by both intermatrix
heat transfer and matrix-water thermal convection. )e test
results show that when the water temperature was close to
1°C, there was an abnormal phenomenon that the roughness
index of the split surface of each group of specimens was
lower than that at a water temperature of 20°C. )is is
because during the cooling process, ice cubes were

continuously added to the water to ensure that the water
temperature was close to 1°C. )is practice increased the
dynamic viscosity of the water, leading to a significant de-
crease in the flow rate of water in the fractures, inhibiting the
flow path of water in the rock, reducing the area of heat
exchange between the rock and the water, and eventually
resulting in a decrease in the degree of cracking of the rock
and a relatively small roughness index of the split surface.

)e variation in mineral parameters in the rock under
high temperature water cooling was also a factor to be
considered. At room temperature, the interior of the rock is
mainly composed of quartz, mica, potash feldspar, plagio-
clase, pyroxene, and hornblende, with the contents of quartz,
mica, and feldspar accounting for approximately 96%.
)erefore, the granite in its natural state is greyish white,
with black spots, i.e., biotite. When the temperature in-
creased to 300–400°C, the quartz crystal burst and the crystal
state changed; the colour changed from transparent to white,
so the rock also changed from greyish white to white, while
the biotite lost crystalline water under high temperature
conditions, so the number of black spots of the specimen was
greatly reduced. When the rock was heated to 500°C, the
ferrous ions in the ferrous oxides contained in plagioclase
were converted to ferric ions, causing some areas of the
specimen to appear reddish brown. When the temperature
continued to rise to 600°C, the specimen surface turned
blackish grey because the surface changed from smooth to
rough, and the presence of white crystals was due to the
repetitive phase change of the quartz at 573°C (Shen et al.
[40]). )e multiple high temperature water cooling cycles
reduced the temperature of quartz crystal bursting. )ere-
fore, the variation pattern of mineral parameters in the rock
can be determined by the change in the appearance char-
acteristics of the specimen.

In summary, the high temperature-cooling conditions
affect the HDR development to some extent by notably
changing the physicomechanical properties, thermal
cracking morphology, and fracture surface roughness
characteristics of the rock. How to fracture rock and use the
rough surface of fractures for water flow and heat transfer
will be the focus of future research.

5. Conclusions

)is was an experimental study of the physical and me-
chanical properties and the split surface roughness char-
acteristics of granite after water cooling at high temperatures
under different conditions of water cooling at high tem-
perature. )e following conclusions can be drawn.

(1) When the rock temperature rose, the water tem-
perature dropped or the number of heating-cooling
cycles increased and the mass loss rate of the
specimen increased. )e rise in the temperature and
the increase in the number of water cooling cycles
changed the appearance (colour) of the specimen.
)erefore, different conditions of water cooling at
high temperature experienced by the thermal
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recovery area can be deduced from changes in the
appearance characteristics.

(2) By increasing the rock temperature, increasing the
number of heating-cooling cycles, or decreasing
water injection temperature, the mechanical prop-
erties of the specimen became weaker, and the values
of the roughness gradually increased. )e different
conditions of water cooling at high temperature that
influenced the physical and mechanical properties
and the roughness characteristics of the rock in the
thermal recovery area, from most to least important,
were the temperature of the target area, the number
of water injection cycles, and the water injection
temperature. By selecting high-temperature reser-
voirs as the target areas for drilling and adopting
low-temperature water injection and multiple cold-
water circulation cycles, rock strata can be fractured
to improve the permeability of reservoirs.

(3) Under different water cooling conditions, the tensile
strength was negatively correlated with the rough-
ness index. When the tensile strength changes, the
impact on the roughness was in the descending order
of the target area temperature, the number of water
circulation cycles, and the water temperature. )us,
tensile strength can be used as an indicator for
evaluating the surface roughness under different
conditions of water cooling at high temperature.
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Accurate prediction of surface settlements is a primary concern when deep excavations were carrying out under the water table in
urban environments for the safety of the work site. ,e sedimentation deformation due to deep excavation of foundation pit and
dewatering occurs as a result of coupling action of the two factors.,e study is aimed at revealing the coupling ground response to
the two factors and developing empirical correlations for estimating ground deformations. Taking a deep foundation pit of a
metro station as an example, surface settlement estimations were calculated by analytical formulas and numerical models. ,e
settlement results by analytical formulas under excavation and dewatering conditions were added linearly to the total settlements.
And three-dimensional coupling numerical models were established by applying commercial software (GMS and MIDAS) to
investigate the interaction impact of excavation and dewatering on the sedimentation deformation. Comparing with monitoring
data, numerical simulation results match well with the monitoring data. Furthermore, an empirical surface subsidence correlation
equation was developed by the polynomial fitting to illustrate the effect contribution on the total surface settlement of foundation
excavation and dewatering.

1. Introduction

Deep underground constructions built below the water
table are inevitable in the urban region with the con-
tinuous city development. Due to the influence of
groundwater, foundation pit dewatering becomes an
auxiliary project that must be carried out in the process of
deep excavation. A major concern for the urban deep
excavations is the induced deformations in the sur-
rounding soil and the subsequent impact on adjacent
structures [1–5]. Erroneous estimates of sedimentation
deformations may result in either large construction costs
due to excessive ground support or damage to the sur-
rounding structures due to inadequate excavation sup-
port. ,e factors such as construction technique,

dewatering, and soil type have significant influences on
the predicted deformations [6, 7].

Most of the main theories about settlement caused by
excavation are based on the total stress method proposed by
Peck based on curve-fitting of an enormous amount of field
monitoring results [8–11]. ,e monitoring data show that
the calculation results underestimate the actual settlement.
Differences between measurements and theoretical predic-
tions could be attributed to the effect of dewatering. ,e
dewatering process can cause the depressurization of
aquifers triggering the changes in effective stresses. When
water is extracted from an aquifer, the effective stresses on
the soil mass within it increase causing land subsidence
[12–15]. Significant results have been achieved in land
subsidence research, but the main factors causing land
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subsidence are excavation and dewatering [16–18]. Based on
the linear superposition of the settlement caused by exca-
vation and dewatering, the total surface settlement can be
simply obtained but the interaction between stress release
and groundwater level drop is ignored.

Taking a deep foundation pit of a metro station as an
example, this paper is aimed at investigating the interaction
response to surface settlement of deep foundation and
dewatering. ,e total linear superposition settlements were
calculated by analytical formulas under excavation and
dewatering conditions. And three-dimensional coupling
numerical models were established by commercial software
(GMS and MIDAS) to obtain the response on the
groundwater level, effective stresses, and the displacement of
excavation and dewatering. ,en, the two predicted surface
settlement results were compared with the monitoring data
to verify the validity of the two methods.

2. Materials

2.1. Project Description. ,e metro station foundation pit is
located at the area of central China with the size of
120m× 15m× 22.4m(length×width× depth). ,ere is a
river that goes round the west and south side of the station
foundation pit with the minimum distance of 24m. ,e
main structure of the shield shaft section is only 4.5m away
from the river bank. On the northwest side of the foundation
pit is a hotel named building 1. ,e main building of this
hotel has 29 floors, and the five-storey building is pile
foundation with the minimum distance of 10.7 meters away
from the foundation pit. And the southeast side is a
shopping mall named building 2 with 18 floors and the
minimum distance of 10 meters. Its foundations are all pile
foundations. ,e northeast side is building 3 with 6 floors.
,e location of the engineering site is shown in Figure 1.

,e metro station foundation pit is mainly located in the
alluvial-diluvial silty clay, silty soil, and fine sand layer with
poor stability.,e possibility of liquefaction exists in the fine
sand layer, which has certain influence on the working
process.,e detailed geological profile of the site is shown in
Figure 2.

,e deep foundation excavation process was divided into
five stages, namely, stage I, stage II, stage III, stage IV, and
stage V, each with an excavation depth of 1.4m, 2.7m, 4.5m,
6.4m, and 7.4m, respectively. Each excavation floor level
was 24.1m, 21.4m, 16.9m, 10.6m, and 3.2m. ,e foun-
dation pit dewatering was carried out along with the ex-
cavation stage, ensuring that the groundwater table was
0.5m below the bottom of the foundation pit. ,e initial
groundwater level was 23m. Foundation pit dewatering was
not required during stage I of foundation excavation because
the bottom of the foundation pit is higher than the
groundwater level. ,e dewatering process started from
stage II of foundation excavation which was divided into
four stages of foundation dewatering.

2.2. Monitoring of Settlements. Before the construction
process of the station foundation pit, pumping wells were set

parallel along the side line of the foundation pit. In order to
make the surrounding soil surface settlement and ground-
water level meet the requirements of the design specifica-
tions, a steel ruler water level gauge SWJ-90-50 recording
foundation was arranged between adjacent pumping wells
along the length of the foundation pit. During the dew-
atering process, the water level near the pumping well
fluctuated. Trimble DiNi03 electronic level was set at a
vertical interval of 5m along the center line of the foun-
dation pit to measure surface subsidence (see Table 1); at the
same time, inspections of surface subsidence were carried
out on building 1, building 2, and building 3.,e layout map
of various measuring points is given in Figure 3.

,ere were many monitoring points on the site, rep-
resented by DB-1, JCJ-6, JCJ-9, and JCJ-15 observation
points. ,e ground surface settlement values of the DB-1,
JCJ-6, JCJ-9, and JCJ-15 settlement monitoring groups were
selected to display the effect of the deep foundation exca-
vation process on the control of surrounding environment
deformation (see Figure 4). ,e settlement of each mea-
suring point gradually increased over time, and the settle-
ment rate reached its maximum 25 days prior to
construction. ,e settlement values measured at the nearest
monitoring point (DB-1) to the foundation pit were the
largest value. ,e results of the other three monitoring
points showed the similar flat trends of the settlement values.
,e greater the self-weight stress of the building next to the
monitoring point was, the greater the monitored settlement
values were.

3. Settlement Estimation

3.1. Settlement Estimation by Analytical Formulas. During
the construction of deep foundation pits below the water
table, in order to prevent damages such as foundation pit
collapse and surge in the pit, the groundwater level should be
lowered to 0.5m below the bottom of the foundation pit
before construction.

A cone of depression was formed which caused decrease
of groundwater pressure between soils and increase in ef-
fective stress between soil particles. In the process of
foundation pit dewatering, groundwater moves slowly in
laminar flow, and the dewatering curve is distributed
symmetrically along the pumping well. Dupuit formula is
introduced as the dewatering depression curve equation as
follows [19]:

y
2

� (l + h)
2

+ H
2

− (l + h)
2

 
ln(x/r)

ln(R/r)
, (1)

where x is the horizontal distance from the center of the well
axis; l is the length of the water filter pipe of the dewatering
well; r is the radius of the pumping well; h is the vertical
distance from the partially penetrating well to the aquifer;
and the full penetrating well h� 0, and the radius of dew-
atering influence is R.

During the dewatering process, there is air inside the
unsaturated zone, and the pore water will be tensioned. ,e
balanced differential equation and stress differential equa-
tion of the soil particles and pore water can be combined to
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obtain a unified effective stress equation applicable to un-
saturated soil and saturated soil [20]:

σ′ � σ − ua(  + Se ua − uw( ,

Se �
S − Sr( 

1 − Sr( 
�

θ − θr( 

θs − θr( 
,

τ � ua − uw.

(2)

In the formula, Se and Sr are the effective saturation
and residual saturation of the soil, respectively; θs and
θr are the saturated volumetric water content and
residual volumetric water content, respectively; τ is the
matrix suction, measured by unsaturated soil triaxial
apparatus and pressure plate instrument. When the
effective volume saturation Se is equal to 1, the
equation returns to the effective stress equation of
saturated soil.
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Figure 1: ,e location of the project site.
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Figure 2: Detailed geological profile of the site.
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Table 1: Monitoring equipments.

Number Monitor items Equipment Measuring accuracy (mm) Frequency
1 Surface settlement Trimble DiNi03 1.0 Once/3 days
2 Groundwater level SWJ-90-50 5.0 Once/3 days
3 Building settlement Trimble DiNi03 1.0 Once/3 days
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Figure 3: Monitoring point layout map.
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Effective soil stress in the area above the water level did
not change before excavation, and the effective stress of the
soil in the unsaturated area changed as follows:

Δσ1′ � cw(H − y) + Se − 1( τ. (3)

For saturated soil, the pores between soil particles are
completely filled with water, and the drop of groundwater
level causes the pore water pressure decreasing.,e equation
returns to the saturated soil effective stress equation, and the
effective stress change value is the water pressure decrease:

Δσ2′ � cw(H − y). (4)

Surface settlements caused by dewatering can be cal-
culated by the layerwise summation method as follows:

s � 
n

i�1
si � 

n

i�1

Δσi
′

Ei

hi. (5)

In the formula, s is the surface settlements which caused
dewatering; si is the surface settlements of layer i; Ei is the
soil elastic modulus of layer i; and hi is the thickness of layer
i.

According to the layerwise summation formula, the
effective stress of the soil in the dry soil area has not changed,
so in dry soil, area s1 � 0.

Settlement of the soil layer in the unsaturated zone is as
follows:

s2 � 
n

i�1

cw(H − y) + τ Se − 1( 

Ei

hi. (6)

Settlement of soil layer in saturated zone is as follows:

s3 � 
n

i�1

cw(H − y)

Ei

hi. (7)

,e excavation of the foundation pit leads to soil
unloading which breaks the balance of the self-weight
stress in the excavation area and ground settlement.
According to the empirical formula formed by the
Rayleigh distribution function, the amount of ground
settlement caused by foundation pit excavation is cal-
culated as follows [8]:

Table 2: ,e physical and mechanical parameters of the soil layer.

Name ,ickness H
(m)

Elastic modulus E
(MPa)

Cohesion c
(kPa)

Friction angle
φ (°)

Poisson’s
ratio v

Permeability k
(m/d)

Miscellaneous fill 3.1 8 15 10 — 0.05
Silty clay 1.7 12 10 24 0.35 0.01
Silt 5 10 — — 0.3 1
Strongly weathered argillaceous
sandstone 2.7 53 50 26 0.24 1

Moderately weathered
argillaceous sandstone — 50 130 33 0.23 1
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Figure 5: ,eoretical calculation of surface settlement.

Advances in Civil Engineering 5



River

200m

200m

50
m

Z

Y

X

(a)

200m

200m

50
m

30
m

Z
Y
X

Pile

40
.3

2m

Diaphragm wall

Steel su
pport

(b)

Figure 6: Meshing of numerical models.

22.5

21.8

21.1

20.4

19.7

19.0

Groundwater level (m)

(a)

22.5
21.8
21.0
20.3
19.5
18.8
18.0
17.3
16.5

Groundwater level (m)

(b)

Figure 7: Continued.

6 Advances in Civil Engineering



Groundwater level (m)
22.5
20.9
19.4
17.8
16.3
14.7
13.1
11.6
10.0

(c)

22.4

16.2

10.5

4.8

1.5

Groundwater level (m)

(d)

Figure 7: Contours of groundwater level after each dewatering stage. (a) After the first stage of dewatering. (b) After the second stage of
dewatering. (c) After the third stage of dewatering. (d) After the fourth stage of dewatering.

Groundwater
level (m)

22.5
19.8
17.0
14.3
11.5
8.8
6.0
3.2
1.0

Figure 8: ,e profile of the groundwater table after the fourth dewatering stage.

0 10 20 30 40 50 60 70–10

Distance (m)

–30

–25

–20

–15

–10

–5

0

Se
ttl

em
en

t (
m

m
)

Stage I
Stage II
Stage III

Stage IV
Stage V

Figure 9: Surface settlement curve.

Advances in Civil Engineering 7



s4 � svm ·
(d/H) + 0.75

0.9
· exp −

[(d/H) + 0.75]
2

4.5
 ,

svm � αshm,

shm � kδH,

(8)

where d is the distance from the excavation point to the
center of the foundation pit;H is the excavation depth; svm is
the maximum settlement of the foundation pit excavation;
shm is the maximum deformation of the enclosure; α is the
empirical coefficient; and kδ is the proportional coefficient.
,e two settlements are superimposed and summed to es-
timate the amount of ground settlement caused by the
dewatering and excavation of the foundation pit. And the
settlement caused by excavation and dewatering is the sum
of the above:

s � s1 + s2 + s3 + s4. (9)

,e physical and mechanical parameters of the soil layer
are shown in Table 2. ,e geotechnical parameters were
determined by the conventional testing [21–23].

,e calculated results by analytical formulas are shown
in Figure 5. ,e DB series of monitoring points are dis-
tributed symmetrically along the foundation pit, which can
better indicate the law of surface settlement. From Figure 5,
dewatering is the major factor triggering the surface set-
tlements.,emaximum settlements occurred at DB-1 point,
accounting for 88.9% of the total subsidence. ,e distances
to the foundation pit from DB-1 point to DB-4 point in-
creased. As the monitoring point was farther away from the
foundation pit, the slower the decline rate of groundwater
level was, the smaller the change of effective stress of soil
layer was, resulting in smaller proportion of dewatering
contributing to surface settlement.
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Figure 10: Comparison between different settlement values.
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Figure 11: Fitted curve between the total settlement and settlement caused by dewatering and excavation.
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3.2. Settlement Estimation by Numerical Models. In this
paper, three-dimensional coupling numerical models were
established by applying commercial software (GMS and
MIDAS) to investigate the interaction impact of excavation
and dewatering on the sedimentation deformation (see
Figure 6). ,e width of the river is about 30∼ 80m, and the
elevation of the river bottom is about 5∼ 6m.,e calculated
parameters adopted the value as shown in Table 2.

Figure 7 indicates the evolution of groundwater level
after each stage of dewatering. In the dewatering process, the
groundwater level was distributed in a funnel shape with the
dewatering well near the foundation pit as the center. ,e
farther the distance from the center of the foundation pit is,
the smaller the drop of groundwater level is (see Figure 8).

Figure 9 shows the simulated surface settlements at each
excavation stage. During the first excavation of the foun-
dation pit, the excavation depth was 1.4m, and the sup-
porting structure was not completed at this time. Due to the
unloading effect of the soil, the foundation was uplifted. ,e
settlement curve is distributed as a “spoon” shape from the
horizontal distance of the excavation center of the foun-
dation pit. ,e settlement value increased with the increase
of distance from the foundation pit at the distance ranging
from 0 to 8m. However, the values of settlement decreased
with the increase of distance from the foundation pit when
the distance was greater than 8m. ,e accumulated settle-
ment of five excavations reaches the maximum at the fifth
stage of excavation, which is 26.1mm.

3.3. Comparison of Results between Calculated Results and
Settlement Monitoring Data. Figure 10 shows the compar-
ison between calculated results and settlement monitoring
data.,e numerical simulation results obtained from a fluid-
solid coupling model matched well with the monitoring data
than the analytical calculation results, which suggested that
the impact of excavation and dewatering on surface set-
tlement cannot simply be added together. As the ground-
water level dropped, the effective stress in the soil increased
which changed the porosity of the soil and indirectly
changed the state of water movement. However, the ana-
lytical calculation method directly superimposes the set-
tlement caused by dewatering and excavation, which did not
consider the interaction between water and soil leading to
the larger result than the monitored data.

4. Discussion and Conclusions

,is paper used analytical formulas and numerical models to
simulate surface settlements of a deep foundation pit of a
metro station aimed at investigating the interaction response
to surface settlement of deep foundation and dewatering.
,e conclusions are as follows:

(1) ,e ground settlement caused by the construction of
the foundation pit was distributed as a “spoon” shape
centered on the foundation pit, which is propor-
tional to the depth of the excavation. At a distance of
6.1m from the center of the foundation pit, the
settlement reached the maximum value of 26.1mm.

Analytical calculation results showed that the surface
subsidence is mainly caused by dewatering. As the
distance from the monitoring location to the center
of the foundation pit was getting further, the lower
the groundwater level falls, the smaller the effective
stress change of the soil layer, which decreases the
influence contribution of dewatering to the surface
settlement.

(2) ,e numerical simulation results obtained from a
fluid-solid coupling model matched well with the
monitoring data than the analytical calculation re-
sults, which suggested that the impact of excavation
and dewatering on surface settlement cannot simply
be lineally added together. ,erefore, an empirical
surface subsidence correlations equation was de-
veloped by the polynomial fitting to illustrate the
effect contribution on the total surface settlement of
foundation excavation and dewatering (as shown in
Figure 11). ,e total settlement can be expressed by
dewatering settlement and excavation settlement as
follows:

z � − 0.08x
2

+ 0.93x + 0.01y
2

+ 1.101y + 0.015, (10)

where z represents the total settlement value, x is the set-
tlement caused by dewatering, and y is the excavation set-
tlement; the value of R2 after fitting adjustment is 0.999, so
the fitted equation can be considered accurate.
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In order to study the failure mechanism and assess the stability of the inlet slope of the outlet structure of LianghekouHydropower
station, the strength reduction method considering the ubiquitous joint model is proposed. Firstly, two-dimension numerical
models are built to investigate the influence of the dilation angle of ubiquitous joints, mesh discretization, and solution domain
size on the slope stability. It is found that the factor of safety is insensitive to the dilation angle of ubiquitous joints and the solution
domain size but sensitive to the mesh discretization when the number of elements less than a certain threshold. +en, a complex
three-dimension numerical model is built to assess the stability of the inlet slope of the outlet structure of Lianghekou Hy-
dropower station. During the strength reduction procedure, the progressive failure process and the final failure surface of the slope
are obtained. Furthermore, the comparison of factors of safety obtained from strength reduction method and analytical solutions
indicates that the effect of vertical side boundaries plays an important role in the stability of jointed rock slope, and the cohesive
force is the main contribution to the resistant force of vertical side boundaries.

1. Introduction

+e stability of jointed rock slopes for mining, hydraulic, and
hydroelectric engineering is crucial for the safety of engi-
neering work [1]. To prevent and reduce the occurrence of
instability of rock slope, the stability and deformation of
rock slopes during and after excavation at different scenarios
are analyzed [2–12]. For slope stability analysis, the limit
equilibrium method (LEM) is widely used by engineers and
researchers. Usually, slope stability was evaluated by LEM in
two dimensions [13]. However, the 2D limit equilibrium
analyses simplify the problem into plane strain conditions
without considering the true three-dimensional character-
istics of slope [14]. +erefore, many researchers improved a
number of 3D limit equilibrium methods for slope stability
analysis based on extensions of corresponding methods
[3, 15–21], which are beneficial for stability assessment of
slope with complex failure surfaces.

Although researchers made many improvements to the
3D limit equilibriummethod, there are still some limitations
when analyzing the stability of rock slopes. Firstly, the limit
equilibrium method did not take into account the stress and
deformation of the rock slope. Secondly, the failure surface
of the slope was predefined by engineers. +irdly, many
assumptions on the internal force distributions were used to
simplify the governing equations to solve the factor of safety.
In addition, the evolution process of the failure surface could
not be simulated using LEM.

+e strength reduction method (SRM) based on the
finite element method or finite difference method can
overcome those limitations of LEM in the stability analysis of
slope. +is method was firstly proposed by Zienkiewicz et al.
[22] to analyze the stability of the slope. Recently, many
researchers [23–27] improved this method. Cheng et al. [28]
compared SRM with LEM and found that generally, the two
methods will give a similar factor of safety (FOS).
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Tschuchnigg et al. [29] further discussed the influence of
plasticity flow rule and mesh discretization on the FOS. +e
SRM method was also applied to assess the stability of
practical rock slope engineering. Using the strength re-
duction FEM, Jiang et al. [30] analyzed the stability of the left
abutment slope of Jinping-I hydropower station during the
period of construction and assessed the effect of shear-re-
sistance tunnels. Zhang et al. [31] proposed a method
combining fracture mechanics and the SRM to simulate the
fracture behavior in a jointed rock slope and assessed the
slope stability. Schneider-Muntau et al. [32] introduced a
strength reduction method for the barodetic material model
and presented the comparison of the results of slope stability
calculated using an elastoplastic material model (Mohr-
Coulomb) with the results of an analytical analysis according
to Bishop are presented. Nevertheless, most of these studies
focused on either homogeneous soil or rock slopes with
predefined failure surface. As a natural geological material,
in actuality, rock mass contains various randomly or non-
randomly geological discontinuities of different sizes, per-
sistence, and toughness. Moreover, different from the
circular failure surface of homogeneous soil slope, the rock
slope is prone to failure along the discontinuities. Generally,
the failure surface of the rock slope is constituted with lo-
cated discontinuities, such as faults, and random disconti-
nuities, such as joints. In this case, the failure surface of rock
slope cannot be predefined and part of it should be searched
during the process of strength reduction. In this study, the
strength reduction finite element analysis considering
ubiquitous joint model is adopted to assess the stability of
jointed rock slope. Firstly, the strength reduction method
considering the ubiquitous joint model are presented. +en,
one example of 2D slope containing a set of ubiquitous joints
is adopted to investigate the effect of mesh discretization,
dilation angle, and domain size on the failure mechanism
and the stability of slope. Finally, the proposed strength
reduction method is adopted to analyze the failure mech-
anism and the stability of the inlet slope of outlet structure of
Lianghekou Hydropower station.

2. Methodology

2.1.+e Ubiquitous JointModel. +e ubiquitous joint model
[33] is a modified Mohr-Coulomb model considering the
presence of the orientation of weak planes. +e criterion for
failure on the weak planes, whose orientation is given, consists
of a composite Mohr-Coulomb envelope with tension cutoff.
+e position of a stress point on the latter envelope is con-
trolled again by a nonassociated flow rule for shear failure and
an associated rule for tension failure. +e procedure of
implementing the ubiquitous joint model is as follows:

Step 1: Calculate the stresses using the Mohr-Coulomb
model. +e stresses corresponding to the elastic guess
for the current step is analyzed firstly for general failure,
and relevant plastic corrections are made using the
Mohr-Coulomb model. +e resulting stress compo-
nent, labeled as σO

ij is then examined for failure on the
weak plane.

Step 2: +e resulting stress σO
ij is then examined for

failure on the weak plane. If the stress violates the
composite yield criterion along the weak plane, then the
tensor of stress corrections is calculated and added to
σO

ij to yield new stress values, denoted as σN
ij .

Step 3: If the stress σO
ij is in the envelope of composite

yield criterion along the weak plane, no plastic flow
along the weak plane takes place, and the new stress σN

ij

is equal to σO
ij.

+e detailed procedure for implementing the ubiquitous
joint model refers to the section of constitutive models in the
manual of FLAC software.

2.2. Strength Reduction Principle. In the strength reduction
method, the factor of safety (FOS) is defined as the ratio
between the actual shear strength and the reduced shear
strength for the fault, joints, and intact rock when the slope
arrives at a critical state. When implementing the strength
reduction procedure, the reduced shear strength parameters,
cohesive force cr , and the fiction angle φr are obtained by the
following:

cr �
c

SRF
,

φr � tan−1 tan φ
SRF

  ,

(1)

where SRF is the strength reduction factor (SRF), c and φ are
the actual shear strength parameters. In the strength re-
duction procedure, the reduced shear strength decreases
gradually until the slope arrives at the critical state, and the
corresponding SRF is equal to the FOS.

+e solution procedure of the SRM considering the
ubiquitous joint model is as follows:

Step 1: An initial value of the SRF is selected and the
reduced shear strength parameters of faults, joints, and
intact rock are calculated by equation (1).
Step2: Implement numerical calculation for the slope
using reduction shear strength parameters. If the slope
fails, the SRF is regarded as the FOS.
Step3: +e SRF increases with an increment gradually.
Go back to step 2 until the slope fails.

2.3. FailureCriterionof theSlope. +ere are three widely used
failure criteria for assessing the stability of the slope, namely,
numerical nonconvergence criterion [24, 34], the criterion
of plastic yield zone connection [35–37], and displacement
mutation criterion [38, 39], respectively. Regarding the first
criterion, the failure state of the slope is determined by the
convergence condition. However, for the stability analysis of
a complex 3D slope model, the convergence condition is
influenced by many factors, such as element type, yield
condition, constitution model, and convergence precision,
whichmay terminate the computation early [40].+e second
criterion states that when the plastic yield zones coalesce
from the foot to the top of the slope during strength
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reduction, the slope will be in a failure state. For the third
criterion, the displacement of some monitoring points on
the slope surface is firstly recorded during the strength
reduction procedure. +e inflection point of the curves of
displacement versus the SRF is considered as a failure state of
slope and the corresponding SRF is equal to the FOS.
Compared with the abovementioned criteria, the displace-
ment mutation criterion is selected in the following analyses
because of its clear physical concept and numerical
tractability.

3. Verification and Analysis of
Influencing Factor

3.1. ProblemDescription andMesh. A rock slope with a slope
angle of 45° is selected a case study, as shown in Figure 1. In
the slope, ubiquitous joints with a dip angle β� 30° are taken
into account. +e slope dimensions are shown in Figure 1.
+e mechanical parameters for rock and the joint materials
are shown in Table 1. It is noted that the ubiquitous joints
drew in Figure 1 are schematic. Hence, the spacing between
lines does not represent the actual spacing of joints. +e
mesh discretization for this slope is shown in Figure 2, which
contain 1875 zones and 1976 grid points.

3.2. Influence ofDilationAngle of Joints. +e definition of the
dilation angle of joints is an important issue when using the
strength reduction technique considering ubiquitous joints.
To study this issue, five different dilation angles are adopted
to investigate the effect of flow rule, namely, 0°, 5°, 10°, 15°,
and 20°. +e horizontal displacement of a monitoring point
at the crest of the slope, shown in Figure 2, is recorded
during the strength reduction procedure. Figure 3 shows the
curves of horizontal displacement of the monitor point
versus the strength reduction factor (SRF) for the cases with
different nonassociated flow rules. One can observe that the
horizontal displacement increases with the increase of the
SRF. Moreover, the curves obtained by five dilation angles
are approximately the same when the SRF is no more than
1.26 but separated from each other when the SRF is larger
than 1.26. According to the displacement mutation criterion,
the FOS of those five dilation angles is the same and is equal
to 1.26. +e results indicate that the FOS is insensitive to the
dilation angle of the joints.

Figure 4 illustrates the evolution of incremental shear
strains during the SRM when the dilation is equal to 20°.
Since the shear strain rate around the failure surface is much
larger than other regions of the slope, in the following
analysis, the center of the zone of incremental shear strain
can be defined as the failure surface of the slope. It can be
seen from Figure 4 that the failure surface firstly occurs at the
toe of the slope. With the increase of the SRF, the failure
surface propagated toward the crest of the slope gradually
and passed through the whole slope when the SRF arrived at
1.26, as shown in Figure 4(c).

3.3. Influence of Mesh Discretization. It is well known that
the element type, the mesh discretization, and the

convergence tolerations have a significant impact on the
FOS. In order to study the mesh dependency, the same
model as shown in Figure 1 is used, but nine types of mesh
discretization from coarse to very fine are defined. +eir
number of elements are 169, 300, 469, 675, 919, 1200, 1519,
1875, 2700, and 4219, respectively. From a practical point of
view, the coarse and very fine mesh are not realistic, but
these two extreme cases are included to show the effect of the
mesh influence.

Figure 5 compares the curves of the FOS versus the
horizontal displacement of the monitoring point for the
cases with different mesh discretization. It is observed that
the horizontal displacement increases with the increase of
the SRF. Moreover, the curves obtained by different mesh
discretization are approximately the same when SRF is no

15m 10m 15m

10m

15m

45°

30°Ubiquitous joints

Figure 1: +e schematic of the 2D slope and its dimension.

Table 1: Geotechnical parameters of the numerical model.

Type Parameter Value

Rock

Unit weight, c (kN/m3) 26
Elastic modulus, E (GPa) 10

Poisson’s ratio, v 0.25
Cohesion, cr (kPa) 2000
Friction angle, φr (°) 45

Joint Cohesion, cj (kPa) 6.7
Friction angle, φj (°) 28

Monitoring point

Figure 2:+emesh discretization and the layout of the monitoring
point of the 2D slope.
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more than 1.24 but separated from each other when SRF is
larger than 1.24. In order to investigate the effect of mesh
discretization on the factors of safety, the curve of the FOS
versus the number of elements is illustrated in Figure 6. It is
seen from Figure 6 that the mesh discretization has a sig-
nificant impact on the FOS. With the increase of the number
of elements, the FOS decreases until the number of elements
is equal to 2800, which indicates that the FOS is insensitive to
the mesh discretization when the number of elements is over
a certain threshold.

Figure 7 shows the contour of incremental shear strains
obtained from three types of mesh discretization. It is found
that themesh discretization has a significant influence on the
distribution of incremental shear strains. For a very coarse

(a) (b)

(c)

Figure 4: Varying failure mechanism during a SRM with dilation ψ � 20°, (a) SRF� 1.10, (b) SRF� 1.20, (c) SRF� 1.26.
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mesh, shown in Figure 7(a), the zone of incremental shear
strains is wider and the failure surface does not pass through
the toe of the slope. However, for a very fine mesh, shown in
Figure 7(c), the zone of increment shear strain is narrow and
the failure surface is clearly defined.

It also can be observed from Figure 7(c) that the central
plane of the zone of incremental shear strains, namely, the
failure surface, is a plane. It means that the failure mode of the
slope is the plane failure mode that is somehow different from
that of a homogeneous slope in which the failure surface is a
circle failure mode. +erefore, there is an analytical solution to
this 2D ubiquitous joints rock slope and the FOS is 1.20. As
discussed above, when the mesh discretization is fine enough,
the FOS obtain from SRM is 1.24, which is close to the ana-
lytical solution. +erefore, it is reasonable to assess the ubiq-
uitous jointed rock slope using the proposed method.

3.4. InfluenceofDomainSize. In order to assess the size effect
of the calculation domain in the strength reduction method,
a length factor d, which quantifies the distance from initial
boundaries to extended boundaries of the slope, is intro-
duced and shown in Figure 8. In this study, six different cases
of d are considered, namely 5m, 15m, 25m, 35m, 45m, and
55m. In the strength reduction procedure, the mesh dis-
cretization of the initial region of the slope is the same as that
in Figure 2. Figure 9 illustrated the displacement of the
monitoring point evolving with the SRF. It is clear that the
curves obtained by six cases are nearly the same when the
SRF is no more than 1.26 but separated from each other
when SRF is larger than 1.26. According to the displacement
mutation criterion, the FOS of those six cases is the same and
the value is 1.26. It also indicates that the FOS is insensitive
to the calculation domain size.
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Figure 6: Factor of safety obtained by SRM with different element numbers.
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(c)

Figure 7: Incremental shear strains for different mesh discretization, (a) n� 675, (b) n� 1875, (c) n� 4219.
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4. Engineering Application

4.1. Project Description. +e Lianghekou Hydropower sta-
tion is located on the middle reach of Yalongjiang River, 10
kilometers northern of Yajiang, Sichuan province, China. In
this project, a 295m height gravelly clay-cored rockfill dam
is constructed to form a reservoir. In order to fulfill the flood
discharging capability of the reservoir, four outlet structures
are built, including a tunnel-spillway, deep hole flood dis-
charging tunnel, emptying tunnel, and rotation-flow shaft
flood discharging tunnel. +e inlet slopes of these four outlet
structures are excavated as a whole, which results in a
massive engineering slope with 606m height and 1200m
length, as shown in Figure 10. A typical geological profile
8–8 of the slope is shown in Figure 11. +e rock of the slope
is composed of deep grey and medium-thick layer meta-
morphism siltstone, silty slate, and sericite slate.+is slope is
a typical antidip layered slope and the orientation of the
bedding plane is 200–～210°∠65～–75° (dip direction/dip
angle). Besides the bedding plane, the other three sets of
joints are developed in the slope and their orientation is 130
～150°∠10～45°(J3), 90～120°∠70～90° (J4), 90～120°∠10～
30° (J6), respectively. +ese joints are rigid structural plane

without filling. In addition, as shown in the geological profile
8–8, a large number of faults are developed. Most of these
faults are compressive faults which developed along the
bedding plane, including f1, f2, f3, f4. Below the 3050m
platform, two main faults are detected, namely, Fault f1 and
Fault f13-04. As shown in Figures 10 and 11, the F1, with the
occurrence 180°∠40°～60°, runs through the entire engi-
neering slope and outcrops above the inlet of the shaft flood
discharging tunnel. +e f13-04, with the orientation 10°∠30°,
outcrops at the step between elevation 2790m and elevation
2815m. According to the spatial distribution of faults, a huge
potential failure region sliding along the fault f13−04 is
observed, where the fault f1 form the back boundary and the
fourth set of joints (J4) developed ubiquitously form the two
vertical side boundaries of the block. After the completion of
the excavation, fault fb13−04 will be exposed on the exca-
vated surface, which will deteriorate the stability of the slope
drastically.

4.2. Description of Numerical Model and Material Property.
Different from the displacement finite element analysis, the
strength reduction method focuses on assessing the failure
mechanism and the stability of slope rather than obtaining
the distribution of displacement and stresses in the slope.
+erefore, the potential failure region is the region of great
concern during the strength reduction procedure. In order
to simplify the numerical model, the terrain in the potential
failure region shown in Figure 10 is consistent with the real
terrain in the project site, while the terrain around the
potential failure region is simplified. +e three-dimension
numerical model for strength reduction procedure is shown
in Figure 12. In this model, the lowest left corner is used as
the origin of the x-y plane, and the z-axis begins at an el-
evation of 2540m. +e size of the slope model is 840m
length in the x direction, 1000m width in the y-direction,
and 700m height in the z direction. +e numerical model is
made up of 174944 gridpoints and 214823 zones. +e two
main faults (f1 and f13−04) and the fourth set of joints (J4)
are considered in this model. +e grid of potential failure
region is shown in Figure 12. +e mechanical parameters
from the recommended values of the designer [41] are listed
in Table 2.

4.3. Results. For the potential failure domain, the key block
is composed of fault f1, fault f13−04, and the fourth set of
joints (J4). It is noted that the fourth set of joints is ubiq-
uitous in the slope and their locations are undetermined.+e
proposed SRM method is used to search for the locations of
J4 forming the key block and determine the factor of safety of
the key block. Two monitoring points M1 and M2, shown in
Figure 12, are selected to record the displacement for dif-
ferent strength reduction factors. +e curves of y-direction
displacement of monitor points versus the strength reduc-
tion factor are illustrated in Figure 13. It can be seen that the
y-direction displacement of three monitoring points is
roughly proportional to the SRF. However, when the SRF
increases to 1.36, the displacement curves of M1 and M2
start to deviate from the linear relationship between

d

d

d

Initial boundary

Extended boundary

Figure 8: +e schematic of extended boundaries.
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Figure 10: +e layout of the inlet slope of outlet structures.
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displacements and SRF. +erefore, SRF� 1.36 can be con-
sidered as a catastrophic failure point and the FOS of the
slope.

+e progressive failure process is investigated during the
procedures of reducing the shear strength of the fourth set
joints, Fault f13−04, and Fault f1. Figure 14 shows the

evolution of the zone of incremental shear strain in the block
at different SRF stages. Figure 15 illustrates the evolution of
the plastic yield zone in the block during the process of
strength reduction. In Figure 15, the yield state “None” refers
to the elastic state of the zone and the “u: shear-n” indicates
that the zone is in shear failure along the joints currently. As

F1

F13–04

Potential failure region

x

z y

O

M2
M3

70
0m

1000m

800m

Figure 12: +e 3D numerical model of the slope.

Table 2: Geotechnical parameters for strength reduction procedure.

Type Deformation modulus E
(GPa)

Unit weight c

(kN/m3)
Poisson’s ratio

V
Cohesion cr

(kPa)
Friction angle

φr (°)
Metamorphism siltstone in heavily
unloading zone 1.8 26.0 0.37 113 26.6

Metamorphism siltstone in slightly
unloading zone 4.5 26.5 0.32 600 36.9

+ick layered metamorphism siltstone 8.0 26.8 0.27 1250 47.5
f1 0.45 25 0.32 25 12.7
f13-04 0.45 25 0.32 113 23.2
+e fourth set of joints — — — 125 27.7
“—” denote that the joint does not possess the property.
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Figure 14: Continued.
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we can see from Figures 14 and 15, for the case that SRF is
equal to 1.1, the zone of incremental shear strain and the
plastic zone initiate at the left side of the outcrop of Fault
f13−04 and the middle of the inlet of rotation-flow shaft
flood discharging tunnel. As the SFR increases, the zone of
incremental shear strain propagates along the strike of the
fourth set of joints. When the SRF increases to 1.26, the
plastic zone and the zone of incremental shear strain
propagate through the inlet of the rotation-flow shaft flood
discharging tunnel. When the SRF increases to 1.36, the
plastic zone propagates though the whole potential failure
region and becomes the vertical side boundaries of a new
failure block.

As a comparison, the solution obtained by the LEM is
also proposed. According to the failure surface obtained by
the SRM, the vertical side boundaries and sliding surface of
the failure block is illustrated in Figure 16. +e areas of
sliding surface, left side boundary, and right side boundary
are As � 10,389m2, Al � 4909m2, and Ar � 605m2, respec-
tively.+e volume of the failure block is V� 32,500m3. If the

resistant force of two vertical side boundaries is ignored, the
FOS can be determined as follows:

FOS �
fr

fs

, (2)

fr � Ascs + cV cos(θ)tan(φ),

fs � cV sin(θ),
(3)

where θ is the dip angle of bottom sliding surface, cs, φ is
cohesion and friction angle of bottom sliding force, c is the
unit weight of the potential failure block.+e FOS obtained by
equation (2) is 1.10, which is far less than the FOS obtained
SRM. Obviously, the difference between the two safety factors
is attributed to the effect of the two vertical side boundaries.
+is indicates that the two vertical side boundaries have a
significant impact on the stability of the jointed rock slope,
and ignoring the effect of the vertical side boundaries will lead
to underestimation of the stability of the slope.
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Figure 14: Evolution of incremental shear strain of the potential failure region with the SRF, (a) SRF� 1.10, (b) SRF� 1.26, (c) SRF� 1.36.
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+e resistant force of the vertical side boundaries con-
sists of two parts, namely, the cohesive force and the fric-
tional force acting on the vertical side boundaries. For the
limit equilibrium method, it is impossible to obtain the
magnitude and distribution of the normal force of the
vertical side boundaries. +erefore, the FOS is calculated
only considering the effect of the cohesive force of vertical
side boundaries. Assuming that the direction of the cohesive
force of the vertical side boundaries is along the sliding
direction of the potential failure block, the resistant force fr

can be modified as follows:

fr � Ascs + Alcj + Arcj + cV cos θ( )tan φ( , (4)

where cj is the cohesion of the fourth set of joints. +e FOS
considering the cohesion force of the vertical boundaries is
1.27, which is 0.17 more than the FOS obtained in the case
that the effect of vertical side boundaries is ignored and 0.09
less than the FOS obtained from the SRM. +is result in-
dicates that the cohesive force is the main contribution to the
resistant force of the vertical side boundaries, while the
frictional force has a slight influence on the stability of the
slope.

Block state
None
u: shear-n

(a)

Block state
None
u: shear-n

(b)

Block state
None
u: shear-n

(c)

Figure 15: Evolution of the plastic zone of the potential failure region with the SRF, (a) SRF� 1.10, (b) SRF� 1.26, (c) SRF� 1.36.
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5. Conclusions

+e purpose of this paper is to provide a methodology to
analyze the stability of the jointed rock slope by strength re-
duction method considering the ubiquitous joint model. In
order to verify the proposed method, several two-dimension
models are built to investigate the effect of the dilation angle of
joints, mesh discretization, and boundary size of the numerical
model on the stability of the jointed rock slope. +e numerical
results show that the factor of safety is insensitive to the dilation
angle of the joints and the boundary size of the numerical
model. For the influence of mesh discretization size, the width
of the zone of incremental shear strain and the factor of safety
are sensitive to the size of the element. When the number of
elements increases to a certain threshold, the factor of safety
will not be affected by the mesh discretization.

+e stability of the inlet slope of the outlet structure of
Lianghekou Hydropower station has been investigated using
the proposedmethod.+e stability of this slope is controlled by
the huge potential failure region formed by fault f13−04, fault
f1, and the fourth set of joints (J4). +e final failure block is
searched during the strength reduction procedure and the
factor of safety is 1.36. In order to investigate the effect of
vertical side boundaries, the factor of safety of the final failure
block is calculated by the LEM in two different cases. +e
results show that the effect of the vertical side boundaries plays
an important role in the stability of the jointed rock slope and
the cohesive force is the dominant contribution to the resistant
force of vertical side boundaries.
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Swelling of soft rock, such as gypsum rock, is one of the major threats in tunnel engineering, causing structure damages such as
floor heave and inward movement of sidewalls during construction and operation. It is of practical significance to study the
swelling mechanical behavior of such rocks by tests. Swelling strain tests and swelling stress tests were performed by swelling test
apparatus to study the variation of swelling strain with time and the swelling stress-strain relationship for gypsum rock samples,
respectively.*ree stages of the swelling strain on the time-strain curve of gypsum rock samples were noticed, which are defined as
rapid swelling stage, slow swelling stage, and steady stage. And it was further found that the swelling strain caused in the slow
swelling stage is of 76% of the total swelling strain. A constitutive model is proposed to describe the stress-strain relationship in
swelling considering the swelling deformation and swelling pressure. *e proposed model was verified using test data, which
shows good agreements in describing the relationship between swelling strain and swelling stress, also in the conditions of
maximum swelling strain and maximum swelling stress under lateral restraint situations.

1. Introduction

A growing number of road and railway tunnels in complex
geological conditions are being constructed with the
implementation of the China Western Development Strat-
egy, which are considered as the important structure of
transportation infrastructure. *ere are large amounts of
formations containing swelling rocks, such as gypsum and
anhydrite, widespread in Western China [1]. *e swelling of
rocks causes severe problems in tunnel engineering, such as
floor heave, inward movement of sidewalls, and destruction
of tunnel linings [2]. *e swelling behavior of rocks was
usually investigated in laboratory condition.Most laboratory
experiments or theoretical analyses on the swelling char-
acteristics of a shield tunnel in swelling rock are under
certain hypotheses which have not been verified in actual
situation. Currently, it is impossible to predict the swelling
behavior of an actual geotechnical project due to our limited

knowledge of the processes involved in the swelling of rock
and of the geological, mineralogical, chemical, hydraulic,
and mechanical controls of the swelling [3]. Historically,
swelling rock studies have been largely concentrated on
swelling mechanism [4,5] and factors affecting the swelling
[6–9]. Several swelling tests are available on the variation of
swelling deformation [10, 11] and swelling constitutive re-
lationship [12–19], which help geotechnical engineers to
understand the swelling behavior of rock well.

*e swelling of gypsum rocks is a major threat in tunnel
engineering, causing serious damage to tunnels and pro-
ducing high additional costs during tunnel construction and
operation. Steiner et al. [20] proposed brittle failure of the
anhydrite rock after tunnel excavation to be a major process
leading to rock swelling. Liu et al. [21] studied the swelling
characteristics of gypsum rock and obtained the relation-
ships between swelling stress and water absorption also
initial dry density. Gypsum rocks immersed by fresh water

Hindawi
Advances in Civil Engineering
Volume 2020, Article ID 8878005, 9 pages
https://doi.org/10.1155/2020/8878005

mailto:xiaojing.gao1990@foxmail.com
https://orcid.org/0000-0003-1563-6733
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8878005


within different times were investigated according to soft-
ening tests by Ren et al. [22]. *e variations of uniaxial
compressive strength, shear strength, elastic modulus, and
Poisson’s ratio of gypsum rocks with increasing immersion
time were analyzed. *e factors influencing the swelling
characteristics of swelling rock were investigated [23, 24]; it
was found that the density and the initial moisture content of
rock significantly affected the swelling characteristics of
rock.

Huder and Amberg [25] conducted experiments to in-
vestigate the swelling characteristics of swelling rock; a re-
lation between normal stress and normal swelling strain was
developed. Based on the experimental results of Huder and
Amberg [25], Grob [26] proposed a mathematical model for
relating final swelling strain to stress, the swelling strain
decreases with logarithm of stress, and maximum swelling
occurs when there is a minimum normal stress acting on the
specimen. *e one-dimensional mathematical model of
Grob was expanded to three-dimensional constitutive law by
Wittke-Gattemann and Wittke [27]. Einstein [28] examined
the available swelling models in the literature and concluded
that, although the swelling deformation due to chemical
changes may be adequately predicted using available models,
but time-dependent swelling models need to be developed
from a fundamental knowledge of swelling mechanism.
Miao et al. [29] proposed the humidity field theory which
provided theories foundation for constitutive model of
swelling rock. Based on the humidity stress field theory,
Chen et al. [30] carried out swelling tests on anhydrite rock
mass and proposed a time-dependent swelling constitutive
model, and Yu et al. [31] proposed a physical equation to
describe a tunnel’s mechanical responses in swelling rock.
Most of the swelling constitutive models were developed
based on the swelling tests and theoretical analysis, while the
condition of rock tested in swelling tests is different from
that in actual situation. Up to now, no common opinion is
offered about the applicability of constitutive laws with
which the swelling phenomena of rocks can be described. A
swelling model considering the swelling behavior in engi-
neering is needed to solve actual problems.

Swelling characteristics of gypsum rock varies as dia-
genesis environment and occurrence varies. Swelling strain
tests were conducted to investigate the variation of swelling
strain with time for gypsum rock. Based on the results of
swelling strain test, swelling stress tests under conditions of
controlling the swelling strain were carried out to study the
swelling stress-strain relationship for gypsum rock. A for-
mula describing the swelling potential of rock was proposed
by introducing virtual swelling stress and virtual swelling
strain. A swelling constitutive model was developed and
verified using three sets of experimental data from the
present research and literature.

2. Swelling Test

2.1. Materials. *e gypsum rock blocks, taken from the
surrounding rock of Dugongling tunnel in Shanxi Province,
China, were used to prepare the samples of swelling tests.
*e gypsum rock blocks were transported to the laboratory

and processed into the samples with 50mm diameter and
36mm height. *e powder of natural gypsum rock passing
sieve number 500 was used to test the mineralogical com-
position of gypsum rock by D8-ADVANCE type X-ray
diffractometer. A typical XRD pattern is shown in Figure 1.
Results of XRD test in Table 1 show that the gypsum rock is
mainly composed of dihydrate gypsum, anhydrite, and
quartz.*e density and natural moisture content were tested
according to the Chinese Soil Test Standard SL237. *e
measured density of gypsum rock ranged from 2240 kg·m−3

to 2370 kg·m−3. *e natural moisture content of gypsum
rock was 0.12%.

2.2. Test Procedure. *e samples of gypsum rock were dried
under 220°C condition for 48 hours using a drying oven.*e
dried samples were put in a sealed bag for sealing. Lateral
restraint swelling equipment SCY-2 shown in Figure 2 was
used to conduct the swelling strain tests and swelling stress
tests. *e primary components of SCY-2 are a water con-
tainer, a rigid snug-fitting restraint ring, dial gage, and a
loading device.

*e swelling strain is the change in height of the sample
divided by the initial height of the sample immersed in water
and expressed in percentage. *e procedure of the swelling
strain test is as follows:

(1) Apply some Vaseline lotion around the inside of a
rigid snug-fitting ring and place the rock sample in
the ring. *e ring containing the sample is placed in
the water container.

(2) Place the porous disks at the top and bottom of the
sample.

(3) Assemble the water container and dial gage. Check
the dial gage and make sure it is precise. *e top of
the sample is not subjected to any axial load.

(4) Add enough water into the water container so that
swelling can start. *e water level should be higher
than the surface of upper porous disk.

(5) Record the axial swelling movement of the sample as
a function of time using the dial gage. *e swelling
test is finished when the axial swelling movement
reaches an equilibrium value, that strain is the
maximum swelling strain ε0.

Swelling stress is the ratio of the force which can inhibit
the swelling strain caused by the water seeped into the
sample to the sectional area of the sample. Swelling stress
tests were performed to measure the swelling stress using
balanced pressure method according to the Chinese Soil Test
Standard SL237. Four sets of swelling stress tests were
conducted to measure the swelling stress by controlling the
axial strain equal to 0, 20, 40, and 60 percent of the max-
imum swelling strain measured in the swelling strain test.
*e procedure of the swelling stress tests is as follows:

(1) Apply some Vaseline lotion around the inside of a
rigid snug-fitting ring and place the rock sample in
the ring. *e ring containing the sample is placed in
the water container.
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(2) Place the porous disks at the top and bottom of the
sample.*e pressure sensor is placed at the top of the
upper porous disk.

(3) Assemble the water container, dial gage, and loading
device. Check the dial gage and make sure it is
precise.

(4) Add enough water into the water container so that
swelling can start. *e water level should be higher
than the surface of upper porous disk.

(5) Record the swelling movement by the dial gage.
Apply axial load to maintain the swelling movement
constant when the swelling strain reaches the re-
quired value (0%, 20%, 40%, and 60% maximum
swelling strain).*e swelling test is finished when the
axial swelling stress reaches an equilibrium value,
that stress is the swelling stress under the induced
swelling strain condition.

*e swelling strain is maintained as 0% maximum
swelling strain during the swelling stress tests; when the axial
stress reaches an equilibrium value, that stress is the max-
imum swelling stress σ0.

3. Results of the Swelling Test

3.1. Swelling Strain. Figure 3 presents a plot showing the
variation of swelling strain with time. It can be seen from
Figure 3(a) that the procedure of swelling for gypsum rock
lasted for about 300 minutes. *e maximum swelling strain
was equal to 4.397%. Regression works were conducted
based on maximizing the coefficient of determination R2.

*e regression result shows that there is a positive expo-
nential relationship between swelling strain and time:

ε � 5.167 exp −
36.2

t
 , (1)

where ε is the swelling stain and t is the swelling time.
*e slope of the dash curve (Figure 3(a)) is the de-

rivative of equation (1), which increases first and then
decreases with increasing the time as shown in Figure 4. A
point of the dash curve represents the maximum deriv-
ative of equation (1), which corresponds to the swelling
time of 18.1 minutes. *e swelling strain of the point
corresponding to the swelling time of 18.1 minutes was
about 0.56%; this point on the swelling strain versus time
curve was named as A. Once the swelling time exceeds
18.1 minutes, the slope of dash curve shows a decreasing
trend as the time increases. *e data point at which the
swelling strain is 90% of the maximum swelling strain was
selected as point B shown in Figure 3(a). *e data point on
the swelling strain versus time curve corresponding to the
final time was named as point C. According to the three
points, A, B, and C, the swelling strain versus time curve
shown in Figure 3(a) can be divided into three parts: rapid
swelling stage (path 0A), slow swelling stage (path AB),
and stable stage (path BC).

*e rapid swelling stage lasted for about 18 minutes.
For rapid swelling stage, the swelling deformation was too
small to be measured at the first three minutes. *e voids
in the gypsum rock were filled with the swelling defor-
mations of rock that occurred at the first three minutes. As
the filling of swelling deformations in the rock voids, the
increment of swelling strain increases rapidly at the rapid
swelling stage (Figure 3(b)). *e slow swelling stage lasted
for about 115 minutes, and the swelling strain (ε) was
3.96%. *e swelling strain generated in the slow swelling
stage is 76% of the maximum swelling strain. *e path BC
in Figure 3(a) shows that the increment of swelling de-
formation gradually tends to zero with an increase in time,
and the swelling strain ends up reaching an equilibrium
value called the maximum swelling strain ε0.

3.2. Swelling Stress. Results of swelling stress under condi-
tions of controlling the swelling strain of 0%, 20%, 40%, and
60% maximum swelling strain are shown in Table 2. *e
measured maximum swelling stress was 3340 kPa for the
gypsum rock tested in the present research.

4. Swelling Constitutive Model

4.1. Development of the Swelling Constitutive Model. For a
certain type of swelling rock, the swelling characteristics are
closely related to the intrinsic rock property without con-
sidering the environmental factors. *e swelling behavior of
rock is externally expressed in the form of swelling pressure
and swelling deformation which are parameterized by
swelling stress and swelling strain, respectively [32]. Dif-
ferent from the rock stress-strain relationship measured
under external load, there is a negative correlation between
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Figure 1: XRD pattern of gypsum rock.

Table 1: Mineralogical composition of gypsum rock.

Mineral Composition of mineral (%)
Dihydrate gypsum (CaSO4·2H2O) 75
Anhydrite (CaSO4) 20
Quartz (SiO2) 5
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swelling stress and swelling strain when considering the
swelling behavior of rock. *e swelling stress shows a de-
creasing trend with an increase in swelling strain. For the
condition of maximum swelling stress, the swelling stress is
the largest and the swelling strain is 0. For the condition of
maximum swelling strain, the swelling stress is 0 and the
swelling strain is the largest.

Assumptions were made to propose a swelling con-
stitutive model considering the swelling behavior of rock
as follows:

(1) *e swelling potential Qs of a certain swelling
rock only depends on its intrinsic property, which
can be expressed by swelling stress or swelling
strain.

(2) Swelling pressure and swelling deformation are
the external form of swelling behavior. *e
swelling potential can be decomposed into
swelling potential expressed by swelling pressure
Qσ and swelling potential expressed by swelling
deformation Qε, which can be parameterized by
swelling stress or swelling strain. *e expression
of swelling potential of rock is as follows:

Qs � Qσ + Qε. (2)

(3) *e virtual swelling moduli Epε and Epσ were intro-
duced into the expressions of virtual swelling stress (σε,
kPa) and virtual swelling strain (εσ), respectively:

Water container 

Rigid restraint ring

(a)

Porous disk

(b)

Pressure sensor 

(c)

Dial gage

Loading device

(d)

Figure 2: Swelling test apparatus.
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σε � f ε, EPε( , (3)

εσ � f σ, EPσ( , (4)

where ε is the actual swelling strain, and σ (kPa) is the actual
swelling stress.

In this research, the swelling potential was parameterized
by swelling stress. *e swelling stress-strain relationship was
analyzed using the experimental data from the swelling tests
under lateral restraint condition. It is assumed that there are

linear relationships between swelling stress and swelling
strain, so that equations (3) and (4) become

σε � EPεε,

εσ �
σ

EPσ
.

(5)

Qσ and Qε are expressed using the actual swelling stress
and virtual swelling stress, respectively, which can be written
as follows:

Qσ � σ, (6)

Qε � EPεε. (7)

Substituting equations (6) and (7) into (2) leads to

Qs � σ + Epεε. (8)

Equation (8) is a general formula, which can represent
the swelling behavior of a certain type of swelling rock under
different conditions. *e swelling rock under the condition
of maximum swelling stress and maximum swelling strain
are the two special conditions in equation (8).

*e maximum swelling stress σ0 can be measured using
the swelling stress test under lateral restraint condition. *e
axial swelling strain of a sample immersed in water is kept 0
by applying axial load; the maximum loading stress is the
maximum swelling stress. For the condition of maximum
swelling stress, equation (8) can be expressed as follows:

Qs � σ0. (9)

*e maximum swelling strain ε0 is the final swelling
strain measured from the swelling strain test under lateral
restraint condition. *e top of the rock sample is not
subjected to any axial load. For the condition of maximum
swelling strain, equation (8) can be written as
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Figure 3: Variation of swelling strain with time.
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Table 2: Results of swelling stress test.

ps (%) s (mm) ε (%) σ (kPa)

0 0.000 0.000 3340
20 0.317 0.879 2720
40 0.633 1.759 1970
60 0.950 2.638 1120
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Qs � Epεε0. (10)

For a certain swelling rock, the swelling potential Qs is
constant under different swelling conditions. Equations (9)
and (10) can be rewritten as

Epε �
σ0
ε0

. (11)

Substituting equations (9) and (11) into (8), one can
derive

σ0 � σ +
σ0
ε0

ε. (12)

Equation (12) can be rewritten as

ε � ε0 1 −
σ
σ0

 . (13)

Equation (13) is the swelling constitutive model devel-
oped in present research.

4.2. Test of the Proposed Model. *e proposed constitutive
model (equation (13)) was tested using the experimental
data presented in this paper and the collected data from
Chang et al. [14] and Liu et al. [11]. In the present re-
search, the measured maximum swelling stress (σ0) and
maximum swelling strain (ε0) were 3340 kPa and 4.397%,
respectively. Figure 5 compares the measured swelling
stress and those calculated using equation (13) for gypsum
rock. Equation (13) has a R2 of 0.993 for the data in
Table 2, which indicates that the proposed swelling
constitutive model reproduces well the swelling stress-
strain relationship for gypsum rock tested in the present
research.

*e experiments of Chang et al. [14] were conducted
on red sandstone taken from Zhuzhou in China to
measure the swelling strain by loading the specimen under
one certain axial pressure in the condition of lateral re-
straint. *e pressure acted on the rock sample can be
considered as the swelling stress. *e measured swelling
strain is shown in Table 3. *e maximum swelling stress
(σ0) and maximum swelling strain (ε0) were not measured
in the experiments of Chang et al. [14]. Linear interpo-
lation method was used to determine σ0 and ε0 according
to two sets of data points on line No. 1 and on another line
shown in Table 3. For example, the σ0 on line No. 2 was
calculated using the data of σ and ε on line No. 1 and on
line 2, the same as ε0. *e average of the calculated σ0 was
considered as the parameter of the proposed formula, the
same as ε0. *e maximum swelling stress (σ0) and max-
imum swelling strain (ε0) of red sandstone were estimated
as 163.10 kPa and 0.923%, respectively.

Figure 6 compares the predictions andmeasurements for
the red sandstone tested by Chang et al. [14].*e R2 between
the measured swelling stress and the calculated swelling
stress is 0.975, which reveals that the proposed swelling
model can be used to describe the swelling stress-strain
relationship for red sandstone.

Liu et al. [11] studied the swelling properties of
remolded rock in Middle Route Project of South-to-
North Water Diversion using swelling strain tests and
swelling stress tests. *e swelling stress of rock was
measured by remaining the swelling strain constant at
0%, 1%, 2%, and 3% for swelling rock with different initial
water content w, 14%, 17%, and 20% (Table 4). *e
maximum swelling stress of rock with initial water
content of 14%, 17%, and 20% was 1044, 1014, and
924 kPa, respectively. *e maximum swelling strain was
not measured by Liu et al. [11], which was calculated
based on the experimental data shown in Table 4 using
linear interpolation method mentioned in previous
paragraph. *e calculated maximum swelling strain for
rock with initial water content of 14%, 17%, and 20% was
6.93%, 6.72%, and 6.67%, respectively. *e variation of
calculated maximum swelling strain with initial water
content indicates that an increase in the initial water
content leads to a decrease in swelling strain in the same
external load state. *is is consistent with the finding of
Wang et al. [23].

Figure 7 shows the calculated and measured swelling
strain for swelling rock tested by Liu et al. [11]. *e R2

between the measured and calculated swelling strain for the
three sets of tests is larger than 0.95, which reveals that the
proposed swelling constitutive model performs well in de-
scribing the swelling stress-strain relationship for remolded
swelling rock.

Measured
Predicted

 ε = 4.397 (1 – σ/3340)
R2 = 0.993
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Figure 5: Comparison of measured and calculated swelling stress
for gypsum rock.

Table 3: Experimental data of Chang et al. [14].

No. σ (kPa) ε (%) σ0 (kPa) ε0 (%)
1 38.86 0.7019 — —
2 48.58 0.6462 161.34 0.924
3 68.09 0.5162 149.34 0.949
4 107.04 0.3086 160.54 0.926
5 146.05 0.1733 181.19 0.894
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5. Discussion

A constitutive model (equation (14)) proposed based on the
experimental results of Huder and Amberg [25] was widely
used in describing the swelling stress-strain relationship.*e
difference between the proposed model in present research

and the Huder–Amberg model was discussed. *e
Huder–Amberg model is written as follows:

ε � K 1 −
lgσ
lgσ0

 , (14)

where K is the axial swelling strain when the swelling stress σ
is 0.1MPa.

*e proposed constitutive model was compared with the
Huder–Amberg model; it can be found that the expressions
of the two models are similar. *ere is a linear relationship
between swelling stress and swelling strain in equation (13),
and the swelling strain shows a linear relationship with
logarithm swelling stress in the Huder–Amberg model.

Some disadvantages of the Huder–Amberg model were
found based on the analysis of equation (14). Variation of
axial swelling strain varies with axial swelling stress when the
maximum swelling stress σ0 is larger than 10MPa. For
example, when the axial swelling stress σ is larger than
1MPa, lgσ is larger than 0, the value of 1− lgσ/lgσ0 is less
than 1. While, in the case of σ less than 1MPa, the value of
1− lgσ/lgσ0 is larger than 1.

In the case of 0< σ < 0.1MPa and σ0> 1MPa, the cal-
culated axial swelling strain is larger than the value of K,
which is not in accordance with the definition of K. It is
difficult to describe the stress-strain relationship in the case
of σ ≈ 0. *e calculated swelling strain will be infinite if
swelling stress is approximately 0MPa, which is not con-
sistent with the results of swelling test. *e Huder–Amberg
model is shown to be an inappropriate constitutive model to
describe the swelling stress-strain relationship in the case of
0< σ < 0.1MPa. *e analyzed disadvantages of the
Huder–Amberg model did not exist in the proposed model
(equation (13)).

*e constitutive model (equation (13)) was proposed
depending on the relationship between virtual swelling stress
and swelling strain shown in equation (3) and the rela-
tionship between virtual swelling strain and swelling stress
shown in equation (4). A linear assumption was introduced
in equation (3) and equation (4), which leads to a linear
relation between swelling strain and swelling stress. Dif-
ferent types of swelling rock show different swelling stress-
strain relationships; a linear stress-strain relationship will
not be suitable for all types of swelling rock. In order to
optimize the proposed constitutive model, additional
swelling tests and research need to be conducted.

6. Conclusions

Swelling strain and swelling stress are the main test results to
evaluate the characteristics of swelling rock. In order to
study the properties of swelling rock, the swelling strain test
and swelling stress tests were performed on gypsum rock
samples drilled from a tunnel jobsite in Shanxi province,
China. *e study on the swelling constitutive model is an
important issue for swelling rock. Based on the experimental
data of swelling stress tests, a constitutive law describing the
relationship between swelling strain and swelling stress was
proposed by introducing the virtual swelling strain and
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Figure 6: Comparison of measured and calculated swelling test
data for red sandstone of Chang et al. [14].

Table 4: Experimental data of Liu et al. [11].

No. ε (%)
σ (kPa)

w � 14% w � 17% w � 20%
1 0 1044 1014 924
2 1 886 846 758
3 2 740 711 654
4 3 616 604 560

 ε = 6.67 (1 – σ/924)
R2 = 0.955

 ε = 6.72 (1 – σ/1014)
R2 = 0.978

 ε = 6.93 (1 – σ/1044)
R2 = 0.994
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Figure 7: Comparison of measured and calculated swelling test
data for swelling rock of Liu et al. [11].
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virtual swelling stress. As a result of this study, the following
conclusions were derived:

(1) *e measured maximum swelling strain of gypsum
rock sample in the swelling strain test was 4.397%.
*ree stages of the swelling strain of gypsum rock
were defined by the tests results, namely, rapid
swelling stage, slow swelling stage, and steady stage.
*e slow swelling stage lasted for about 115 minutes
in which the swelling strain accounted for 76% of the
total swelling strain.

(2) *e measured maximum swelling stress of gypsum
rock was 3340 kPa. *ere was a negative linear re-
lationship between swelling stress and swelling strain
for the gypsum rock tested in the present research.

(3) *e constitutive model was verified using the ex-
perimental data from the present research and the
collected data from other literatures. *e proposed
constitutive model performs well in describing the
variation of swelling strain with swelling stress for
different types of swelling rock.*e developedmodel
has good agreements with test data in the condition
of maximum swelling stress and maximum swelling
strain.

In order to optimize the proposed constitutive model,
additional swelling tests and research needs would be further
conducted.
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