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#### Abstract

In this paper, a repeated two-stage oligopoly game where two boundedly rational firms produce homogeneous product and apply gradient adjustment mechanism to decide their individual R\&D investment is considered. Results concerning the equilibrium in the built model and the stability are discussed. The effects of system parameters on the complex dynamical behaviors of the built game are analyzed. We find that the system can lose stability through a flip bifurcation or a Neimark-Sacker bifurcation. In addition, the coexistence of multiattractors is also discussed using the so-called basin of attraction. At the end of this research, the social welfare of the given duopoly game is also studied.


## 1. Introduction

Technological innovation is the first driving force for the development of social progress and economy. Research and development (denoted as R\&D for short) activities are the main driving force for enterprises, which are the microeconomic foundation to carry out technological innovation and have become an important way for enterprises to gain greater competitive advantage. Therefore, the research about R\&D has attracted more and more attention of both theoretical and applied researchers.

There are many tools to analyze the R\&D behavior of enterprises, among which the industrial organization theory mainly uses two or three stages of noncooperative game model to investigate R\&D competition. The problems studied by industrial organization theory are more in line with the actual situation of enterprises, and the results obtained from the research of industrial organization theory also have stronger explanatory power for R\&D problems.

Along this line, D'Aspremont and Jacquemin [1] first put forward a famous AJ model of two-stage duopoly game, which laid a foundation for later scholars to study R\&D problems by using game theory. Since then, Kamien et al. [2]
have extended the AJ model to many enterprises and analyzed four different R\&D forms, which are R\&D competition, R\&D cartel, RJV competition, and RJV cartel. Amir et al. [3] analyzed the impact of endogenous spillovers on cooperative and noncooperative game and compared them. On the research of R\&D competition among enterprises, using multistage game theory can be further referenced by Qiu [4]; Brod et al. [5]; Matsumura [6]; and so on.

However, the above literature usually assumes that every enterprise has complete information of profit function and complete rationality, so the established models are often static game models. However, in the real market economy, enterprises cannot grasp enough complete decision-making information. Considering that the decision-makers of enterprises are limited by objective conditions such as perception ability, the decision-making of enterprises cannot be completely rational, but they can be only boundedly rational. They often adopt a simpler dynamic adjustment process in the decision-making process. In the process of dynamic adjustment, the competition among enterprises will converge to Nash equilibrium or never converge to Nash equilibrium through repeated games, and even chaos will occur.

As one of the three main research topics of nonlinear science, chaos has become an important research object of the economic system since its inception. In recent years, more and more scholars began to apply chaos theory to the economic system so as to explore the law of development in economy and reveal the complex economic phenomena [7-9]. Oligopoly game, as a very important economic model, has also become a hot issue for scholars. Firstly, some scholars prove the existence of chaos in the oligopoly game model by mathematical methods. Li et al. [10] proved the Kato chaos in the duopoly game model. Pireddu [11] assumed that the three oligarchs in the same market are heterogeneous and the existence of chaos in the built game is proved by using a topological approach. In addition, some scholars have studied the stability of equilibrium in the competitions of multi-oligarchs. For example, Elsadany [12] considered the Nash equilibrium stability of the duopoly Cournot model with relative profit maximization, where he supposed the cost function has external effects. Tramontana et al. [13] discussed the effect of increasing numbers of competitors on the stability of Cournot-Nash equilibrium and found that the Nash equilibrium would become unstable when the number of competitors increased. Matsumoto et al. [14] constructed an oligopoly model with bounded rationality and discussed the existence of the unique equilibrium state of the model with simple price and cost functions. Based on isoelastic demand function, Snyder et al. [15] established a continuous Cournot model of oligopoly competition and discussed the stability of the given model. Askar [16] established a duopoly Cournot model and analyzed the stability of duopoly competition in the case of concave demand function and uncertain cost function. In addition, more scholars have focused on the complex dynamic behavior of multi-oligarch game according to the degree of product differentiation (see $[17,18]$ ), the difference of dynamic adjustment strategy (see [19-21]), the existence of delayed decision-making (see [22, 23]), and so on. Finally, a model with time varying delays and a multiscale time approach is proposed by Cavalli and Naimzada [24] for a monopoly and then generalized to a Cournotian competition in Cavalli et al. [25].

In recent years, more and more scholars began to use the multistage dynamic game model to analyze the complexity and formation mechanism of R\&D competition among enterprises in order to reveal the decision-making rules of R\&D competition. Bischi and Lamantia [26] used a twostage game model to simulate the complexity of the R\&D network. Matsumura et al. [6] established a two-stage model and discussed the impact of cooperation degree between enterprises on rival profits. Shibata [27] extended Matsumura's model and analyzed the impact of R\&D spillovers on the profits of enterprises. By assuming that firms cooperate in the production stage and compete in the R\&D stage, Zhang et al. [28] built a duopoly game model with semicollusion and discussed the complex dynamical behaviors in the built model. Zhou et al. [29] first established a two-stage R\&D game model based on product differentiation. And then they discussed the intermittent chaos, bifurcation, and coexisting attractors using basin of attraction.

However, the complex dynamical behavior of the two-stage duopoly game considering R\&D spillover, where the duopoly firms produce homogeneous products and compete in both stages, has not been studied yet. The main purpose of this research is to establish a two-stage duopoly Cournot model and investigate the effects of parameters on the dynamical behaviors of the built game. In this paper, we suppose that the boundedly rational duopoly firms produce homogeneous products in a market and conduct R\&D activities to reduce the production cost. Therefore, the model we built here would be a two-stage game. At the first stage, the duopoly firms compete with R\&D investments, and we also allow the existence of R\&D spillovers in order to better simulate the real situation. While at the second stage, we presume that the firms choose the outputs as their decision variables.

The rest of this research is organized as follows: the twostage duopoly model will be built in Section 2. In Section 3, the local stability of the equilibrium points and the stability region of Nash equilibrium will be discussed. While in Section 4, a series of numerical simulations will be conducted in order to disclose the complex dynamical behaviors of the built model. The effects of parameters on the social welfare will be analyzed in Section 5. At last, this research is summarized in the final section.

## 2. The Duopoly Model

In this section, we first introduce a Cournot duopoly model. We assume that there are two firms producing homogeneous products in an oligopolistic industry, and the firms are labeled by $i,(i=1,2)$ for convenience. Both firms conduct R\&D to reduce their respective product costs and improve the quality of their products. Furthermore, the competition between these two firms can be simulated by a two-stage duopoly game. At the first stage, these two firms compete in R\&D level in order to reduce the product cost and further maximize their respective profits. Since the limited access to market information, these two firms are considered as boundedly rational. While at the second stage, the two firms conduct quantity competition and will share their information so as to maximize their own profits after the selection of R\&D investment in the first stage. Following D'Aspremont and Jacquemin [1], the market, in which the quantitysetting firms operate, can be characterized by a linear inverse demand function (the inverse demand function is the inverse function of the demand function), which can be given as

$$
\begin{equation*}
p\left(q_{i}, q_{j}\right)=a-b\left(q_{i}+q_{j}\right), \quad i=1,2, i \neq j \tag{1}
\end{equation*}
$$

where $q_{i} \geq 0$ is the production output of firm $i(i=1,2)$ and $a, b>0$ are positive constants. Parameter $a$ represents the reservation price of produced goods, i.e., the maximum possible price that consumers are willing to pay. The production cost of firm $i$ can be given by

$$
\begin{equation*}
c_{i}\left(x_{i}, x_{j}\right) q_{i}=\left(c-x_{i}-\beta x_{j}\right) q_{i}, \quad i=1,2, i \neq j \tag{2}
\end{equation*}
$$

where $c \in(0, a)$ is some constant, which means the marginal costs of these two firms (it is supposed that firm 1 and firm 2
have the same marginal costs in this research). $x_{i} \geq 0$ is the R\&D investment of firm $i$, and $\beta \in[0,1]$ measures the R\&D spillovers between firm $i$ and its rival. Here, $\beta=0$ means that the protection of intellectual rights is perfect. That is, firm i's knowledge acquired through R\&D can only affect its own product cost, whereas $\beta=1$ means that the two firms share their R\&D achievements completely. Or it can be understood as the R\&D spillover is perfect. According to D'Aspremont and Jacquemin [1], the R\&D cost of firm $i$ can be represented as

$$
\begin{equation*}
g\left(x_{i}\right)=\frac{1}{2} \gamma x_{i}^{2}, \quad i=1,2 \tag{3}
\end{equation*}
$$

where $\gamma>0$ is a positive parameter, which can be used to measure the R\&D efficiency of these two firms. In view of the built game is two-stage game, we know that the competitive strategies of these two firms should be composed of a level of R\&D investment and a subsequent quantity competition strategies based on the R\&D choice. We shall now analyze the duopoly game in which both firms do not cooperate in R\&D level and output level. It is obvious that the firm i's profit can be given as

$$
\begin{equation*}
\pi_{i}=\left[a-b\left(q_{i}+q_{j}\right)\right] q_{i}-\left(c-x_{i}-\beta x_{j}\right) q_{i}-\frac{1}{2} \gamma x_{i}^{2}, \quad i=1,2, i \neq j . \tag{4}
\end{equation*}
$$

It is clear that equation (4) can be regarded as the residue that subtracts the production cost and the R\&D cost from sales volume. The marginal profit for firm $i$ at any given point can be given by

$$
\begin{equation*}
\frac{\partial \pi_{i}}{\partial q_{i}}=a-2 b q_{i}-b q_{j}-c+x_{i}+\beta x_{j}, \quad i=1,2, i \neq j \tag{5}
\end{equation*}
$$

It is obvious that the maximum profit of firm $i$ can be solved by setting the derivative of $\pi_{i}$ with respected to $q_{i}$ to zero. That is,

$$
\left\{\begin{array}{l}
\frac{\partial \pi_{1}}{\partial q_{1}}=a-2 b q_{1}-b q_{2}-c+x_{1}+\beta x_{2}=0  \tag{6}\\
\frac{\partial \pi_{2}}{\partial q_{2}}=a-2 b q_{2}-b q_{1}-c+x_{2}+\beta x_{1}=0
\end{array}\right.
$$

Equation (6) can be regarded as a linear system of equations about unknowns $q_{1}$ and $q_{2}$. Through solving the above two equations simultaneously, we can obtain the optimal output of firm $i$, which is given by

$$
\begin{equation*}
q_{i}=\frac{a-c+(2-\beta) x_{i}+(2 \beta-1) x_{j}}{3 b}, \quad i=1,2, i \neq j \tag{7}
\end{equation*}
$$

Substituting equation (7) into equation (4), then the expected profit of firm $i$ can be written as

$$
\begin{equation*}
\pi_{i}^{(e x)}=\frac{1}{9 b}\left[(a-c)+(2-\beta) x_{i}+(2 \beta-1) x_{j}\right]^{2}-\frac{1}{2} \gamma x_{i}^{2}, \quad i=1,2, i \neq j . \tag{8}
\end{equation*}
$$

It is worth noting that equation (8) can be regarded as a function with variables $x_{i}$ and $x_{j}$. All the firms will maximize their own profits by choosing the proper R\&D investment $x_{i}$.

Then, an optimization problem can be obtained. Differentiating the function $\pi_{i}^{(e x)}$ with respect to the variable $x_{i}$, then we can get

$$
\begin{equation*}
\frac{\partial \pi_{i}^{(e x)}}{\partial x_{i}}=\frac{2}{9 b}(2-\beta)\left[(a-c)+(2-\beta) x_{i}+(2 \beta-1) x_{j}\right]-\gamma x_{i}, \quad i=1,2, i \neq j \tag{9}
\end{equation*}
$$

It is necessary to presume that the firms are boundedly rational owing to the limited market information. That is to say, all the firms can only make decisions on the basis of the market information they have. Furthermore, the process of decisionmaking is also dynamic for the boundedly rational firms. Namely, if $x_{i}(t)$ is used to represent the R\&D investment decision of firm $i$ at the period $t$, then the R\&D investment of firm $i$ at the period $t+1$ (i.e., $x_{i}(t+1)$ ) will depend on the marginal profit of firm $i$ at period $t$. According to Bischi and Naimzada [30], the dynamical adjustment mechanism employed here is $x_{i}(t+1)=x_{i}(t)+\alpha_{i} x_{i} \Phi_{i}\left(x_{i}\right), i=1,2$.

Where $\Phi_{i}\left(x_{i}\right)=\left(\partial \pi_{i}^{(e x)} / \partial x_{i}\right)$ is marginal relative profit of firm $i$, the specific form of it has been given in equation (9). And $\alpha_{i}(i=1,2)$ are the adjustment speeds (or speeds of adjustment by some researchers) of firm $i$ 's investment in R\&D. This parameter reflects the response speed of firm $i$ to its marginal profit signal. In period $t$, if the estimated marginal profit firm $i \Phi_{i}\left(x_{i}\right)$ is positive/negative, then firm $i$ will increase/decrease its respective $\mathrm{R} \& \mathrm{D}$ investment at period $t+1$ with a rate of $\alpha_{i}$. According the above analysis, the final dynamic game can be expressed as

$$
\left\{\begin{array}{l}
x_{1}(t+1)=x_{1}(t)+\alpha_{1} x_{1}(t)\left\{\frac{2}{9 b}(2-\beta)\left[(a-c)+(2-\beta) x_{1}+(2 \beta-1) x_{2}\right]-\gamma x_{1}\right\}  \tag{10}\\
x_{2}(t+1)=x_{2}(t)+\alpha_{2} x_{2}(t)\left\{\frac{2}{9 b}(2-\beta)\left[(a-c)+(2-\beta) x_{2}+(2 \beta-1) x_{1}\right]-\gamma x_{2}\right\}
\end{array}\right.
$$

## 3. Stability Analysis for the Duopoly Model

Obviously, previous duopoly model (10) consists of two nonlinear difference equations. The dynamical behaviors of it can be very complex. If we want to study the complex dynamical behaviors of system (10), the equilibrium points (also called fixed points) should be solved in the first place. Therefore, if we set $x_{i}(t+1)=x_{i}(t)$ in equation (10), then a set of nonlinear algebraic equations can be obtained. Through solving the nonlinear algebraic equations, four equilibrium points can be found, which are $E_{0}=(0,0), E_{1}=(((2(a-c)$ $\left.\left.(2-\beta)) /\left(9 b \gamma-2(2-\beta)^{2}\right)\right), 0\right), E_{2}=(0,((2(a-c)(2-\beta)) /$ $\left.\left(9 b \gamma-2(2-\beta)^{2}\right)\right)$ ), and $E^{*}=\left(x_{1}^{*}, x_{2}^{*}\right)$, where $x_{1}^{*}=x_{2}^{*}=$ $x^{*}=((2(a-c)(2-\beta)) /(9 b \gamma-2(2-\beta)(1+\beta)))$.

It is clear that the equilibrium points $E_{0}, E_{1}$, and $E_{2}$ are on the coordinate axes of phase plane $\left(x_{1}, x_{2}\right)$, so they are often called boundary equilibrium points. In addition, $E^{*}$ is usually called internal equilibrium point as it is located in the interior of phase plane $\left(x_{1}, x_{2}\right)$. We stress that it could be shown that $E^{*}$ corresponds to the Nash equilibrium of the two-stage static game. The stability of all these equilibrium points and the complex dynamical behaviors of model (10) after these equilibrium points lose their stability are our major concern in the future discussion. Both the analytical method and numerical method would be employed in order to analyze the stability of all these equilibrium points and the
complex dynamical behavior of system (10). However, the nonnegativity of all these equilibrium points should be ensured before the discussion of these issues, as negative equilibrium has no economic significance. According to economic meaning of the parameters, we know that $a, b, c, \gamma$, and $\beta$ are all positive, so it can be inferred that the boundary equilibrium points $E_{1}, E_{2}$ and the unique Nash equilibrium point $E^{*}$ are positive if and only if the inequalities given below hold:

$$
\left\{\begin{array}{l}
a>c  \tag{11}\\
2>\beta \\
9 b \gamma>2(2-\beta)^{2} \\
9 b \gamma>2(2-\beta)(1+\beta)
\end{array}\right.
$$

Otherwise, there will be at least one firm out of the game. In this case, the duopoly market will become a monopoly market. The following discussion will mainly focus on the local stability analysis of all the boundary equilibrium points. It is generally known that the Jacobian matrix is a primary tool to analyze the local stability of these boundary equilibrium points. For simplicity purposes, we use the symbol $J\left(x_{1}, x_{2}\right)$ to represent the Jacobian matrix of game (10) at any given point $\left(x_{1}, x_{2}\right)$, which has a specific form as

$$
J\left(x_{1}, x_{2}\right)=\left[\begin{array}{cc}
1+\alpha_{1}\left\{\frac{2}{9 b}(2-\beta)\left[a-c+2(2-\beta) x_{1}+(2 \beta-1) x_{2}\right]-2 \gamma x_{1}\right\}, & \frac{2}{9 b} \alpha_{1} x_{1}(2-\beta)(2 \beta-1),  \tag{12}\\
\frac{2}{9 b} \alpha_{2} x_{2}(2-\beta)(2 \beta-1), & 1+\alpha_{2}\left\{\frac{2}{9 b}(2-\beta)\left[a-c+2(2-\beta) x_{2}+(2 \beta-1) x_{1}\right]-2 \gamma x_{2}\right\} .
\end{array}\right]
$$

The characteristic equation of $J\left(x_{1}, x_{2}\right)$ can be given as

$$
\begin{equation*}
P(\lambda)=\lambda^{2}-\operatorname{Tr} \lambda+\text { Det }=0, \tag{13}
\end{equation*}
$$

where $\operatorname{Tr}$ and Det are the trace and the determinant of $J\left(x_{1}, x_{2}\right)$, respectively.

According to the theory of nonlinear dynamics, we know that any fixed point $E\left(\bar{x}_{1}, \bar{x}_{2}\right)$ will be locally asymptotically stable if all the eigenvalues $\lambda_{i}(i=1,2, \ldots)$ of the Jacobian matrix evaluated at $E\left(\bar{x}_{1}, \bar{x}_{2}\right)$ are located inside the unit circle of the complex plane. That is, all the eigenvalues need to satisfy $\left|\lambda_{i}\right|<1(i=1,2, \ldots)$.

Proposition 1. The trivial equilibrium point $E_{0}$ is a repelling node.

Proof. Obviously, the Jacobian matrix evaluated at the trivial equilibrium point $E_{0}$ can be rewritten as

$$
J\left(E_{0}\right)=\left[\begin{array}{cc}
1+\alpha_{1} \frac{2}{9 b}(2-\beta)(a-c), & 0  \tag{14}\\
0, & 1+\alpha_{2} \frac{2}{9 b}(2-\beta)(a-c) .
\end{array}\right]
$$

Quite evidently, the eigenvalues of $J\left(E_{0}\right)$ are $\lambda_{1}=1+$ $\alpha_{1}(2 / 9 b)(2-\beta)(a-c)$ and $\lambda_{2}=1+\alpha_{2}(2 / 9 b)(2-\beta)(a-c)$. Since all the parameters are positive constants and the conditions $a>c, b>0, \alpha_{i}>0(i=1,2)$, and $0<\beta<1$ always meet according to the economic meaning, then we have
$\lambda_{1}>1$ and $\lambda_{2}>1$. Therefore, we can easily draw a conclusion that $E_{0}$ is a repelling node.

In the same way, the similar results about the boundary equilibrium points $E_{1}$ and $E_{2}$ can be obtained as follows.

Proposition 2. The boundary equilibrium points $E_{1}$ and $E_{2}$ are saddle points or attracting nodes.

Proof. The Jacobian matrix evaluated at the equilibrium point $E_{1}$ is

$$
J\left(E_{1}\right)=\left[\begin{array}{cc}
1-\alpha_{1} \frac{2}{9 b}(2-\beta)(a-c), & \frac{4}{9 b} \alpha_{1}(a-c)(2-\beta)^{2}(2 \beta-1),  \tag{15}\\
0, & 1+\alpha_{2} \frac{2}{9 b}(2-\beta)(a-c) \frac{9 b \gamma-6(2-\beta)(1-\beta)}{9 b \gamma-2(2-\beta)^{2}} .
\end{array}\right]
$$

It is clear that the Jacobian matrix $J\left(E_{1}\right)$ given above is an upper triangular matrix. The eigenvalues of this matrix can be easily gained, which are $\lambda_{1}=1-\alpha_{1}(2 / 9 b)(2-\beta)(a-$ c) and $\lambda_{2}=1+\alpha_{2}(2 / 9 b)(2-\beta)(a-c)((9 b \gamma-6(2-\beta)(1-$ $\left.\beta)) /\left(9 b \gamma-2(2-\beta)^{2}\right)\right)$. According to inequalities (11) and the nonnegative conditions $\alpha_{1}>0, \alpha_{2}>0$, we know that $\left|\lambda_{1}\right|<1$ and $\left|\lambda_{2}\right|>1$ if and only if the inequalities $(1 / 2) \leq \beta \leq 1$ and $9 b \gamma>6(2-\beta)(1-\beta)$ meet. While if the condition $0<\beta<(1 / 2)$ and $2(2-\beta)^{2}<9 b \gamma<6(2-\beta)(1-\beta)$ meet, then the modules of the eigenvalues will be less than one, i.e., $\left|\lambda_{1}\right|<1$ and $\left|\lambda_{2}\right|<1$. Therefore, the fixed point $E_{1}$ would be an attracting node in such a situation.

Similarly, we can also prove that the boundary equilibrium point $E_{2}$ is a saddle point or an attracting node.

### 3.1. Local Stability Analysis of the Internal Equilibrium Point.

 Another topic of this research is the local stability of the internal equilibrium point $E^{*}=\left(x_{1}^{*}, x_{2}^{*}\right),\left(x_{1}^{*}=x_{2}^{*}=x^{*}\right)$. Actually, the local stability analysis of the internal equilibrium point is more complicated than that of the boundary equilibrium points. The Jacobian matrix at $E^{*}$ is$$
J\left(E^{*}\right)=\left[\begin{array}{cc}
1+\alpha_{1}\left\{\frac{2}{9 b}(2-\beta)\left[(a-c)+3 x^{*}\right]-2 \gamma x^{*}\right\}, & \frac{2}{9 b} \alpha_{1} x^{*}(2-\beta)(2 \beta-1),  \tag{16}\\
\frac{2}{9 b} \alpha_{2} x^{*}(2-\beta)(2 \beta-1), & 1+\alpha_{2}\left\{\frac{2}{9 b}(2-\beta)\left[(a-c)+3 x^{*}\right]-2 \gamma x^{*}\right\}
\end{array}\right]
$$

The specific forms of trace and determinant of $J\left(E^{*}\right)$ are given as

$$
\begin{align*}
\operatorname{Tr} J\left(E^{*}\right) & =2+\left(\alpha_{1}+\alpha_{2}\right) \Delta_{1} \\
\operatorname{Det} J\left(E^{*}\right) & =1+\left(\alpha_{1}+\alpha_{2}\right) \Delta_{1}+\alpha_{1} \alpha_{2}\left(\Delta_{1}^{2}-\Delta_{2}^{2}\right) \tag{17}
\end{align*}
$$

where $\Delta_{1}=(2 / 9 b)(2-\beta)\left[(a-c)+3 x^{*}\right]-2 \gamma x^{*}$ and $\Delta_{2}=(2 /$ $9 b) x^{*}(2-\beta)(2 \beta-1)$.

According to the expression of Jury discriminant in stability analysis [31], we know that the internal equilibrium point is asymptotically stable if the following nonlinear inequalities hold. That is,

$$
\left\{\begin{array}{l}
P(1)=1-\operatorname{Tr} J\left(E^{*}\right)+\operatorname{Det} J\left(E^{*}\right)>0  \tag{18}\\
P(-1)=1+\operatorname{Tr} J\left(E^{*}\right)+\operatorname{Det} J\left(E^{*}\right)>0 \\
\left|\operatorname{Det} J\left(E^{*}\right)\right|<1
\end{array}\right.
$$

The dual inequalities of these three conditions (18) correspond to three different ways that one of the eigenvalues may cross the unit circle. If $P(1)<0$, then one of the real eigenvalues of $J\left(E^{*}\right)$ is larger than 1 . While if $P(-1)<0$, then one of the real eigenvalues of $J\left(E^{*}\right)$ will cross the unit circle of complex plane from ( $-1,0$ ). Finally, if $\mid$ Det $\mid>1$, then $J\left(E^{*}\right)$ has a complex conjugate pair of eigenvalues lying outside the unit circle of complex plane. It can be obtained by calculation that the first condition of (18) is

$$
\begin{equation*}
1-\operatorname{Tr} J\left(E^{*}\right)+\operatorname{Det} J\left(E^{*}\right)=\alpha_{1} \alpha_{2}\left[\frac{2(2-\beta)(a-c)}{9 b}\right]^{2}\left(\frac{9 b \gamma-6(2-\beta)(1-\beta)}{9 b \gamma-2(2-\beta)(1+\beta)}\right)>0 \tag{19}
\end{equation*}
$$

The equation (19) can be expressed equivalently as $b \gamma>(2 / 3)(2-\beta)(1-\beta)$. In addition, condition (19) would be always fulfilled according to the nonnegative conditions. It means that all the eigenvalues cannot cross the unit circle
in the complex plane through the point $(1,0)$. In other words, the pitchfork bifurcation will never happen. Nevertheless, the other two conditions of (18) are equivalent to

$$
\begin{gather*}
54 b^{2}+x^{*} \alpha_{1} \alpha_{2}(2-\beta)(a-c)[3 b \gamma-2(2-\beta)(1-\beta)]-3 b x^{*}\left(\alpha_{1}+\alpha_{2}\right)\left[9 b r-2(2-\beta)^{2}\right]>0,  \tag{20}\\
\frac{x^{*}}{27 b^{2}}\left\{2 \alpha_{1} \alpha_{2}(2-\beta)(a-c)[3 b \gamma-2(2-\beta)(1-\beta)]-3 b\left(\alpha_{1}+\alpha_{2}\right)\left[9 b r-2(2-\beta)^{2}\right]\right\}<0 \tag{21}
\end{gather*}
$$

The above two inequalities together constitute the stability region of system (10) in the parameter space. That is, the internal equilibrium point would be stable if the parameters meet these two conditions. However, we can draw a conclusion that the internal equilibrium point will lose its stability, when one (or both) of conditions (20) and (21) is
violated. When one of the system parameters crosses this stability region, the system will undergo a flip bifurcation or a Neimark-Sacker bifurcation. As we will mainly discuss the influence of speed of adjustment $\alpha_{i}$ on the system's dynamical behavior in this research, the bifurcation curve of flip bifurcation is defined by

$$
\begin{equation*}
\alpha_{1}^{f}=\frac{3 b \alpha_{2}\left[9 b r-2(2-\beta)^{2}\right]-27 b^{2}[9 b \gamma-2(2-\beta)(1+\beta)]}{(2-\beta)(a-c)\left\{\alpha_{2}(2-\beta)(a-c)[3 b \gamma-2(2-\beta)(1-\beta)]-3 b\left[9 b r-2(2-\beta)^{2}\right]\right\}}, \tag{22}
\end{equation*}
$$

and the Neimark-Sacker bifurcation curve is defined by $\alpha_{1}=\alpha_{1}^{n s}$, where $\alpha_{1}^{n s}$ is shown as

$$
\begin{equation*}
\alpha_{1}^{n s}=\frac{3 b \alpha_{2}\left[9 b r-2(2-\beta)^{2}\right]}{2 \alpha_{2}(2-\beta)(a-c)[3 b \gamma-2(2-\beta)(1-\beta)]-3 b\left[9 b r-2(2-\beta)^{2}\right]}, \tag{23}
\end{equation*}
$$

where $\alpha_{1}^{f}$ and $\alpha_{1}^{n s}$ are defined by the system parameters except for $\alpha_{1}$. They give the flip bifurcation curve and the Neimark-Sacker bifurcation curve, respectively. If the values of parameters cross the bifurcation curves, then a bifurcation will arise and the stable/unstable internal equilibrium point will become unstable/stable. Based on the above discussions, we can get the following proposition.

Proposition 3. The internal equilibrium point $E^{*}$ is a
(i) $\operatorname{sink}$ if $\alpha_{1}^{f}<\alpha_{1}<\alpha_{1}^{n s}$
(ii) source if $\alpha_{1}>\alpha_{1}^{f}$ and $\alpha_{1}>\alpha_{1}^{n s}$
(iii) saddle if $\alpha_{1}>\alpha_{1}^{f}$ and $\alpha_{1}>\alpha_{1}^{n s}$ or $\alpha_{1}<\alpha_{1}^{f}$ and $\alpha_{1}>\alpha_{1}^{n s}$
(iv) nonhyperbolic point if either $\alpha_{1}=\alpha_{1}^{f}$ or $\alpha_{1}=\alpha_{1}^{n s}$

The specific mathematical expressions of the stability region in the parameter space have been studied analytically in the above discussion. However, the stability region of the internal equilibrium point can also be analyzed numerically.

In the following discussion, we will analyze the influence of each parameter on the stability region of system (10). As an example, the numerical stability region of adjustment speeds ( $\alpha_{1}, \alpha_{2}$ ) for the internal equilibrium point is shown in Figure 1(a), where the parameters are fixed as $a=50, c=42$, $r=0.8, b=1$, and $\beta=0.7$, which are also the reference parameters set of Figure 1. From Figure 1(a), we can see that the stability region is formed by coordinate axes and a curve, and the stability region is symmetric about the diagonal of plane $\left(\alpha_{1}, \alpha_{2}\right)$. It means that the position of parameters $\alpha_{1}$ and $\alpha_{2}$ is equivalent, which can also be discovered from system (10). Furthermore, we can also find that an increasing of $\alpha_{1}$ and/or $\alpha_{2}$ can bring the internal equilibrium point out of the stability region, and then a flip (or Neimark-Sacker) bifurcation may occur.

Moreover, the influence of other parameters on the stability region is also worth studying. For example, the value of the parameter $b$ is positively related to the size of the stability region. If we choose the values of the parameters as


Figure 1: The stability region of system (10) in the ( $\alpha_{1}, \alpha_{2}$ ) parameter space with different sets of parameters. (a) The parameter set is chosen as $a=50, c=42, r=0.8, b=1$, and $\beta=0.7$. (b) The parameter set is chosen as $b=1.2, a=50, c=42, \gamma=0.8$, and $\beta=0.7$. (c) The parameter set is chosen as $\beta=0.4, a=50, c=42, b=1$, and $\gamma=0.8$. (d) The parameter set is chosen as $c=45, a=50, \gamma=0.8, b=1$, and $\beta=0.7$. (e) The parameter set is chosen as $\gamma=0.6, a=50, c=42, b=1$, and $\beta=0.7$. (f) The parameter set is chosen as $a=55, c=42, b=1, \beta=0.7$, and $\gamma=0.8$.
$b=1.2, a=50, c=42, \gamma=0.8$, and $\beta=0.7$, where only the parameter $b$ is different compared with the reference parameters set, the stability region can be seen from Figure 1(b). Comparing with Figure 1(a), we can find that the size of stability region in Figure 1(b) has increased. Similar argument holds true if the value of the parameter $c$ increases; when all the other parameters are fixed, the region of stability will become larger (see Figure 1(d)). In Figure 1(d), the parameters values are chosen as $c=45$, $a=50, \gamma=0.8, b=1$, and $\beta=0.7$. However, the value of the parameter $\beta$ is negatively correlated with the stability region. If the parameters set are taken as $\beta=0.4, a=50, c=42$, $b=1$, and $\gamma=0.8$, we will find that the stability region will be become larger as the value of $\beta$ decreases (see Figure 1(c)). While when the parameter $\gamma$ decreases, the region of stability will become smaller than Figure 1(a), as shown in Figure 1(e), where the parameters set are fixed as $\gamma=0.6$, $a=50, c=42, b=1$, and $\beta=0.7$. If we fix the values of $\alpha_{1}, \alpha_{2}$, $b, c, \gamma$, and $\beta$ and increase the value of parameter $a$, we will find that the region of stability will become smaller than Figure 1(a) (see Figure 1(f)). The values of the parameters in Figure 1(f) are given as $a=55, c=42, b=1, \beta=0.7$, and $\gamma=0.8$.

## 4. Numerical Illustrations of Dynamical Economy Model

It is well known that many complex dynamical behaviors in nonlinear dynamical systems can only be studied by numerical methods. Therefore, a numerical analysis is employed in this section to analyze the effects of varying parameters on the stability of the Nash equilibrium point of nonlinear system (10), as well as the irregular dynamical behaviors after the Nash equilibrium point loses its stability.

In the following discussion, a lot of numerical tools, such as 1-D bifurcation diagram, 2-D bifurcation diagram, phase portrait, and the largest Lyapunov exponent plot, are employed to reveal the complex dynamical behaviors of system (10). It is worth emphasizing that the 2-D bifurcation diagram is a more effective tool [32] (see Figure 2) in the numerical analysis of nonlinear dynamics. Hence, the 2-D bifurcation diagram is chosen as the principal tool in our analysis. In the next discussion, let us start with a set of parameters, which are chosen as $a=50, c=42, r=0.8$, $b=1$, and $\beta=0.7$. In fact, this set of parameters is the same with that of Figure 1(a). Based on this set of parameters, the unique Nash equilibrium point is reached after some iterations, if the values of $\alpha_{1}$ and $\alpha_{2}$ are chosen in the green area of Figure 2(a). However, an increasement of $\alpha_{1}$ and/or $\alpha_{2}$ will bring the point $\left(\alpha_{1}, \alpha_{2}\right)$ out the stability region and result in the instability of the Nash equilibrium point. As a consequence, a stable period- 2 cycle arises. This phenomenon is mainly caused by the so-called flip bifurcation (see the boundary between the green area and the light blue area in Figure 2(a)). From Figure 2(a), we can also obtain the direct effect of parameter $\alpha_{1}$ and $\alpha_{2}$ on the local stability of the Nash equilibrium point. In particular, a further increasement of parameter $\alpha_{i}(i=1,2)$, with the other parameters are held fixed, may turn the period-2 points unstable through a flip bifurcation or a Neimark-Sacker bifurcation. This research
result has very important economic significance and wide applications. This destabilizing effect owing to larger adjustment speed has attracted a lot of attention and has already been proved by Flam [33]. Figure 2(b) presents the 2D bifurcation diagram in the parameter plane of $\left(\alpha_{1}, \alpha_{2}\right)$, in which different colors represent different periods. The dark green indicates stable period-1 state, green for stable period2 cycles, yellow for period-4, little green for period-8, and so on. However, the states of quasiperiodic, chaos, and divergent trajectories are all expressed in dark black, as the restriction of color numbers we can used here.
4.1. Global Dynamical Behavior Analysis. The local stability analysis given above mainly focuses on the dynamical behavior of system (10) near the equilibrium point. It means that the initial conditions should be chosen in the neighborhood of equilibrium point, if we want to analyze the local stability of an equilibrium point. However, the initial state of a real economic system often does not belong to the neighborhood of an equilibrium point, so the necessity of a global dynamical behavior analysis is highlighted. Moreover, the global dynamical analysis of a nonlinear system can also help us to know well the long run behavior of the system [18].

For the sake of better understanding of some global dynamic characteristics that may arise in the preset quantitysetting game, the 2-D bifurcation diagram is mainly employed. To clarify the problem more clearly, the parameters in Figure 3(a) are chosen as the same with that of in Figure 2(a). Firstly, we analyze the dynamical behavior around the line $I_{3}$, which is shown in Figure 2(a). In this region, the period-2 cycle will lose stability through a Neimark-Sacker bifurcation and the system will enter quasiperiodic state after this kind of bifurcation. However, if the parameter combination $\left(\alpha_{1}, \alpha_{2}\right)$ passes through the line $I_{1}$ or $I_{2}$, the period-2 cycle will develop into a state of period4 cycle, and the system will ultimately enter into chaotic state through a flip bifurcation. In Figure 3(a), we can find that different colors are associated to different periodic cycles and the detailed corresponding relationship between colors and period number can be found from the colorbar, which is given in the rightmost of Figure 3(a). Furthermore, we can also find a lot of areas of different color overlap; that is, some parts of light green area are overlapped by the pink area. This phenomenon is due to the coexistence of several attractors, which will be studied in the next section. It should be pointed out that the color of dark black may correspond to four different states, which may be chaotic state, quasiperiodic state, large periodic state, and unfeasible trajectories (or divergent trajectories by some researchers). To distinguish the states in dark black area of Figure 3(a), the 2-D largest Lyapunov exponent diagram is employed (see Figure 3(b)). The gradient colors are shown in Figure 3(b). We can obtain from Figure 3(b) that different colors represent different values of the largest Lyapunov exponent. The dark gray, which represents the relatively small values (negative), is for the stable state. As the color gradually fades, the value of the largest Lyapunov exponent also increases


Figure 2: (a) The stability region of the internal equilibrium point and the period-2 cycle with the parameters $a=50, c=42, r=0.8, b=1$, and $\beta=0.7$. (b) The 2-D bifurcation diagram in the ( $\alpha_{1}, \alpha_{2}$ ) plane with the same parameter selection in Figure 2(a).


Figure 3: (a) The 2-D bifurcation diagram in the ( $\alpha_{1}, \alpha_{2}$ ) parameter space with parameters $a=50, c=42, r=0.8, b=1$, and $\beta=0.7$. (b) The 2-D largest Lyapunov exponent diagram corresponding to Figure 3(a).
little by little. However, the maximum is set to 2 because of the limitation of the algorithm, and it corresponds to the white area in Figure 3(a). In addition, it is worth pointing out that the largest Lyapunov exponent is zero at the bifurcation point. By comparing the differences between these two figures, we can find the divergent trajectories very clearly, which is shown in the white region of Figure 3(b). Furthermore, we can find that Figures 3(a) and 3(b) have similar fractal structures.

Similarly, there is also a symmetric fractal structure in Figure 4(a). All the parameters of Figure 4(a) are the same
with the parameters in Figure 3(a) except for $\beta$. In Figure 4(a), the value of $\beta$ is set as 0.75 , and it is little bigger than that of in Figure 3(a). Figure 4(b) gives the largest Lyapunov exponent diagram against the parameter ( $\alpha_{1}, \alpha_{2}$ ), which corresponds to the 2-D bifurcation diagram of Figure 4(a). Comparing with Figure 3(b), we can find that in addition to the reduction of the stability region of $E^{*}$, the divergent area has also increased.

Through the above discussion, we can see that when other parameters are fixed, an increase of parameters $\alpha_{i}(i=1,2)$ will lead to the instability of Nash equilibrium


Figure 4: (a) The 2-D bifurcation diagram against parameters $\alpha_{1}$ and $\alpha_{2}$ with $a=50, c=42, r=0.8, b=1$, and $\beta=0.75$. (b) The corresponding 2-D largest Lyapunov exponent diagram.
through a flip bifurcation or a Neimark-Sacker bifurcation (see Figure 2(b)). For example, if the parameter set is chosen as $a=50, c=42, r=0.8, b=1$, and $\beta=0.75$ and the parameters $\alpha_{1}$ and $\alpha_{2}$ are chosen as the bifurcation parameter, we can find that the Nash equilibrium point is stable until a flip bifurcation occurs at which a set of stable period-2 points arise as the parameter $\alpha_{1}$ grows. Then, with the speed of adjustment $\alpha_{1}$ further increases, a series of period-doubling bifurcations occurs, and the cycles with higher periods and chaotic state will arise eventually. However, if the value of $\alpha_{2}$ meets $0.476<\alpha_{2}<0.800$, the period- 2 cycle can also lose its stability through a Neimark-Sacker bifurcation as the value of $\alpha_{1}$ increases.

Figure 5(a) gives a series of period-doubling bifurcations that cause instability, where the set of parameters are chosen as $\alpha_{2}=0.15, a=50, c=42, r=0.8, b=1$, and $\beta=0.7$. We can notice that the Nash equilibrium point is stable for $0 \leq \alpha_{1} \leq 0.6105$, and the Nash equilibrium point will lose stability through a flip bifurcation at $\alpha_{1} \approx 0.6105$. Successively, a series of different state of period- 2 , period- 4 , period8, etc., will appear constantly. At last, the system will enter into chaotic state when $\alpha_{1}>0.8012$.

Another useful tool to study the complex dynamical behaviors of nonlinear systems is the so-called Lyapunov exponent. The Lyapunov exponent describes the convergence or divergence of adjacent orbits in nonlinear dynamical systems, which is suitable for distinguishing the regular attractors and the strange attractors. If there is no positive Lyapunov exponent, we can make sure that the attractor is a regular attractor. If there is at least one positive Lyapunov exponent, then we can induce that a strange attractor (or chaotic attractor) exists. Zero Lyapunov exponent corresponds to bifurcation point or quasiperiodic orbit, while the especially large Lyapunov exponent always implies that there is an unfeasible trajectory that would evolve to infinity. Therefore, the largest Lyapunov exponent
will be employed to distinguish the regular orbits, the quasiperiodic orbits, the chaotic orbit, and the unfeasible orbits (or divergent trajectories). The largest Lyapunov exponent with parameter $\alpha_{1}$ is calculated and plotted in Figure 5(b), which also corresponds to Figure 5(a). It can be seen from Figure 5(b) that the largest Lyapunov exponent is negative when the bifurcation parameter is chosen as $\alpha_{1}<0.6105$. When $\alpha_{1} \approx 0.6105$, the first period-doubling bifurcation takes place. As the value of parameter $\alpha_{1}$ further increases, the occurrence of period-doubling bifurcation leads to chaos, eventually.

Similarly, the bifurcation diagram of system (10) with $\alpha_{1}$ under the parameter set $\alpha_{2}=0.35, a=50, c=42, r=0.8$, $b=1$, and $\beta=0.7$ is shown in Figure 5(c). The largest Lyapunov exponent associated with Figure 5(c) is disposed in Figure 5(d). The bifurcation diagram and the corresponding largest Lyapunov exponents of system (10) with the parameters set $\alpha_{2}=0.5, a=50, c=42, r=0.8, b=1$, and $\beta=0.7$ are shown in Figures 5(e) and 5(f), respectively. From these two figures, we can see that the Nash equilibrium is locally stable when $\alpha_{1}<0.4851$. While if $\alpha_{1} \approx 0.4581$, a period-doubling bifurcation occurs. Then, the period-2 cycle loses stability through a Neimark-Sacker bifurcation at $\alpha_{1}=0.715$. Subsequently, an attracting invariant circle appears when the parameter $\alpha_{1}$ exceeds 0.715 and finally the chaotic attractor arises. The Neimark-Sacker bifurcation occurs when the modulus of a pair of complex eigenvalues crosses the unit circle. When a Neimark-Sacker bifurcation appears, the dynamics of market suddenly becomes quasiperiodic, and this is more difficult to deal with for a boundedly rational firm. The time series plot of a quasiperiodic trajectory is sometimes hardly distinguishable from a chaotic state or even a random state.

According to the previous method, more complex phenomena can also be revealed. If we chose the parameters as $\alpha_{2}=0.76, a=50, c=42, r=0.8, b=1$, and $\beta=0.7$, the


Figure 5: Continued.


Figure 5: (a) The 1-D bifurcation diagram of $\alpha_{1}$, where the reset of parameters is chosen as $\alpha_{2}=0.15, a=50, c=42, r=0.8, b=1$, and $\beta=0.7$. (b) The largest Lyapunov exponent of $\alpha_{1}$ corresponding to Figure 5(a). (c) The 1-D bifurcation diagram of $\alpha_{1}$, where the reset of parameters is chosen as $\alpha_{2}=0.35, a=50, c=42, r=0.8, b=1$, and $\beta=0.7$. (d) The largest Lyapunov exponent of $\alpha_{1}$ corresponding to Figure 5(c). (e) The 1-D bifurcation diagram of $\alpha_{1}$, where the reset of parameters is chosen as $\alpha_{2}=0.50, a=50, c=42, r=0.8, b=1$, and $\beta=0.7$. (f) The largest Lyapunov exponent of $\alpha_{1}$ corresponding to Figure 5(e). (g) The 1-D bifurcation diagram of $\alpha_{1}$, where the reset of parameters is chosen as $\alpha_{2}=0.76, a=50, c=42, r=0.8, b=1$, and $\beta=0.7$. (h) The largest Lyapunov exponent of $\alpha_{1}$ corresponding to Figure 5(g).
bifurcation diagram of system (10) with respect to $\alpha_{1}$ and the corresponding largest Lyapunov exponent can be plotted, which are shown in Figures 5(g) and 5(h), respectively. When $\alpha_{1}=0.2628$, a period -4 cycle appears and then it will lose stability through Neimark-Sacker bifurcation at $\alpha_{1}=0.4716$. In Figure 5(h), the positive largest Lyapunov exponent corresponds to chaotic state. This means that the dynamics of market becomes unstable and easily accesses to the chaotic state for large value of $\alpha_{1}$.

In the following discussion, we will discuss the impact of other parameters on the complex dynamical behaviors of system (10). It can be seen from Figure 6(a) that the internal equilibrium point $E^{*}$ is stable for small value of parameter $a$. However, as the value of parameter $a$ increases, the internal equilibrium point becomes unstable, suddenly. Gradually, the irregular dynamical behaviors arise, including high-periodic cycles, chaotic states, and so on. In Figure 6(b), the bifurcation diagram about parameter $b$ is plotted. We can see that there is a mixed bifurcation process with period-doubling bifurcation and inverse Neimark-Sacker bifurcation merged together. In this process of bifurcation, there is also a phenomenon called "chaotic bubbles." The "chaotic bubbles" begin in a multiperiodic state and end in a multiperiodic state, but there exists chaotic state between these two multiperiodic states. As the parameter value of $b$ goes further, there exists a period-halving bifurcation. So, we can conclude that it is an effective way to make system (10) more stable by improving the product differentiation. Or we can say that the greater the degree of product differentiation, the more stable the market is.

Similarly, from Figures 6(c) and 6(d), we can see that the system is chaotic if the marginal cost $c$ or the efficient measure of R\&D investment cost $\gamma$ is small enough. As $c$ or $\gamma$
increases, there exist mixed bifurcation processes, too. The bifurcation diagram of investment spillovers parameter $\beta$ about the R\&D investment is even more complicated (see Figure 6(e)). We can see from Figure 6(e) that the stable period-2 cycle loses its stability via a series of period-doubling bifurcations and Neimark-Sacker bifurcation, successively. Irregular states appear ultimately. Moreover, we can also observe "chaotic bubbles" in this bifurcation process. These numerical results fit very well with Proposition 3. The largest Lyapunov exponent plot corresponding to Figure 6(e) is displayed in Figure 6(f). In addition, a lot of irregular points can be found from Figure 6(e). These irregular points correspond to the coexistence of multiple attractors, which is the key issue of our research and will be discussed in the coming discussion.
4.2. Basins of Attraction and Multistability. A dramatic change in the long run dynamics occurs if we take different parameters and choose $\alpha_{1}$ as the bifurcation parameter. By assuming $\alpha_{2}=0.76, a=50, c=42, r=0.8, b=1$, and $\beta=0.7$, some interesting events take place when the bifurcation parameter $\alpha_{1}$ belongs to the interval ( 0.2628 , 0.6491 ) (see Figure 5(g)). We have shown in Figure 5(g) that a supercritical Neimark-Sacker bifurcation happens after the period-2 stable cycle loses its stability. Then, the annular attractor, which consists of two closed curves, arises in the phase space, as shown in Figure 7(a). If the parameter $\alpha_{1}$ further increases, different phase-locking situations will take place and the periodic-7 cycle undergoes a period-doubling sequence that gives rise to a periodic-14 attractor as shown in Figure 7(b). Then, a homoclinic bifurcation of the two period-14 saddle cycle happens, and it leads to the


Figure 6: The bifurcation diagrams and the largest Lyapunov exponent diagram of system (10) with fixed values of $\alpha_{1}$ and $\alpha_{2}$, where $\alpha_{1}=0.63$ and $\alpha_{2}=0.76$. (a) The bifurcation diagram of parametera, where the rest parameters are $b=1, c=42, \beta=0.7$, and $\gamma=0.8$. (b) The bifurcation diagram of parameterb, where the rest parameters are $a=50, c=42, \beta=0.7$, and $\gamma=0.8$. (c) The bifurcation diagram of parameter $c$, where the rest parameters are $a=50, b=1, \beta=0.7$, and $\gamma=0.8$. (d) The bifurcation diagram of parameter $\gamma$, and the rest parameters are $a=50, b=1, c=42$, and $\beta=0.7$. (e) The bifurcation diagram of parameter $\beta$, where the rest parameters are $a=50, b=1$, $c=42$, and $\gamma=0.8$. (f) The largest Lyapunov exponents of $\beta$ corresponding to Figure 6(e).


Figure 7: The basins of attraction and the attractors with varying $\alpha_{1}$, where the rest parameters are chosen as $\alpha_{2}=0.76, a=50, c=42$, $r=0.8, b=1$, and $\beta=0.7$. In these figures, the red region is the divergent area and the white region is the basin of attractors. (a) $\alpha_{1}=0.48$, the period-2 limit cycles (two attracting closed orbits) arise after the Neimark-Sacker bifurcation. (b) $\alpha_{1}=0.49$, the phenomenon of phaselocking appears, where we can find a period-14 cycle. (c) $\alpha_{1}=0.50$, an attractor made up by 2 weakly chaotic rings comes up. (d) A chaotic attractor and its basin of attraction when $\alpha_{1}=0.63$.
emergence of a "cyclical chaotic attractor," see Figure 7(c). The enlargement of one piece of the attractor allows us to appreciate that each of the closed curve exhibits loops and self-intersections. It means that the cyclical chaotic attractor is made up of two weakly chaotic rings, which merge into a unique annular chaotic attractor, when $\alpha_{1}$ is further increased and the homoclinic bifurcation arises again, as shown in Figure 7(d). In addition, the basins of attraction of these attractors are also given in Figure 7. In Figure 7, the white region represents the attracting domain, while the red region indicates the divergent area. We can find that the shape of basin of attraction has scarcely changed in the process of variation of $\alpha_{1}$. However, the attractors are getting bigger and bigger. In Figure $7(\mathrm{~d})$, the attractor has almost connected with the boundary of the basin of attraction. Then, a global bifurcation called "contact bifurcation" will happen if the value of $\alpha_{1}$ further increases. The chaotic attractor will be destroyed and the so-called "ghost" will occupy the entire basin of attraction after the "contact bifurcation" happens.

Another interesting phenomenon may arise in system (10) is the coexistence of multiple attractors. When the parameter $\alpha_{1}$ is chosen as the bifurcation parameter, and
the values of other parameters are fixed as $\alpha_{2}=0.8, a=50$, $c=42, r=0.8, b=1$, and $\beta=0.7$, the basins of attraction at this circumstances can be plotted numerically, see Figure 8. In these two pictures, we can find the emergence of very complex basins of attraction with fractal boundaries. The value of parameter $\alpha_{1}$ in Figure 8(a) is chosen as $\alpha_{1}=0.4952$. From Figure $8(\mathrm{a})$, we can see that there is a period-2 cycle coexisting with a chaotic attractor, where the purple region is the attracting area of the period-2, while the yellow region is the attracting area of the chaotic attractor, and the red region is the divergent area. However, the purple region and the yellow region are intertwined, and it is difficult to separate them. It means that the initial conditions have a great influence on the final state of system (10). This fact also tells us to be very cautious in choosing the initial state of the system. As the value of $\alpha_{1}$ further increases to $\alpha_{1}=0.4996$, the yellow region is replaced by numerous yellow spots, and this is due to the contact between the chaotic attractor and the boundary of its basin of attraction. Hence, only the "ghost" of the chaotic attractor survives in the yellow region, see Figure $8(\mathrm{~b})$. If the value of $\alpha_{1}$ increases further, we will find that all the yellow spots will eventually


Figure 8: The basins of attraction with varying $\alpha_{1}$ in the phase plane with the rest parameters are chosen as $\alpha_{2}=0.8, a=50, c=42, r=0.8$, $b=1$, and $\beta=0.7$. (a) $\alpha_{1}=0.4952$, a period- 2 cycles coexist with a chaotic attractors. (b) $\alpha_{1}=0.4996$, the basin becomes very complex after the disappearance of the chaotic attractor.
disappear, and these yellow spots will also be replaced by purple. This means that the coexistence of multiattractors has also disappeared.

## 5. Social Welfare

Based on the numerical simulations of R\&D investment $x_{i}$ given above, we can further analyze the dynamic evolution mechanism of the social welfare in built system (10). From equation (5), we can get that the maximum outputs of firm 1 and firm 2, which are given as

$$
\begin{align*}
& q_{1}=\frac{a-c+(2-\beta) x_{1}+(2 \beta-1) x_{2}}{3 b}  \tag{24}\\
& q_{2}=\frac{a-c+(2-\beta) x_{2}+(2 \beta-1) x_{1}}{3 b}
\end{align*}
$$

From equation (6), we can get that the maximum profits of all the two firms, which are

$$
\begin{align*}
& \pi_{1}=\frac{1}{9 b}\left[(a-c)+(2-\beta) x_{1}+(2 \beta-1) x_{2}\right]^{2}-\frac{1}{2} \gamma x_{1}^{2}  \tag{25}\\
& \pi_{2}=\frac{1}{9 b}\left[(a-c)+(2-\beta) x_{2}+(2 \beta-1) x_{1}\right]^{2}-\frac{1}{2} \gamma x_{2}^{2}
\end{align*}
$$

The social welfare (denoted by SW) is the total surplus of the market, including the producer's surplus (for short PS) and the consumer's surplus (abbreviation: CS) [34]. That is,

$$
\begin{equation*}
\mathrm{SW}=\mathrm{PS}+\mathrm{CS}, \quad \text { with } \mathrm{PS}=\pi_{1}+\pi_{2}, \mathrm{CS}=U(Q)-p Q . \tag{26}
\end{equation*}
$$

According to Qiu [4], we know that the utility function of consumers can be represented as $U(Q)=a Q-(b / 2) Q^{2}$, where $Q=q_{1}+q_{2}$ is the total outputs of these two firms. By substituting this relation into (26), we can get the corresponding mathematic expression of the consumer's surplus, which is given as

$$
\begin{equation*}
C S=a Q-\frac{b}{2} Q^{2}-(a-b Q) Q=\frac{b}{2} Q^{2} . \tag{27}
\end{equation*}
$$

Correspondingly, the social welfare can be rewritten as

$$
\begin{equation*}
\mathrm{SW}=\pi_{1}+\pi_{2}+\frac{b}{2} \mathrm{Q}^{2} \tag{28}
\end{equation*}
$$

where the forms of $\pi_{1}$ and $\pi_{2}$ can be founded in equation (8). On the basis of the above formulas, the final form of the social welfare can be represented as

$$
\begin{equation*}
\text { SW }=\frac{1}{9 b}\left[(a-c)+(2-\beta) x_{1}+(2 \beta-1) x_{2}\right]^{2}+\frac{1}{9 b}\left[(a-c)+(2-\beta) x_{2}+(2 \beta-1) x_{1}\right]^{2}-\frac{1}{2} \gamma\left(x_{1}^{2}+x_{2}^{2}\right)+\frac{\left[2(a-c)+(1+\beta)\left(x_{1}+x_{2}\right)\right]^{2}}{6 b} . \tag{29}
\end{equation*}
$$

According to system (10) and equation (29), we can obtain the bifurcation diagram of social welfare, numerically. In Figure 9, both the bifurcation diagram of social welfare and the bifurcation diagram of $\mathrm{R} \& \mathrm{D}$ investment are plotted under the parameter set $\alpha_{2}=0.35, a=50, c=42$,
$r=0.8, b=1$, and $\beta=0.7$, whereas the adjusting speed of firm $1 \alpha_{1}$ is chosen as the bifurcation parameter.

From Figure 9(a), we can see that the social welfare is stable when $0 \leq \alpha_{1} \leq 0.5715$. And then the balanced social welfare loses its stability via a period-doubling bifurcation


Figure 9: Continued.


Figure 9: (a) The bifurcation diagrams of the social welfare with parameter $\alpha_{1}$, where the parameters are chosen as $\alpha_{2}=0.35, a=50, c=42$, $r=0.8, b=1$, and $\beta=0.7$. (b) The bifurcation diagram of $\mathrm{R} \& \mathrm{D}$ investments $x_{i}(i=1,2)$ corresponding to Figure 9(a). (c) The average social welfare with parameter $\alpha_{1}$ and the rest parameters are the same with Figure 9(a). (d) The average profits of firm 1 and firm 2 with parameter $\alpha_{1}$ and the rest parameters are the same with Figure 9(a). (e) The bifurcation diagrams of the social welfare with parameter $\alpha_{1}$, where the parameters are chosen as $\alpha_{2}=0.55, a=50, c=42, r=0.8, b=1$, and $\beta=0.7$. (f) The bifurcation diagram of R\&D investments $x_{i}(i=1,2)$ corresponding to Figure 9(e). (g) The average social welfare with parameter $\alpha_{1}$ and the rest parameters are the same with Figure 9(e). (h) The average profits of firm 1 and firm 2 with parameter $\alpha_{1}$ and the rest parameters are the same with Figure 9(e).
when the parameter value meets $\alpha_{1} \leq 0.5715$. Then, a series of period-doubling bifurcations occur. The period-2 cycle, period- 4 cycle, period- 8 cycle, and the chaotic attractors appear successively. And then, another period-doubling bifurcation appears when $\alpha_{1}>0.8515$. As the value of $\alpha_{1}$ increases further, the chaotic state occurs again. From the above analysis, we can see that both social welfare and R\&D investment of these two firms will converge to an equilibrium, when the value of $\alpha_{1}$ is small enough. By comparing Figures 9(a) and 9(b), we can find that these two figures have same bifurcation structure. Moreover, when the system is in chaotic state, the level of social welfare may be higher than that of periodic state in some certain time periods. However, it does not mean that chaos is conducive to improving the level of social welfare. If we calculate the average social welfare and the average profits (see Figures 9(c) and 9(d)), we will find that both the level of average social welfare and the level of average profit would be reduced, when the system is in a chaotic state.

Similarly, if we choose the parameter set $\alpha_{2}=0.55$, $a=50, c=42, r=0.8, b=1$, and $\beta=0.7$, the bifurcation diagram of social welfare is shown in Figure 9(e). The corresponding bifurcation diagram of R\&D investment is given in Figure 9(f). We can observe from these two figures that the equilibrium point will lose stability through flip bifurcation and Neimark-Sacker bifurcation successively, as the value of $\alpha_{1}$ increases. The varying curves of average social welfare and average profit with parameter $\alpha_{1}$ are also plotted in Figures $9(\mathrm{~g})$ and 9(h), respectively. However, unlike Figures 9(c) and 9(d), the quasiperiodic state arises at this set of parameters. We can find both the average social welfare and the average profits have increased to a certain extent, when the system is in a quasiperiodic state.

## 6. Conclusion

In this research, a two-stage Cournot duopoly game, where the duopoly firms produce homogeneous goods and conduct $\mathrm{R} \& \mathrm{D}$ to reduce the production costs, is built. In the built model, we also allow the existence of R\&D spillovers in order to better simulate the real situation. And then, the existence and the stability of the fixed points are discussed, and the effects of the system parameters on the size of stability region are discussed. We find that the adjusting speeds of the duopoly firms have a negative effect on the stability region. It means that the larger adjusting speed will lead the loss of stability of the Nash equilibrium point. We also find that the system will become more stable, if the R\&D efficiency is improved. However, the higher degree of R\&D spillover will make the system more unstable. It suggests that the firms should pay attention to the protection of intellectual property rights in the process of R\&D.

In addition, the complex behaviors of the given model are also investigated numerically. The numerical tools, such as 2-D bifurcation diagram, 2-D largest Lyapunov exponent, and basins of attraction, are employed to study the complex dynamical behaviors. We find that the given system can present very complex dynamical behaviors. The equilibrium may lose stability through a Neimark-Sacker bifurcation or a flip bifurcation. Through analyzing the bifurcation diagram, the phenomenon of "chaotic bubble" is found in our research. The system will fall into a multiperiodic state, or a quasiperiodic state, or a chaotic state, or even divergent state eventually. The four different states can be distinguished using the 2-D bifurcation diagram combined with the 2-D largest Lyapunov exponent diagram. Moreover, the coexistence of multiattractors is also researched in this study using the so-called basin of attraction. We find the basins of the coexisting attractors can be very complex and present
fractal structure. The effects of system parameters on the social welfare of the given system are discussed in the end of this paper. We find that chaos is harmful to the economic system, and it can lead to a decline in social welfare.
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The paper is concerned with the robustness analysis of a type of iterative algorithm for R-L fractional nonlinear control systems in the sense of $L_{p}$ norm. Firstly, according to the Laplace transform and M-L function, the concept of mild solutions of the system is derived. Secondly, we give the sufficient conditions of robustness analysis of the $P D^{\alpha}$-type ILC algorithm with uncertain disturbances and then study the robust analysis of the second-order $P D^{\alpha}$-type ILC algorithm. At last, two fractional examples are given to demonstrate the results.

## 1. Introduction

The aim of the paper is to analyze the robustness of a type of iterative algorithm in the sense of $L_{p}$ norm of the following R-L fractional system:

$$
\begin{equation*}
\left\{{ }^{\mathrm{RL}} D_{t}^{\alpha} z(t)=A z(t)+B u(t), \quad t \in J=[0, b],\left(g_{1-\alpha} * z\right)(0)=z_{0}, y(t)=C z(t)+D u(t)\right. \tag{1}
\end{equation*}
$$

where ${ }^{\mathrm{RL}} D_{t}^{\alpha}$ denotes the R-L derivative of order $\alpha, 0<\alpha<1$, $A, B, C \in R^{n \times n}, u(t)$ is a control vector, and $g_{1-\alpha}=\left(t^{1-\alpha} / \Gamma(1-\alpha)\right)$.

Iterative learning control (ILC) was shown by Uchiyama in 1978 (in Japanese), and in recent years, more and more scholars have paid attention to the problems, among which are experts who study fractional calculus. The work of the fractional-order system in iterative learning control appeared in 2001. In the following decade, extensive attention has been paid to this field, great progress has been made [1-8], and many fractional nonlinear systems were investigated [9-17]. In recent years, the fractional ILC algorithm has played a great role in multiagent control information transmission, and for more information, one can see the references [13-16].

In Li et al.'s study [17], the authors discussed a P-type ILC scheme for a class of fractional-order nonlinear systems with delay by using the $\lambda$-norm and Gronwall inequality and obtained the sufficient condition for the robust convergence of the tracking errors.

In view of that the $\lambda$-norm often causes tracking errors that exceed the actual engineering range and cause inaccurate data, the authors Lan and Lin [18] used the $L_{p}$ norm to discuss the convergence of iterative learning algorithms, and it objectively quantifies the essential characteristics of the tracking error and comprehensively reflects the behavior of the system. Zhang and Peng [19] used the generalized Young inequality of convolution and discussed the robustness of the PD-type fractional-order iteration and learning control algorithm in the sense of $L_{p}$ norm, and the conditions of its robust convergence are obtained.

The above references have analyzed the robustness of the algorithm of the Caputo-type fractional system, and we find the Caputo fractional derivative is often used to solve general diffusion problems. The R-L type fractional derivative has a wider application in viscoelastic problems because it does not require the function to be differentiable at the origin. As far as we all know, analyzing robustness with interference of the R-L type fractional system is an extremely interesting and challenging work.

The rest of this paper is organized as follows. In Section 2, according to the Laplace transform and M-L function, the concept of mild solutions of the system is derived. In Section 3, we give the sufficient conditions of robustness analysis of the $P D^{\alpha}$-type ILC algorithm with uncertain disturbances and then study the robust analysis of the second-order $P D^{\alpha}$-type ILC algorithm. In Section 4, two fractional examples are given to demonstrate the results.

## 2. Some Preliminaries for Fractional Systems

In this section, we show some definitions and preliminaries of the $L_{p}$ norm and Mittag-Leffler function. From [20-23], one can see the definitions of the R-L fractional integral and derivative.

Definition 1. The norm for the $n$-dimensional vector $Z=$ $\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ is defined as $\|Z\|_{T}=\max _{1 \leq i \leq n}\left|z_{i}\right|$, and the $L_{p}$ norm is defined as $|Z|_{p}=\left[\int_{0}^{T}\left(\max \left|z_{i}\right|\right)^{p} \mathrm{~d} t\right]^{(1 / p)}$, where $t \in[0, T]$.

Definition 2. The definition of the two-parameter function of the Mittag-Leffler type is described by

$$
\begin{equation*}
E_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}, \quad \alpha>0, \beta>0, z \in C \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\left\{{ }^{\mathrm{RL}} D_{t}^{\alpha} z_{k}(t)=A z_{k}(t)+B u_{k}(t)+\omega(t), \quad t \in J=[0, b], y_{k}(t)=C z_{k}(t)+D u_{k}(t)+v(t),\right. \tag{6}
\end{equation*}
$$

where $k=0,1,2,3, \ldots$, and $\omega(t)$ and $\nu(t)$ are uncertain disturbances.

For system (6), we apply the following open- and closedloop $P D^{\alpha}$-type ILC algorithm:

$$
\begin{equation*}
u_{k+1}(t)=u_{k}(t)+\gamma_{1} e_{k}(t)+\gamma_{2} e_{k+1}^{(\alpha)}(t) \tag{7}
\end{equation*}
$$

where $t \in[0, b], \gamma_{1}$ and $\gamma_{2}$ are the parameters which will be determined, $y_{d}(t)$ is the given function, $e_{k}=y_{d}(t)-y_{k}(t)$, and $e_{k}^{(\alpha)}(t)={ }^{\mathrm{RL}} D_{t}^{\alpha} e_{k}$. For convenience, one can see Figure 1. The initial state of each iterative learning is as follows:

$$
\begin{equation*}
z_{k+1}(0)=z_{k}(0)+B \gamma_{1} e_{k}(t) \tag{8}
\end{equation*}
$$

We denote that

If $\beta=1$, one has the Mittag-Leffler function of one parameter as follows:

$$
\begin{equation*}
E_{\alpha}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+1)} \tag{3}
\end{equation*}
$$

Now, according to the results of the papers [17, 24-27], we will give the following lemma.

Lemma 1 (Lemma 3, see [25]). The general solution of equation (1) is given by

$$
\begin{equation*}
z(t)=t^{\alpha-1} E_{\alpha, \alpha}(A, t) z_{0}+\int_{0}^{t}(t-s)^{\alpha-1} E\left(A(t-s)^{\alpha}\right) B u(s) \mathrm{d} s \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\alpha, \beta}(A, t)=\sum_{k=0}^{\infty} \frac{A^{k} t^{\alpha k+\beta-1}}{\Gamma(\alpha k+\beta)} \tag{5}
\end{equation*}
$$

Lemma 2 (Definition 2.4, see [27]). The operators $E_{\alpha, \alpha}(t)$ are exponentially bounded, and there is a constant $C_{0}=(1 / \alpha)\|A\|^{((1-\alpha) / \alpha)}, \quad e_{\alpha}(t)=e^{\|A\|^{(1 / \alpha)} t}, \quad M=e_{\alpha}(b), \quad$ and $\left\|E_{\alpha, \alpha}(A, t)\right\| \leq C_{0} e_{\alpha}(t) \leq C_{0} M$.

Lemma 3 (Hölder inequality). Set $p>0, q>0$, and $(1 / p)+(1 / q)=1 ; \quad$ if $\quad f \in L^{p}(\Omega), g \in L^{q}(\Omega)$, and $f \cdot g \in L^{1}(\Omega)$, then $\|f \cdot g\|_{L^{1}} \leq\|f\|_{L^{p}}\|g\|_{L^{q}}$.

## 3. Robustness Analysis of the $P D^{\alpha}$-Type ILC Algorithm with Uncertain Disturbances

In this section, we consider the following fractional equation:

Theorem 1. Assume that each iteration state meets algorithm (7) and the initial state is $z_{k}(0)=z_{d}(0)$; then, there exists $m>0$ such that $\kappa_{1}>0, \kappa_{2}>0, \kappa_{3}<m$, and $\kappa_{1}>\kappa_{2}$, and then, the sufficient condition for being uniformly bounded on $J$ is $\lim _{k}$ $\qquad$ $\left\|u_{k}\right\|_{L_{p}} \leq\left(\kappa_{3} /\left(\kappa_{1}-\kappa_{2}\right)\right)$.

Proof. Define

$$
\left\{\begin{array}{l}
\Delta z_{k}(t)=z_{d}(t)-z_{k}(t)  \tag{10}\\
\Delta u_{k}(t)=u_{d}(t)-u_{k}(t)
\end{array}\right.
$$

For $t \in J$, one has $\Delta z_{k}^{(\alpha)}(t)={ }^{\mathrm{RL}} D_{t}^{\alpha} \Delta z_{k}(t)=A \Delta z_{k}(t)+$ $B \Delta u_{k}(t)$ and $e_{k+1}^{(\alpha)}(t)=C\left(A \Delta z_{k+1}(t)+B \Delta u_{k+1}(t)\right)$.

According to system (6), we have

$$
\begin{align*}
z_{k+1}(t)= & t^{\alpha-1} E_{\alpha, \alpha}(A, t) z_{0}+ \\
& \cdot \int_{0}^{t}(t-s)^{\alpha-1} E_{\alpha, \alpha}\left(A(t-s)^{\alpha}\right)\left(B u_{k+1}(s)+\omega(t)\right) \mathrm{d} s \\
z_{d}(t)= & t^{\alpha-1} E_{\alpha, \alpha}(A, t) z_{0}+ \\
& \cdot \int_{0}^{t}(t-s)^{\alpha-1} E_{\alpha, \alpha}\left(A(t-s)^{\alpha}\right) B u_{d}(s) \mathrm{d} s \tag{11}
\end{align*}
$$

and thus, using the ILC algorithms (7) and (8), we derive

$$
\begin{align*}
\Delta z_{k+1}(t)= & \int_{0}^{t}(t-s)^{\alpha-1} E_{\alpha, \alpha}\left(A(t-s)^{\alpha}\right) B \\
& \cdot\left(\Delta u_{k+1}(s)+\omega(t)\right) \mathrm{d} s \\
\Delta z_{k}(t)= & \int_{0}^{t}(t-s)^{\alpha-1} E_{\alpha, \alpha}\left(A(t-s)^{\alpha}\right) B  \tag{12}\\
& \cdot\left(\Delta u_{k}(s)+\omega(t)\right) \mathrm{d} s
\end{align*}
$$

Hence,

$$
\begin{align*}
& \Delta u_{k+1}(t)\left(I+\gamma_{2} D\right)=\Delta u_{k}(t)\left(I-\gamma_{1} D\right) \\
& \quad-\left(\gamma _ { 1 } C \int _ { 0 } ^ { t } ( t - s ) ^ { \alpha - 1 } E _ { \alpha , \alpha } ( A ( t - s ) ^ { \alpha } ) B \left(\Delta u_{k}(s)\right.\right. \\
& \left.\quad+\omega(t)) \mathrm{d} s-\gamma_{1} \nu(t)\right)  \tag{14}\\
& \quad-\left(\gamma _ { 2 } C \int _ { 0 } ^ { t } ( t - s ) ^ { \alpha - 1 } E _ { \alpha , \alpha } ( A ( t - s ) ^ { \alpha } ) B \left(\Delta u_{k+1}(s)\right.\right. \\
& \left.\quad+\omega(t)) \mathrm{d} s-\gamma_{2} \nu(t)\right)
\end{align*}
$$

By taking the $L_{p}$ norm, we obtain

$$
\begin{align*}
& \left\|\Delta u_{k+1}\right\|_{L^{p}}\left\|\left(I+\gamma_{2} D\right)\right\| \leq\left\|\Delta u_{k}\right\|_{L^{p}}\left\|\left(I+\gamma_{2} D\right)\right\| \\
& +\frac{b^{\alpha-(1 / p)}\left\|\gamma_{1} C\right\| C_{0} M\left(\|B\|\left\|\Delta u_{k}\right\|_{L^{p}}+\|\Delta \omega\|_{L^{p}}\right)}{\sqrt[q]{q(\alpha-1)+1}}+\left\|\gamma_{1}\right\|\|\nu\|_{L^{p}} \\
& +\frac{b^{\alpha-(1 / p)}\left\|\gamma_{2} C\right\| C_{0} M\left(\|B\|\left\|\Delta u_{k+1}\right\|_{L^{p}}+\|\Delta \omega\|_{L^{p}}\right)}{\sqrt[q]{q(\alpha-1)+1}}+\left\|\gamma_{2}\right\|\|\nu\|_{L^{p}} \tag{15}
\end{align*}
$$

denoting

$$
\begin{aligned}
\kappa_{1}= & \left\|I+\gamma_{2} D\right\|-\frac{b^{\alpha-(1 / p)}\left\|\gamma_{2} C\right\| C_{0} M\|B\|}{\sqrt[q]{q(\alpha-1)+1}}, \\
\kappa_{2}= & \left\|I-\gamma_{1} D\right\|-\frac{b^{\alpha-(1 / p)}\left\|\gamma_{1} C\right\| C_{0} M\|B\|}{\sqrt[q]{q(\alpha-1)+1}}, \\
\kappa_{3}= & \frac{b^{\alpha-(1 / p)}\left(\left\|\gamma_{1} C\right\|+\left\|\gamma_{2} C\right\|\right) C_{0} M\|B\|\|\omega\|_{L_{p}}}{\sqrt[q]{q(\alpha-1)+1}} \\
& +\left(\left\|\gamma_{1}\right\|+\left\|\gamma_{2}\right\|\right)\|\gamma\|_{L_{p}} .
\end{aligned}
$$

Consequently, $\kappa_{1}\left\|\Delta u_{k+1}\right\|_{L^{p}} \leq \kappa_{2}\left\|\Delta u_{k}\right\|_{L^{p}}+\kappa_{3}$. So, there exists a positive $m$, such that $\kappa_{3}<m$ and $\kappa_{1}>0, \kappa_{2}>0$, and $\kappa_{1}>\kappa_{2}$, and then $\lim _{k \rightarrow \infty}\left\|u_{k}\right\|_{L_{p}} \leq\left(\kappa_{3} /\left(\kappa_{1}-\kappa_{2}\right)\right)$, which implies $e_{k}(t)$ is uniformly bounded on $J$.

## 4. Robust Analysis of the Second-Order $P D^{\alpha}$-Type ILC Algorithm

In this section, we consider the following second-order $P D^{\alpha}$-type ILC algorithm:

$$
\begin{align*}
u_{2}(t)= & u_{1}(t)+\gamma_{1} e_{1}(t)+\gamma_{2} e_{1}^{(\alpha)}(t), \\
u_{k+1}(t)= & r_{1}\left[u_{k}(t)+\gamma_{1} e_{k}(t)+\gamma_{2} e_{k}^{(\alpha)}(t)\right] \\
& +r_{2}\left[u_{k-1}(t)+\gamma_{3} e_{k-1}(t)+\gamma_{4} e_{k-1}^{(\alpha)}(t)\right], \quad k=2,3, \ldots, \tag{17}
\end{align*}
$$

where $r_{1}+r_{2}=1$.
The initial state of the system is as follows:

$$
\begin{equation*}
z_{k+1}(0)=z_{k}(0)+B L_{1} e_{k}(t)+B L_{2} e_{k}^{(\alpha)}(t) \tag{18}
\end{equation*}
$$

For convenience, one can see Figure 2.
Assume that the initial state of each iterative learning meets (18), where $L_{1}$ and $L_{2}$ are the parameters which will be determined.

Note

$$
\begin{align*}
K_{1}= & \left\|r_{1}+r_{1} \gamma_{1} D+r_{1} \gamma_{2} C B\right\| \\
& +\left\|r_{1} \gamma_{1} C+r_{1} \gamma_{2} C A\right\| \frac{b^{\alpha-(1 / p)} C_{0} M\|B\|}{\sqrt[q]{q(\alpha-1)+1}}, \\
K_{2}= & \left\|r_{2}+r_{2} \gamma_{3} D+r_{2} \gamma_{4} C B\right\| \\
& +\left\|r_{2} \gamma_{3} C+r_{2} \gamma_{4} C A\right\| \frac{b^{\alpha-(1 / p)} C_{0} M\|B\|}{\sqrt[q]{q(\alpha-1)+1}}  \tag{19}\\
K_{3}= & \left(\left\|r_{1} \gamma_{1} C+r_{1} \gamma_{2} C A\right\|\right. \\
& \left.+\left\|r_{2} \gamma_{3} C+r_{2} \gamma_{4} C A\right\|\right) \frac{b^{\alpha-(1 / p)} C_{0} M}{\sqrt[q]{q(\alpha-1)+1}}\|\omega\|_{L_{p}} . \tag{21}
\end{align*}
$$

and then,

$$
\begin{aligned}
\Delta u_{k+1}(t)= & r_{1}\left[\Delta u_{k}(t)+\gamma_{1} C \Delta z_{k}(t)+\gamma_{1} D \Delta u_{k}(t)\right. \\
& \left.+\gamma_{2} C\left(A \Delta z_{k}(t)+B \Delta u_{k}(t)\right)\right] \\
& +r_{2}\left[\Delta u_{k-1}(t)+\gamma_{3} C \Delta z_{k-1}(t)+\gamma_{3} D \Delta u_{k-1}(t)\right. \\
& \left.+\gamma_{4} C\left(A \Delta z_{k-1}(t)+B \Delta u_{k-1}(t)\right)\right] \\
= & \left(r_{1}+r_{1} \gamma_{1} D+r_{1} \gamma_{2} C B\right) \Delta u_{k}(t) \\
& +\left(r_{2}+r_{2} \gamma_{3} D+r_{2} \gamma_{4} C B\right) \Delta u_{k-1}(t) \\
& +\left(r_{1} \gamma_{1} C+r_{1} \gamma_{2} C A\right) \int_{0}^{t}(t-s)^{\alpha-1} E_{\alpha, \alpha} \\
& \cdot\left(A(t-s)^{\alpha}\right) B\left(\Delta u_{k}(s)+\omega(t)\right) \mathrm{d} s \\
& +\left(r_{2} \gamma_{3} C+r_{2} \gamma_{4} C A\right) \int_{0}^{t}(t-s)^{\alpha-1} E_{\alpha, \alpha} \\
& \cdot\left(A(t-s)^{\alpha}\right) B\left(\Delta u_{k-1}(s)+\omega(t)\right) \mathrm{d} s .
\end{aligned}
$$

By taking the $L_{p}$ norm, it yields

$$
\begin{align*}
\left\|\Delta u_{k+1}\right\|_{L^{p}} \leq & \left\|r_{1}+r_{1} \gamma_{1} D+r_{1} \gamma_{2} C B\right\|\left\|\Delta u_{k}(t)\right\|_{L^{p}}+\left\|r_{1} \gamma_{1} C+r_{1} \gamma_{2} C A\right\| \frac{b^{\alpha-(1 / p)} C_{0} M\|B\|^{q}}{\sqrt[q]{q(\alpha-1)+1}}\left\|\Delta u_{k}(t)\right\|_{L^{p}} \\
& +\left\|r_{2}+r_{2} \gamma_{3} D+r_{2} \gamma_{4} C B\right\|\left\|\Delta u_{k-1}(t)\right\|_{L^{p}}+\left\|r_{2} \gamma_{3} C+r_{2} \gamma_{4} C A\right\| \frac{b^{\alpha-(1 / p)} C_{0} M\|B\|_{\|}}{\sqrt[q]{q(\alpha-1)+1}}\left\|\Delta u_{k-1}(t)\right\|_{L^{p}}  \tag{22}\\
& +\left\|r_{1} \gamma_{1} C+r_{1} \gamma_{2} C A\right\| \frac{b^{\alpha-(1 / p)} C_{0} M}{\sqrt[q]{q(\alpha-1)+1}}\|\omega\|_{L_{p}}+\left\|r_{2} \gamma_{3} C+r_{2} \gamma_{4} C A\right\| \frac{b^{\alpha-(1 / p)} C_{0} M}{\sqrt[q]{q(\alpha-1)+1}}\|\omega\|_{L_{p}}
\end{align*}
$$



Figure 1: Block diagram of the open- and closed-loop $P D^{\alpha}$-type ILC algorithm.


Figure 2: Block diagram of the second-order $P D^{\alpha}$-type ILC algorithm.

For brevity, note that

$$
\begin{align*}
& K_{1}=\left\|r_{1}+r_{1} \gamma_{1} D+r_{1} \gamma_{2} C B\right\|+\left\|r_{1} \gamma_{1} C+r_{1} \gamma_{2} C A\right\| \frac{b^{\alpha-(1 / p)} C_{0} M\|B\|}{\sqrt[q]{q(\alpha-1)+1}} \\
& K_{2}=\left\|r_{2}+r_{2} \gamma_{3} D+r_{2} \gamma_{4} C B\right\|+\left\|r_{2} \gamma_{3} C+r_{2} \gamma_{4} C A\right\| \frac{b^{\alpha-(1 / p)} C_{0} M\|B\|}{\sqrt[q]{q(\alpha-1)+1}}  \tag{23}\\
& K_{3}=\left(\left\|r_{1} \gamma_{1} C+r_{1} \gamma_{2} C A\right\|+\left\|r_{2} \gamma_{3} C+r_{2} \gamma_{4} C A\right\|\right) \frac{b^{\alpha-(1 / p)} C_{0} M}{\sqrt[q]{q(\alpha-1)+1}}\|\omega\|_{L_{p}}
\end{align*}
$$

and one can deduce $\left\|\Delta u_{k+1}\right\|_{L^{p}} \leq K_{1}\left\|\Delta u_{k}\right\|_{L^{p}}+$ $K_{2}\left\|\Delta u_{k-1}\right\|_{L^{p}}+K_{3}$.

There exists a constant $p>0$, which satisfies $K_{1}+K_{2}<1$ and $K_{3} \longrightarrow 0$. Since $k \longrightarrow \infty,\left\|\Delta u_{k+1}\right\|_{L^{p}}$ is uniformly bounded. The proof is completed.

## 5. Simulations

In this section, we will give two simulation examples to demonstrate the validity of the algorithms.
5.1. PD ${ }^{\alpha}$-Type ILC with Initial State Error. Consider the following one-dimensional systems as follows:

$$
\begin{equation*}
\left\{{ }^{\mathrm{RL}} D_{t}^{0.6} x(t)=x_{k}^{2}(t)+0.1 u(t)+\omega_{k}(t), \quad t \in J=[1,2], x(0)=2, y(t)=x(t)+0.3 u_{k}(t)+v(t)\right. \tag{24}
\end{equation*}
$$



Figure 3: Simulation results of output $y_{k}$.

Table 1: Numerical simulation of the output of the system in Section 5.1 and the desired trajectory.

| $k$ | $y_{k}$ | $y_{d}\left(t_{k}\right)$ | $k$ | $y_{k}$ | $y_{d}\left(t_{k}\right)$ | $k$ | $y_{k}$ | $y_{d}\left(t_{k}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.0818 | 2.0539 | 18 | -4.9051 | -4.9774 | 35 | 5.0183 | 4.9945 |
| 2 | 1.2580 | 1.2454 | 19 | -0.9237 | -0.9645 | 36 | -4.0133 | -4.0915 |
| 3 | 0.3294 | 0.3088 | 20 | 4.7684 | 4.7910 | 37 | -4.6198 | -4.7037 |
| 4 | -0.7118 | -0.7414 | 21 | 0.8193 | 0.7912 | 38 | -3.3214 | -3.3956 |
| 5 | -1.8284 | -1.8677 | 22 | -4.7823 | -4.8564 | 39 | 3.2206 | 3.1983 |
| 6 | -2.9501 | -2.9989 | 23 | 4.1016 | 4.0857 | 40 | -4.7914 | -4.8791 |
| 7 | -3.9613 | -4.0190 | 24 | -2.2443 | -2.2993 | 41 | 4.9318 | 4.9216 |
| 8 | -4.6935 | -4.7576 | 25 | 2.1803 | 2.1603 | 42 | 2.1176 | 2.0840 |
| 9 | -4.9269 | -4.9936 | 26 | -3.9964 | -4.0669 | 43 | -4.8627 | -4.9535 |
| 10 | -4.4206 | -4.4837 | 27 | 4.3542 | 4.3339 | 44 | 4.5943 | 4.5790 |
| 11 | -2.9888 | -3.0410 | 28 | 3.8435 | 3.7982 | 45 | 4.2592 | 4.2403 |
| 12 | -0.6484 | -0.6824 | 29 | 2.6705 | 2.6515 | 46 | -2.3747 | -2.4479 |
| 13 | 2.1738 | 2.1620 | 30 | 4.9469 | 4.9048 | 47 | -4.3241 | -4.4139 |
| 14 | 4.4456 | 4.4755 | 31 | -1.9316 | -1.9891 | 48 | -2.2423 | -2.3162 |
| 15 | 4.7533 | 4.7927 | 32 | 4.4846 | 4.4505 | 49 | 3.3387 | 3.3090 |
| 16 | 2.0844 | 2.0698 | 33 | 3.1067 | 3.0883 | 50 | 2.8945 | 2.8603 |
| 17 | -2.5569 | -2.6095 | 34 | 2.1099 | 2.0826 |  |  |  |

with the iterative learning control and initial state error

$$
\left\{\begin{array}{l}
u_{k+1}(t)=u_{k}(t)+0.5 e_{k}(t)+0.5 e_{k+1}^{(\alpha)}(t)  \tag{25}\\
x_{k+1}(0)=x_{k}(0)+0.1 e_{k}(t)
\end{array}\right.
$$

where $A x(\cdot)=x(\cdot)^{2}$. Now, we can choose $\alpha=0.6$, $B=0.1, \quad C=1, \quad \quad p=2, \quad \gamma_{1}=\gamma_{2}=0.5$, $\omega(t)=10^{-3} \sin (0.001 t)$, and $\nu(t)=10^{-5}(t)$. For the system, we use the $P D^{\alpha}$-type ILC algorithm and set the initial control $u_{0}(\cdot)=0, y_{d}(t)=5 \sin \left(e^{t^{2}}\right)$, and $t \in(0,2)$. One can calculate $M \approx 3>0, \kappa_{1}=0.47, \kappa_{2}=0.17$, and $\kappa_{3}<0.01=m$, and then, all conditions of Theorem 1 are satisfied.

The state trajectories of system (24) with initial conditions are given in Figure 3 and Table 1, and with the increase of the number of iterations, it can track the desired trajectory
gradually. Consistent with the theoretical analysis in the previous section, the algorithm has a faster convergence speed. At the end of the fourth iteration, the algorithm has converged. From Figures 3 and 4, the curve is basically completely fitted, showing that the system algorithm is well robust.
5.2. PD ${ }^{\alpha}$-Type ILC with Random Disturbance. Consider a two-dimensional ILC system; we set $\alpha=0.7, \omega(t)=10^{-10}$ $\sin ((\pi t) / 1000), \nu(t)=10^{-3}, \quad A\binom{x_{1}}{x_{2}}=\binom{2 x_{1}^{2}}{x_{2}^{2}}, B=$ $\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right), C=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$, and $D=\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right)$ and construct the second-order $P D^{\alpha}$-type ILC algorithm as follows:


Figure 4: The tracking error of the systems.


Figure 5: Simulation results of output $y_{k}$.


Figure 6: The tracking error of the system.

Table 2: Numerical simulation of the output of the system in Section 5.2 and the desired trajectory.

| $k$ | $y_{k}$ | $y_{d}\left(t_{k}\right)$ | $k$ | $y_{k}$ | $y_{d}\left(t_{k}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 0 | 0 |
| 2 | 2.3808 | 2.3971 | 2 | 0.0181 | 0.0040 |
| 3 | 4.1782 | 4.2073 | 3 | 0.0534 | 0.0320 |
| 4 | 4.9538 | 4.9874 | 4 | 0.1349 | 0.1080 |
| 5 | 4.5182 | 4.5464 | 5 | 0.2860 | 0.2560 |
| 6 | 2.9784 | 2.9923 | 6 | 0.5299 | 0.5000 |
| 7 | 0.7378 | 0.7056 | 7 | 0.8898 | 0.8640 |
| 8 | -1.7256 | -1.7539 | 8 | 1.3887 | 1.3720 |
| 9 | -3.7370 | -3.7840 | 9 | 2.0900 | 2.0480 |
| 10 | -4.8293 | -4.8876 | 10 | 2.8958 | 2.9160 |
| 11 | -4.7343 | -4.7946 | 11 | 3.9500 | 4.0000 |
| 12 | -3.4746 | -3.5277 | 12 | 5.3063 | 5.3240 |
| 13 | -1.3580 | -1.3970 | 13 | 6.8846 | 6.9120 |
| 14 | 1.0981 | 1.0755 | 14 | 8.7488 | 8.7880 |
| 15 | 3.3259 | 3.2849 | 15 | 10.9227 | 10.9760 |
| 16 | 4.7019 | 4.6899 | 16 | 13.4300 | 13.5000 |
| 17 | 4.9573 | 4.9467 | 17 | 16.2946 | 16.3840 |
| 18 | 4.0060 | 3.9924 | 18 | 19.5403 | 19.6520 |
| 19 | 2.0936 | 2.0605 | 19 | 23.1909 | 23.3280 |
| 20 | -0.3191 | -0.3757 | 20 | 27.2702 | 27.4360 |

$$
\begin{align*}
u_{k+1}(t)= & 0.1\left[u_{k}(t)+0.1 e_{k}(t)+0.1 e_{k}^{(\alpha)}(t)\right] \\
& +0.1\left[u_{k-1}(t)+0.2 e_{k-1}(t)+0.2 e_{k-1}^{(\alpha)}(t)\right] \\
k= & 2,3, \ldots \tag{26}
\end{align*}
$$

We also select other parameters and initial values of the algorithm $\quad$ as follows: $\quad u_{0}(\cdot)=0, \quad y_{d}(t)=\binom{y_{1 d}(t)}{y_{2 d}(t)}$ $=\binom{5 \sin (t)}{4 t^{3}}, t \in(0,1.9), \quad r_{1}=1, r_{2}=0.5, \gamma_{1}=1$, and $\gamma_{2}$ $=0.5$. It is easy to show that $M \approx 3>0, K_{1}=0.264, K_{2}=0.428$, and $K_{3} \longrightarrow 0$, and all conditions of Theorem 2 are satisfied. In the simulation, ** * denotes the desired trajectory of state $1, \diamond \diamond \diamond$ denotes the desired trajectory of state 2 , and solid lines (--) in different colors denote the output of the system. In Figure 5, we use k 1 to represent the iteration of state 1 and use k2 to represent the iteration of state 2 , and the tracking error is shown in Figure 6, which implies the number of iterations and tracking error.

From Figure 6 and Table 2, one can find that the tracking error tends to zero quickly, so the output of the system can track the desired trajectory almost perfectly.

## 6. Conclusion

In this paper, we show the concept of mild solutions of the R-L fractional system and considered two cases of the $P D^{\alpha}$-type ILC algorithm. The sufficient conditions of robustness analysis of the $P D^{\alpha}$-type ILC algorithm with uncertain disturbances were given by the corresponding theorems and proved. At last, two R-L fractional examples are given to demonstrate the results.

## Data Availability

The data used to support the findings of this study are included within the article.

## Conflicts of Interest

The authors declare that they have no conflicts of interest regarding the publication of this paper.

## Authors' Contributions

The authors contributed equally to this work, and all authors read and approved the final manuscript.

## Acknowledgments

This work was supported by the NSF of China (no. 11661084) and Guizhou Province Department of Education Fund ([2016]046, Qian Jiao He KY[2020]093, and Qian Ke He Ping Tai Ren Cai [2018]5784-08).

## References

[1] X. Liu, J. Wang, and D. O'Regan, "On the approximate controllability for fractional evolution inclusions of sobolev and clarke subdifferential type," IMA Journal of Mathematical Control and Information, vol. 36, no. 1, pp. 1-17, 2019.
[2] Z. Bien and J. X. Xu, Iterative Learning Control Analysis: Design, Integration and Applications, Springer, Berlin, Germany, 1998.
[3] Y. Q. Chen and C. Wen, Iterative Learning Control: Convergence, Robustness and Applications, Springer-Verlag, Berlin, Germany, 1999.
[4] M. Norrlof, "Iterative learning control: Analysis, Design, and Experiments, Linkoping Studies in Science and Technology," Dissertations, Linköping University, Linköping, Sweden, 2000.
[5] J. X. Xu and Y. Tan, Linear and Nonlinear Iterative Learning Control, Spring-Verlag, Berlin, Germany, 2003.
[6] Y. Wang, F. Gao, and F. J. Doyle III, "Survey on iterative learning control, repetitive control, and run-to-run control," Journal of Process Control, vol. 19, no. 10, pp. 1589-1600, 2009.
[7] J. V. Wijdeven, T. Donkers, and O. Bosgra, "Iterative Learning Control for uncertain systems: robust monotonic convergence analysis," Automatica, vol. 45, no. 10, pp. 2383-2391, 2009.
[8] J. X. Xu, "A survey on iterative learning control for nonlinear systems," International Journal of Control, vol. 84, no. 3, pp. 1275-1294, 2011.
[9] Y. Li, Y. Q. Chen, and H. S. Ahn, "Fractional-order iterative learning control for fractional-order systems," Asian Journal of Control, vol. 13, no. 1, pp. 1-10, 2011.
[10] Y.-H. Lan, "Iterative learning control with initial state learning for fractional order nonlinear systems," Computers \& Mathematics with Applications, vol. 64, no. 10, pp. 3210-3216, 2012.
[11] X. Liu, Y. Li, and Y. Liu, "The convergence of iterative learning control for some fractional system," Advances in Difference Equations, vol. 132, pp. 1-12, 2017.
[12] M.-T. Lin, C.-L. Yen, M.-S. Tsai, and H.-T. Yau, "Application of robust iterative learning algorithm in motion control system," Mechatronics, vol. 23, no. 5, pp. 530-540, 2013.
[13] D. A. Haghighi and S. Mobayen, "Design of an adaptive supertwisting decoupled terminal sliding mode control scheme for a class of fourth-order systems," ISA Transactions, vol. 75, pp. 216-225, 2018.
[14] S. Mobayen, "Chaos synchronization of uncertain chaotic systems using composite nonlinear feedback based integral sliding mode control," ISA Transactions, vol. 77, pp. 100-111, 2018.
[15] S. Mobayen, "A novel global sliding mode control based on exponential reaching law for a class of underactuated systems with external disturbances," Journal of Computational and Nonlinear Dynamics, vol. 11, Article ID 021011, 9 pages, 2016.
[16] S. Mobayen, "Design of LMI-based sliding mode controller with an exponential policy for a class of underactuated systems," Complexity, vol. 21, no. 5, pp. 117-124, 2014.
[17] Y. Li and W. Jiang, "Fractional order nonlinear systems with delay in iterative learning control," Applied Mathematics and Computation, vol. 257, no. 15, pp. 546-552, 2015.
[18] T. Lan and H. Lin, "Accelerated modify approach for initial state error iterative learning control in sense of Lebesgue-p norm," Control and Decision, vol. 31, no. 3, pp. 429-434, 2016.
[19] K. Zhang and G. Peng, "Convergence analysis of PD ${ }^{03 b 1}$-type fractional order iterative learning control in the sense of $L_{p}$ norm," Systems Engineering and Electronics, vol. 39, no. 10, pp. 2285-2290, 2017.
[20] K. S. Miller and B. Ross, An Introduction to the Fractional Calculus and Differential Equations, John Wiley, Hoboken, NJ, USA, 1993.
[21] A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo, "Theory and applications of fractional differential equations," in NorthHolland Mathematics StudiesElsevier Science B.V., Amsterdam, The Netherlands, 2006.
[22] V. Lakshmikantham, S. Leela, and J. Vasundhara Devi, Theory of Fractional Dynamic Systems, Cambridge Academic Publishers, Cambridge, UK, 2009.
[23] K. Diethelm, The Analysis of Fractional Differential Equations, Springer-Verlag, Berlin, Germany, 2010.
[24] G. M. Mophou and G. M. N'Guérékata, "Existence of mild solutions of some semilinear neutral fractional functional
evolution equations with infinite delay," Applied Mathematics and Computation, vol. 216, no. 1, pp. 61-69, 2010.
[25] X. Liu, Z. Liu, and M. Bin, "Approximate controllability of impulsive fractional neutral evolution equations with Rie-mann-Liouville fractional derivatives," Journal of Computational Analysis and Applications, vol. 17, no. 3, pp. 468-485, 2014.
[26] W. Jiang, "The controllability of fractional control systems with control delay," Computers \& Mathematics with Applications, vol. 64, no. 10, pp. 3153-3159, 2012.
[27] E. Bazhlekova, Fractional Evolution Equations in Banach Spaces, Ph.D Thesis, Eindhoven University of Technology, Eindhoven, Netherlands, 2001.

Research Article

# An Unprecedented 2-Dimensional Discrete-Time Fractional-Order System and Its Hidden Chaotic Attractors 

Amina Aicha Khennaoui $\mathbb{D}^{1},{ }^{1}$ A. Othman Almatroud, ${ }^{2}$ Adel Ouannas, ${ }^{1}$ M. Mossa Al-sawalha, ${ }^{2}$ Giuseppe Grassi, ${ }^{3}$ Viet-Thanh Pham, ${ }^{4}$ and Iqbal M. Batiha ${ }^{5}$<br>${ }^{1}$ Department of Mathematics and Computer Science, University of Larbi Ben M’hidi, Oum El Bouaghi, Algeria<br>${ }^{2}$ Department of Mathematics, Faculty of Science, University of Ha'il, Ha'il 81451, Saudi Arabia<br>${ }^{3}$ Universita Del Salento, Dipartimento Ingegneria Innovazione, Lecce 73100, Italy<br>${ }^{4}$ Nonlinear Systems and Applications, Faculty of Electrical and Electronics Engineering, Ton Duc Thang University, Ho Chi Minh City, Vietnam<br>${ }^{5}$ Department of Mathematics, University of Jordan, Amman, Jordan

Correspondence should be addressed to Amina Aicha Khennaoui; kamina_aicha@yahoo.fr
Received 12 August 2020; Revised 30 October 2020; Accepted 22 December 2020; Published 6 January 2021
Academic Editor: Abdelalim Elsadany
Copyright © 2021 Amina Aicha Khennaoui et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.


#### Abstract

Some endeavors have been recently dedicated to explore the dynamic properties of the fractional-order discrete-time chaotic systems. To date, attention has been mainly focused on fractional-order discrete-time systems with "self-excited attractors." This paper makes a contribution to the topic of fractional-order discrete-time systems with "hidden attractors" by presenting a new 2dimensional discrete-time system without equilibrium points. The conceived system possesses an interesting property not explored in the literature so far, i.e., it is characterized, for various fractional-order values, by the coexistence of various kinds of chaotic attractors. Bifurcation diagrams, computation of the largest Lyapunov exponents, phase plots, and the 0-1 test method are reported, with the aim to analyze the dynamics of the system, as well as to highlight the coexistence of chaotic attractors. Finally, an entropy algorithm is used to measure the complexity of the proposed system.


## 1. Introduction

Exploring chaotic dynamics has received considerable attention during the past few years [1]. Numerous attempts have been dedicated to analyze the classical systems (outlined by differential or difference equations of integer order), as well as fractional-order systems (outlined by differential or difference equations of fractional order) [2]. Generally speaking, regardless of the type of system, chaos can appear in the form of "hidden attractors" or "self-excited attractors" [3-6]. On the first occasion, the initial conditions, for the purpose of getting chaos, are situated near the saddle points of the motion [3], whereas, on the last occasion, the initial conditions may only be set up via a wide range of computerbased search [4], given that the corresponding dynamic
systems are distinguished by the presence of stable equilibrium points [5] or else by the absence of them at all [6].

Referring to fractional-order chaotic discrete-time systems (i.e., systems outlined by difference equations of fractional order), many scholars have mainly focused on the system's dynamics characterized by the presence of "selfexcited attractors" [7, 8]. For example, the so-called generalized Hénon map of three dimensions has been studied in [9], while some dynamics of the fractionalized logistic map were examined in [10]. In [11], three different fractional-order discrete-time systems (FoDs) have been investigated, i.e., Wang's, Rossler's, and Stefanski's maps. In [12], the chaotic behaviors of the fractional-order sine and standard maps were analyzed, whereas in [13], the dynamic properties of the fractional-order Grassi-Miller map have been illustrated in
detail. Additionally, the presence of chaos in the fractionalorder discrete double scroll map has been investigated in [14], whereas in [12], the fractional-order delayed logistic map was analyzed regarding to its chaotic behavior. It is worthy to state that all these FoDs have shown "self-excited attractors." On the other hand, very few FoDs characterized by "hidden attractors" have been investigated in the previously published works up to this time [15-19]. For example, in [15], the dynamics of the fractional-order version of the standard iterated map have been investigated, whereas in [18], a 2Dimensional FoDs (2D-FoDs) without discontinuity for all equations of the system has been presented. However, these FoMs with "hidden attractors" do not show any coexisting chaotic attractors. Based on these considerations, this paper aims to make a contribution to the topic of FoDs with "hidden attractors" by presenting a new 2D-FoD without equilibrium points. The conceived system possesses an interesting property, i.e., it is characterized by
the coexistence of various kinds of chaotic attractors. Here is how this paper is arranged. Section 2 introduces a new 2D-FoD time system without equilibria, along with some primary preliminaries associated with discrete-time non-integer-order calculus. In Section 3, the dynamic properties of the conceived map are analyzed via bifurcation diagrams and computation of the Largest Lyapunov Exponents (LLEs). In Section 4, a 0-1 test is reported to highlight the existence of chaotic hidden attractors. Also, an entropy algorithm is used to measure the complexity of the proposed system. Finally, a number of phase plots are reported, which highlight the coexistence of several types of chaotic attractors for various fractional-order values of the conceived system.

## 2. A New 2D-FoDs

This paper considers the following 2D-difference system:

$$
\begin{equation*}
\left\{{ }^{c} \Delta_{a}^{\gamma} x(t)=y(t-1+\gamma)-x(t-1+\gamma),{ }^{c} \Delta_{a}^{\gamma}=-\alpha y(t-1+\gamma)-0.37 y^{2}(t-1+\gamma)+0.81 x(t-1+\gamma) y(t-1+\gamma)+1.79,\right. \tag{1}
\end{equation*}
$$

where $x$ and $y$ stand for state variables of the FoDs, $\alpha$ is the system's parameter, and ${ }^{c} \Delta_{a}^{\gamma}$ is the Caputo-like difference operator of fractional-order $\gamma$, where $\gamma \in] 0,1]$.

Next, two main definitions that will pave the way for obtaining novel results are given below for completeness. Such two definitions are stated for the ${ }^{c} \Delta_{a}^{\gamma}$ in its $\gamma^{\text {th }}$ - order version and also for the $\gamma^{\text {th }}$-fractional sum operator, $\Delta^{-\gamma}$, respectively.

Definition 1. Let $\gamma>0$ and $\mathbf{y}(\mathbf{t}) \in \mathbb{N}_{a}$. We define the $\gamma^{\text {th }}$-order Caputo-like operator as [20]

$$
\begin{equation*}
{ }^{c} \Delta_{a}^{\gamma} y(t)=\frac{1}{\Gamma(1-\gamma)} \sum_{\tau=a}^{t-(1-\gamma)}(t-\tau-1)^{-\gamma} \Delta_{\tau} y(\tau), \tag{2}
\end{equation*}
$$

where $\Gamma$ (.) denotes the gamma function and $t \in \mathbb{N}_{a+1-\gamma}$.

Definition 2. Let $\gamma>0$; we define the $\gamma^{\text {th }}$-fractional sum, $\Delta^{-\gamma}$ as

$$
\begin{equation*}
\Delta_{a}^{-\gamma} y(t)=\frac{1}{\Gamma(\gamma)} \sum_{\tau=a}^{t-\gamma}(t-\tau-1)^{(\gamma-1)} \Delta_{\tau} y(\tau) . \tag{3}
\end{equation*}
$$

Using $\Delta^{-\gamma}$ makes (1) to be also rewritten as an integral equation in the Volterra sense as follows:

$$
\left\{\begin{array}{l}
x(t)=x_{0}+\frac{1}{\Gamma(\gamma)} \sum_{\tau=a+1-\gamma}^{t-\gamma}(t-\tau-1)^{(\gamma-1)}(y(\tau+\gamma-1)-x(\tau+\gamma-1)),  \tag{4}\\
y(t)=y_{0}+\frac{1}{\Gamma(\gamma)} \sum_{\tau=a+1-\gamma}^{t-\gamma}(t-\tau-1)^{(\gamma-1)}\binom{-\alpha y(\tau+\gamma-1)-0.37 y^{2}(\tau+\gamma-1)+}{0.81 x(\tau+\gamma-1) y(\tau+\gamma-1)+1.79} .
\end{array}\right.
$$

In the present work, some numerical methods are adopted to examine the complex dynamics of the proposed FoDs. First of all, we discuss the equilibrium points of the model at hand. Actually, the equilibrium points can be determined by finding the solution of the following system:

$$
\left\{\begin{array}{l}
y-x=0  \tag{5}\\
-\alpha y-0.37 y^{2}+0.81 x y+1.79=0
\end{array}\right.
$$

From system (5), it follows that

$$
\begin{equation*}
-\alpha y-1.18 y^{2}+1.79=0 \tag{6}
\end{equation*}
$$

Thus, FoDs (1) has no equilibrium point when $-2.9067<\alpha<2.9067$. This result shows that FoDs (1) is able to produce a chaotic hidden attractor for appropriate choice of initial conditions and fractional order as well.

Secondly, we present the numerical formulae corresponding to all equations given in FoDs (1). This is can be carried out by first setting the initial point $a$ to be equal to 0 , then assuming $\tau+\gamma=\kappa$, and finally, replacing $(t-\tau-1)^{(\gamma-1)} / \Gamma(\gamma) \quad$ by $\quad \Gamma(t-\tau) /(\Gamma(\gamma) \Gamma(t-\tau-\gamma+1))$. Thus, (4) becomes

$$
\left\{\begin{array}{l}
x(n)=x_{0}+\frac{1}{\Gamma(\gamma)} \sum_{\kappa=1}^{n} \frac{\Gamma(n-\kappa+\gamma)}{\Gamma(n-\kappa+1)}(y(\kappa-1)-x(\kappa-1))  \tag{7}\\
y(n)=y_{0}+\frac{1}{\Gamma(\gamma)} \sum_{\kappa=1}^{n} \frac{\Gamma(n-\kappa+\gamma)}{\Gamma(n-\kappa+1)}\left(-\alpha y(\kappa-1)-0.37 y^{2}(\kappa-1)+0.81 x(\kappa-1) y(\kappa-1)+1.79\right),
\end{array}\right.
$$

where $x_{0}$ and $y_{0}$ are the initial states. According to the discrete equation (7), the proposed fractional system (1) has memory effects, which means that the iterated solutions $x$ and $y$ are determined by all the previous states. In the next section, some dynamic characteristics of the novel 2D-FoD system are analyzed numerically.

## 3. Bifurcations and LLEs

When plotting bifurcation diagrams, two sets of symmetrical initial states are considered. The bifurcation diagram is plotted in blue for the initial state $x_{0}=1.78, y_{0}=-0.79$ and in red for the initial states $x_{0}=-1.78, y_{0}=0.79$.
3.1. Bifurcation and LLEs versus the System's Parameter $\alpha$. Firstly, the bifurcation diagram of FoDs (1) is studied as $\alpha$ varies from 1.35109 to 1.9199 . Besides, the bifurcation diagrams and LLEs of the state variable $x(n)$ are also studied corresponding to two distinct fractional-order values of $\gamma$, as exhibited in Figures 1 and 2. It can be seen that the states of FoDs (1) change qualitatively with the variation of $\alpha$ and $\gamma$. In particular, the bifurcation diagram of FoDs (1) is illustrated in Figure 1(a), for $\gamma=0.9362$. When $\alpha$ increases from 1.35109 to 1.9199, the states of the system go, via period-doubling bifurcation, to chaotic motion. It is noteworthy that FoDs (1) exhibits chaotic behavior in larger intervals for the initial condition $x_{0}=1.78, y_{0}=-0.79$. As shown in Figure 2, when $\gamma$ is increased starting from 0.9362 up to 0.992 , FoDs (1) shows chaotic motion over most of the range (1.7387, 1.9136).
3.2. Bifurcation versus Fractional-Order $\gamma$. In order to highlight the effect of $\gamma$ on the dynamic behavior of FoDs (1), its bifurcation with respect to $\gamma$ too is considered. We fix the parameter $\alpha$ to be equal to 1.73 and change $\gamma$ within $[0,1]$. The bifurcation diagram and the LLE are illustrated in Figures 3(a) and 3(b), respectively. As one can see, the system has positive LE when $\gamma$ takes the smallest values, indicating that FoDs (1) is chaotic. Besides, when $\gamma \in[0.9362,0.9402] \bigcup] 0.9816,0.9834]$, FoDs (1) shows chaotic behavior. The phase diagrams are plotted in Figure 4
for different values of $\gamma$. From these diagrams, it is clear that as the value of $\gamma$ increases, different chaotic attractors are observed. Moreover, these figures indicate that the fractional order $\gamma$ is another bifurcation parameter.
3.3. Coexisting Chaotic Attractors. Herein, the dynamics of FoDs (1) are analyzed using the phase portraits, obtained by fixing the parameter $\alpha$ and by considering the two previous different sets of initial conditions. For $\gamma=0.992$, as shown in Figure 5(a), FoDs (1) highlights the coexistence of a hidden chaotic attractor corresponding to the two initial conditions $(1.78,-0.79)$. Similarly, when the order $\gamma$ is selected to be equal 0.9992 in FoDs (1), Figure 5(b) highlights the coexistence chaotic hidden attractors corresponding to the two initial conditions $(-1.78,0.79)$ and $(1.78,-0.79)$, respectively. Finally, when $\gamma$ is taken to be equal to 0.96 , the coexisting chaotic hidden attractors are plotted as in Figure 5(c). One might deduce that the dynamic behavior of the new FoDs given in (1) is complex and interesting, by virtue of the presence of different types of coexisting hidden chaotic attractors.

## 4. Test for Chaos and Approximate Entropy

In the following section, we present the influence of both fractional-order and initial-conditions on the dynamical behavior of the suggested discrete-time system by considering the $0-1$ test method. Then, we introduce the approximate entropy to further investigate the complexity of fractional-order discrete-time system (1).
4.1. Test for Chaos. To reflect the sensitivity of the FoDs, the $0-1$ test is considered. This test was proposed in [21] for fractionalorder systems to distinguish regular and chaotic dynamics. As opposed to the Lyapunov exponents method, the $0-1$ test is applied to known or unknown systems regarding the phase plane. Thus, it is able to identify the chaos in a series of data where the phase space reconstruction is not necessary. For model (1), this method works for the finite points $\left(y_{i}\right)_{i=1, \ldots, N}$ and is a suitable choice of $c \in(0,2 \pi)$. Using the approach in [21], one can define the two terms for $m=\overline{1, N}$ as


Figure 1: (a) Bifurcation diagrams of FoDs (1) vs. $\alpha$ when $\gamma=0.9362$; (b) LLE diagram according to (a).


Figure 2: (a) Bifurcation diagrams of FoDs (1) vs. $\alpha$ when $\gamma=0.992$; (b) LLE diagram according to (a).

$$
\begin{align*}
p_{m} & =\sum_{i=1}^{m} y_{i} \cos (i c),  \tag{8}\\
s_{m} & =\sum_{i=1}^{m} y_{i} \sin (i c)
\end{align*}
$$

Such terms are called the translation components. In order to study the boundedness or unboundedness of the functions $p_{m}$ and $s_{m}$, we calculate the time-averaged meansquare displacement, which can be defined as

$$
\begin{equation*}
M_{m}=\lim _{N \longrightarrow+\infty} \frac{1}{N} \sum_{j=1}^{N}\left(\left(p_{j+m}-p_{j}\right)^{2}+\left(s_{j+m}-s_{j}\right)^{2}\right) \tag{9}
\end{equation*}
$$

In practice $n \ll N$. Finally, we obtain the asymptotic growth rate $K$ via

$$
\begin{equation*}
K=\operatorname{median}\left(K_{c}\right) \tag{10}
\end{equation*}
$$

where $K_{c}=\lim _{m \longrightarrow \infty}\left(\log M_{m} / \log m\right)$.
On the other hand, the " $0-1$ test" has been developed in [22], such that the output $K$ of the test is obtained using


Figure 3: (a) Bifurcation diagram vs. $\gamma$, when $\alpha=1.73$; (b) LLE according to diagram (a).


Figure 4: Phase diagrams of fractional-order map (1) for different values of fractional order.
correlation to measure the growth rate of the mean-square displacement $D_{m}$ for better convergence property. Generally, $D_{m}$ is calculated as

$$
\begin{equation*}
D_{m}=M_{m}-V_{\mathrm{osc}}, \tag{11}
\end{equation*}
$$

where $V_{\text {osc }}$ is the oscillatory term:

$$
\begin{equation*}
V_{\mathrm{osc}}(c, n)=\left(\lim _{N \longrightarrow \infty} \frac{1}{N} \sum_{j=1}^{N} x(j)\right)^{2} \frac{1-\cos (m c)}{1-\cos (c)} \tag{12}
\end{equation*}
$$



FIGURE 5: The coexisting attractors of FoDs (1) with $\alpha=1.73$ and subject to the two initial conditions $(-1.78,0.79)$ and $(1.78,-0.79)$ for the red and the blue attractors, respectively: (a) $\gamma=0.9992$; (b) $\gamma=0.9362$; and (c) $\gamma=0.96$.

It is shown in [22] that the modified mean-square deplacement $D_{c}$ processes better convergence than $M_{c}$. Therefore, the output $K$ can now be performed as the covariance $\operatorname{cov}(x, y)=(1 / m) \sum_{i=1}^{m}(x(i)-\bar{x})(y(i)-\bar{y})$ and variation $\operatorname{var}(x)=\operatorname{cov}(x, x)$ of $m$ element as follows:

$$
\begin{equation*}
K_{c}=\frac{\operatorname{cov}(r, s)}{\sqrt{\operatorname{var}(r) \operatorname{var}(s)}} \in[1,1] \tag{13}
\end{equation*}
$$

where $r=\{1,2, \ldots, m\}$ and $s$ is the vector formed by the mean-square displacement $D_{m}$.

In both methods, fractional-order discrete-time system (1) is evaluated to be chaotic if the plot of $p$ and $s$ in the $p-s$ plane present Brownian-like trajectories and if $K$ approaches 1 , while it becomes regular as $K$ approaches 0 , and $p$ and $s$ display bounded-like trajectories. Figure 6, however, depicts the results of the test for different values of fractional order $\gamma$ in which $\left(x_{0}, y_{0}\right)=(-1.78,0.79)$. Based on this figure, one can observe that the output $K$ has appeared in a similar manner to the results of the maximum LE and bifurcation diagram, shown in Figure 3, which clearly confirms the abovementioned results.


Figure 6: Asymptotic growth rate $K$ vs. $\gamma$, when $\alpha=1.73$.


Figure 7: $0-1$ test of the FoDs (1) for $\alpha=1.73$ and subject to the initial conditions $(-1.78,0.79)$ and for different values of $\gamma$.

Next, the translations functions $p$ and $s$ of the $0-1$ test for different fractional-order values are plotted in Figure 7, and it fits well with the phase diagrams in Figure 4. In particular, Figure 7 depicts the Brownian-like trajectories for all the three fractionalorder values indicating that the suggested map is chaotic in this case. To further confirm the results, we choose to plot a 3D view of the asymptotic growth rate $K$ of the $0-1$ test when $1.3<\alpha \leq 1.9$ and by varying $\gamma$ from 0.92 to 1 (see Figure 8 ). It is clear that the dynamics of system (1) shift to small intervals of $\alpha$ as the fractional order $\gamma$ decreases and disappears as the fractional order and system parameter $\alpha$ values decrease.
4.2. Approximate Entropy. The approximate entropy (ApEn) [23] is the measurement of the degree of complexity of a series of data from a multidimensional perspective. This method estimates the regularity by assigning a nonnegative number, where higher values indicate higher complexity. By applying the technique in [23], we consider $\left(x_{i}\right)_{i=1, ., N}$ points that are obtained from discrete formula (4). The value of the approximate entropy depends on two important parameters, i.e., $m$ and $\tau$, where the input $\tau$ is the similar tolerance whereas $m$ is the embedding dimension. We reconstruct a subsequence of $x$ such that $\chi(i)=[x(i), \ldots, x(i+m-1)]$, where


Figure 8: Asymptotic growth rate of the $0-1$ test method of the fractional-order map (1) in three-dimensional space with the variation of system parameter $\alpha$ and fractional order $\gamma$.


Figure 9: The approximate entropy (ApEn) of FoDs (1) versus $\alpha$ for (a) $\$ \gamma=0.9362$ and (b) $\gamma=0.992$.
$m$ presents the points from $x(i)$ to $x(i+m-1)$. Let $K$ be the number of $\chi(i)$ such that the maximum absolute difference of two vectors $\chi(i)$ and $\chi(j)$ is lower or equal to the tolerance $\tau$.

The relative frequency of $\chi(i)$ is similar to $\chi(j)$, and it has the form $C_{i}^{m}(\tau)=K /(N-m+1)$. From $C_{i}^{m}$, we calculate the logarithm and then define the average for all $i$ as follows:


Figure 10: The approximate entropy (ApEn) of the fractional-order map (1) in three-dimensional space with the variation of system parameter $\alpha$ and fractional order $\gamma$.

$$
\begin{equation*}
\phi^{m}(r)=\frac{1}{N-m-1} \sum_{i=1}^{N-m+1} \log C_{i}^{m}(r) . \tag{14}
\end{equation*}
$$

Thus, the approximate entropy of order $m$ is set as

$$
\begin{equation*}
\operatorname{ApEn}=\phi^{m}(r)-\phi^{m+1}(r) \tag{15}
\end{equation*}
$$

Herein, the structural complexity of FoDs (1) is analysed via equation (15) by varying the control parameter $\alpha$ and the fractional order $\gamma$ as reported in Figures 9 and 10. In particular, the approximate entropy (ApEn) diagrams with two different initial conditions are plotted in Figure 9. It can be seen that the complexity of FoDs (1) strongly depends on the variations of $\gamma$ and $\alpha$. In particular, Figure 10 highlights that there are some combined values of $\alpha$ and $\gamma$ for which the approximate entropy ApEn is high, indicating that FoDs (1) is characterized by complex dynamic behaviors for both initial conditions. The results agree will with the bifurcation diagrams in Figures 1 and 2.

## 5. Conclusions

Referring to a fractional-order discrete-time system (FoDs) with "hidden attractors," this paper has introduced a new 2D system without equilibrium points. The system possesses the interesting property of being characterized by the coexistence of various kinds of chaotic attractors, for various fractional-order values. Bifurcation diagrams, computation of the Largest Lyapunov Exponents (LLEs), and phase plots have been reported to investigate the dynamics of the map, indicating the effectiveness of the approach developed herein
along with the 0-1 test. Finally, an entropy algorithm is used to measure the complexity of the proposed system.
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This paper is related to frame a mathematical analysis of impulsive fractional order differential equations (IFODEs) under nonlocal Caputo fractional boundary conditions (NCFBCs). By using fixed point theorems of Schaefer and Banach, we analyze the existence and uniqueness results for the considered problem. Furthermore, we utilize the theory of stability for presenting HyersUlam, generalized Hyers-Ulam, Hyers-Ulam-Rassias, and generalized Hyers-Ulam-Rassias stability results of the proposed scheme. Finally, some applications are offered to demonstrate the concept and results. The whole analysis is carried out by using Caputo fractional derivatives (CFDs).

## 1. Introduction

It has been observed that the focus of investigation has shifted from classical integer-order models to fractional-order models. It is because of the fact that many practical systems are excellently described by using fractional-order differential equations (FODEs) instead of classical differential equations. For basic theory and some important applications of fractionalorder derivatives, we refer the readers to see $[1-4]$ and the references therein. Many researchers are devoted to work in this area and made significant contribution in this regard; we refer the readers to the recent work in [5-10].

The study of implicit systems of FODEs with impulsive conditions is quite important as such systems appear in a variety of problems of applied nature, especially in biosciences, economics, engineering, etc. Such problems arise due to abrupt changes in the state of systems like earth quack, fluctuation of pendulum, etc. Here, we refer to some recent papers on impulsive problems [11-16]. The important class
of FODEs known as IFODEs has been given much devotion by researchers. One of the most important aspects is investigation of problems under boundary conditions. Such problems mostly occur in engineering. Boundary and initial conditions may be local or nonlocal and both are important, and increasingly many problems have been investigated under these conditions. Replacing the local conditions by nonlocal ones produces a significant effect. This is due to the fact that the measurement computed from a nonlocal condition is usually more precise than the only one measurement given by a local condition. Therefore, the area of nonlocal boundary value problems has also attracted enough attention. In the last two decades, the area of IFODEs has been investigated from various directions including qualitative theory of existence of solution/solutions, stability, and numerical analysis. Therefore, IFODEs have also been investigated under nonlocal boundary conditions. For instance, Gupta and Dabas [17] studied the existence and uniqueness results for a class of IFODEs with nonlocal boundary conditions.

$$
\begin{cases}{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w(t)+f\left(t, w(t), w^{\prime}(t)\right)=0, & \varrho \in(1,2], t \in[0,1],  \tag{1}\\ w(0)=0,{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w(1)=\delta_{0}^{c} \mathscr{D}_{t}^{\varrho} w(\rho), & 0<\xi<1,0<\rho \leq 1 .\end{cases}
$$

By employing the fixed point technique, the authors obtained the existence and uniqueness results.

This paper can be considered as generalization of the aforesaid work, in which we discuss existence, uniqueness, and various stability results for the following implicit IFODEs with three point NCFBCs of order $\varrho \in(1,2]$ :

$$
\left\{\begin{array}{l}
{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w(t)-f\left(t, w(t),{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w(t)\right)=0, \quad t \in[0, T],  \tag{2}\\
\Delta w\left(t_{q}\right)=\mathscr{J}_{q}\left(w\left(t_{q}^{-}\right)\right), \Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{v} w\left(t_{q}\right)\right)=\mathscr{J}_{q}\left(w\left(t_{q}^{-}\right)\right), \quad v \in(0,1], q=1,2, \ldots, \mathbf{r}, \\
w(0)=0,{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w(T)=\delta_{0}^{c} \mathscr{D}_{t}^{\xi} w(\rho), \quad 0<\delta<\xi<1,0<\rho<1 .
\end{array}\right.
$$

In the proposed problem, the notation ${ }_{0}^{c} \mathscr{D}_{t}^{0},{ }_{0}^{c} \mathscr{D}_{t}^{v}$, and ${ }_{0}^{c} \mathscr{D}_{t}^{\xi}$ represent Caputo fractional derivatives of orders $\varrho, \nu$, and $\xi$, respectively, where the points 0 and $t$ in the subscript of the differential operator $\mathscr{D}$ are actually the limits of the definite integral involved in the definition of CFD. The function $f:[0, T] \times \mathscr{R} \times \mathscr{R} \longrightarrow \mathscr{R}$ is continuous, where $\mathscr{R}$ is the set of real numbers. The impulsive functions $\mathscr{J}_{q}$ and $\mathscr{J}_{q}$ in $\mathrm{C}(R, R)$ are bounded. For the sequence $0=t^{0<t_{1}<\cdots<t_{\mathrm{r}}<t_{\mathrm{r}+1}=T}$, we have $\Delta w\left(t_{\mathrm{q}}\right)=w\left(t_{\mathrm{q}}^{+}\right)-w\left(t_{\mathrm{q}}^{-}\right)$and $\Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{v} w\left(t_{\mathrm{q}}\right)\right)=\left({ }_{0}^{c} \mathscr{D}_{t}^{v} w\left(t_{\mathrm{q}}^{+}\right)\right)-\left({ }_{0}^{c} \mathscr{D}_{t}^{v} w\left(t_{\mathrm{q}}^{-}\right)\right), w\left(t_{\mathrm{q}}^{+}\right)=\lim _{h \longrightarrow 0}$ $w\left(t_{\mathrm{q}}+h\right)$, and $w\left(t_{\mathrm{q}}^{-}\right)=\lim _{h \longrightarrow 0} w\left(t_{\mathrm{q}}-h\right)$ represents the right-hand and left-hand limits of $w(t)$ at $t=t_{\mathrm{q}}$, respectively, with $w\left(t_{\mathrm{q}}^{-}\right)=w\left(t_{\mathrm{q}}\right)$. The speciality of this proposed problem is that the nonlinear term depends not only on the unknown function but also on its fractional derivative compared with the available results in the literature. This type of study has rarely been discussed in the literature because of the complexity of fractional impulsive surfaces. The further organization of this manuscript is divided into four parts as follows: The second part of the paper demonstrates the preliminary portion in which we recall to readers the basics of used theory, notations, and definitions. The third part presents an existence result by employing Schaefer's fixed point theorem. The fourth section is introduced to analyze and study several stability results of the considered problem, and the last section is provided to illustrate the applications of the obtained results.

## 2. Preliminaries

We take $\mathcal{S}=[0, T], \mathcal{S}_{0}=\left[0, t_{1}\right]$, and $\mathcal{\delta}_{\mathrm{q}}=\left(t_{q}, t_{q+1}\right]$. We introduce the following space of piecewise continuous functions by

$$
\begin{align*}
\mathscr{B} & =P C(\mathcal{S}, \mathscr{R})=\{w: \mathcal{S} \longrightarrow \mathscr{R} \mid w \in C(\mathcal{S}), q \\
& \left.=1,2, \ldots, \mathbf{r}, w\left(t_{\mathrm{q}}^{+}\right), w\left(t_{\mathrm{q}}^{-}\right) \text {exist for } q=1,2, \ldots, \mathbf{r}\right\}, \tag{3}
\end{align*}
$$

where $\mathscr{B}$ is the Banach space corresponding to the norm $\|w\|_{\mathscr{B}}=\max _{t \in \mathcal{S}}|w(t)|$.

Definition 1 (see [18]). The fractional order integral of function $g \in L^{1}\left([a, b], \mathscr{R}^{+}\right)$of order $\varrho \in \mathscr{R}^{+}$is defined by

$$
\begin{equation*}
I_{a}^{\varrho} g(t)=\int_{a}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} g(\eta) \mathrm{d} \eta, \tag{4}
\end{equation*}
$$

where $\Gamma$ is the gamma function.

Definition 2 (see [18]). For a function $g$ given on interval $[a, b]$, the CFD of $g$ is defined by

$$
\begin{equation*}
{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} g(t)=\frac{1}{\Gamma(n-\varrho)} \int_{a}^{t}(t-\eta)^{n-\varrho-1} g^{(n)}(\eta) \mathrm{d} \eta \tag{5}
\end{equation*}
$$

where $n=[\varrho]+1$.
Let there exist constants $\beta>0$ and $\epsilon>0$ and a nondecreasing function $\Phi \in C(\mathcal{S}, \mathscr{R})$, such that the following inequalities exist for $q=1,2, \ldots, \mathbf{r}$ :

$$
\begin{align*}
& \left\{\begin{array}{l}
\left.\right|_{0} ^{c} \mathscr{D}_{t}^{e} h(t)-f\left(t, h(t),{ }_{0}^{c} \mathscr{D}_{t}^{e} h(t)\right) \mid \leq \epsilon, \quad t \in \mathcal{S}, \\
\left|\Delta h\left(t_{q}\right)-\mathscr{I}_{q}\left(h\left(t_{q}^{-}\right)\right)\right| \leq \epsilon, \\
\left|\Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{e} h\left(t_{q}\right)\right)-\mathscr{J}_{q}\left(h\left(t_{q}^{-}\right)\right)\right| \leq \epsilon,
\end{array}\right.  \tag{6}\\
& \left\{\begin{array}{l}
\left|{ }_{0}^{c} \mathscr{D}_{t}^{\rho} h(t)-f\left(t, h(t),{ }_{0}^{c} \mathscr{D}_{t}^{\rho} h(t)\right)\right| \leq \Phi(t), \quad t \in \mathcal{S}, \\
\left|\Delta h\left(t_{q}\right)-\mathscr{F}_{q}\left(h\left(t_{q}^{-}\right)\right)\right| \leq \beta, \\
\mid \Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{\rho}\left(h\left(t_{q}\right)\right)-\mathscr{J}_{q}\left(h\left(t_{q}^{-}\right)\right)\right) \leq \beta,
\end{array}\right.  \tag{7}\\
& \left\{\begin{array}{l}
\left\lvert\, \begin{array}{l}
{ }_{0}^{c} \mathscr{D}_{t}^{e} h(t)-f\left(t, h(t),{ }_{0}^{c} \mathscr{D}_{t}^{e} h(t)\right) \mid \leq \epsilon \Phi(t), \quad t \in \mathcal{S}, \\
\left|\Delta h\left(t_{q}\right)-\mathscr{J}_{q}\left(h\left(t_{q}^{-}\right)\right)\right| \leq \epsilon \beta, \\
\left|\Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{v} h\left(t_{q}\right)\right)-\mathscr{J}_{q}\left(h\left(t_{q}^{-}\right)\right)\right| \leq \epsilon \beta
\end{array}\right.
\end{array}\right. \tag{8}
\end{align*}
$$

Definition 3 (see [19]). If for $\epsilon>0$ there exists a constant $\mathscr{C}>0$ such that for any solution $h \in \mathscr{B}$ of inequality (6), there is a unique solution $w \in \mathscr{B}$ of problem (2) which satisfies

$$
\begin{equation*}
|h(t)-w(t)| \leq \mathscr{C} \epsilon, \quad t \in \mathcal{S} \tag{9}
\end{equation*}
$$

then problem (2) is called Hyers-Ulam stable.

Definition 4 (see [19]). If for $\epsilon>0$ and set of positive real numbers $\mathscr{R}^{+}$there exists $\psi \in C\left(\mathscr{R}^{+}, \mathscr{R}^{+}\right)$, such that for any solution $h \in \mathscr{B}$ of inequality (6), there is a unique solution $w \in \mathscr{B}$ of problem (2) which satisfies

$$
\begin{equation*}
|h(t)-w(t)| \leq \psi(\varepsilon), \quad t \in \mathcal{S}, \tag{10}
\end{equation*}
$$

then problem (2) is called generalized Hyers-Ulam stable.
Definition 5 (see [19]). If for $\epsilon>0$ there exists a real number $\mathscr{C}>0$, such that for any solution $h \in \mathscr{B}$ of inequality (8), there is a unique solution $w \in \mathscr{B}$ of problem (2) which satisfies

$$
\begin{equation*}
|h(t)-w(t)| \leq \mathscr{C} \varepsilon(\Phi(t)+\psi), \quad t \in \mathcal{S}, \tag{11}
\end{equation*}
$$

then problem (2) is called Hyers-Ulam-Rassias stable with respect to $(\Phi, \psi)$.

Definition 6 (see [19]). If there exists constant $\mathscr{C}>0$, such that for any solution $h \in \mathscr{B}$ of inequality (7), there is a unique solution $w \in \mathscr{B}$ of problem (2) which satisfies

$$
\begin{equation*}
|h(t)-w(t)| \leq \mathscr{C}(\Phi(t)+\psi), \quad t \in \mathcal{S} \tag{12}
\end{equation*}
$$

then problem (2) is called generalized Hyers-Ulam-Rassias stable with respect to $(\Phi, \psi)$.

Here, it is to be noted that Definitions 3-6 have been adopted from the paper [19].

Remark 1. The function $h \in \mathscr{B}$ is called a solution for inequality (6) if there exists a function $\phi \in \mathscr{B}$ together with a sequence $\phi_{q}$, where $q=1,2, \ldots, \mathbf{r}$ (which depends on $h$ ) such that
(i) $|\phi(t)| \leq \epsilon,\left|\phi_{\mathrm{q}}\right| \leq \epsilon, t \in \mathcal{S}, q=1,2, \ldots, \mathbf{r}$
(ii) ${ }_{0}^{c} \mathscr{D}_{t}^{\varrho} h(t)=f\left(t, h(t),{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} h(t)\right)+\phi(t), t \in \mathcal{S}, q=$ $1,2, \ldots, \mathbf{r}$
(iii) $\Delta h\left(t_{q}\right)=\mathscr{J}_{q}\left(h\left(t_{q}^{-}\right)\right)+\phi_{q} t \in \mathcal{S}, q=1,2, \ldots, \mathbf{r}$
(iv) $\Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{v} h\left(t_{q}\right)\right)=\mathscr{J}_{q}\left(h\left(t_{q}^{-}\right)\right)+\phi_{q}, t \in \mathcal{S}, q=1,2, \ldots, \mathbf{r}$

Remark 2. A function $h \in \mathscr{B}$ is a solution of inequality (8) if there exists a function $\phi \in \mathscr{B}$ and a sequence $\phi_{q}$, where $q=$ $1,2, \ldots, \mathbf{r}$ (which depends on $h$ ) such that
(i) $|\phi(t)| \leq \epsilon \theta(t),\left|\phi_{q}\right| \leq \epsilon \varphi, t \in \mathcal{S}, q=1,2, \ldots, \mathbf{r}$
(ii) ${ }_{0}^{c} \mathscr{D}_{t}^{e} h(t)=f\left(t, h(t),{ }_{0}^{c} \mathscr{D}_{t}^{e} h(t)\right)+\phi(t), t \in \mathcal{S}, q=$ $1,2, \ldots, \mathbf{r}$
(iii) $\Delta h\left(t_{\mathrm{q}}\right)=\mathscr{J}_{\mathrm{q}}\left(h\left(t_{\mathrm{q}}^{-}\right)\right)+\phi_{\mathrm{q}}, t \in \mathcal{S}, q=1,2, \ldots, \mathbf{r}$
(iv) $\Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{v} h\left(t_{q}\right)\right)=\mathscr{J}_{q}\left(h\left(t_{q}^{-}\right)\right)+\phi_{q}, t \in \mathcal{S}, q=1,2, \ldots, \mathbf{r}$

Lemma 1 (see [20]). For $\varrho>0$, the given result holds:

$$
\begin{equation*}
{ }_{0} I_{t}^{\mathrm{e}}\left({ }_{0^{c}}^{D_{t}^{\varrho}} g(t)\right)=g(t)-\sum_{i=0}^{n-1} c_{i} t^{i}, \quad \text { where } n=[\varrho]+1 . \tag{13}
\end{equation*}
$$

To investigate the nonlinear IFODE2, we first consider the associated linear problem and obtain its solution.

Lemma 2. Let $\varrho \in(1,2)$ and $\sigma:[0, T] \longrightarrow \mathscr{R}$ be continuous. A function $w(t)$ is a solution of the fractional integral equation:

$$
w(t)=\left\{\begin{array}{l}
\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta-t\left[\frac { \Gamma ( 2 - \xi ) } { ( \delta \rho ^ { 1 - \xi } - T ^ { 1 - \xi } ) } \left(\delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta\right.\right.  \tag{14}\\
\left.\left.-\int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta\right)+\sum_{i=1}^{\mathrm{q}}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-v}} \mathscr{J}_{i}\left(w\left(t_{i}^{-}\right)\right)\right)\right], \quad t \in\left[0, t_{1}\right], q=1,2, \ldots, \mathbf{r}, \\
\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta+\sum_{i=1}^{\mathrm{q}} \mathscr{J}_{i}\left(w\left(t_{i}^{-}\right)\right)-t\left[\frac { \Gamma ( 2 - \xi ) } { ( \delta \rho ^ { 1 - \xi } - T ^ { 1 - \xi } ) } \left(\delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta\right.\right. \\
\left.\left.-\int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta\right)+\sum_{i=1}^{\mathrm{q}}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-v}} \mathscr{J}_{i}\left(w\left(t_{i}^{-}\right)\right)\right)\right]+\sum_{i=1}^{\mathrm{q}}\left(t-t_{i}\right) \\
\cdot\left(\frac{\Gamma(2-\nu)}{\left.t_{i}^{1-\nu} \mathscr{F}_{i}\left(w\left(t_{i}^{-}\right)\right)\right), \quad t \in\left(t_{q}, t_{q+1}\right], q=1,2, \ldots, \mathbf{r},}\right.
\end{array}\right.
$$

if and only if $w(t)$ is a solution of the following BVP:

$$
\left\{\begin{array}{l}
{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w(t)-\sigma(t)=0, \quad \varrho \in(1,2],  \tag{15}\\
\Delta w\left(t_{q}\right)=\mathscr{F}_{q}\left(w\left(t_{q}^{-}\right)\right), \quad \Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{v} w\left(t_{q}\right)\right)=\mathscr{J}_{q}\left(w\left(t_{q}^{-}\right)\right), \quad \nu \in(0,1], q=1,2, \ldots, \mathbf{r}, \\
w(0)=0,{ }_{0}^{c} \mathscr{D}_{t}^{\xi} w(T)=\delta_{0}^{c} \mathscr{D}_{t}^{\xi} w(\rho), \quad 0<\delta<\xi<1 .
\end{array}\right.
$$

Proof. Let for $t \in\left[0, t_{1}\right), w(t)$ be the solution of (15), then by Lemma 1, we have

$$
\begin{equation*}
w(t)=\int_{0}^{t} \frac{(t-\eta)^{\varrho^{-1}}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta-c_{0}-c_{1} t \tag{16}
\end{equation*}
$$

Using the condition $w(0)=0$, we get

$$
\begin{equation*}
c_{0}=0 \tag{17}
\end{equation*}
$$

Substituting $c_{0}$ in (16), we get

$$
\begin{equation*}
w(t)=\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta-c_{1} t \tag{18}
\end{equation*}
$$

For $t \in\left(t_{1}, t_{2}\right]$, we get

$$
\begin{equation*}
w(t)=\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta-c_{2}-c_{3} t \tag{19}
\end{equation*}
$$

Applying the impulsive condition $\Delta w\left(t_{1}\right)=\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)$, we get

$$
\begin{align*}
\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right) & =-c_{2}-c_{3} t_{1}+c_{1} t_{1},  \tag{20}\\
-c_{2} & =\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)+c_{3} t_{1}-c_{1} t_{1} .
\end{align*}
$$

Substituting $c_{2}$ in (19), we get
$w(t)=\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta+\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)+c_{3} t_{1}-c_{1} t_{1}-c_{3} t$,
$w(t)=\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta+\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)-c_{1} t_{1}+c_{3}\left(t_{1}-t\right)$.

From equations (18) and (22), we get

$$
\begin{align*}
& { }_{0}^{c} \mathscr{D}_{t}^{v} w(t)=\frac{1}{\Gamma(\varrho-v)} \int_{0}^{t}(t-\eta)^{\varrho-v-1} \sigma(\eta) \mathrm{d} \eta-c_{3} \frac{t^{1-v}}{\Gamma(2-v)}, \\
& { }_{0}^{c} \mathscr{D}_{t}^{v} w(t)=\frac{1}{\Gamma(\varrho-v)} \int_{0}^{t}(t-\eta)^{\varrho-v-1} \sigma(\eta) \mathrm{d} \eta-c_{1} \frac{t^{1-v}}{\Gamma(2-v)} . \tag{23}
\end{align*}
$$

Now, using the impulsive condition $\Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{v} w\left(t_{1}\right)\right)=$ $\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)$, we get

$$
\begin{align*}
\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right) & =-c_{3} \frac{t_{1}^{1-v}}{\Gamma(2-v)}+c_{1} \frac{t_{1}^{1-v}}{\Gamma(2-v)} \\
c_{3} & =-\frac{\Gamma(2-v)}{t_{1}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)+c_{1} \tag{24}
\end{align*}
$$

Substituting $c_{3}$ in (22), we get

$$
\begin{align*}
w(t)= & \int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta+\mathscr{I}_{1}\left(w\left(t_{1}^{-}\right)\right)  \tag{25}\\
& +\left(t-t_{1}\right) \frac{\Gamma(2-v)}{t_{1}^{1-v}} \mathscr{g}_{1}\left(w\left(t_{1}^{-}\right)\right)-c_{1} t
\end{align*}
$$

For $t \in\left(t_{2}, t_{3}\right]$, we get

$$
\begin{equation*}
w(t)=\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta-c_{4}-c_{5} t \tag{26}
\end{equation*}
$$

Applying the impulsive condition $\Delta w\left(t_{2}\right)=\mathscr{F}_{2}\left(w\left(t_{2}^{-}\right)\right)$ in (26) and (25), we get

$$
\begin{align*}
\mathscr{J}_{2}\left(w\left(t_{2}^{-}\right)\right)= & -c_{4}-c_{5} t_{2}-\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right) \\
& -\left(t_{2}-t_{1}\right) \frac{\Gamma(2-v)}{t_{1}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)+c_{1} t_{2} \\
-c_{4}= & \mathscr{J}_{2}\left(w\left(t_{2}^{-}\right)\right)+c_{5} t_{2}+\mathscr{I}_{1}\left(w\left(t_{1}^{-}\right)\right)  \tag{27}\\
& +\left(t_{2}-t_{1}\right) \frac{\Gamma(2-v)}{t_{1}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)-c_{1} t_{2}
\end{align*}
$$

Substituting $c_{4}$ in (26), we get

$$
\begin{align*}
w(t)= & \int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta+\mathscr{I}_{2}\left(w\left(t_{2}^{-}\right)\right)+c_{5} t_{2}+\mathscr{I}_{1} \\
& \cdot\left(w\left(t_{1}^{-}\right)\right)+\left(t_{2}-t_{1}\right) \frac{\Gamma(2-v)}{t_{1}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)-c_{1} t_{2}-c_{5} t \tag{28}
\end{align*}
$$

By equations (25) and (28), we get

$$
\begin{align*}
{ }_{0}^{c} \mathscr{D}_{t}^{\nu} w(t)= & \frac{1}{\Gamma(\varrho-\nu)} \int_{0}^{t}(t-\eta)^{\varrho-\nu-1} \sigma(\eta) \mathrm{d} \eta-c_{5} \frac{t^{1-v}}{\Gamma(2-\nu)}, \\
{ }_{0}^{c} \mathscr{D}_{t}^{\nu} w(t)= & \frac{1}{\Gamma(\varrho-\nu)} \int_{0}^{t}(t-\eta)^{\varrho-\nu-1} \sigma(\eta) \mathrm{d} \eta \\
& +\left(\frac{\Gamma(2-\nu)}{t_{1}^{1-\nu}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)-c_{1}\right) \frac{t^{1-\nu}}{\Gamma(2-\nu)} . \tag{29}
\end{align*}
$$

Now, using the impulsive condition $\Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{v} w\left(t_{2}\right)\right)=$ $\mathscr{F}_{2}\left(w\left(t_{2}^{-}\right)\right)$, we get

$$
\begin{align*}
\mathscr{J}_{2}\left(w\left(t_{2}^{-}\right)\right) & =-c_{5} \frac{t_{2}^{1-v}}{\Gamma(2-v)}-\left(\frac{\Gamma(2-v)}{t_{1}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)-c_{1}\right) \frac{t_{2}^{1-v}}{\Gamma(2-v)} \\
c_{5} & =-\frac{\Gamma(2-v)}{t_{1}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)-\frac{\Gamma(2-v)}{t_{2}^{1-v}} \mathscr{J}_{2}\left(w\left(t_{2}^{-}\right)\right)+c_{1} \tag{30}
\end{align*}
$$

Substituting $c_{5}$ in (28), we get

$$
\begin{align*}
w(t)= & \int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta+\mathscr{I}_{1}\left(w\left(t_{1}^{-}\right)\right)+\mathscr{I}_{2}\left(w\left(t_{2}^{-}\right)\right) \\
& +\frac{\Gamma(2-v)}{t_{1}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\left(t-t_{1}\right) \\
& +\frac{\Gamma(2-v)}{t_{2}^{1-v}} \mathscr{J}_{2}\left(w\left(t_{2}^{-}\right)\right)\left(t-t_{2}\right)-c_{1} t \tag{31}
\end{align*}
$$

Similarly for $t \in \mathcal{S}_{\mathrm{q}}$, we get

$$
\begin{aligned}
w(t)= & \int_{0}^{t} \frac{(t-\eta)^{\varrho^{-1}}}{\Gamma(\varrho)} \sigma(\eta) \mathrm{d} \eta+\sum_{\mathrm{i}=1}^{\mathrm{q}} \mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)-c_{1} t \\
& +\sum_{\mathrm{i}=1}^{\mathrm{q}}\left(t-t_{1}\right)\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right),
\end{aligned}
$$

$$
\begin{align*}
{ }_{0}^{c} \mathscr{D}_{t}^{v} w(t)= & \int_{0}^{t} \frac{(t-\eta)^{\varrho^{-\xi-1}}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta-c_{1} \frac{t^{1-\xi}}{\Gamma(2-\xi)} \\
& +\left(\frac{t^{1-\xi}}{\Gamma(2-\xi)}\right) \sum_{\mathrm{i}=1}^{\mathrm{q}}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right) . \tag{32}
\end{align*}
$$

Using the boundary conditions, ${ }_{0}^{c} \mathscr{D}_{t}^{\xi} w(T)=\delta_{0}^{c} \mathscr{D}_{t}^{\xi} w(\rho)$, we get

$$
\begin{align*}
& { }_{0}^{c} \mathscr{D}_{t}^{\xi} w(T)=\int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta-c_{1} \frac{T^{1-\xi}}{\Gamma(2-\xi)}+\left(\frac{T^{1-\xi}}{\Gamma(2-\xi)}\right) \sum_{1=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right), \\
& \delta_{0}^{c} \mathscr{D}_{t}^{\xi} w(\rho)=\delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta-\delta c_{1} \frac{\rho^{1-\xi}}{\Gamma(2-\xi)}+\delta\left(\frac{\rho^{1-\xi}}{\Gamma(2-\xi)}\right) \sum_{1=1}^{\mathrm{q}}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right) \text {, } \\
& c_{1} \frac{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)}{\Gamma(2-\xi)}=\delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta+\delta\left(\frac{\rho^{1-\xi}}{\Gamma(2-\xi)}\right) \sum_{\mathrm{i}=1}^{\mathrm{q}}\left(\frac{\Gamma(2-\nu)}{\left.t_{i}^{1-\nu} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right), ~\left({ }^{-1}\right)}\right.  \tag{33}\\
& -\int_{0}^{T} \frac{(T-\eta)^{\varrho^{-}-\xi}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta-\left(\frac{T^{1-\xi}}{\Gamma(2-\xi)}\right) \sum_{\mathrm{i}=1}^{\mathrm{q}}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}} \mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right) \text {, } \\
& c_{1}=\frac{\Gamma(2-\xi)}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)}\left[\delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta-\int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \sigma(\eta) \mathrm{d} \eta\right]+\sum_{\mathrm{i}=1}^{\mathrm{q}}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}} \mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right) \text {. }
\end{align*}
$$

By substituting the value of $c_{1}$ and summarizing, we get the required result.

Conversely, assume that $u$ satisfies the impulsive fractional integral equation (8); then by direct computation, it can be seen that the solution given by (14) satisfies (15).

Corollary 1. In view of the Lemma 2, problem (2) has the following solution:

$$
w(t)=\left\{\begin{array}{l}
\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} f\left(\eta, w(\eta),{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w(\eta)\right) \mathrm{d} \eta-\mathscr{U}, \quad t \in\left[0, t_{1}\right]  \tag{34}\\
\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} f\left(\eta, w(\eta),{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w(\eta)\right) \mathrm{d} \eta+\sum_{1=1}^{\mathrm{q}} \mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)-\mathscr{U} \\
+\sum_{1=1}^{\mathrm{q}}\left(t-t_{1}\right)\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right), \quad t \in\left(t_{q}, t_{q+1}\right], q=1,2, \ldots, \mathbf{r}
\end{array}\right.
$$

where

$$
\begin{align*}
\mathscr{U}= & \frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho^{-\xi-1}}}{\Gamma(\varrho-\xi)} f\left(\eta, w(\eta),{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w(\eta)\right) \mathrm{d} \eta \\
& -\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} f\left(\eta, w(\eta),{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} w\right. \\
& \cdot(\eta)) \mathrm{d} \eta+t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\gamma}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right), \quad q=1,2, \ldots, \mathbf{r} . \tag{35}
\end{align*}
$$

## 3. Existence and Uniqueness Results

In this section, we shall prove our main results. For which, we assume the following assumptions:
$\left(H_{1}\right)$ Let there exist positive constants $L_{1}, L_{2}, L_{3}$, and $L_{4}$ such that for $t \in[0, T]$ and all $w_{1}, w_{2}, h_{1}$, $h_{2} \in \mathscr{R}$, the following inequalities hold:

$$
\begin{align*}
&\left|f\left(t, w_{1}(t), h_{1}(t)\right)-f\left(t, w_{2}(t), h_{2}(t)\right)\right| \leq L_{1}\left|w_{1}(t)-w_{2}(t)\right|+L_{2}\left|h_{1}(t)-h_{2}(t)\right|, \\
&\left|\mathscr{F}_{1}\left(w_{1}\right)\left(t_{1}^{-}\right)-\mathscr{J}_{1}\left(w_{2}\right)\left(t_{1}^{-}\right)\right| \leq L_{3}\left|w_{1}\left(t_{1}^{-}\right)-w_{2}\left(t_{1}^{-}\right)\right|,  \tag{36}\\
&\left|\mathscr{J}_{1}\left(w_{1}\right)\left(t_{1}^{-}\right)-\mathscr{J}_{1}\left(w_{2}\right)\left(t_{1}^{-}\right)\right| \leq L_{4}\left|w_{1}\left(t_{1}^{-}\right)-w_{2}\left(t_{1}^{-}\right)\right| .
\end{align*}
$$

$\left(H_{2}\right)$ Let the functions $a_{1}, a_{2}, a_{3} \in C\left([0, T], \mathscr{R}^{+}\right)$, which satisfy

$$
\begin{array}{r}
\left|f\left(t, w(t), \mathscr{Y}_{w}(t)\right)\right| \leq a_{1}(t)+a_{2}(t)|w|+a_{3}(t)\left|\mathscr{Y}_{w}(t)\right|, \\
\text { for } t \in \mathcal{S}, w \in \mathscr{B} . \tag{37}
\end{array}
$$

such that $a_{3}^{*}=\sup _{t \in[0, T]}\left|a_{3}(t)\right|<1$.
$\left(H_{3}\right)$ If $f, \mathscr{F}_{1}$, and $\mathrm{J}_{1}$ are continuous functions such that for all $w, h \in \mathscr{R}$, the following inequalities hold:

$$
\begin{gather*}
\left|\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right| \leq \mathrm{C}_{\mathscr{I}_{1}}|w|+M_{\mathscr{F}}, \mathrm{C}_{\mathscr{I}_{1}}, M_{\mathscr{F}}>0, \\
\left|\mathrm{~J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right| \leq \mathrm{C}_{J_{1}}|w|+M_{J}, \mathrm{C}_{J_{1}}, M_{J}>0 . \tag{38}
\end{gather*}
$$

$$
(\mathscr{N} w)(t)=\left\{\begin{array}{l}
\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \mathscr{Y}_{w}(\eta) \mathrm{d} \eta-\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \mathscr{Y}_{w}(\eta) \mathrm{d} \eta+\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \\
\int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \mathscr{Y}_{w}(\eta) \mathrm{d} \eta-t \sum_{\mathrm{i}=1}^{\mathrm{q}}\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right), \quad t \in\left[0, t_{1}\right], q=1,2, \ldots, \mathbf{r},  \tag{40}\\
\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \mathscr{Y}_{w}(\eta) \mathrm{d} \eta-\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \mathscr{Y}_{w}(\eta) \mathrm{d} \eta \\
+\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \mathscr{Y}_{w}(\eta) \mathrm{d} \eta-t \sum_{i=1}^{\mathrm{q}}\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right) \\
+\sum_{1=1}^{\mathrm{q}} \mathscr{I}_{1}\left(w\left(t_{1}^{-}\right)\right)+\sum_{1=1}^{\mathrm{q}}\left(t-t_{1}\right)\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}} \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right), \quad t \in\left(t_{q}, t_{q+1}\right], q=1,2, \ldots, \mathbf{r},
\end{array}\right.
$$

where $\quad \mathscr{Y}_{w}(t)=f\left(t, w(t),{ }_{0}^{c} \mathscr{D}_{t}^{\rho} w(t)\right)=f(t, w(t)$, $\left.\mathscr{Y}_{w}(t)\right)$. In (40), we see that all the terms of solution $w$ in the interval $\left[0, t_{1}\right]$ are contained in the solution $w$ in interval $\left(t_{q}, t_{q+1}\right]$; therefore, for simplicity purpose, we will study the solution in interval $\left(t_{q}, t_{q+1}\right]$ only. Now, we shall prove some theorems. Our first result is based on Schaefer's fixed theorem.

Theorem 1. If the assumptions $\left(H_{1}\right)-\left(H_{3}\right)$ are satisfied, then problem (2) has at least one solution.

Proof. We use Schaefer's fixed point theorem. The proof is given in the following four steps.

Step 1: to show that $\mathcal{N}$ is continuous, take a sequence $\left\{w_{n}\right\}$ such that $w_{n} \longrightarrow w \in \mathscr{B}$. Then, for $t \in \mathcal{S}$, we have

$$
\begin{align*}
\left|\mathcal{N}\left(w_{n}(t)\right)-\mathscr{N}(w(t))\right| \leq & \int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)}\left|\mathscr{Y}_{w_{n}}(\eta)-\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta \\
& +\frac{t \Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w_{n}}(\eta)-\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta \\
& +\frac{t \Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w_{n}}(\eta)-\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta  \tag{41}\\
& +t \sum_{1=1}^{q}\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}}\right)\left|\mathscr{F}_{1}\left(w_{n}\left(t_{1}^{-}\right)\right)-\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|+\sum_{\mathrm{i}=1}^{q}\left|\mathscr{J}_{1}\left(w_{n}\left(t_{1}^{-}\right)\right)-\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right| \\
& +\sum_{\mathrm{i}=1}^{q}\left|t-t_{1}\right| \frac{\Gamma(2-v)}{t_{i}^{1-v}} \\
& \times\left|\mathscr{\mathscr { F }}_{1}\left(w_{n}\left(t_{1}^{-}\right)\right)-\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|,
\end{align*}
$$

where $\mathscr{Y}_{w_{n}}(t)=f\left(t, w_{n}(t), \mathscr{Y}_{w_{n}}(t)\right)$ and $\mathscr{Y}(t)=f(t$, $\left.w(t), \mathscr{Y}_{w}(t)\right)$. Using $\left(H_{1}\right)$, we have

$$
\begin{align*}
\left|\mathscr{Y}_{w_{n}}(t)-\mathscr{Y}_{w}(t)\right|= & \mid f\left(t, w_{n}(t), \mathscr{Y}_{w_{n}}(t)\right)  \tag{43}\\
& -f\left(t, w(t), \mathscr{Y}_{w}(t)\right) \mid \\
\leq & L_{1}\left|w_{n}(t)-w(t)\right|  \tag{42}\\
& +L_{2}\left|\mathscr{Y}_{w_{n}}(t)-\mathscr{Y}_{w}(t)\right|,
\end{align*}
$$

$$
\begin{array}{r}
\left\|\mathscr{Y}_{w_{n}}-\mathscr{Y}_{w}\right\|_{\mathscr{B}} \leq \frac{L_{1}}{1-L_{2}}\left\|w_{n}-w\right\|_{\mathscr{B}} \\
\left|\mathscr{J}_{1}\left(w_{n}\right)\left(t_{1}^{-}\right)-\mathscr{J}_{1}(w)\left(t_{1}^{-}\right)\right| \leq L_{4}\left|w_{n}\left(t_{1}^{-}\right)-w\left(t_{1}^{-}\right)\right| .
\end{array}
$$

which implies

$$
\begin{gather*}
(t-\eta)^{\varrho-1}\left|\mathscr{Y}_{w_{n}}(t)-\mathscr{Y}_{w}(t)\right| \leq(t-\eta)^{\varrho-1}\left(\left|\mathscr{Y}_{w_{n}}(t)\right|+\left|\mathscr{Y}_{w}(t)\right|\right) \leq 2 b(t-\eta)^{\varrho-1} \\
(T-\eta)^{\varrho-\xi-1}\left|\mathscr{Y}_{w_{n}}(t)-\mathscr{Y}_{w}(t)\right| \leq(T-\eta)^{\varrho-\xi-1}\left(\left|\mathscr{Y}_{w_{n}}(t)\right|+\left|\mathscr{Y}_{w}(t)\right|\right) \leq 2 b(T-\eta)^{\varrho-\xi-1}  \tag{44}\\
(\rho-\eta)^{\varrho-\xi-1}\left|\mathscr{Y}_{w_{n}}(t)-\mathscr{Y}_{w}(t)\right| \leq(\rho-\eta)^{\varrho-\xi-1}\left(\left|\mathscr{Y}_{w_{n}}(t)\right|+\left|\mathscr{Y}_{w}(t)\right|\right) \leq 2 b(\rho-\eta)^{\varrho-\xi-1}
\end{gather*}
$$

The functions $\eta \longrightarrow 2 b(t-\eta)^{\varrho-1}, \eta \longrightarrow 2 b(T-\eta)^{\varrho-\xi-1}$, and $\eta \longrightarrow 2 b(\rho-\eta)^{\rho^{-\xi-1}}$ are integrable for $t \in \mathcal{S}$. Therefore, by the continuity of $f, \mathscr{F}$, and $\mathscr{F}$ and the Lebesgue dominated convergent theorem, we conclude from (41) that $\left|\mathcal{N}\left(w_{n}(t)\right)-\mathcal{N}(w(t))\right| \longrightarrow 0$ as $n \longrightarrow \infty$
which implies $\left\|\mathcal{N}\left(w_{n}\right)-\mathcal{N}(w)\right\|_{\mathscr{B}} \longrightarrow 0 n \longrightarrow \infty$. This proves the continuity of $\mathcal{N}$.
Step 2: in this step, we will show that for each $w \in \mathscr{W}_{\mathbf{b}}=$ $\{w \in \mathscr{B}:\|w\| \leq \mathbf{b}\},\|\mathcal{N} w\|_{\mathscr{B}} \leq \mathbb{K}$. For $t \in \mathcal{S}$, consider

$$
\begin{align*}
|\mathcal{N}(w(t))| \leq & \int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)}\left|\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\frac{t \Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta \\
& +\frac{t \Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-v}}\right)\left|\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|  \tag{45}\\
& +\sum_{\mathrm{i}=1}^{q}\left|\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|+\sum_{\mathrm{i}=1}^{q}\left|t-t_{1}\right| \frac{\Gamma(2-\nu)}{t_{i}^{1-v}}\left|\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right| .
\end{align*}
$$

Using $\left(H_{2}\right)$ and $a_{1}^{*}=\sup _{t \in \mathscr{X}} a_{1}(t), a_{2}^{*}=\sup _{t \in \mathscr{X}} a_{2}(t)$, and $a_{3}^{*}=\sup _{t \in X} a_{3}(t)<1$, we have

$$
\begin{align*}
\left|\mathscr{Y}_{w}(t)\right| & =\left|f\left(t, w(t), \mathscr{Y}_{w}(t)\right)\right|  \tag{46}\\
& \leq a_{1}(t)+a_{2}(t)|w(t)|+a_{3}(t)\left|\mathscr{Y}_{w}(t)\right| .
\end{align*}
$$

Taking the maximum value over the interval $\mathcal{S}$ and simplifying, we get

$$
\begin{equation*}
\left\|\mathscr{Y}_{w}\right\|_{\mathscr{B}} \leq \frac{a_{1}^{*}+a_{2}^{*} \mathbf{b}}{1-a_{3}^{*}}=: \mathbb{K}_{1} \tag{47}
\end{equation*}
$$

Using this result, (45) implies

$$
\begin{align*}
|\mathcal{N}(w(t))| \leq & \mathbb{K}_{1} \int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \mathrm{d} \eta+\frac{t \Gamma(2-\xi) \mathbb{K}_{1}}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \mathrm{d} \eta \\
& +\frac{t \Gamma(2-\xi) \mathbb{K}_{1}}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \mathrm{d} \eta+t \sum_{1=1}^{q}\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}}\right)\left(\mathrm{C}_{J_{1}}|w|+M_{J}\right)  \tag{48}\\
& +\sum_{1=1}^{q}\left(\mathrm{C}_{\mathscr{J}_{1}}|w|+M_{\mathscr{F}}\right)+\sum_{1=1}^{q}\left|t-t_{1}\right| \frac{\Gamma(2-v)}{t_{i}^{1-v}}\left(\mathrm{C}_{J_{1}}|w|+M_{J}\right)
\end{align*}
$$

Further simplification implies

$$
\begin{aligned}
\|\mathscr{N} w\|_{\mathscr{B}} \leq & \mathbb{K}_{1}\left(\frac{T^{\varrho}}{\Gamma(\varrho+1)}+\frac{\delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)}\right) \\
& +2 q T \Gamma(2-\nu)\left(\mathrm{C}_{J_{i}} \mathbf{b}+M_{\mathrm{J}}\right)+\mathrm{q}\left(\mathrm{C}_{\mathscr{F}_{i}} \mathbf{b}+M_{\mathscr{F}}\right)=: \mathbb{K} .
\end{aligned}
$$

This shows that the operator $\mathcal{N}$ maps bounded sets into bounded sets.
Step 3: in this step, we will show that $\mathcal{N}$ is equicontinuous. Let $w \in \mathscr{W} \subseteq \mathscr{B}$ and $t_{1}, t_{2} \in \mathcal{S}$ such that $t_{1}<t_{2}$ and consider

$$
\begin{align*}
\left|\mathcal{N}\left(w\left(t_{2}\right)\right)-\mathcal{N}\left(w\left(t_{1}\right)\right)\right| \leq & \int_{t_{1}}^{t_{2}} \frac{\left(t_{2}-\eta\right)^{\varrho^{-1}}}{\Gamma(\varrho)}\left|\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\left(t_{2}-t_{1}\right) \frac{\Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{e^{-\xi}-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta \\
& +\left(t_{2}-t_{1}\right) \frac{\Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \int_{0}^{T} \frac{(T-\eta)^{-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\left(t_{2}-t_{1}\right) \sum_{0<t_{1}<t_{2}-t_{1}}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}}\right)\left|\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right| \\
& +\sum_{0<t_{1}<t_{2}-t_{1}}\left|\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|+\sum_{0<t_{1}<t_{2}-t_{1}}\left(t_{2}-t_{1}\right) \frac{\Gamma(2-\nu)}{t_{i}^{1-\gamma}}\left|\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right| . \tag{50}
\end{align*}
$$

Using assumptions $\left(H_{2}\right)$ and $\left(H_{3}\right)$, we obtain

$$
\begin{align*}
\left|\mathcal{N}\left(w\left(t_{2}\right)\right)-\mathcal{N}\left(w\left(t_{1}\right)\right)\right| \leq & \mathbb{K}_{1} \frac{\left(t_{2}-t_{1}\right)^{\varrho}}{\Gamma(\varrho+1)}+\left(t_{2}-t_{1}\right) \mathbb{K}_{1} \frac{\Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \frac{(\rho)^{\varrho-\xi}}{\Gamma(\varrho-\xi+1)} \\
& +\left(t_{2}-t_{1}\right) \mathbb{K}_{1} \frac{\Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \frac{(T)^{\varrho-\xi}}{\Gamma(\varrho-\xi+1)}+2\left(t_{2}-t_{1}\right) q \Gamma(2-\nu)\left(\mathrm{C}_{J_{\mathrm{i}}} \mathbf{b}+M_{J}\right)  \tag{51}\\
& +\left(t_{2}-t_{1}\right) q \Gamma(2-\nu)\left(\mathrm{C}_{\mathscr{F}_{i}} \mathbf{b}+M_{\mathcal{I}}\right)
\end{align*}
$$

We see that as $t_{1} \longrightarrow t_{2}$, the right-hand side of inequality (51) tends to zero that is $\mid \mathcal{N}\left(w\left(t_{2}\right)\right)-\mathcal{N}(w$ $\left.\left(t_{1}\right)\right) \mid \longrightarrow 0$ as $t_{1} \longrightarrow t_{2}$. Hence, by the Ascoli - Arzela theorem $\mathscr{N}: \mathscr{B} \longrightarrow \mathscr{B}$ is completely continuous.

Step 4: to complete the proof, it remains to show that the set $\mathscr{E}=\{w \in: w=\zeta \mathscr{N} w$, for $0<\zeta<1\}$ is bounded. Let $w \in \mathscr{E}$, then for any $t \in \mathcal{S}$, we have

$$
\begin{align*}
|\mathcal{N}(w(t))| \leq & \zeta \int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)}\left|\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\frac{\zeta t \Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta \\
& +\frac{\zeta t \Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\zeta t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}}\right)\left|\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|  \tag{52}\\
& +\zeta \sum_{\mathrm{i}=1}^{q}\left|\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|+\zeta \sum_{\mathrm{i}=1}^{q}\left|t-t_{1}\right| \frac{\Gamma(2-v)}{t_{i}^{1-v}}\left|\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|
\end{align*}
$$

Using $0<\zeta<1$ and (47) and (49), from (52), we get the following result:

$$
\begin{align*}
\|\mathcal{N} w\|_{\mathscr{B}} \leq & \zeta\left[\mathbb{K}_{1}\left(\frac{T^{\varrho}}{\Gamma(\varrho+1)}+\frac{\delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)}\right)\right. \\
& \left.+2 q T \Gamma(2-v)\left(\mathrm{C}_{J_{i}} \mathbf{b}+M_{\mathrm{J}}\right)+q\left(\mathrm{C}_{\mathscr{F}_{i}} \mathbf{b}+M_{\mathscr{F}}\right)\right]=: \zeta \mathbb{K} \leq \mathbb{K} . \tag{53}
\end{align*}
$$

This shows that the set $\mathscr{E}$ is bounded. Therefore, by Schaefer's fixed point theorem, problem (2) has at least one solution.
The following and our second result is based on the Banach fixed point theorem.

Theorem 2. If the assumptions $\left(H_{1}\right)-\left(H_{3}\right)$ and the inequality

$$
\begin{align*}
& \frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)}+\frac{L_{1} \delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)} \\
& \quad+q\left(L_{3}+2 L_{4} T \Gamma(2-\xi)\right)<1, \tag{54}
\end{align*}
$$

are satisfied, then (2) has an unique solution.

Proof. To show that the operator $\mathcal{N}$ as defined above has a unique fixed point, we consider $w_{1}, w_{2} \in \mathscr{B}$.

For $\left.t \in t_{\mathrm{q}}, t_{\mathrm{q}+1}\right]$, we have

$$
\begin{align*}
\left|\mathcal{N}\left(w_{1}(t)\right)-\mathcal{N}\left(w_{2}(t)\right)\right| \leq & \int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)}\left|\mathscr{Y}_{w_{1}}(\eta)-\mathscr{Y}_{w_{2}}(\eta)\right| \mathrm{d} \eta+\frac{t \Gamma(2-\xi)}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \\
& \cdot \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho^{-\xi-1}}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w_{1}}(\eta)-\mathscr{Y}_{w_{2}}(\eta)\right| \mathrm{d} \eta+\frac{t \Gamma(2-\xi)}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \int_{0}^{T} \frac{(T-\eta)^{\varrho^{-\xi}-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{w_{1}}(\eta)-\mathscr{Y}_{w_{2}}(\eta)\right| \mathrm{d} \eta \\
& +t \sum_{\mathrm{l}=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{1}^{1-\nu}}\right)\left|\mathscr{F}_{1}\left(w_{1}\left(t_{1}^{-}\right)\right)-\mathscr{\mathscr { F }}_{1}\left(w_{2}\left(t_{1}^{-}\right)\right)\right|+\sum_{\mathrm{l}=1}^{q}\left|\mathscr{F}_{1}\left(w_{1}\left(t_{1}^{-}\right)\right)-\mathscr{F}_{1}\left(w_{2}\left(t_{1}^{-}\right)\right)\right|+\sum_{\mathrm{l}=1}^{q}\left|t-t_{1}\right| \frac{\Gamma(2-\nu)}{t_{1}^{1-\nu}} \\
& \times\left|\mathscr{\mathscr { F }}_{1}\left(w_{1}\left(t_{1}^{-}\right)\right)-\mathscr{\mathscr { F }}_{1}\left(w_{2}\left(t_{1}^{-}\right)\right)\right|, \tag{55}
\end{align*}
$$

where $\mathscr{Y}_{w_{1}}(t)=f\left(t, w_{1}(t), \mathscr{Y}_{w_{1}}\right)$ and $\mathscr{Y}_{w_{2}}(\eta)=f\left(t, w_{2}\right.$

$$
\begin{equation*}
\left\|\mathscr{Y}_{w_{1}}-\mathscr{Y}_{w_{2}}\right\|_{\mathscr{B}} \leq \frac{L_{1}}{1-L_{2}}\left\|w_{1}-w_{2}\right\|_{\mathscr{B}} \tag{57}
\end{equation*}
$$ $\left.(t), \mathscr{Y}_{w_{2}}\right)$. Using $\left(H_{1}\right)$, we have

$$
\begin{align*}
\left|\mathscr{Y}_{w_{1}}(t)-\mathscr{Y}_{w_{2}}(t)\right| & =\left|f\left(t, w_{1}(t), \mathscr{Y}_{w_{1}}(t)\right)-f\left(t, w_{2}(t), \mathscr{Y}_{w_{2}}(t)\right)\right| \\
& \leq L_{1}\left|w_{1}(t)-w_{2}(t)\right|+L_{2}\left|\mathscr{Y}_{w_{1}}(t)-\mathscr{Y}_{w_{2}}(t)\right|, \tag{56}
\end{align*}
$$

which implies

$$
\begin{align*}
\left|\mathcal{N}\left(w_{1}\right)(t)-\mathcal{N}\left(w_{2}\right)(t)\right| \leq & \frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)} \max _{t \in\left(t_{q} t_{q+1}\right]}\left|w_{1}(t)-w_{2}(t)\right|+\frac{\Gamma(2-\xi) \rho^{\varrho-\xi}}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)} \\
& \cdot \max _{t \in\left(t_{q} t_{q+1}\right]}(\delta t)\left|w_{1}(t)-w_{2}(t)\right|+\frac{L_{1} \Gamma(2-\xi) T^{Q^{-\xi}}}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)} \max _{t \in\left(t_{q} t_{q+1}\right]} t\left|w_{1}(t)-w_{2}(t)\right| \\
& +\max _{t \in\left(t_{q}, t_{q+1}\right]} \frac{q t \Gamma(2-\xi) L_{4}}{t_{q}^{1-\nu}}\left|w_{1}(t)-w_{2}(t)\right|+\max _{t \in\left(t_{q}, t_{q+1}\right]} q L_{3}\left|w_{1}\left(t_{1}\right)-w_{2}\left(t_{1}\right)\right| \\
& \left.+\max _{t \in\left(t_{q} q_{q+1}\right.}\right]\left|t-t_{1}\right| \frac{\Gamma(2-\xi)}{t_{1}^{1-\nu}} L_{4}\left|w_{1}\left(t_{1}\right)-w_{2}\left(t_{1}\right)\right|, q=1,2, \ldots, \mathbf{r} . \tag{58}
\end{align*}
$$

By further simplification, we obtain the following inequality:

$$
\begin{align*}
\left\|\mathscr{N}\left(w_{1}\right)-\mathcal{N}\left(w_{2}\right)\right\|_{\mathscr{B}} \leq & {\left[\frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)}+\frac{L_{1} \delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)}+q\left(L_{3}+2 L_{4} T \Gamma(2-\xi)\right)\right]\left\|w_{1}-w_{2}\right\|_{\mathscr{B}}, }  \tag{59}\\
& \frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)}+\frac{L_{1} \delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)}+q\left(L_{3}+2 L_{4} T \Gamma(2-\xi)\right)<1 .
\end{align*}
$$

Therefore, by Banach contraction theorem, problem (2) has a unique fixed point.

## 4. Stability Analysis

In this section, we study Hyers-Ulam stability of problem (2).
Theorem 3. If assumptions $\left(H_{1}\right)-\left(H_{3}\right)$ and the inequality

$$
\begin{aligned}
& \frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)}+\frac{L_{1} \delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)} \\
& \quad+q\left(L_{3}+2 L_{4} T \Gamma(2-\xi)\right)<1,
\end{aligned}
$$

Proof. Let $h$ be any solution of inequality (6), then by Remark 1, we have

$$
\left\{\begin{array}{l}
{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} h(t)=f\left(t, h(t),{ }_{0}^{c} \mathscr{D}_{t}^{\varrho} h(t)\right)+\phi(t), \quad \varrho \in(1,2],  \tag{61}\\
\Delta h\left(t_{q}\right)=\mathscr{J}_{q}\left(h\left(t_{q}^{-}\right)\right)+\phi_{q}, \\
\Delta\left({ }_{0}^{c} \mathscr{D}_{t}^{v} h\left(t_{q}\right)\right)=\mathscr{J}_{q}\left(h\left(t_{q}^{-}\right)\right)+\phi_{q}, \quad v \in(0,1], q=1,2, \ldots, \mathbf{r} \\
h(0)=0,{ }_{0}^{c} \mathscr{D}_{t}^{\xi} h(T)=\delta_{0}^{c} \mathscr{D}_{t}^{\xi} h(\rho)+\phi_{q}, \quad 0<\delta<\xi<1,0<\rho<1, q=1,2, \ldots, \mathbf{r} .
\end{array}\right.
$$

In light of Corollary 1, the solution problem (61) is given by

$$
\begin{align*}
& \iint_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \mathscr{Y}_{h}(\eta) \mathrm{d} \eta+\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \phi(\eta) \mathrm{d} \eta-\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \mathscr{Y}_{h}(\eta) \mathrm{d} \eta \\
& -\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \phi(\eta) \mathrm{d} \eta+\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \mathscr{y}_{h}(\eta) \mathrm{d} \eta \\
& +\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \phi(\eta) \mathrm{d} \eta-t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-v}} \mathscr{J}_{1}\left(h\left(t_{1}^{-}\right)\right)\right)-t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}} \phi_{\mathrm{q}}\right), \quad t \in\left[0, t_{1}\right], q=1,2, \ldots, \mathbf{r}, \\
& h(t)=\left\{\begin{array}{l}
\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \mathscr{Y}_{h}(\eta) \mathrm{d} \eta+\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)} \phi(\eta) \mathrm{d} \eta-\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi}-1}{\Gamma(\varrho-\xi)} \mathscr{Y}_{h}(\eta) \\
-\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \phi(\eta) \mathrm{d} \eta+\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)} \mathscr{Y}_{h}(\eta) \mathrm{d} \eta
\end{array}\right. \\
& +\frac{\Gamma(2-\xi) t}{\left(\delta \rho^{1-\xi}-T^{1-\xi}\right)} \int_{0}^{T} \frac{(T-\eta)^{\varrho^{-}-\xi-1}}{\Gamma(\varrho-\xi)} \phi(\eta) \mathrm{d} \eta-t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-v}} \mathscr{J}_{1}\left(h\left(t_{1}^{-}\right)\right)\right)-t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-\nu)}{\left.t_{i}^{1-v} \phi_{q}\right)}\right. \\
& +\sum_{\mathrm{i}=1}^{q} \mathscr{\mathscr { F }}\left(h\left(t_{1}^{-}\right)\right)_{1}+\sum_{\mathrm{i}=1}^{q} \phi_{q}+\sum_{\mathrm{i}=1}^{q}\left(t-t_{1}\right)\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}} \mathscr{J}_{1}\left(h\left(t_{1}^{-}\right)\right)\right)+\sum_{\mathrm{i}=1}^{q}\left(t-t_{1}\right)\left(\frac{\Gamma(2-v)}{t_{i}^{1-v}} \phi_{q}\right), \quad t \in\left(t_{q}, t_{q+1}\right], q=1,2, \ldots, \mathbf{r}, \tag{62}
\end{align*}
$$

where $\mathscr{Y}_{h}(t)=f\left(t, h(t), \mathscr{Y}_{h}(t)\right)$. Now if $w$ is a unique solution of problem (2), then for $t \in \mathcal{S}$, consider

$$
\begin{align*}
|h(t)-w(t)| \leq & \int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)}\left|\mathscr{Y}_{h}(\eta)-\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\int_{0}^{t} \frac{(t-\eta)^{\varrho-1}}{\Gamma(\varrho)}|\phi(\eta)| \mathrm{d} \eta+\frac{\Gamma(2-\xi) t}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \\
& \cdot \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{h}(\eta)-\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\frac{\Gamma(2-\xi) t}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}|\phi(\eta)| \mathrm{d} \eta+\frac{\Gamma(2-\xi) t}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \\
& \cdot \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{h}(\eta)-\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}|\phi(\eta)| \mathrm{d} \eta \\
& +t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{1}^{1-\nu}}\left|\mathscr{F}_{1}\left(h\left(t_{1}^{-}\right)\right)-\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|\right)+t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-v)}{t_{1}^{1-v}}\left|\phi_{q}\right|\right)+\sum_{\mathrm{i}=1}^{q}\left|\mathscr{F}_{1}\left(h\left(t_{1}^{-}\right)\right)-\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|+\sum_{\mathrm{i}=1}^{q}\left|\phi_{q}\right| \\
& +\sum_{\mathrm{i}=1}^{q}\left(t-t_{1}\right)\left(\frac{\Gamma(2-\nu)}{t_{1}^{1-\nu}}\left|\mathscr{J}_{1}\left(h\left(t_{1}^{-}\right)\right)-\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|\right)+\sum_{\mathrm{i}=1}^{q}\left(t-t_{1}\right)\left(\frac{\Gamma(2-\nu)}{t_{1}^{1-\nu}}\left|\phi_{q}\right|\right), \quad t \in\left(t_{q}, t_{q+1}\right], q=1,2, \ldots, \mathbf{r}, \tag{63}
\end{align*}
$$

where $\mathscr{Y}_{w}(t)=f\left(t, w(t), \mathscr{Y}_{w}(t)\right)$. By using assumption $\left(H_{1}\right)-\left(H_{3}\right)$, Remark 1, we have from (63)

$$
\begin{align*}
\|h-w\|_{\mathscr{B}} \leq & {\left[\frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)}+\frac{L_{1} \delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)}+q\left(L_{3}+2 L_{4} T \Gamma(2-\xi)\right)\right]\|h-w\|_{\mathscr{B}} } \\
& +\left[\frac{T^{\varrho}}{\Gamma(\varrho+1)}+\frac{\delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)}+q+2 q T \Gamma(2-\xi)\right] \epsilon . \tag{64}
\end{align*}
$$

Let

$$
\begin{align*}
& \mathscr{E}_{1}=\frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)}+\frac{L_{1} \delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)}+q\left(L_{3}+2 L_{4} T \Gamma(2-\xi)\right), \\
& \mathscr{E}_{2}=\frac{T^{\varrho}}{\Gamma(\varrho+1)}+\frac{\delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)}+q+2 q T \Gamma(2-\xi), \tag{65}
\end{align*}
$$

then

$$
\begin{equation*}
\|h-w\|_{\mathscr{B}} \leq \frac{\mathscr{E}_{2}}{1-\mathscr{E}_{1}} \epsilon=\mathscr{C} \epsilon \tag{66}
\end{equation*}
$$

where $\mathscr{C}=\mathscr{E}_{2} / 1-\mathscr{E}_{1} ; \mathscr{E}_{1}<1$. This shows that problem (2) is Hyers-Ulam stable. Moreover, by setting $\psi(\epsilon)=\mathscr{C} \epsilon$ and $\psi(0)=0$, then the solution of problem (2) is generalized Hyers-Ulam stable.

Theorem 4. If assumptions $\left(H_{1}\right)-\left(H_{4}\right)$ and the inequality are satisfied, then problem (2) is Hyers-Ulam-Rassias stable. $\mathscr{E}_{1}=\frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)}+\frac{L_{1} \delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)}$ Proof. From the proof of Theorem 3, we can write $+q\left(L_{3}+2 L_{4} T \Gamma(2-\xi)\right)<1$,

$$
\begin{align*}
&|h(t)-w(t)| \leq \int_{0}^{t} \frac{(t-\eta)^{\varrho^{-1}}}{\Gamma(\varrho)}\left|\mathscr{Y}_{h}(\eta)-\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\int_{0}^{t} \frac{(t-\eta)^{\mathrm{e}-1}}{\Gamma(\varrho)}|\phi(\eta)| \mathrm{d} \eta \\
&+\frac{\Gamma(2-\xi) t}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{h}(\eta)-\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\frac{\Gamma(2-\xi) t}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{\rho} \frac{(\rho-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}|\phi(\eta)| \mathrm{d} \eta \\
&+\frac{\Gamma(2-\xi) t}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}\left|\mathscr{Y}_{h}(\eta)-\mathscr{Y}_{w}(\eta)\right| \mathrm{d} \eta+\frac{\Gamma(2-\xi) t}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|} \delta \int_{0}^{T} \frac{(T-\eta)^{\varrho-\xi-1}}{\Gamma(\varrho-\xi)}|\phi(\eta)| \mathrm{d} \eta  \tag{68}\\
&+t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}}\left|\mathscr{J}_{1}\left(h\left(t_{1}^{-}\right)\right)-\mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|\right)+t \sum_{\mathrm{i}=1}^{q}\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}}\left|\phi_{q}\right|\right)+\sum_{\mathrm{i}=1}^{q}\left|\mathscr{F}_{1}\left(h\left(t_{1}^{-}\right)\right)-\mathscr{F}_{1}\left(w\left(t_{1}^{-}\right)\right)\right| \\
&+\sum_{\mathrm{i}=1}^{q}\left|\phi_{q}\right|+\sum_{\mathrm{i}=1}^{q}\left(t-t_{1}\right)\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}}\left|\mathscr{F}_{1}\left(h\left(t_{1}^{-}\right)\right)-\mathscr{\mathscr { F }}_{1}\left(w\left(t_{1}^{-}\right)\right)\right|\right)+\sum_{\mathrm{i}=1}^{q}\left(t-t_{1}\right)\left(\frac{\Gamma(2-\nu)}{t_{i}^{1-\nu}}\left|\phi_{q}\right|\right), \\
& \quad t \in\left(t_{q}, t_{q+1}\right], q=1,2, \ldots, \mathbf{r} .
\end{align*}
$$

By using assumption $\left(H_{1}\right)-\left(H_{4}\right)$, Remark 2, we have from (68)

$$
\begin{align*}
\|h-w\|_{\mathscr{B}} \leq & \mathscr{E}_{1}\|h-w\|_{\mathscr{B}}+\epsilon\left(\beta+\frac{\delta T \beta \Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|}+\frac{T \beta \Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|}\right) \theta(t) \\
& +\epsilon(q+2 q T \Gamma(2-\nu)) \varphi \leq \mathscr{E}_{1}\|h-w\|_{\mathscr{B}}+\mathscr{E}_{3}(\theta(t)+\varphi) \epsilon \tag{69}
\end{align*}
$$

which implies that

$$
\begin{align*}
\|h-w\|_{\mathscr{B}} & \leq \frac{\epsilon \mathscr{E}_{3}(\theta(t)+\varphi)}{1-\mathscr{E}_{1}}  \tag{70}\\
\|h-w\|_{\mathscr{B}} & \leq \mathscr{C} \epsilon(\theta(t)+\varphi)
\end{align*}
$$

where

$$
\begin{align*}
& \mathscr{E}_{1}=\frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)}+\frac{L_{1} \delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{0-\xi}\right)+q\left(L_{3}+2 L_{4} T \Gamma(2-\xi)\right)<1}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)},  \tag{71}\\
& \mathscr{C}_{3}=\frac{\beta\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|+\delta T \beta \Gamma(2-\xi)+T \beta \Gamma(2-\xi)}{\left|\delta \rho^{1-\xi}-T^{1-\xi}\right|}+(q+2 q T \Gamma(2-\nu)) .
\end{align*}
$$

Therefore, problem (2) is Hyers-Ulam-Rassias stable.

## Example 1

## 5. Example

Consider the following implicit fractional system with given impulsive conditions.

$$
\left\{\begin{array}{l}
{ }_{0}^{c} \mathscr{D}_{t}^{3 / 2} w(t)=\frac{|w(t)|}{26(t+1 / 2)(1+|w(t)|)}+\frac{\sin \left|{ }_{0}^{c} \mathscr{D}_{t}^{3 / 2} w(t)\right|}{26+t^{3}}, \quad t \in \mathcal{S}=[0,1], t \neq t_{1}, q=\mathbf{r}=1,  \tag{72}\\
w(0)=0, \\
{ }_{0}^{c} \mathscr{D}_{t}^{1 / 2} w(1)=\frac{1}{4}\left(\frac{12+|w(\rho)|+\left|{ }_{0}^{c} \mathscr{D}_{t}^{1 / 2} w(\rho)\right|}{72 e^{\rho+3}\left(1+|w(\rho)|+\left|{ }_{0}^{c} \mathscr{D}_{t}^{1 / 2} w(\rho)\right|\right)}\right)_{\rho=1 / 5}, \\
\Delta w\left(t_{1}\right)=\frac{\left|w\left(t_{1}^{-}\right)\right|}{40+\left|w\left(t_{1}^{-}\right)\right|}, \\
\Delta_{0}^{c} \mathscr{D}_{t}^{1 / 2} w\left(t_{1}\right)=\frac{\left|w\left(t_{1}^{-}\right)\right|}{32+\left|w\left(t_{1}^{-}\right)\right|}
\end{array}\right.
$$

Obviously, the given function $f$ is continuous. We see $\varrho=5 / 4, \quad \xi=v=1 / 2, \quad T=1, \quad \delta=1 / 4$, and $\rho=1 / 5$. For $w_{1}, w_{2} \in \mathscr{B}$ and $\mathscr{Y}_{w_{1}}, \mathscr{Y}_{w_{2}} \in C(\mathcal{S}, \mathscr{R})$ and $t \in \mathcal{S}$,

$$
\begin{align*}
& \left|f\left(t, w_{1}(t), \mathscr{Y}_{w_{1}}\right)-f\left(t, w_{2}(t), \mathscr{Y}_{w_{2}}\right)\right| \\
& \quad \leq \frac{1}{26}\left(\left|w_{1}(t)-w_{2}(t)\right|+\left|\mathscr{Y}_{w_{1}}-\mathscr{Y}_{w_{2}}\right|\right), \tag{73}
\end{align*}
$$

which satisfies $\left(H_{1}\right)$ with $L_{1}=L_{2}=1 / 26$. Further, for $t_{1}=1 / 5$, let

$$
\begin{align*}
& \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)=\frac{\left|w\left(t_{1}^{-}\right)\right|}{40+\left|w\left(t_{1}^{-}\right)\right|}, \\
& \mathscr{J}_{1}\left(w\left(t_{1}^{-}\right)\right)=\frac{\left|w\left(t_{1}^{-}\right)\right|}{32+\left|w\left(t_{1}^{-}\right)\right|}, \quad \text { where } w_{1} \in \mathscr{B} . \tag{74}
\end{align*}
$$

For any $w_{1}, w_{2} \in \mathscr{B}$, we have

$$
\begin{align*}
\left|\mathscr{F}\left(w_{1}\left(t_{1}^{-}\right)\right)-\mathscr{F}\left(w_{2}\left(t_{1}^{-}\right)\right)\right| & =\left|\frac{\left|w\left(t_{1}^{-}\right)\right|}{40+\left|w\left(t_{1}^{-}\right)\right|}-\frac{\left|w\left(t_{1}^{-}\right)\right|}{40+\left|w\left(t_{1}^{-}\right)\right|}\right| \\
& \leq \frac{1}{40}\left|w_{1}\left(t_{1}^{-}\right)-w_{2}\left(t_{1}^{-}\right)\right|, \\
\left|\mathscr{F}\left(w_{1}\left(t_{1}^{-}\right)\right)-\mathscr{J}\left(w_{2}\left(t_{1}^{-}\right)\right)\right| & =\left|\frac{\left|w\left(t_{1}^{-}\right)\right|}{32+\left|w\left(t_{1}^{-}\right)\right|}-\frac{\left|w\left(t_{1}^{-}\right)\right|}{32+\left|w\left(t_{1}^{-}\right)\right|}\right| \\
& \leq \frac{1}{32}\left|w_{1}\left(t_{1}^{-}\right)-w_{2}\left(t_{1}^{-}\right)\right|, \tag{75}
\end{align*}
$$

which satisfy the 2 nd and 3 rd inequalities of $\left(H_{1}\right)$ with $L_{3}=1 / 40$ and $L_{4}=1 / 32$.

For $\varrho=1 / 5, \quad \xi=\nu=1 / 2, T=1, \quad \delta=1 / 4, \rho=1 / 4, L_{1}=$ $L_{2}=1 / 26, L_{3}=1 / 40$, and $L_{4}=1 / 32$, we have

$$
\begin{align*}
\mathscr{E}_{1}= & \frac{L_{1} T^{\varrho}}{\left(1-L_{2}\right) \Gamma(\varrho+1)}+\frac{\left.L_{1} \delta T \Gamma(2-\xi)\left(\delta \rho^{\varrho-\xi}+T^{\varrho-\xi}\right)\right)}{\left(1-L_{2}\right)\left|\delta \rho^{1-\xi}-T^{1-\xi}\right| \Gamma(\varrho-\xi+1)} \\
& +q\left(L_{3}+2 L_{4} T \Gamma(2-\xi)\right)=0.301+0.009+0.08=0.39<1 . \tag{76}
\end{align*}
$$

Therefore, by Theorem 2, problem (72) has a unique solution. By Theorem 4, problem (52) is Hyers-Ulam stable and consequently generalized Hyers-Ulam stable.

Further, assuming $\Phi(t)=1$, we have

$$
\begin{equation*}
{ }_{0} I_{1}^{3 / 2} \Phi(t)=\frac{1}{\Gamma(3 / 2)} \int_{0}^{1}(1-\eta)^{(3 / 2)-1} \eta \mathrm{~d} \eta \leq \frac{1}{3 \sqrt{\Pi}} \tag{77}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
{ }_{0} I_{1}^{(3 / 2)-1} \Phi(t)=\frac{1}{\Gamma(3 / 2-1)} \int_{0}^{1}(1-\eta)^{(3 / 2)-2} \eta \mathrm{~d} \eta \leq \frac{1}{3 \sqrt{\Pi}}, \tag{78}
\end{equation*}
$$

which satisfies $\left(H_{4}\right)$ with $\beta=1 / 3 \sqrt{\Pi}$ and $\Phi(t)=1$; therefore, by Theorem 4, the solution of (72) is Hyers-UlamRassias stable corresponding to ( $\Phi, \psi$ ). With the help of Matlab, we plot the result by using the RK4 method in Figure 1.


Figure 1: Graphical presentation of result of Example 1.

## 6. Conclusion

In this paper, using Schaefer's fixed point theorem, we have derived sufficient conditions for at least one solution to a class of IFODEs under NCFBC 2. Similarly, using the Banach contraction theorem, we obtained conditions under which problem 2 has unique solution. Moreover, by the application of qualitative theory and nonlinear functional analysis, we established results concerning to various kinds of Hyers-Ulam stability. The concerned results have been verified by a suitable example.
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#### Abstract

We study the fractional Black-Scholes model (FBSM) of option pricing in the fractal transmission system. In this work, we develop a full-discrete numerical scheme to investigate the dynamic behavior of FBSM. The proposed scheme implements a known $L 1$ formula for the $\alpha$-order fractional derivative and Fourier-spectral method for the discretization of spatial direction. Energy analysis indicates that the constructed discrete method is unconditionally stable. Error estimate indicates that the $2-\alpha$-order formula in time and the spectral approximation in space is convergent with order $\mathcal{O}\left(\Delta t^{2-\alpha}+N^{1-m}\right)$, where $m$ is the regularity of $\mathbf{u}$ and $\Delta t$ and $N$ are step size of time and degree, respectively. Several numerical results are proposed to confirm the accuracy and stability of the numerical scheme. At last, the present method is used to investigate the dynamic behavior of FBSM as well as the impact of different parameters.


## 1. Introduction

The classical option pricing model is proposed by Black and Scholes [1], which is based on the assumption that stocks and options are in an "ideal state" in the market and Samuelson's model [2]:

$$
\begin{equation*}
\mathrm{d} S=\mu \mathrm{S} \mathrm{~d} t+\sigma \mathrm{S} \mathrm{~d} B(t) \tag{1}
\end{equation*}
$$

where $S$ be the the stock value, $B(t)$ is the Brownian motion with the unit variance, and $\mu$ and $\sigma$ are two constants. But in many cases, fractional Brownian motion is more accurate than integer order [3]. On the other hand, more and more diffusion processes were found to be non-Fickian [4, 5], and the fractional order stochastic differential equation is considered as an extension of the stochastic differential equation. One view is that fractional order option trading equation is regarded as nonrandom growth process caused by Brownian motion. Therefore, Jumarie [6] and Liang et al. [7] considered fractional Brownian motion in Samuelson's model equation:

$$
\begin{align*}
& \mathrm{d} S=\mu \mathrm{S} t+\sigma \mathrm{Sd} B(t, \alpha) \\
& \mathrm{d} S=\mu \mathrm{S} \mathrm{~d} t+\sigma S w(t)(\mathrm{d} t)^{\alpha} \tag{2}
\end{align*}
$$

Combining Itô lemma and fractional Taylor expansion of the option price $V$, Jumarie [6] obtained the following FBSM:

$$
\begin{align*}
\frac{\partial^{\alpha} V(S, t)}{\partial t^{\alpha}}= & \left(\frac{r V(S, t)}{(1-\alpha)!}-r S^{\alpha^{2}} \frac{\partial^{\alpha} V(S, t)}{\partial S^{\alpha}}\right) t^{1-\alpha} \\
& -\frac{(\alpha!)^{3}[(1-\alpha)!]^{2}}{(2 \alpha)!} \sigma^{2} S^{2} \frac{\partial^{2 \alpha} V(S, t)}{\partial S^{2 \alpha}}=0  \tag{3}\\
\frac{\partial^{\alpha} V(S, t)}{\partial t^{\alpha}}= & \left(r V(S, t)-r S \frac{\partial V}{\partial S}\right) \frac{t^{1-\alpha}}{(1-\alpha)!} \\
& -\frac{\alpha!}{2} \sigma^{2} S^{2} \frac{\partial^{2} V(S, t)}{\partial S^{2}}=0
\end{align*}
$$

Jumarie [8] derived new families of the exact solution of the above equations. Moreover, traditional pricing models
for double barrier options are often biased when price changes are considered as fractal transmission systems. Chen et al. [9] revealed that it would be better to use fractional order Black-Scholes equation to explain the pricing in fractal transmission systems.

There is a lot of work in the modeling and calculation of fractional equations. Yang et al. $[10,11]$ developed a new definition of fractional derivative. The advantage of this definition is that it does not contain singular kernel. Inc et al. $[12,13]$ studied the isolated solutions of a class of fractional equations with Kerr law nonlinearity by Riccati-Bernoulli method. The exact dark optical and periodic singular soliton solution is obtained. Singhet al. [14-16] solved a series of fractional equations by using homotopy analysis technique and Laplace transform algorithm.

As we all know, as an effective method, $L 1$ formula [17] has been widely used in the calculation of fractional differential equations. Langlands and Henry [18], Sun and Wu [19], and Lin and Xu [20] discussed the error estimate for $L 1$ scheme. De Staelena and Hendybc [21] constructed a numerical method of fourth-order finite difference in space and $2-\alpha$ in time. Stability, uniqueness, and error estimates are analyzed. Zhang et al. [22] presented a discrete implicit finite scheme to solve time fractional Black-Scholes model. They discussed the stability and error estimation of numerical schemes by Fourier analysis. Unfortunately, their analysis methods are local approach. Due to the importance of FBSM, it is necessary to reconstruct an efficient numerical method and analyze global stability and error estimates.

In this work, we will develop an efficient full-discrete scheme to approximate the Black-Scholes model with $\alpha$-order fractional derivative. We apply $L 1$ method to discretize the direction of time and Fourier-spectral method to discretize the direction of space. Using the energy analysis method, we discuss the stability and error estimate of the fully discrete numerical method. The detailed analysis shows that the scheme is unconditionally energy stable, and the error estimates indicate that our full-discrete scheme can achieve $2-\alpha$-order accuracy in time and exponential accuracy in space direction. Finally, some numerical examples are conducted to support the theoretical claims. At the same time, the dynamic behavior of FBSM is studied by the proposed method.

We organize the rest of the paper as follows. Section 2 will briefly introduce the FBSM. In Section 3, we develop a time-discrete method for FBSM and then present its discrete energy law. In Section 4, we will study the error estimate of the full-discrete scheme. In Section 5, we present accuracy/ stability tests and numerous numerical examples to demonstrate the validity of the full-discrete method. In addition, we will discuss the properties of the solution of the FBSM. Some concluding remarks are given in Section 6.

## 2. Black-Scholes Model

In this work, we will consider the following time fractional Black-Scholes model:

$$
\begin{align*}
& \frac{\partial^{\alpha} V(S, t)}{\partial t^{\alpha}}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V(S, t)}{\partial S^{2}} \\
&+r S \frac{\partial V(S, t)}{\partial S}-r V(S, t)=0, \quad(S, t) \in(0,+\infty) \times(0, T)  \tag{4}\\
& V(0, t)=p(t) \\
& V(+\infty, t)=q(t)  \tag{5}\\
& V(S, T)=w(S) \tag{6}
\end{align*}
$$

where $V$ is the price of the option, $S$ the price of the underlying asset, $r$ the interest rate, and $\sigma$ the volatility of the stock price, $0<\alpha \leq 1$; the time fractional derivative $\partial^{\alpha} V(S, t) / \partial t^{\alpha}$ is defined by

$$
\begin{equation*}
\frac{\partial^{\alpha} V(\cdot, t)}{\partial t^{\alpha}}:=\partial_{t}^{\alpha} V(\cdot, t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-\mu)^{-\alpha} \frac{\partial V(\cdot, \mu)}{\partial \mu} \mathrm{d} \mu . \tag{7}
\end{equation*}
$$

This is a linear parabolic partial differential equation which has been studied extensively.

We transform the problem to an initial value problem by using the time to mature $t:=T-\tau$, and we then set $x=\ln S, V(S, \tau)=\mathbf{u}\left(e^{x}, T-\tau\right)$; we can rewrite (4) as

$$
\begin{align*}
& \partial_{t}^{\alpha} \mathbf{u}(x, \tau)-\xi \partial_{x}^{2} \mathbf{u}(x, \tau)-\omega \partial_{x} \mathbf{u}(x, \tau)  \tag{8}\\
& \quad+r \mathbf{u}(x, \tau)=0, \quad(x, \tau) \in(0,+\infty) \times(0, T)
\end{align*}
$$

where $\xi=1 / 2 \sigma^{2}, \omega=r-\xi$, and with the following boundary (barrier) and initial conditions,

$$
\begin{align*}
\mathbf{u}(-\infty, \tau) & =p(\tau) \\
\mathbf{u}(-\infty, \tau) & =q(\tau)  \tag{9}\\
\mathbf{u}(x, 0) & =\mathbf{u}_{0}(x), \quad a<x<b
\end{align*}
$$

In order to solve the above model by numerical method, it is necessary to truncate the original unbounded region into a finite interval. Therefore, we will consider problem (8) in bounded interval $(0,2 \pi)$. Then, we will study the following problem:

$$
\begin{gather*}
\partial_{\tau}^{\alpha} \mathbf{u}(x, \tau)-\xi \partial_{x}^{2} \mathbf{u}(x, \tau)-\omega \partial_{x} \mathbf{u}(x, \tau)  \tag{10}\\
+r \mathbf{u}(x, \tau)=0, \quad(x, \tau) \in(0,2 \pi) \times(0, T) \\
\mathbf{u}(0, \tau)=\mathbf{u}(2 \pi, \tau)  \tag{11}\\
\mathbf{u}(x, 0)=\mathbf{u}_{0}(x) \tag{12}
\end{gather*}
$$

Remark 1. In fact, one can choose homogeneous or inhomogeneous boundary conditions. It all depends on the actual option price. We have tested it, and it does not make any difference in actual numerical examples.

## 3. 2 - $\alpha$ Order Numerical Method

Here, we will develop the time-discrete method for equation (10). First, given a positive integer $K$, set $\Delta t=T / K$ be the time step size, and denote $\tau_{n}=n \Delta t,(0 \leq n \leq K)$ as the mesh point. Then, we introduce an $L 1$ method to discrete the Caputo fractional derivative of order $\alpha$ :

$$
\begin{equation*}
\partial_{t}^{\alpha} \mathbf{u}(x, \tau)=\frac{1}{\Gamma(2-\alpha)} \sum_{j=0}^{n} b_{j} \frac{\mathbf{u}\left(\cdot, \tau_{n+1-j}\right)-\mathbf{u}\left(\cdot, \tau_{n-j}\right)}{\Delta t^{\alpha}}+\mathcal{O}\left(\Delta t^{2-\alpha}\right) \tag{13}
\end{equation*}
$$

where $b_{j}=(j+1)^{1-\alpha}-j^{1-\alpha}$.
Lemma 1 (see [20, 23, 24]). The coefficients of formula (13) satisfy the following properties:

$$
\begin{equation*}
1=b_{0}>b_{1}>b_{2}>\cdots b_{j} \longrightarrow 0, \quad \text { as } j \longrightarrow+\infty . \tag{14}
\end{equation*}
$$

Then, we can obtain the following time-discrete scheme:

$$
\begin{align*}
& \frac{1}{a_{0}}\left(\mathbf{u}^{n+1}-\sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right) \mathbf{u}^{n-j}-b_{n} \mathbf{u}^{0}\right)-\xi \partial_{x}^{2} \mathbf{u}^{n+1}  \tag{15}\\
& \quad-\omega \partial_{x} \mathbf{u}^{n+1}+r \mathbf{u}^{n+1}=0, \quad n \geq 0
\end{align*}
$$

where $a_{0}=\Delta t^{\alpha} \Gamma(2-\alpha)$. It should be noted that if $n=0$, we can rewrite the above equation as

$$
\begin{equation*}
\frac{1}{a_{0}}\left(\mathbf{u}^{1}-\mathbf{u}^{0}\right)-\xi \partial_{x}^{2} \mathbf{u}^{1}-\omega \partial_{x} \mathbf{u}^{1}+r \mathbf{u}^{1}=0 \tag{16}
\end{equation*}
$$

First of all, we have the following energy stability results for time-discrete (15).

Theorem 1. The time-discrete scheme (15) is unconditionally stable. It satisfies the following energy dissipation law:

$$
\begin{equation*}
\left\|\mathbf{u}^{k+1}\right\| \leq\left\|\mathbf{u}^{0}\right\|, \quad k=0,1, \ldots, K \tag{17}
\end{equation*}
$$

Proof. When $n=0$, computing the $L^{2}$ inner product of (16) with $2 \mathbf{u}^{1}$, we obtain

$$
\begin{align*}
& 2\left(\mathbf{u}^{1}-\mathbf{u}^{0}, \mathbf{u}^{1}\right)-2 a_{0} \xi\left(\partial_{x}^{2} \mathbf{u}^{1}, \mathbf{u}^{1}\right) \\
& \quad-a_{0} \omega\left(\partial_{x} \mathbf{u}^{1}, \mathbf{u}^{1}\right)+a_{0} r\left(\mathbf{u}^{1}, \mathbf{u}^{1}\right)=0 \tag{18}
\end{align*}
$$

It is easy to verify that the following formula is correct:

$$
\begin{equation*}
2(A-B, A)=A^{2}-B^{2}+(A-B)^{2} \tag{19}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\left\|\mathbf{u}^{1}\right\|^{2}-\left\|\mathbf{u}^{0}\right\|^{2}+\left\|\mathbf{u}^{1}-\mathbf{u}^{0}\right\|^{2}+2 a_{0} a\left\|\partial_{x} \mathbf{u}^{1}\right\|^{2}+2 a_{0} r\left\|u^{1}\right\|^{2}=0 \tag{20}
\end{equation*}
$$

Giving up some positive terms, we have

$$
\begin{equation*}
\left\|\mathbf{u}^{1}\right\|^{2} \leq\left\|\mathbf{u}^{0}\right\|^{2} \tag{21}
\end{equation*}
$$

Assume the following inequality holds:

$$
\begin{equation*}
\left\|\mathbf{u}^{j}\right\|^{2} \leq\left\|\mathbf{u}^{0}\right\|^{2}, \quad j=2,3, \ldots, n \tag{22}
\end{equation*}
$$

Next, we will show $\left\|\mathbf{u}^{n+1}\right\|^{2} \leq\left\|\mathbf{u}^{0}\right\|^{2}$ is still valid. If $j=n+1$, taking the $L^{2}$ inner product of (15) with $2 \mathbf{u}^{n+1}$, we derive

$$
\begin{align*}
& 2\left\|\mathbf{u}^{n+1}\right\|^{2}+2 a_{0} \xi\left\|\partial_{x} \mathbf{u}^{n+1}\right\|^{2}+2 a_{0} r\left\|u^{n+1}\right\|^{2} \\
& \quad=2\left(\sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right) \mathbf{u}^{n-j}+b_{n} \mathbf{u}^{0}, \mathbf{u}^{n+1}\right) \\
& \leq \sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right)\left(\left\|\mathbf{u}^{n-j}\right\|^{2}+\left\|\mathbf{u}^{n+1}\right\|^{2}\right)  \tag{23}\\
& \quad+b_{n}\left(\left\|\mathbf{u}^{0}\right\|^{2}+\left\|\mathbf{u}^{n+1}\right\|^{2}\right) .
\end{align*}
$$

Note the fact that

$$
\begin{equation*}
\sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right)+b_{n}=1 \tag{24}
\end{equation*}
$$

Thus, we get

$$
\begin{align*}
\left\|\mathbf{u}^{n+1}\right\|^{2} & \leq \sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right)\left\|\mathbf{u}^{n-j}\right\|^{2}+b_{n}\left\|\mathbf{u}^{0}\right\|^{2} \\
& \leq\left(\sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right)+b_{n}\right)\left\|\mathbf{u}^{0}\right\|^{2}=\left\|\mathbf{u}^{0}\right\|^{2} . \tag{25}
\end{align*}
$$

This yields (17).

## 4. Error Estimate for Full Discretization

In this part, we will study the Fourier-spectral method for the time-discrete method (15). First, we define $S_{N}$ as the polynomial space. Define $\pi_{N}: L^{2}(\Omega) \longrightarrow S_{N}$ be the $L^{2}$-projection operator which satisfies

$$
\begin{equation*}
\left(\pi_{N} \phi-\phi, \psi\right)=0, \quad \forall \psi \in S_{N} \tag{26}
\end{equation*}
$$

We have the following estimate [25]:

$$
\begin{equation*}
\left\|\phi-\pi_{N} \phi\right\|_{l} \leq \mathrm{CN}^{l-m}\|\phi\|_{m}, \quad \forall \phi \in H^{m}(\Omega), m>l \geq 0 . \tag{27}
\end{equation*}
$$

Then, we can develop the following full-discrete scheme:

$$
\begin{align*}
& \frac{1}{a_{0}}\left(\mathbf{u}_{N}^{n+1}-\sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right) \mathbf{u}_{N}^{n-j}-b_{n} \mathbf{u}_{N}^{0}, \phi_{N}\right) \\
& \quad-\xi\left(\partial_{x}^{2} \mathbf{u}_{N}^{n+1}, \phi_{N}\right)-\omega\left(\partial_{x} \mathbf{u}^{n+1}, \phi_{N}\right)+r\left(\mathbf{u}^{n+1}, \phi_{N}\right)=0, \quad \phi_{N} \in S_{N} . \tag{28}
\end{align*}
$$

We now present the stability results of the fully discrete scheme (28).

Theorem 2. Let $\left\{\mathbf{u}_{N}^{n}\right\}_{n=1}^{M-1}$ be the solution of (28), then we derive

$$
\begin{equation*}
\left\|\mathbf{u}_{N}^{n+1}\right\|^{2} \leq\left\|\mathbf{u}_{N}^{0}\right\|^{2} \tag{29}
\end{equation*}
$$

Next, we begin to analyze the error estimates of the fulldiscrete scheme (28). Define the following error function:

$$
\begin{align*}
R^{n+1}= & \frac{1}{\Gamma(2-\alpha)} \sum_{j=0}^{n} b_{j} \frac{\mathbf{u}\left(\cdot, t_{n+1-j}\right)-\mathbf{u}\left(\cdot, t_{n-j}\right)}{\Delta t^{\alpha}}  \tag{30}\\
& -\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t_{n+1}} \frac{\partial \mathbf{u}(\cdot, \mu)}{\partial \mu} \frac{\mathrm{d} \mu}{\left(t_{n+1}-\mu\right)^{\alpha}} .
\end{align*}
$$

From [20, 19, 24, 23], we know that $R^{n+1}$ satisfies

$$
\begin{equation*}
\left\|R^{n+1}\right\| \leq C \Delta t^{2-\alpha} \tag{31}
\end{equation*}
$$

We also define the following error functions:

$$
\begin{align*}
& \tilde{e}_{u}^{n}=\pi_{N} \mathbf{u}\left(t_{n}\right)-\mathbf{u}_{N}^{n}, \\
& \hat{e}_{u}^{n}=\mathbf{u}\left(t_{n}\right)-\pi_{N} \mathbf{u}\left(t_{n}\right),  \tag{32}\\
& e_{u}^{n}=\overparen{e}_{u}^{n}+\tilde{e}_{u}^{n}=\mathbf{u}\left(t_{n}\right)-\mathbf{u}_{N}^{n} .
\end{align*}
$$

Lemma 2. For $a_{0}$ and $b_{n}$, we have the following results:

$$
\begin{equation*}
a_{0} \leq 2 b_{n} \Gamma(1-\alpha) T^{\alpha} \tag{33}
\end{equation*}
$$

Proof.

$$
\begin{align*}
b_{n} & =\left((n+1)^{1-\alpha}-(n)^{1-\alpha}\right) \\
& =n^{1-\alpha}\left(\left(1+\frac{1}{n}\right)^{1-\alpha}-1\right) \\
& =n^{1-\alpha}\left(\frac{(1-\alpha)}{n}+\frac{(1-\alpha)(-\alpha)}{2!} \frac{1}{n^{2}}+\cdots\right)  \tag{34}\\
& \geq n^{1-\alpha}\left(\frac{(1-\alpha)}{n}+\frac{(1-\alpha)(-\alpha)}{2!} \frac{1}{n^{2}}\right) \\
& =n^{1-\alpha}\left(\frac{(1-\alpha)}{2 n}+\frac{(1-\alpha)}{2 n}+\frac{(1-\alpha)(-\alpha)}{2!} \frac{1}{n^{2}}\right) .
\end{align*}
$$

Note that

$$
\begin{equation*}
\frac{(1-\alpha)}{2 n}+\frac{(1-\alpha)(-\alpha)}{2!} \frac{1}{n^{2}} \geq 0 . \tag{35}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{equation*}
\frac{a_{0}}{b_{n}} \leq \frac{2 n^{\alpha} \Delta t^{\alpha} \Gamma(2-\alpha)}{(1-\alpha)} \leq 2 \Gamma(1-\alpha) T^{\alpha} \tag{36}
\end{equation*}
$$

Remark 2. In [23, 24], readers will also find similar parameter estimation. This result is very useful for us to analyze error estimate.

Theorem 3. For the constructed numerical scheme (28), we have the following error estimate:

$$
\begin{equation*}
\left\|\mathbf{u}\left(\tau^{k}\right)-\mathbf{u}^{k}\right\| \leq C\left(\Delta t^{2-\alpha}+N^{1-m}\right), \quad k=0,1, \ldots, K=\frac{T}{\Delta t} . \tag{37}
\end{equation*}
$$

Proof. For $n=0$, we can write equation (28) as
$\frac{1}{a_{0}}\left(\mathbf{u}_{N}^{1}-\mathbf{u}_{N}^{0}, \phi_{N}\right)-\xi\left(\partial_{x}^{2} \mathbf{u}_{N}^{1}, \phi_{N}\right)-\omega\left(\partial_{x} \mathbf{u}_{N}^{1}, \phi_{N}\right)+r\left(\mathbf{u}_{N}^{1}, \phi_{N}\right)=0$.

Subtracting (38) from (10) at $\tau_{1}$, we note that

$$
\begin{gathered}
\partial_{\tau}^{\alpha} \mathbf{u}\left(\cdot, \tau_{1}\right)-\frac{\mathbf{u}_{N}^{1}-\mathbf{u}_{N}^{0}}{a_{0}}=\partial_{\tau}^{\alpha} \mathbf{u}\left(\cdot, \tau_{1}\right)-\frac{\mathbf{u}\left(\cdot, \tau_{1}\right)-\mathbf{u}\left(\cdot, \tau_{0}\right)}{a_{0}} \\
+\frac{\mathbf{u}\left(\cdot, \tau_{1}\right)-\mathbf{u}\left(\cdot, \tau_{0}\right)}{a_{0}}-\frac{\pi_{N} \mathbf{u}\left(\cdot, \tau_{1}\right)-\pi_{N} \mathbf{u}\left(\cdot, \tau_{0}\right)}{a_{0}} \\
+\frac{\pi_{N} \mathbf{u}\left(\cdot, \tau_{1}\right)-\pi_{N} \mathbf{u}\left(\cdot, \tau_{0}\right)}{a_{0}}-\frac{\mathbf{u}_{N}^{1}-\mathbf{u}_{N}^{0}}{a_{0}}
\end{gathered}
$$

$$
=R^{1}+\frac{1}{a_{0}}\left(I-\pi_{N}\right)\left(\mathbf{u}\left(\cdot, \tau_{1}\right)-\mathbf{u}\left(\cdot, \tau_{0}\right)\right)+\frac{1}{a_{0}}\left(\tilde{e}_{u}^{1}-\widetilde{e}_{u}^{0}\right)
$$

$$
\partial_{x}^{2} \mathbf{u}\left(\cdot, \tau_{1}\right)-\partial_{x}^{2} \mathbf{u}_{N}^{1}=\partial_{x}^{2} \mathbf{u}\left(\cdot, \tau_{1}\right)-\pi_{N} \partial_{x}^{2} \mathbf{u}\left(\cdot, \tau_{1}\right)
$$

$$
+\pi_{N} \partial_{x}^{2} \mathbf{u}\left(\cdot, \tau_{1}\right)-\partial_{x}^{2} \mathbf{u}_{N}^{1}
$$

$$
=\partial_{x}^{2}\left[\left(I-\pi_{N}\right) \mathbf{u}\left(\cdot, \tau_{1}\right)\right]+\partial_{x}^{2} \tilde{e}_{u}^{1}
$$

$$
\partial_{x} \mathbf{u}\left(\cdot, \tau_{1}\right)-\partial_{x} \mathbf{u}_{N}^{1}=\partial_{x} \mathbf{u}\left(\cdot, \tau_{1}\right)-\pi_{N} \partial_{x} \mathbf{u}\left(\cdot, \tau_{1}\right)
$$

$$
+\pi_{N} \partial_{x} \mathbf{u}\left(\cdot, \tau_{1}\right)-\partial_{x} \mathbf{u}_{N}^{1}
$$

$$
=\partial_{x}\left[\left(I-\pi_{N}\right) \mathbf{u}\left(\cdot, \tau_{1}\right)\right]+\partial_{x} \tilde{e}_{u}^{1}
$$

$$
\mathbf{u}\left(\cdot, \tau_{1}\right)-\mathbf{u}_{N}^{1}=\mathbf{u}\left(\cdot, \tau_{1}\right)-\pi_{N} \mathbf{u}\left(\cdot, \tau_{1}\right)+\pi_{N} \mathbf{u}\left(\cdot, \tau_{1}\right)-\mathbf{u}_{N}^{1}
$$

$$
\begin{equation*}
=\left(I-\pi_{N}\right) \mathbf{u}\left(\cdot, \tau_{1}\right)+\tilde{e}_{u}^{1} \tag{39}
\end{equation*}
$$

Then, we have

$$
\begin{align*}
& \left(\tilde{e}_{u}^{1}-\tilde{e}_{u}^{0}, \phi_{N}\right)+a_{0} \xi\left(\partial_{x} \tilde{e}_{u}^{1}, \partial_{x} \phi_{N}\right)-a_{0} \omega\left(\partial_{x} \tilde{e}_{u}^{1}, \phi_{N}\right)+a_{0} r\left(\tilde{e}_{u}^{1}, \phi_{N}\right) \\
& =-a_{0}\left(R^{1}, \phi_{N}\right)+\left(\left(\pi_{N}-I\right)\left(\mathbf{u}\left(\cdot, \tau_{1}\right)-\mathbf{u}\left(\cdot, \tau_{0}\right)\right), \phi_{N}\right) \\
& \quad+a_{0} \xi\left(\left(\pi_{N}-I\right) \partial_{x} \mathbf{u}\left(\cdot, \tau_{1}\right), \partial_{x} \phi_{N}\right) \\
& \quad-a_{0} \omega\left(\left(I-\pi_{N}\right) \mathbf{u}\left(\cdot, \tau_{1}\right), \partial_{x} \phi_{N}\right) \\
& \quad+a_{0} r\left(\left(\pi_{N}-I\right) \mathbf{u}\left(\cdot, \tau_{1}\right), \phi_{N}\right), \quad \phi_{N} \in S_{N} . \tag{40}
\end{align*}
$$

Set $\phi_{N}=2 \widetilde{e}_{u}^{1}$, we have

$$
\begin{align*}
& 2\left\|\tilde{e}_{u}^{1}\right\|^{2}+2 a_{0} \xi\left\|\partial_{x} \widetilde{e}_{u}^{1}\right\|^{2}+2 a_{0} r\left\|\widetilde{e}_{u}^{1}\right\|^{2} \\
& \quad \leq \\
& \quad a_{0}\left(\frac{1}{r b_{0}}\left\|R^{1}\right\|^{2}+r b_{0}\left\|\widetilde{e}_{u}^{1}\right\|^{2}\right)  \tag{41}\\
& \quad+a_{0} \xi\left(\frac{1}{b_{0}}\left\|\left(\pi_{N}-I\right) \partial_{x} \mathbf{u}\left(\cdot, \tau_{1}\right)\right\|^{2}+b_{0}\left\|\partial_{x} \widetilde{e}_{u}^{1}\right\|^{2}\right) \\
&
\end{align*}
$$

Dropping some positive terms, we find

$$
\begin{equation*}
\left\|\tilde{e}_{u}^{1}\right\|^{2} \leq C_{1} \frac{a_{0}}{b_{0}} \Delta t^{4-2 \alpha}+C_{2} \frac{a_{0}}{b_{0}} N^{1-m}+C_{3} \frac{a_{0}}{b_{0}} N^{-m} \tag{42}
\end{equation*}
$$

Assume

$$
\begin{equation*}
\left\|\tilde{e}_{u}^{k}\right\|^{2} \leq C_{1} \frac{a_{0}}{b_{k-1}} \Delta t^{4}+C_{2} \frac{a_{0}}{b_{k-1}} N^{1-m}+C_{3} \frac{a_{0}}{b_{j-1}} N^{-m}, \quad k=2,3, \ldots, n . \tag{43}
\end{equation*}
$$

Next, we will prove that it holds also for $k=n+1$. Subtracting (28) from a reformulation of (10) at $t_{n+1}$, we find

$$
\begin{align*}
& \left(\tilde{e}_{u}^{n+1}-\sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right) \tilde{e}_{u}^{n-j}-b_{n} \tilde{e}_{u}^{0}, \phi_{N}\right)+a_{0} \xi\left(\partial_{x} \tilde{e}_{u}^{n+1}, \partial_{x} \phi_{N}\right)-a_{0} \omega\left(\partial_{x} \tilde{e}_{u}^{n+1}, \phi_{N}\right)+a_{0} r\left(\widetilde{e}_{u}^{n+1}, \phi_{N}\right) \\
& =-a_{0}\left(R^{n+1}, \phi_{N}\right)+\left(\left(\pi_{N}-I\right)\left(\mathbf{u}\left(\cdot, \tau_{n+1}\right)-\sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right) \mathbf{u}\left(\cdot, \tau_{n-j}\right)-u\left(\cdot, \tau_{0}\right)\right), \phi_{N}\right)  \tag{44}\\
& \quad+a_{0} \xi\left(\left(\pi_{N}-I\right) \partial_{x} \mathbf{u}\left(\cdot, \tau_{n+1}\right), \partial_{x} \phi_{N}\right)-a_{0} \omega\left(\left(I-\pi_{N}\right) \mathbf{u}\left(\cdot, \tau_{n+1}\right), \partial_{x} \phi_{N}\right)+a_{0} r\left(\left(\pi_{N}-I\right) \mathbf{u}\left(\cdot, \tau_{n+1}\right), \phi_{N}\right) .
\end{align*}
$$

Let $\phi_{N}=2 \widetilde{e}_{u}^{n+1}$, we have

$$
\begin{align*}
& 2\left\|\tilde{e}_{u}^{n+1}\right\|^{2}+2 a_{0} \xi\left\|\partial_{x} \widetilde{e}_{u}^{n+1}\right\|^{2}+2 a_{0} r\left\|\widetilde{e}_{u}^{n+1}\right\|^{2} \\
& \leq 2\left(\sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right) \widetilde{e}_{u}^{n-j}-b_{n} \widetilde{e}_{u}^{0}, \widetilde{e}_{u}^{n+1}\right)-2 a_{0}\left(R^{n+1}, \widetilde{e}_{u}^{n+1}\right) \\
& \quad+2 a_{0} \xi\left(\left(\pi_{N}-I\right) \partial_{x} \mathbf{u}\left(\cdot, \tau_{n+1}\right), \partial_{x} \widetilde{e}_{u}^{n+1}\right)-2 a_{0} \omega\left(\left(I-\pi_{N}\right) \mathbf{u}\left(\cdot, \tau_{n+1}\right), \partial_{x} \widetilde{e}_{u}^{n+1}\right)  \tag{45}\\
& \leq \sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right)\left(\left\|\widetilde{e}_{u}^{n-j}\right\|^{2}+\left\|\tilde{e}_{u}^{n+1}\right\|^{2}\right)+a_{0}\left(\frac{1}{r}\left\|R^{n+1}\right\|^{2}+r\left\|\tilde{e}_{u}^{n+1}\right\|^{2}\right) \\
& \quad+a_{0} \xi\left(\left\|\left(\pi_{N}-I\right) \partial_{x} u\left(\cdot, \tau_{n+1}\right)\right\|^{2}+\left\|\partial_{x} \widetilde{e}_{u}^{n+1}\right\|^{2}\right)+a_{0} \omega\left(\frac{\omega}{\xi}\left\|\left(I-\pi_{N}\right) \mathbf{u}\left(\cdot, \tau_{n+1}\right)\right\|^{2}+\frac{\xi}{\omega}\left\|\partial_{x} \widetilde{e}_{u}^{n+1}\right\|^{2}\right)
\end{align*}
$$

Thus, we have

$$
\begin{align*}
\left\|\tilde{e}_{u}^{n+1}\right\|^{2} \leq & \sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right)\left\|\tilde{e}_{u}^{n-j}\right\|^{2}+\frac{a_{0}}{r}\left\|R^{n+1}\right\|^{2} \\
& +a_{0} a\left\|\left(\pi_{N}-I\right) \partial_{x} \mathbf{u}\left(\cdot, \tau_{n+1}\right)\right\|^{2}+\frac{a_{0} b^{2}}{a}\left\|\left(I-\pi_{N}\right) \mathbf{u}\left(\cdot, \tau_{n+1}\right)\right\|^{2} \\
\leq & \sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right)\left(C_{1} \frac{a_{0}}{b_{j-1}} \Delta t^{4}+C_{2} \frac{a_{0}}{b_{j-1}} N^{1-m}+C_{3} \frac{a_{0}}{b_{j-1}} N^{-m}\right) \\
& +b_{n}\left(C_{1} \frac{a_{0}}{b_{n}} \Delta t^{4}+C_{2} \frac{a_{0}}{b_{n}} N^{1-m}+C_{3} \frac{a_{0}}{b_{n}} N^{-m}\right) . \tag{46}
\end{align*}
$$

Note that $b_{n-j} \geq b_{n}$, thus

$$
\begin{align*}
\left\|\tilde{e}_{u}^{n+1}\right\|^{2} \leq & \left(C_{1} \frac{a_{0}}{b_{n}} \Delta t^{4}+C_{2} \frac{a_{0}}{b_{n}} N^{1-m}+C_{3} \frac{a_{0}}{b_{n}} N^{-m}\right) \\
& \left(\sum_{j=0}^{n-1}\left(b_{j}-b_{j+1}\right)+b_{n}\right)  \tag{47}\\
= & C_{1} \frac{a_{0}}{b_{n}} \Delta t^{4}+C_{2} \frac{a_{0}}{b_{n}} N^{1-m}+C_{3} \frac{a_{0}}{b_{n}} N^{-m}
\end{align*}
$$

Note that

$$
\begin{equation*}
\left\|\mathbf{u}\left(\tau^{k}\right)-\mathbf{u}^{k}\right\| \leq\left\|\hat{e}_{u}^{k}\right\|+\left\|\tilde{e}_{u}^{k}\right\| \tag{48}
\end{equation*}
$$

This ends the proof.

Table 1: Temporal convergence orders of various time steps for Example 1.

|  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\alpha / \Delta t$ | $\Delta t=$ | $\Delta t=$ | $\Delta t=$ | $\Delta t=$ | $\Delta t=$ |
|  | $1 / 200$ | $1 / 400$ | $1 / 800$ | $1 / 1600$ | $1 / 3200$ |
| $\alpha=0.1$ | 1.8166 | 1.8263 | 1.8345 | 1.8415 | 1.8475 |
| $\alpha=0.3$ | 1.6680 | 1.6746 | 1.6797 | 1.6837 | 1.6869 |
| $\alpha=0.5$ | 1.4892 | 1.4925 | 1.4947 | 1.4963 | 1.4974 |
| $\alpha=0.6$ | 1.3939 | 1.3960 | 1.3974 | 1.3983 | 1.3989 |
| $\alpha=0.7$ | 1.2964 | 1.2979 | 1.2987 | 1.2992 | 1.2995 |
| $\alpha=0.9$ | 1.0980 | 1.0990 | 1.0995 | 1.0997 | 1.0999 |



Figure 1: Error in time direction for different $\alpha$.


Figure 2: The $L^{2}$ and $L^{\infty}$ errors in space direction with $\alpha=0.1$.


Figure 3: The dynamic behavior of solution to FBSM equation at $\alpha=0.2$.

## 5. Numerical Examples

In this section, several numerical examples will be present to confirm the accuracy and applicability of the full-discrete scheme (28). We consider a rectangular computed domain of $[0,2 \pi]$. In order to better simulate the periodic boundary conditions, the Fourier-spectral method will be used to discretize space direction.
5.1. Verification of Convergence of Numerical Method. First, in order to conduct a time accuracy test, an exact solution will be constructed to evaluate the convergence of the full-discrete scheme (28).

Example 1. We consider the following FBSM with $\alpha$-order Caputo derivative:

$$
\begin{equation*}
\partial_{\tau}^{\alpha} \mathbf{u}(x, \tau)-\xi \partial_{x}^{2} \mathbf{u}(x, \tau)-\omega \partial_{x} \mathbf{u}(x, \tau)+r \mathbf{u}(x, \tau)=\mathbf{f}(x, \tau) \tag{49}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{f}(x, \tau)=\frac{2 T^{2-\alpha}}{\Gamma(3-\alpha)} \sin x+\xi \tau^{2} \sin x-\omega \tau^{2} \cos x+r \tau^{2} \sin x \tag{50}
\end{equation*}
$$

It is easy to verify that the exact solution will be $\mathbf{u}=\tau^{2} \sin x$.

We set $N=128$. The default values for the parameters are set as $T=1, \xi=1, \omega=0$, and $r=1$. In Table 1, we show the temporal convergence orders of various time steps. As can be seen from Table 1, our full-discrete scheme is close to $2-\alpha$-order accuracy in time, which is confirm with the result in Theorem 3.

Fix $N=128$, in Figure 1, we give $L^{2}$ error for different $\alpha$. It is obvious that our numerical scheme has good convergence in time direction. Let $T=0.1, \Delta t=10^{-6}, \xi=r=0.5$, $\omega=0$, and $u_{0}=\cos 8 x$. Figure 2 shows that the full-discrete


Figure 4: The dynamic behavior of solution to FBSM equation at $\alpha=0.5$.


Figure 5: The dynamic behavior of solution to FBSM equation at $\alpha=0.9$.


Figure 6: The influence of various $\xi(\xi=0.1,0.2,0.3)$ on the option price.


Figure 7: The influence of various $r(\xi=0.3,0.4,0.5)$ on the option price.
scheme (28) has excellent convergence behavior in space direction.
5.2. Effect of Various Parameters. This section is devoted to investigate the dynamic behavior of FBSM equation with different $\alpha$. In the following numerical experiments, we fix $\xi=0.5, w=0.1, r=0.6, N=64, \Delta t=0.01$, and $u_{0}=|\sin x|$. From Figures 3-5, we know that $\alpha$ has certain influence on the solution, as $\alpha$ increases, and the solution becomes smoother. In order to test the influence of $\xi$ on the option price, we set $r=0.6, u_{0}=\sin (x / 2)$ and let $\xi$ change at the same time. Figure 6 shows that the parameter $\xi$ has a significant effect on the price of options, and there will be an inflection point around $x=2.8$. Finally, we investigated the influence of $r$ on the option price, and the results are shown in Figure 7, it can be seen that when $r$ increases, the option price also increases.

## 6. Conclusion

In this paper, a new full-discrete numerical method is developed to solve the FBSM. An efficient $2-\alpha$-order and unconditionally energy stable method is constructed by combining the $L 1$ approach in time and Fourier method in space direction. It is proved that the full-discrete converges to the order $\mathcal{O}\left(\Delta t^{2-\alpha}+N^{-s}+N^{-m}\right)$ globally. Numerical examples demonstrate the robustness and accuracy of the developed full-discrete method, numerically. Finally, we also study the properties of the solution of the FBSM.
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#### Abstract

With the study of extensive literature on the Laplace transform with one and two variables and its properties, applications are available, but there is no work on $n$-dimensional Laplace transform. In this research article, we define $n$-dimensional fractional frequency Laplace transform with shift values. Several theorems are derived with properties of the Laplace transform. The results are numerically analyzed and discussed through MATLAB.


## 1. Introduction

The fractional calculus is a branch of mathematics that focuses on arbitrary order integrals and derivatives. In spite of that, this type of calculus is as older as the conventional calculus, and it has attracted the interest of researchers for the last few decades. This is because of the results reported by these researchers as consequences of their attempts to model real-world phenomena using the fractional operators [1-4]. The discrete version of these operators fetched the attention of research studies as well. Many good results were reported when fractional sums and differences were used in studying related problems (see [5-17] and the references therein).

The integral transforms such as Mellin, Laplace, and Fourier were applied to obtain the solution of differential equations. These transforms made effectively possible changes of a signal in the time domain into a frequency $s$ domain in the field of digital signal processing (DSP) [18]. The delta Laplace transform was first defined in a very general way by Bohner and Peterson [19]. In 2015, Ivic discussed the discrete Laplace transforms in the view of fast decay factor $e^{-s x}$ and obtained the Laplace transform of
$P(x)$ as $\int_{0}^{\infty} P(x) e^{-s x} \mathrm{~d} x=\pi s^{-2} \sum_{n=1}^{\infty} r(n) e^{-\left(\pi^{2} / n\right)}$. In practice, many applications of Laplace transform (LT), $L[f(x)]=\int_{0}^{\infty} f(x) e^{-s x} \mathrm{~d} x$, and the forward discrete Laplace transform (DLT), $L[f(n)]=\sum_{n=0}^{\infty} f(n) e^{-s n}$, are discussed and mentioned by several authors in [20-23]. For physical applications of Laplace transform, refer [24-27].

In the existing Laplace transform, the shifting value of time domains is one. In 2016, Britto Antony Xavier et al. [28] defined the Laplace transform with shift value $\ell$ using the generalized difference operator and obtained the outcomes of polynomial and trigonometric functions. In this fractional frequency Laplace transform, the shift values $v_{j}^{\prime} s, j=1,2, \ldots, n$ lie in the interval [ 0,1$]$. In [29], the author introduced the double Laplace transform and applied to solve initial and boundary value problems.

In this research work, we extend the work of Laplace transform into an $n$-dimensional space in discrete case. We present several properties of the fractional transforms for functions such as polynomial factorial, exponential, and trigonometric functions. Also, we derive the relation between Laplace transform and Riemann zeta functions. Furthermore, we present the inverse Laplace transform to
compare the results with the existing classical Laplace transform for the particular value of $n$.

## 2. Preliminaries

Here, we present some basic definitions and results which will be used further.

Definition 1. Let $u(\bar{t})$ be the function with $n$-variables and $\bar{h} \in R^{n}$ be the shift values. Then, the $n$-dimensional partial difference operator is defined as

$$
\begin{equation*}
\Delta_{h_{i}}^{\Delta u(\bar{t})}=\frac{u\left(t_{1}, t_{2}, \ldots, t_{i}+h_{i}, \ldots, t_{n}\right)-u\left(t_{1}, t_{2}, \ldots, t_{n}\right)}{h_{i}}, \tag{1}
\end{equation*}
$$

where $\bar{t}=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ and $\bar{h}=\left(h_{1}, h_{2}, \ldots, h_{n}\right)$.
Definition 2 (see [30]). For $h>0$ and $\mu \in R$, the rising $h$-polynomial factorial function is defined as

$$
\begin{equation*}
t_{h}^{[\mu]}=h^{\mu} \frac{\Gamma((t / h)+\mu)}{\Gamma(t / h)} \tag{2}
\end{equation*}
$$

where $t_{h}^{[0]}=1, \Gamma$ is the Euler gamma function, and $(t / h)+$ $\mu,(t / h) \notin\{0,-1,-2,-3, \ldots\}$ as the division at a pole yields zero.

Lemma 1 (see [31]). Let $h>0$ and $u(t)$ and $w(t)$ be realvalued bounded functions. Then,

$$
\begin{equation*}
\Delta_{h}^{-1}(u(t) w(t))=u(t) \Delta_{h}^{-1} w(t)-\Delta_{h}^{-1}\left(\Delta_{h}^{-1} w(t+h) \Delta_{h} u(t)\right) \tag{3}
\end{equation*}
$$

Theorem 1 (see [31]). Let $t \in(0, \infty), h>0$, and $s>0$; then,

$$
\begin{equation*}
L_{h, v}\left(t_{h}^{(\mu)}\right)=\frac{h^{\mu+1} \mu!e^{s^{1 / v} h}}{\left(e^{s^{1 / v} h}-1\right)^{\mu+1}} . \tag{4}
\end{equation*}
$$

### 2.1. Notations

(i) $\frac{\Delta}{n(h)} u(\bar{t})=\underset{h_{n} h_{n-1}}{\Delta} \cdots \Delta_{h_{2}} \Delta_{1} u\left(t_{1}, t_{2}, \ldots, t_{n}\right)$
(ii) $\Delta_{\frac{-1}{n(h)}}^{-1} u(\bar{t})=\Delta_{h_{n}}^{-1} \Delta_{h_{n-1}}^{-1} \cdots \Delta_{h_{2}}^{-1} \Delta_{h_{1}}^{-1} u\left(t_{1}, t_{2}, \ldots, t_{n}\right)$
(iii) $\mathscr{J}\left(D_{n}\right)$ denotes the set of all subsets of $D_{n}=\{1,2, \ldots, n\}$
(iv) $n\left(D_{n}-\bar{r}\right)$ denotes the number of digits in $D_{n}-\bar{r}$

Definition 3 (infinite inverse principle law). For the function $u(\bar{t})$, we define the infinite inverse principle law as follows:

$$
\begin{equation*}
\left.\Delta \frac{-1}{n(h)}\right|_{\bar{a}} ^{\infty}=\left(\prod_{j=1}^{n} h_{j}\right)\left(\sum_{r_{1}=0}^{\infty} \sum_{r_{2}=0}^{\infty} \cdots \sum_{r_{n}=0}^{\infty} u\left(a_{1}+r_{1} h_{1}, a_{2}+r_{2} h_{2}, \ldots, a_{n}+r_{2} h_{2}\right)\right), \tag{5}
\end{equation*}
$$

where $\bar{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. In particular, if $\bar{a}=(0,0, \ldots, 0)$, we obtain

$$
\begin{equation*}
\left.\Delta \frac{-1}{n(h)}\right|_{0} ^{\infty}=\left(\prod_{j=1}^{n} h_{j}\right)\left(\sum_{r_{1}=0}^{\infty} \sum_{r_{2}=0}^{\infty} \cdots \sum_{r_{n}=0}^{\infty} u\left(r_{1} h_{1}, r_{2} h_{2}, \ldots, r_{2} h_{2}\right)\right) . \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\Delta \frac{-1}{n(h)} a^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}=\frac{\left(\prod_{j=1}^{n} h_{j}\right) a^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}}{\prod_{j=1}^{n}\left(a^{-s_{j}^{1 / /_{j}} h_{j}}-1\right)} . \tag{7}
\end{equation*}
$$

Proof. Taking $u(\bar{t})=a^{-\sum_{j=1}^{n} s_{j}^{1 / s_{j}} t_{j}}$ in (1) for the shift value $h_{1}$, we obtain

Theorem 2. Let $\bar{t} \in R^{n}, h_{j}>0, j=1,2, \ldots, n$; then,

In (8), applying $\Delta_{h_{2}}^{-1}$ on both sides, we get

$$
\begin{align*}
& \Delta_{h_{2}}^{-1} \Delta_{h_{1}}^{-1} a^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}=\frac{h_{1}}{\left(a^{-s_{1}^{1 / /_{1}} h_{1}}-1\right)} \Delta_{h_{2}}^{-1} a^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}} \\
&=\frac{h_{1}}{\left(a^{-s_{1}^{1 / v_{1}} h_{1}}-1\right)} \frac{h_{2}}{\left(a^{-s_{2}^{1 / 2} h_{2}}-1\right)} a^{-\sum_{j=1}^{n} s_{j}^{1 / /_{j}} t_{j}}, \\
& \Delta_{h_{2}}^{-1} \Delta_{h_{1}}^{-1} a^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}=\frac{\left(\prod_{j=1}^{2} h_{j}\right) a^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}}{\prod_{j=1}^{2}\left(a^{-s_{j} / /_{j}} h_{j}-1\right)} \tag{9}
\end{align*}
$$

Proceeding like this for the induction on $n$, we get the proof of (7).

Corollary 1. Let $\bar{t} \in R^{n}, h_{j}>0$ and $j=1,2, \ldots, n$. Then, we have

$$
\begin{equation*}
\Delta_{\frac{-1}{n(h)}} e^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}=\frac{\left(\prod_{j=1}^{n} h_{j}\right) e^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}}{\prod_{j=1}^{n}\left(e^{-s_{j}^{1 / j_{j}} h_{j}}-1\right)} \tag{10}
\end{equation*}
$$

Proof. In the proof of Theorem 2, replacing $a$ by $e$, we get (10).

Corollary 2. In Theorem 2, applying $a=3$, we get

$$
\begin{equation*}
\Delta \frac{-1}{n(h)} 3^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}=\frac{\left(\prod_{j=1}^{n} h_{j}\right) 3^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}}{\prod_{j=1}^{n}\left(3^{-s_{j}^{1 / /_{j}} h_{j}}-1\right)} \tag{11}
\end{equation*}
$$

Example 1. Let $n=2$ in (11); we get the result for the shift values $h_{1}$ and $h_{2}$ as

$$
\begin{equation*}
\Delta_{h_{2}}^{-1} \Delta_{h_{1}}^{-1} 3^{-\left(s_{1}^{1 / \nu_{1}} t_{1}+s_{2}^{1 / \nu_{2}} t_{2}\right)}=\frac{h_{1} h_{2} 3^{-\left(s_{1}^{1 / \nu_{1}} t_{1}+s_{2}^{1 / v_{2}} t_{2}\right)}}{\left(3^{-s_{1}^{1 / 1_{1}} h_{1}}-1\right)\left(3^{-s_{2}^{1 / v_{2}} h_{2}}-1\right)} . \tag{12}
\end{equation*}
$$

Summing from 0 to $\infty$ for $t_{1}$ and $t_{2}$ on both sides yields

$$
\begin{equation*}
\left.\left.\Delta_{h_{2}}^{-1} \Delta_{h_{1}}^{-1} 3^{-\left(s_{1}^{1 / v_{1}} t_{1}+s_{2}^{1 / v_{2}} t_{2}\right)}\right|_{0} ^{\infty}\right|_{0} ^{\infty}=\frac{h_{1} h_{2}}{\left(3^{-s_{1}^{1 / v_{1}} h_{1}}-1\right)\left(3^{-s_{2}^{1 / 2 / 2} h_{2}}-1\right)} \tag{13}
\end{equation*}
$$

For $n=2$, the infinite principle law reads

$$
\begin{equation*}
\left.\left.\Delta_{h_{2}}^{-1} \Delta_{h_{1}}^{-1} u\left(t_{1}, t_{2}\right)\right|_{0} ^{\infty}\right|_{0} ^{\infty}=h_{1} h_{2} \sum_{r_{1}=0}^{\infty} \sum_{r_{2}=0}^{\infty} u\left(r_{1} h_{1}, r_{2} h_{2}\right) \tag{14}
\end{equation*}
$$

Equating (13) and (14) for the function $u\left(t_{1}, t_{2}\right)=3^{-\left(s_{1}^{1 / /_{1}} t_{1}+s_{2}^{1 / 2} t_{2}\right)}$, we obtain

$$
\begin{equation*}
h_{1} h_{2} \sum_{r_{1}=0}^{\infty} \sum_{r_{2}=0}^{\infty} 3^{-\left(s_{1}^{1 / 1} r_{1} h_{1}+s_{2}^{1 / 2} r_{2} h_{2}\right)}=\frac{h_{1} h_{2}}{\left(3^{-s_{1}^{1 / 1 / 1} h_{1}}-1\right)\left(3^{-s_{2}^{1 / 2} h_{2}}-1\right)}, \tag{15}
\end{equation*}
$$

which is verified for the particular values $s_{1}=2, s_{2}=3, v_{1}=0.3, v_{2}=0.5, h_{1}=0.4$, and $h_{2}=0.7$ by MATLAB coding as follows: ((0.4). * (0.7)). * symsum $(\operatorname{symsum}(3 . \wedge(-\quad(2 . \wedge(1 . / 0.3) . * 0.4 . * r 1+3 . \wedge(1 . /$ $0.5) . * 0.7 . * r 2)), r 1,0, \infty), r 2,0, \infty)=(0.4 . * 0.7) /((3 . \wedge(-$ $(2 . \wedge(1 . / \quad 0.3) . * 0.4))-1) . *(3 . \wedge(-(3 . \wedge(1 . / 0.5) . \quad * 0.7))-$ 1)) $=0.2837$.

## 3. $n$-Dimensional Fractional Frequency Laplace Transform

Definition 4. For the function $u(\bar{t})$ with $n$-variables $t_{1}, t_{2}, \ldots, t_{n}$, the $n$-dimensional fractional frequency Laplace transform is defined as

$$
\begin{align*}
\mathscr{L}_{n(h)}[u(\bar{t})] & =U_{n}(\bar{s})=\left.\Delta_{n}^{\frac{-1}{n(h)}} u(\bar{t}) e^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}\right|_{t_{j}=0, j=1,2, \ldots, n} ^{\infty} \\
& =\left(\prod_{j=1}^{n} h_{j}\right) \sum_{r_{1}=0}^{\infty} \sum_{r_{2}=0}^{\infty} \cdots \sum_{r_{n}=0}^{\infty} u\left(r_{1} h_{1}, r_{2} h_{2}, \ldots, r_{n} h_{n}\right) e^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} r_{j} h_{j}} . \tag{16}
\end{align*}
$$

## Remark 1

(i) The $n$-dimensional fractional frequency Laplace transform satisfies the linear property.
(ii) In the aforesaid equation (16), we represent the Laplace transform of the functions in two ways: one in the closed-form solution and another one in the summation form solution. In this paper, we numerically verified and analyzed with MATLAB that both solutions are equal.

Theorem 3. Let $\bar{t} \in R^{n}, \bar{h}>0, \quad v_{j}$ be a fraction, and $s_{j}>0, j=1,2, \ldots, n$. Then, we have

$$
\begin{equation*}
\mathscr{L}_{n(h)}[1]=\frac{\prod_{j=1}^{n} h_{j}}{\prod_{j=1}^{n}\left(e^{-s_{j}^{1 / 2 j} h_{j}}-1\right)} . \tag{17}
\end{equation*}
$$

Proof. Taking $u(\bar{t})=1$ in (16) yields

$$
\begin{align*}
\mathscr{L}_{n(h)}[1] & =\left.\Delta_{n(h)}^{-1} e^{-\sum \sum_{j=1}^{n} s_{j}^{1 / j_{j}} t_{j}}\right|_{t_{j}=0, j=1,2, \ldots, n} ^{\infty} \\
& =\left.\left.\left.\Delta_{h_{n}}^{-1} e^{-s_{n}^{1 / /_{n}} t_{n}}\right|_{0} ^{\infty} \cdots \Delta_{h_{2}}^{-1} e^{-s_{2}^{1 / v_{2}} t_{2}}\right|_{0} ^{\infty} \Delta_{h_{1}}^{-1} e^{-s_{1}^{1 / v_{1}} t_{1}}\right|_{0} ^{\infty} \\
& =\frac{h_{n}}{\left(e^{-s_{n}^{1 / v_{n}} h_{n}}-1\right)} \cdots \frac{h_{2}}{\left(e^{-s_{2}^{1 / v_{2}} h_{2}}-1\right)} \frac{h_{1}}{\left(e^{-s_{1}^{1 / v_{1}} h_{1}}-1\right)}, \tag{18}
\end{align*}
$$

(using Corollary 1), which completes the proof.

Theorem 4. Let $\bar{t} \in R^{n}, \bar{h}>0, \quad v_{j}$ be a fraction, and $s_{j}>0, j=1,2, \ldots, n$; then,

$$
\begin{equation*}
\mathscr{L}_{n(h)}\left[e^{\sum_{j=1}^{n} a_{j} t_{j}}\right]=\frac{\prod_{j=1}^{n} h_{j}}{\prod_{j=1}^{n}\left(e^{-\left(s_{j}^{1 / /_{j}}-a_{j}\right) h_{j}}-1\right)} \tag{19}
\end{equation*}
$$

Proof. Taking $u(\bar{t})=e^{\sum_{j=1}^{n} a_{j} t_{j}}$ in (16), we have

$$
\begin{align*}
\mathscr{L}_{n(h)}\left[e^{\sum_{j=1}^{n} a_{j} t_{j}}\right] & =\left.\Delta_{n(h)}^{-1} e^{\sum_{j=1}^{n} a_{j} t_{j}} e^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}\right|_{t_{j}=0, j=1,2, \ldots, n} ^{\infty} \\
& =\left.\left.\left.\Delta_{h_{n}}^{-1} e^{-\left(s_{n}^{1 / v_{n}}-a_{n}\right) t_{n}}\right|_{0} ^{\infty} \cdots \Delta_{h_{2}}^{-1} e^{-\left(s_{2}^{1 / v_{2}}-a_{2}\right) t_{2}}\right|_{0} ^{\infty} \Delta_{h_{1}}^{-1} e^{-\left(s_{1}^{1 / v_{1}}-a_{1}\right) t_{1}}\right|_{0} ^{\infty}  \tag{20}\\
& =\frac{h_{n}}{\left(e^{-\left(s_{n}^{1 / v_{n}}-a_{n}\right) h_{n}}-1\right)} \cdots \frac{h_{2}}{\left(e^{-\left(s_{2}^{1 / v_{2}}-a_{2}\right) h_{2}}-1\right)} \frac{h_{1}}{\left(e^{-\left(s_{1}^{1 / v_{1}}-a_{1}\right) h_{1}}-1\right)},
\end{align*}
$$

which gives (19).

Example 2. For $n=2$, the summation solution of the exponential function given by the infinite inverse principle law and the closed form of the solution given as

$$
\begin{align*}
\mathscr{L}_{n(h)}\left[e^{a_{1} t_{1}+a_{2} t_{2}}\right] & =h_{1} h_{2} \sum_{r_{2}=0}^{\infty} \sum_{r_{1}=0}^{\infty} e^{-\left[\left(s_{1}^{1 / v_{1}}-a_{1}\right) r_{1} h_{1}+\left(s_{2}^{1 / v_{2}}-a_{2}\right) r_{2} h_{2}\right]} \\
& =\frac{h_{2}}{\left(e^{-\left(s_{2}^{1 / v_{2}}-a_{2}\right) h_{2}}-1\right)} \frac{h_{1}}{\left(e^{-\left(s_{1}^{1 / \nu_{1}}-a_{1}\right) h_{1}}-1\right)} \tag{21}
\end{align*}
$$

is numerically verified for the particular values $h_{1}=7, h_{2}=3, a_{1}=5, a_{2}=9, v_{1}=0.1, v_{2}=0.3, s_{1}=11$, and $s_{2}=13$ by MATLAB coding as follows: 21. * (symsum $(\operatorname{symsum}(\exp (-(11 . \wedge(1 . / 1.0)-5) . * 7 . * r 1$ $+(13 . \wedge(1 . / 0.3)-9 . * 3 . * r 2)), \quad r 1,0,10), r 2,0,10))=21 . /$ $((\exp (-(11 . \wedge(1 . / 0.1)-5) . * 7)-1) *(\exp (-(13 . \wedge(1 . / 0.3)$ $-9) . * 3)-1)$ ).

The following are the graphical representations of the exponential function in time and frequency domains. Figure 1 is the graphical representation of the input function $e^{5 t_{1}+9 t_{2}}$ in the time domain, and Figure 2 is the graphical representation of the output in the frequency domain for the particular values of $v_{1}=0.0001, v_{2}=0.0003$. One can easily choose the values of fraction $\nu_{i}^{\prime}$ s to get the output in the frequency domain.

Theorem 5. Let $\bar{t} \in R^{n}, \bar{h}>0, v_{j}$ be a fraction, and $s_{j}>0, j=1,2, \ldots, n$; then,

$$
\begin{equation*}
\mathscr{L}_{n(h)}\left[e^{i \sum_{j=1}^{n} a_{j} t_{j}}\right]=\frac{\prod_{j=1}^{n} h_{j} \sum_{\bar{r} \in \mathcal{F}}\left(D_{n}\right)(-1)^{n\left(D_{n}-\bar{r}\right)} e_{-i\left(a_{a} h_{r}\right)} e_{s_{D_{n}-\bar{r}} h_{D_{n-}-\bar{r}}}}{2^{n}\left[\prod_{j=1}^{n}\left(\cosh s_{j}^{1 / v_{j}} h_{j}-\cos a_{j} h_{j}\right)\right]} \tag{22}
\end{equation*}
$$

where $e_{-i\left(a_{r} h_{r}\right)}=e^{-i\left(a_{1} h_{1}+a_{2} h_{2}+\cdots+a_{n} h_{n}\right)}$ for $\bar{r}=\{1,2, \ldots, n\}$, $e_{s_{D_{n}}=\overline{\bar{r}} h_{D_{n}-\bar{r}}}=e^{s_{1}^{1 / / 1}} h_{1}+s_{2}^{1 / v_{2}} h_{2}+\cdots+s_{n}^{1 / \nu_{n}} h_{n} \quad$ for $\quad D_{n}-\bar{r}=\{1,2, \ldots, n\}$, and $e_{-i\left(a_{0} h_{0}\right)}=e_{s_{0} h_{0}}=1$.

Proof. From the previous theorem, we obtain the Laplace transform for the trigonometric function $e^{i \sum_{j=1}^{n} a_{j} t_{j}}$ as

$$
\begin{equation*}
\mathscr{L}_{n(h)}\left[e^{i \sum_{j=1}^{n} a_{j} t_{j}}\right]=\frac{\prod_{j=1}^{n} h_{j}}{\prod_{j=1}^{n}\left(e^{-\left(s_{j}^{1 / /_{j}}-i a_{j}\right) h_{j}}-1\right)} \tag{23}
\end{equation*}
$$

The proof then can be continued by making use of the conjugate and the product of each term in $n$-variables.

Theorem 6. Let $\bar{t} \in R^{n}, \bar{h}>0, \quad v_{j}$ be a fraction, and $s_{j}>0, j=1,2, \ldots, n$; then,


Figure 1: Time signal (function) $e^{5 t_{1}+9 t_{2}}$.


Figure 2: Frequency signal for $v_{1}=0.0001$ and $v_{2}=0.0003$.

$$
\begin{gather*}
\mathscr{L}_{2(h)}\left[\sin \left(\sum_{j=1}^{2} a_{j} t_{j}\right)\right]=\frac{h_{1} h_{2}\left(e^{s_{2}^{1 / v_{2}} h_{2}} \sin a_{1} h_{1}+e^{s_{1}^{1 / v_{1}} h_{1}} \sin a_{2} h_{2}-\sin \left(a_{1} h_{1}+a_{2} h_{2}\right)\right)}{4\left(\prod_{j=1}^{2}\left(\cosh s_{j}^{1 / v_{j}} h_{j}-\cos a_{j} h_{j}\right)\right)}  \tag{24}\\
\left.\mathscr{L}_{2(h)}\left[\cos \left(\sum_{j=1}^{2} a_{j} t_{j}\right)\right]=\frac{h_{1} h_{2}\left(\cos \left(\sum_{j=1}^{2} a_{j} t_{j}\right)-e^{s_{2}^{1 / v_{2}} h_{2}} \cos a_{1} h_{1}-e^{s_{1} / v_{1}} h_{1}\right.}{} \cos a_{2} h_{2}+e^{\sum_{j=1}^{2} s_{j}^{1 / v_{j}} h_{j}}\right)  \tag{25}\\
4\left(\prod_{j=1}^{2}\left(\cosh s_{j}^{1 / v_{j}} h_{j}-\cos a_{j} h_{j}\right)\right)
\end{gather*}
$$

Proof. The proof follows by taking $n=2$ in Theorem 5, making the product by its conjugate terms and separating the real and imaginary parts to get the double Laplace transform for the sine and cosine terms.

Example 3. Equation (24) is the closed-form solution of the sine function. Now, for $n=2$, the summation solution of the sine function given by the infinite inverse principle law is

$$
\begin{equation*}
\mathscr{L}_{2(h)}\left[\sin \left(\sum_{j=1}^{2} a_{j} t_{j}\right)\right]=h_{1} h_{2} \sum_{r_{2}=0}^{\infty} \sum_{r_{1}=0}^{\infty} \sin \left(a_{1} r_{1} h_{1}+a_{2} r_{2} h_{2}\right) e^{-\left(s_{1}^{1 / 1_{1}} r_{1} h_{1}+s_{2}^{1 / 2} r_{2} h_{2}\right)} . \tag{26}
\end{equation*}
$$

Now, (24) and (26) are numerically verified for the particular values $h_{1}=2, h_{2}=3, a_{1}=1, a_{2}=4, v_{1}=0.4, v_{2}=$ $0.6, s_{1}=5$, and $s_{2}=6$ by MATLAB coding as follows: 6. * symsum (symsum $(\sin (2 . * r 1+12 . * r 2) . * \exp (-(5 . \wedge$ $(1 . / 0.4) . * 2 . * r 1+6 . \wedge(1 . / 0.6) . * 3 . * r 2)), r 1,0,10), \quad r 2,0$, $\infty)=(6 . *(\exp (6 . \wedge(1 . / 0.6) . * 3) . * \sin (2)-\exp ((5 . \wedge(1 . /$ $0.4) . * 2) . * \sin (12)-\sin (14))) /(4 . *(\cosh (6 . \wedge(1 . / 0.6) . *$ $3)-\cos (12)) . *((\cosh (5 . \wedge(1 . / 0.4)) . * 2)-\cos (2))))$.

The following are the graphical representations of the sine function in time and frequency domains. Figure 3 represents the input time-domain signal (function) for the sine function. Figure 4 represents the output in the frequency domain for the particular values of $\nu_{1}=0.4$ and $\nu_{2}=0.6$. Figure 5 represents the output in the frequency
domain for the particular values of $v_{1}=0.3$ and $v_{2}=0.5$. Figure 6 represents the output in the frequency domain for the particular values of $\nu_{1}=0.1$ and $\nu_{2}=0.7$. Similarly, one can analyze the solution in the frequency domain by choosing diverse values of fraction $v_{i}^{\prime}$ s.

Theorem 7. Let $\bar{t} \in R^{n}, \bar{h}>0, \quad v_{j}$ be a fraction, and $s_{j}, \mu_{j}>0, j=1,2, \ldots, n$; then,

$$
\begin{equation*}
\mathscr{L}_{n(h)}\left[\prod_{j=1}^{n}\left(t_{j}\right)_{h_{j}}^{\left(\mu_{j}\right)}\right]=\prod_{j=1}^{n} \frac{h_{j}^{\mu_{j}+1} \mu_{j}!e^{s_{j}^{1 / v_{j}} h_{j}}}{\left(e^{-s_{j}^{1 / v_{j}}}-1\right)} \tag{27}
\end{equation*}
$$

Proof. Taking $u(\bar{t})=\prod_{j=1}^{n}\left(t_{j}\right)_{h_{j}}^{\left(\mu_{j}\right)}$ in (16), we have

$$
\begin{align*}
\mathscr{L}_{n(h)}\left[\prod_{j=1}^{n}\left(t_{j}\right)_{h_{j}}^{\left(\mu_{j}\right)}\right] & =\left.\Delta_{n(h)}^{-1} \prod_{j=1}^{n}\left(t_{j}\right)_{h_{j}}^{\left(\mu_{j}\right)} e^{-\sum_{j=1}^{n} s_{j}^{1 / v_{j}} t_{j}}\right|_{t_{j}=0, j=1,2, \ldots, n} ^{\infty} \\
& =\left.\left.\left.\Delta_{h_{n}}^{-1}\left(t_{n}\right)_{h_{n}}^{\left(\mu_{n}\right)} e^{-s_{n}^{1 / v_{n}} t_{n}}\right|_{0} ^{\infty} \cdots \Delta_{h_{2}}^{-1}\left(t_{2}\right)_{h_{2}}^{\left(\mu_{2}\right)} e^{-s_{2}^{1 / v_{2}} t_{2}}\right|_{0} ^{\infty} \Delta_{h_{1}}^{-1}\left(t_{1}\right)_{h_{1}}^{\left(\mu_{1}\right)} e^{-s_{1}^{1 / / v_{1}} t_{1}}\right|_{0} ^{\infty}  \tag{28}\\
& =\frac{h_{n}^{\mu_{n}+1} \mu_{n}!e^{s_{n}^{1 / v_{n}} h_{n}}}{\left(e^{-\left(s_{n}^{1 / v_{n}}\right.}-1\right)} \cdots \frac{h_{2}^{\mu_{2}+1} \mu_{2}!e^{s_{2}^{1 / v_{2}} h_{2}}}{\left(e^{-\left(s_{2}^{1 / V_{2}}\right.}-1\right)} \frac{h_{1}^{\mu_{1}+1} \mu_{1}!e^{s_{1}^{1 / v_{1}} h_{1}}}{\left(e^{-\left(s_{1}^{1 / v_{1}}\right.}-1\right)}
\end{align*}
$$



Figure 3: Time signal for $\sin \left(t_{1}+4 t_{2}\right)$.


Figure 4: Frequency signal for $v_{1}=0.4$ and $v_{2}=0.6$.
by Lemma 1, which gives (4).
3.1. n-Kind Riemann Zeta Function in the Discrete Case. In Theorem 7 , when $v_{j}=1$ and $h_{j} \longrightarrow 0$ for $j=1,2, \ldots, n$., we get

$$
\begin{equation*}
\mathscr{L}_{n(h)}\left[t_{1}^{\mu_{1}-1} t_{2}^{\mu_{2}-1} \ldots t_{n}^{\mu_{n}-1}\right]=\frac{\Gamma\left(\mu_{n}\right) \ldots \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)}{s_{n}^{\mu_{n}} \ldots s_{2}^{\mu_{2}} s_{1}^{\mu_{1}}} \tag{29}
\end{equation*}
$$

We know that the Riemann zeta function is defined as

$$
\begin{equation*}
\zeta(\mu)=\sum_{s=1}^{\infty} \frac{1}{s^{\mu}} . \tag{30}
\end{equation*}
$$

Equation (29) can be written as

$$
\begin{gather*}
\frac{\Gamma\left(\mu_{n}\right) \ldots \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)}{s_{n}^{\mu_{n}} \ldots s_{2}^{\mu_{2}} s_{1}^{\mu_{1}}}= \\
\left.\left.\Delta_{h_{n}}^{-1} t_{n}^{\mu_{n}-1} e^{-s_{n} t_{n}}\right|_{0} ^{\infty} \cdots \Delta_{h_{2}}^{-1} t_{2}^{\mu_{2}-1} e^{-s_{2} t_{2}}\right|_{0} ^{\infty}  \tag{31}\\
\left.\cdot \Delta_{h_{1}}^{-1} t_{1}^{\mu_{1}-1} e^{-s_{1} t_{1}}\right|_{0} ^{\infty}
\end{gather*}
$$



Figure 5: Frequency signal for $v_{1}=0.3$ and $v_{2}=0.5$.

$\square v_{1}=0.1, v_{2}=0.7$
Figure 6: Frequency signal for $\nu_{1}=0.1$ and $v_{2}=0.7$.

Taking summation on $s_{j}, j=1,2, \ldots, \infty$, on both sides, we get

$$
\begin{gather*}
\prod_{j=1}^{n} \Gamma\left(\mu_{j}\right) \sum_{s_{n}=1}^{\infty} \frac{1}{s_{n}^{\mu_{n}}} \cdots \sum_{s_{2}=1}^{\infty} \frac{1}{s_{2}^{\mu_{2}}} \sum_{s_{1}=1}^{\infty} \frac{1}{s_{1}^{\mu_{1}}}=\left.\left.\left.\Delta_{h_{n}}^{-1} t_{n}^{\mu_{n}-1} \sum_{s_{n}=1}^{\infty} e^{-s_{n} t_{n}}\right|_{0} ^{\infty} \cdots \Delta_{h_{2}}^{-1} t_{2}^{\mu_{2}-1} \sum_{s_{2}=1}^{\infty} e^{-s_{2} t_{2}}\right|_{0} ^{\infty} \Delta_{h_{1}}^{-1} t_{1}^{\mu_{1}-1} \sum_{s_{1}=1}^{\infty} e^{-s_{1} t_{1}}\right|_{0} ^{\infty} \\
\prod_{j=1}^{n} \Gamma\left(\mu_{j}\right) \zeta\left(\mu_{n}\right) \cdots \zeta\left(\mu_{2}\right) \zeta\left(\mu_{1}\right)=\left.\left.\left.\Delta_{h_{n}}^{-1} t_{n}^{\mu_{n}-1} \frac{1}{\left(e^{\left.t_{n}-1\right)}\right.}\right|_{0} ^{\infty} \cdots \Delta_{h_{2}}^{-1} t_{2}^{\mu_{2}-1} \frac{1}{\left(e^{\left.t_{2}-1\right)}\right.}\right|_{0} ^{\infty} \Delta_{h_{1}}^{-1} t_{1}^{\mu_{1}-1} \frac{1}{\left(e^{t_{1}}-1\right)}\right|_{0} ^{\infty}  \tag{32}\\
\zeta\left(\mu_{n}\right) \cdots \zeta\left(\mu_{2}\right) \zeta\left(\mu_{1}\right)=\left.\left.\left.\frac{1}{\Gamma\left(\mu_{n}\right)} \Delta_{h_{n}}^{-1} \frac{t_{n}^{\mu_{n}-1}}{\left(e^{t_{n}}-1\right)}\right|_{0} ^{\infty} \cdots \frac{1}{\Gamma\left(\mu_{2}\right)} \Delta_{h_{2}}^{-1} \frac{t_{2}^{\mu_{2}-1}}{\left(e^{\left.t_{2}-1\right)}\right.}\right|_{0} ^{\infty} \frac{1}{\Gamma\left(\mu_{1}\right)} \Delta_{h_{1}}^{-1} \frac{t_{1}^{\mu_{1}-1}}{\left(e^{t_{1}}-1\right)}\right|_{0} ^{\infty}
\end{gather*}
$$

which is the product of $n^{\text {th }}$-kind Riemann zeta function in the discrete case.
3.2. One-Dimensional Laplace Transform on the Fractional Difference Equation. Let $u(t)$ and $v(t)$ be the two functions. The Leibniz rule of noninteger order is $\stackrel{v}{\Delta}[u(t) v(t)]=\sum_{r=0}^{\infty}\binom{v}{r} \stackrel{v-r}{\Delta} u(t) \stackrel{r}{\Delta} v(t+v-r)$. Here, we present the product formula on the fractional difference
operator $\quad$ as $\quad \Delta_{h}^{v}[u(t) v(t)]=\sum_{r=0}^{\infty}\binom{v}{r} \Delta_{h}^{\nu-r} u(t) \Delta_{h}^{r} v(t+$ $(\nu-r) h)$.

The following theorem plays an important role in solving the fractional difference equation by one-dimensional Laplace transform.

Theorem 8. Let $u\left(t_{1}\right)$ be a real-valued function and $s_{1}, h_{1}, v_{1}>0$. Then, we have

$$
\begin{equation*}
L_{h_{1}}\left[\Delta_{h_{1}}^{v} u(t)\right]=\frac{\left(1-e^{-s_{1}^{1 / /_{1}}} h_{1}\right.}{h^{v_{1}}}{h_{1}^{\nu_{1}}}_{h_{h_{1}}}\left[u\left(t_{1}+v_{1} h_{1}\right)\right]-\sum_{r_{1}=1}^{\infty} \frac{\left(1-e^{-s_{1}^{1 / \nu_{1}} h_{1}}\right)^{v_{1}-r_{1}}}{h_{1}^{\nu_{1}-r_{1}}} \Delta_{h_{1}}^{r_{1}-1} u\left(\left(v_{1}-r_{1}\right) h_{1}\right) . \tag{33}
\end{equation*}
$$

Proof. Taking $u\left(t_{1}\right)=\Delta u\left(t_{1}\right)$ in (16), we get
Again taking $u\left(t_{1}\right)=\Delta_{h_{1}}^{2} u\left(t_{1}\right)$, using (3) and (16), and $L_{h_{1}}\left[\Delta{ }_{h_{1}} u\left(t_{1}\right)\right]=\left.\Delta_{h_{1}}^{-1}\left[\Delta{ }_{h_{1}} u\left(t_{1}\right) e^{-s_{1} h_{1} h_{1}} t_{1}\right]\right|_{0} ^{\infty}$. Now, applying (3) applying (34) give
and solving, we get

$$
\begin{equation*}
L_{h_{1}}\left[{\underset{h}{h_{1}}} u\left(t_{1}\right)\right]=\frac{\left(1-e^{-s_{1}^{1 / v_{1}} h_{1}}\right)}{h_{1}} L_{h_{1}}\left[u\left(t_{1}+h_{1}\right)\right]-u(0) . \tag{34}
\end{equation*}
$$

$$
\begin{equation*}
L_{h_{1}}\left[\Delta_{h_{1}}^{2} u\left(t_{1}\right)\right]=\frac{\left(1-e^{-s_{1}^{1 / v_{1}} h_{1}}\right)^{2}}{h_{1}^{2}} L_{h_{1}}\left[u\left(t_{1}+2 h_{1}\right)\right]-\frac{\left(1-e^{-s_{1}^{1 / v_{1}} h_{1}}\right)}{h_{1}} u\left(h_{1}\right)-\Delta_{h_{1}} u(0) . \tag{35}
\end{equation*}
$$

Continuing this process for integer $n$, we arrive at

$$
\begin{equation*}
L_{h_{1}}\left[\Delta_{h_{1}}^{n} u\left(t_{1}\right)\right]=\frac{\left(1-e^{-s_{1}^{1 / v_{1}} h_{1}}\right)^{n}}{h_{1}^{n}} L_{h_{1}}\left[u\left(t_{1}+n h_{1}\right)\right]-\sum_{r_{1}=1}^{n} \frac{\left(1-e^{-s_{1}^{1 / /_{1}} h_{1}}\right)^{n-r_{1}}}{h_{1}^{n-r_{1}}} \Delta_{h_{1}}^{r_{1}-1} u\left(\left(n-r_{1}\right) h_{1}\right) . \tag{36}
\end{equation*}
$$

Since the order is a fraction, we consider (36) for fraction $\nu$ as mentioned in (33).

## 4. $n$-Dimensional Inverse Laplace Transform

The $n$-dimensional inverse Laplace transform is defined by

$$
\mathscr{L}_{n(h)}^{-1}\left[U_{n}(\bar{s})\right]=u(\bar{t})=\left.\Delta_{n(h)}^{\frac{-1}{n}} U_{n}(\bar{s}) e^{\sum_{j=1}^{n} s_{j}^{1 / j_{j}} j_{j}}\right|_{c_{j}-i \infty 0} ^{c_{j}+i i_{0}}, \quad j=1,2, \ldots, n .
$$

Since we can easily represent the $n$-dimensional Laplace transform of the functions mentioned, we can present some results listed as follows:

$$
\begin{align*}
& \mathscr{L}_{n(h)}^{-1}\left[\frac{\prod_{j=1}^{n} h_{j}}{\prod_{j=1}^{n}\left(e^{-s_{j}^{1 / v_{j}} h_{j}}-1\right)}\right]=1, \\
& \mathscr{L}_{n(h)}^{-1}\left[\frac{\prod_{j=1}^{n} h_{j}}{\prod_{j=1}^{n}\left(e^{-\left(s_{j}^{1 / v_{j}}-a_{j}\right) h_{j}}-1\right)}\right]=e^{\sum_{j=1}^{n} a_{j} t_{j}}, \\
& \mathscr{L}_{n(h)}^{-1}\left[\frac{\prod_{j=1}^{n} h_{j} \sum_{\bar{r} \in \mathcal{J}\left(D_{n}\right)}(-1)^{n\left(D_{n}-\bar{r}\right)} e_{-i\left(a_{\bar{r}} h_{\bar{r}}\right)} e_{s_{D_{n}-\bar{r}} h_{D_{n}-\bar{r}}}}{2^{n}\left[\prod_{j=1}^{n}\left(\cosh s_{j}^{1 / v_{j}} h_{j}-\cos a_{j} h_{j}\right)\right]}\right]=e^{i \sum_{j=1}^{n} a_{j} t_{j}},  \tag{38}\\
& \mathscr{L}_{n(h)}^{-1}\left[\prod_{j=1}^{n} \frac{h_{j}^{\mu_{j}+1} \mu_{j}!e^{s_{j}^{1 / v_{j}} h_{j}}}{\left(e^{-\left(s_{j}^{1 / v_{j}}\right.}-1\right)}\right]=\prod_{j=1}^{n}\left(t_{j}\right)_{h_{j}}^{\left(\mu_{j}\right)}, \\
& \mathscr{L}_{n(h)}^{-1}\left[\frac{\Gamma\left(\mu_{n}\right) \ldots \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)}{s_{n}^{\mu_{n}} \ldots s_{2}^{\mu_{2}} s_{1}^{\mu_{1}}}\right]=t_{1}^{\mu_{1}-1} t_{2}^{\mu_{2}-1} \ldots t_{n}^{\mu_{n}-1} .
\end{align*}
$$

## 5. Results and Discussion

When $n=2, v_{1}=v_{2}=1$, and $h_{1}, h_{2} \longrightarrow 0$, in all the above results, we have
(i) $\mathscr{L}_{2}[1]=1 / s_{1} s_{2}$.
(ii) $\mathscr{L}_{2}\left[e^{a_{1} t_{1}+a_{2} t_{2}}\right]=1 /\left(s_{1}-a_{1}\right)\left(s_{2}-a_{2}\right)$.
(iii) $\mathscr{L}_{2}\left[\sin \left(a_{1} t_{1}+a_{2} t_{2}\right)\right]=a_{1} a_{2} /\left(s_{1}^{2}+a_{1}^{2}\right)\left(s_{2}^{2}+a_{2}^{2}\right)$.
(iv) $\mathscr{L}_{2}\left[\cos \left(a_{1} t_{1}+a_{2} t_{2}\right)\right]=s_{1} s_{2} /\left(s_{1}^{2}+a_{1}^{2}\right)\left(s_{2}^{2}+a_{2}^{2}\right)$.

Similarly, the following result for the hyperbolic functions can be obtained:
(i) $\mathscr{L}_{2}\left[t_{1}^{\mu_{1}} t_{2}^{\mu_{2}}\right]=\mu_{1}!\mu_{2}!/ s_{1}^{\mu_{1}+1} s_{2}^{\mu_{2}+1}$.

These results match the formulas of the double Laplace transform of functions available in the literature.

## 6. Conclusion

The fractional frequency is used to derive the $n$-dimensional Laplace transform with shift values $h_{j}, j=1,2, \ldots, n$, that presents more accuracy outputs of the input functions such
as exponential, polynomial factorial, polynomial, and trigonometric functions. Also, the numerical results and the solutions are analyzed graphically by MATLAB. The major application of this research work is also provided by considering the classical Laplace transform according to particular values of $n$ which are $v_{j}=1$ and $h_{j} \longrightarrow 0, j=1,2, \ldots, n$.
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#### Abstract

A prion differential equation model motivated by Parkinson's disease (PD) is studied. A fractional-order form of this model is proposed. After that, we discretized fractional-order Parkinson's disease model. A sufficient condition for the existence and the uniqueness of a solution to the system is obtained. The stability of the fixed points of the system is achieved by using the Jury test. The impacts of varying the parameters of the system are examined. Under certain conditions, the system undergoes some kinds of bifurcations. We observe that the model loses its stability through double-period bifurcation to chaotic behavior as the growth rate increases. Also, the system stabilizes by increasing the memory parameter, and the contact rate between the two types of prions increases. The system shows rich dynamical behavior for a wide range of the values of the parameters.


## 1. Introduction

Parkinson's disease (PD) is a long-term neurodegenerative disorder of the central nervous system that gradually develops and affects how sufferers move [1, 2]. Typically, this disease affects elderly persons. Also, it can occur in adults as well. Striking approximately one percent of the individuals ( $1 \%$ ), the condition is slightly less common in women and usually begins to manifest between the ages of 50 to 65 . The cause of Parkinson's disease is generally unknown.

The symptoms are caused by the gradual degeneration of nerve cells located in the region of the brain responsible for controlling movement. It can slow and stiffen a person's movement, and tremors are the most recognized symptom of the disease. Although there is no surgery, cure and medications can reduce symptoms and improve patient outlook. Medicines can reduce the disabling effects of the disease. Hence, trying different approaches to early diagnosis may be helpful $[3,4]$.

Recently, mathematics, graph theory, and computer science have been used to study early diagnoses of PD [5-9]. Also, prions are related to PD [10]. Prions are misfolded proteins that replicate by converting their properly folded
counterparts. Prion models have been used to study some brain diseases [11-13]. In most cases, diffusion models have been used. While in [13], a difference equation model has been used. Since 1695, many different applications appeared in different fields which can be described by using fractional calculus [14-24]. Fractional models and systems allow more authentic interpretation for a lot of real phenomena. Hence, fractional-order equations are more natural and more appropriate than integer-order ones to model systems with memory which exist in most biological phenomena [25]. Recently, a large number of authors are interested in studying qualitative behavior and the properties of frac-tional-order models [26-30].

Actually, discrete mathematics is appropriate and realistic to represent the complex dynamics of a population especially if the populations have nonoverlapping generations such as Parkinson's disease. Since the examinations of the patient, laboratory blood tests performed, and the doses of drugs that are prescribed to be taken are a discrete process, we need to discretize the fractional-order models arising from nature [31, 32].

In Section 2, we started with a simple model as a system of two ordinary differential equations. The stability
conditions of its fixed points are obtained. In Section 3, we proposed and studied the corresponding fractional-ordered form of Parkinson's disease. In Section 4, we discretized the fractional-order model and investigated the stability of its fixed points. The dynamical behavior of the model is rich and complex. In Section 5, some numerical simulations were carried out to support our analytical results. Finally, we summarized and concluded our results in Section 6.

## 2. Model of Parkinson's Disease

Let $x(t)$ be the properly folded (healthy) prions and $y(t)$ be the wrongly folded (infected) ones in the brain. Then, their interaction can be modeled by the following simple mathematical differential equation model:

$$
\begin{align*}
& \frac{\mathrm{d} x}{\mathrm{~d} t}=a x(1-x)-\frac{b x y}{x+y} \\
& \frac{\mathrm{~d} y}{\mathrm{~d} t}=\frac{b x y}{x+y}-y \tag{1}
\end{align*}
$$

which models the change rates of both the healthy and the infected prions. The constants $a$ and $b$ are positive constants that represent the growth rate of healthy prions and the contact rate between the healthy and the infected prions, respectively. We rescaled the other parameters.

Model (1) is a nonlinear system, and it is difficult to obtain a time-dependent explicit solution. Hence, we will study the qualitative behavior of the model. Equating the equations in (1) by zero and solving the resulting system with respect to the equilibrium state variables $\bar{x}$ and $\bar{y}$, we get the following fixed points: the healthy state $e_{1}=(1,0)$ and the infected one $e_{2}=(((1+a-b) / a),(((1+a-b)(b-1)) / a))$. The necessary condition of the existence of the disease state $e_{2}$ is $1<b<1+a$. We will study the case where the value of $b$ is outside this interval later.

The local stability analysis of these equilibria is established by studying the following Jacobian matrix of system (1) at these equilibria:

$$
J=\left(\begin{array}{cc}
a(1-2 \bar{x})-\frac{b \bar{y}^{2}}{(\bar{x}+\bar{y})^{2}} & \frac{-b \bar{x}^{2}}{(\bar{x}+\bar{y})^{2}}  \tag{2}\\
\frac{b \bar{y}^{2}}{(\bar{x}+\bar{y})^{2}} & \frac{b \bar{x}^{2}}{(\bar{x}+\bar{y})^{2}}-1
\end{array}\right) \text {. }
$$

Proposition 1. System (1) has a stable healthy state $e_{1}$ if the contact rate is less than one $(b<1)$.

Proof. The Jacobian matrix computed at the healthy state $e_{1}=(1,0)$ is

$$
J_{e_{1}}=\left(\begin{array}{cc}
-a & -b  \tag{3}\\
0 & b-1
\end{array}\right)
$$

It has the eigenvalues $\lambda_{1}=-a<0$ and $\lambda_{2}=b-1$. Then, the healthy fixed state $e_{1}$ is stable if $b<1$.

In Figure 1, we plot the time $t$ versus the two classes of prions $x(t)$ and $y(t)$ to check their qualitative behavior. We start with the initial point $\left(x_{0}, y_{0}\right)=(0.1,0.7)$, fixing the growth rate parameter at $a=1.1$ and four different values of the contact rate $b=0.3,0.5,0.7$, and 0.9 . In the figures, all curves of the healthy prions tend to one and all curves of the infected prions tend to zero as $t$ increases. This shows the extinction of the infection when the contact rate is less than one $(b<1)$. Also, from Figure 1, note that increasing the value of the contact parameter $b$ increases the time to reach the stability state.

Proposition 2. The infected state $e_{2}$ is stable whenever it exists.

Proof. The local stability analysis of the infected state can be established by studying the following Jacobian matrix of system (1) at $e_{2}$ :

$$
J_{e_{2}}=\left(\begin{array}{ccc}
b-a-\frac{1}{b} & \frac{-1}{b}  \tag{4}\\
b-2+\frac{1}{b} & \frac{1}{b}-1
\end{array}\right)
$$

which has the characteristic equation $m^{2}-\beta m+\gamma=0$, where $m$ is the eigenvalue of the Jacobian matrix $J_{e_{2}}, \beta=$ $b-a-1<0$ (from the existence condition of $e_{2}$ ), and $\gamma=((b-1)(1+a-b) / b)>0$. So, both eigenvalues are negative. Then, the infected fixed state $e_{2}$ is stable whenever it exists.

In Figure 2, we plot the time $t$ versus the two classes of prions $x(t)$ and $y(t)$ to check their qualitative behavior. We start with the initial point $\left(x_{0}, y_{0}\right)=(0.1,0.7)$ and four different pairs of the parameter's values $(a, b)=(2.2,1.1),(2.8,1.5),(3.8,2.7)$, and $(5.1,3.9)$ which satisfy the existence and stability conditions. In the figures, all curves of the healthy prions and the infected prions tend to infected states $(0.9545,0.0954)$, $(0.8241,0.4107)$, ( $0.5526,0.9395$ ), and $(0.4314,1.251)$ as $t$ increases. This shows the existence of the healthy and the infected prions when the growth rate and the contact rate satisfy the condition $1<b<a+1$. Also, note that increasing the value of the contact parameter $b$ increases the infected prions and, consequently, decreases healthy prions. We find that the stability of this fixed point does not depend on the initial point.

## 3. Fractional-Order Form of the Parkinson's Disease Model

Let us start by stating the definitions of fractional-order integral and derivative [33]. Let $f(x): \mathbb{R}^{+} \longrightarrow \mathbb{R}$ be a piecewise continuous function which is integrable on any finite subinterval of $\mathbb{R}^{+}$. Then, for $x>0$, the Rie-mann-Liouville fractional integral of order $\alpha$ of the function $f(x)$ is defined by

$$
\begin{equation*}
I^{\alpha} f(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} f(t) \mathrm{d} t \tag{5}
\end{equation*}
$$



Figure 1: Four figures showing the two classes of the prion curves $x(t)$ and $y(t)$ at a constant growth rate $a=1.1$ and the contact rates $b=0.3, b=0.5, b=0.7$, and $b=0.9$, at the initial values of $(x(0), y(0))=(0.1,0.7)$.


Figure 2: The two classes of the prion curves $x(t)$ and $y(t)$ exist at different values of $a$ and $b$. (a) $a=2.3, b=1.1$. (b) $a=2.8, b=1.5$. (c) $a=3.8, b=2.7$. (d) $a=5.1, b=3.9$.
where $\Gamma(\cdot)$ is the Euler-Gamma function [34]. Let $m \in \mathbb{N}$ and $\alpha>0$ such that $m-1 \leq \alpha<m$; then, the Rie-mann-Liouville fractional derivative of the function $f(x)$ of order $\alpha$ is given as

$$
\begin{equation*}
D^{\alpha} f(x)=D^{m}\left[I^{m-\alpha} f(x)\right], \quad x>0 \tag{6}
\end{equation*}
$$

which exists for $m-\alpha>0$ [35]. Consider the following system:

$$
\begin{equation*}
D^{\alpha} X(t)=f(X(t)), \quad X(0)=X_{0} \tag{7}
\end{equation*}
$$

where $X(t)=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in \mathbb{R}^{n}, f: \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$, and $\alpha \in(0,1]$ be a nonlinear autonomous fractional-order system. Matignon's results [36] determine the local stability conditions of the fixed points of the linearized fractionalorder form of system (7):

$$
\begin{equation*}
\left|\arg \left(\lambda_{i}\right)\right|>\frac{\alpha \pi}{2}, \quad i=1,2, \ldots, n \tag{8}
\end{equation*}
$$

where $\lambda_{i}$ are eigenvalues of the Jacobian matrix $J$ of system (7) evaluated at the fixed points of the system.

Now, the fractional-order form of system (1) is given by

$$
\begin{align*}
& D_{t}^{\alpha} x(t)=a x(1-x)-\frac{b x y}{x+y} \\
& D_{t}^{\alpha} y(t)=\frac{b x y}{x+y}-y \tag{9}
\end{align*}
$$

where $\alpha \in(0,1]$ is the fractional order and $D=\left(\mathrm{d}^{\alpha} / \mathrm{d} t^{\alpha}\right)$ is the Caputo derivative [35]. The conditions $x(0)=x_{0}$ and $y(0)=y_{0}$ are the initial conditions of system (9).
3.1. Discretization of the Fractional-Order PD Model. In the following steps, we will generalize the forward Euler discretization method in integer-order to fractional-order one. The process of discretization of fractional-order system (9) with piecewise constant argument is given as follows [32, 37, 38]:

$$
\begin{align*}
& D_{t}^{\alpha}(x)=a x\left(\left[\frac{t}{h}\right] h\right)\left(1-x\left(\left[\frac{t}{h}\right] h\right)\right)-\frac{b x([t / h] h) y([t / h] h)}{x([t / h] h)+y([t / h] h)}, \\
& D_{t}^{\alpha}(y)=\frac{b x([t / h] h) y([t / h] h)}{x([t / h] h)+y([t / h] h)}-y\left(\left[\frac{t}{h}\right] h\right) . \tag{10}
\end{align*}
$$

Now, let $0 \leq t<h$, which is equivalent to $0 \leq(t / h)<1$. Then,

$$
\begin{align*}
& D_{t}^{\alpha} x_{1}=a x_{0}\left(1-x_{0}\right)-\frac{b x_{0} y_{0}}{x_{0}+y_{0}} \\
& D_{t}^{\alpha} y_{1}=\frac{b x_{0} y_{0}}{x_{0}+y_{0}}-y_{0} \tag{11}
\end{align*}
$$

which has the following solution:

$$
\begin{align*}
& x_{1}=x_{0}+\frac{h^{\alpha}}{\Gamma(1+\alpha)}\left[a x_{0}\left(1-x_{0}\right)-\frac{b x_{0} y_{0}}{x_{0}+y_{0}}\right]  \tag{12}\\
& y_{1}=y_{0}+\frac{h^{\alpha}}{\Gamma(1+\alpha)}\left[\frac{b x_{0} y_{0}}{x_{0}+y_{0}}-y_{0}\right]
\end{align*}
$$

Continuing the process of discretization $n$ times, we obtain the following:

$$
\begin{align*}
& x_{n+1}=x_{n}+L^{\alpha}\left[a x_{n}\left(1-x_{n}\right)-\frac{b x_{n} y_{n}}{x_{n}+y_{n}}\right] \\
& y_{n+1}=y_{n}+L^{\alpha}\left[\frac{b x_{n} y_{n}}{x_{n}+y_{n}}-y_{n}\right] \tag{13}
\end{align*}
$$

where $L^{\alpha}=h^{\alpha} /(\Gamma(1+\alpha))$. Note that if $\alpha$ tends to 1 in system (13), we will obtain the forward Euler discretization of dynamical system (9).

### 3.2. The Existence and the Uniqueness of the Solution.

 System (9) can be rewritten in the matrix form as $[33,39]$$$
\begin{equation*}
D^{\alpha} X(t)=F(X(t)), \quad t \in(0, T], \alpha \in(0,1], X(0)=X_{0} \tag{14}
\end{equation*}
$$

where $X=\binom{x}{y}, \quad X_{0}=\binom{x_{0}}{y_{0}}, \quad$ and $\quad F(X)=$ $\binom{a x(1-x)(b x y /(x+y))}{(b x y /(x+y))-y}$. Let $\|\phi\|=\sup _{t \in(0, T]}|\phi(t)|$ denote the supremum norm of the function $\phi(t)$ and $\|M\|=$ $\sum_{I, J} \sup _{t \in(0, T]}\left|M_{i, j}(t)\right|$ denote the norm of the matrix $M$, and the region of existence and uniqueness is given by $\Omega \times(0, T]$, where $\Omega=\{(x, y, z): \max (|x|,|y|,|z|) \leq \eta\}$.

Now, the solution of system (9) is obtained as follows:

$$
\begin{align*}
X(t)= & X_{0}+I^{\alpha}(F(X(t)))=X_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \\
& F(X(s)) \mathrm{d} s=H(X) . \tag{15}
\end{align*}
$$

Then,

$$
\begin{align*}
& H\left(X_{1}\right)-H\left(X_{2}\right)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left(F\left(X_{1}(s)\right)-F\left(X_{2}(s)\right)\right) \mathrm{d} s, \\
& \left|H\left(X_{1}\right)-H\left(X_{2}\right)\right| \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t}\left|(t-s)^{\alpha-1}\left(F\left(X_{1}(s)\right)-F\left(X_{2}(s)\right)\right)\right| \mathrm{d} s \\
& \left|H\left(X_{1}\right)-H\left(X_{2}\right)\right| \leq \frac{1}{\Gamma(\alpha)} F \int_{0}^{t}(t-s)^{\alpha-1}\left|F\left(X_{1}(s)\right)-F\left(X_{2}(s)\right)\right| \mathrm{d} s, \\
& \left\|H\left(X_{1}\right)-H\left(X_{2}\right)\right\| \leq \frac{T^{\alpha}}{\Gamma(\alpha+1)} \max \{a(1-2 \eta, \mu)\}\left\|X_{1}-X_{2}\right\|, \\
& \left\|H\left(X_{1}\right)-H\left(X_{2}\right)\right\| \leq K\left\|X_{1}-X_{2}\right\|, \tag{16}
\end{align*}
$$

where

$$
\begin{equation*}
K=\frac{T^{\alpha}}{\Gamma(\alpha+1)} \max \{a(1-2 \eta), \eta\} \tag{17}
\end{equation*}
$$

where the map $X=H(X)$ contracts if $K<1$.

Theorem 1. The sufficient condition for the existence and the uniqueness of the solution of system (9) in the indicated region $\Omega \times(0, T]$ with initial conditions $X(0)=X_{0}$ and $t(0, T]$ is

$$
\begin{equation*}
K=\frac{T^{\alpha}}{\Gamma(\alpha+1)} \max \{a(1-2 \eta), \eta\}<1 \tag{18}
\end{equation*}
$$

3.3. Stability Analysis of the Fractional-Order System. System (13) is a nonlinear system, and it is difficult to obtain a time-dependent explicit solution. Hence, we will study the qualitative behavior of the model. Equating the equations in (1) by zero and solving the resulting system with respect to the equilibrium state variables $\bar{x}$ and $\bar{y}$, we obtain the following fixed points: the healthy one $E_{1}=(1,0)$ and the diseased one $E_{2}=(((1+1-b) / a),((1+a=b)(b-1) / a))$.

The necessary condition of the existence of the disease state $E_{2}$ is $1<b<a+1$.

The local stability analysis of these equilibria is established by studying the Jacobian matrix of system (13) at these equilibria.

## 4. Dynamical Behavior of the Discretized Fractional-Order Model

Here, we investigate the dynamics of discretized fractionalorder model (13). The Jacobian matrix $J$ of system (13) at any fixed point $(\bar{x}, \bar{y})$ is given by

$$
J=\left(\begin{array}{cc}
1+\frac{h^{\alpha}}{\Gamma(1+\alpha)}\left(a(1-2 \bar{x})-\frac{b \bar{y}^{2}}{(\bar{x}+\bar{y})^{2}}\right) & \frac{-h^{\alpha}}{\Gamma(1+\alpha)} \frac{b \bar{x}^{2}}{(\bar{x}+\bar{y})^{2}}  \tag{19}\\
\frac{h^{\alpha}}{\Gamma(1+\alpha)} \frac{b \bar{y}^{2}}{(\bar{x}+\bar{y})^{2}} & 1+\frac{h^{\alpha}}{\Gamma(1+\alpha)}\left(\frac{b \bar{x}^{2}}{(\bar{x}+\bar{y})^{2}}-1\right.
\end{array}\right) .
$$

Theorem 2. The fixed point $E_{1}=(1,0)$, where $b<1$, is
(a) $a \operatorname{sink}$ point if $h<\min \{\sqrt[a]{(2 \Gamma(1+\alpha)) / a}$, $\sqrt[\alpha]{(2 \Gamma(1+\alpha)) / 1-b}\}$
(b) $a \quad$ source point $\quad$ if $\quad h>\max \{\{\sqrt[a]{(2 \Gamma(1+\alpha)) / a}$,
(c) a saddle point if $\sqrt[\alpha]{(2 \Gamma(1+\alpha)) / a}<h<\sqrt[\alpha]{ }$ $\sqrt[{(2 \Gamma(1+\alpha)) / 1-b(\text { or } \sqrt[\alpha]{(2 \Gamma(1+\alpha)) / 1-b}<h}<]{\sqrt[\alpha]{(2 \Gamma(1+\alpha)) / a)}} \sqrt{(2)}$
(d) a nonhyperbolic point if $h=\sqrt[\alpha]{(2 \Gamma(1+\alpha)) / a}($ or $h=$ $\sqrt[\alpha]{(2 \Gamma(1+\alpha)) / 1-b)}$

Proof (a) At $E_{1}$, the Jacobian matrix is written as

$$
J_{1}=J(1,0)=\left(\begin{array}{cc}
1-\frac{a h^{\alpha}}{\Gamma(1+\alpha)} & -\frac{b h^{\alpha}}{\Gamma(1+\alpha)}  \tag{20}\\
0 & 1+\frac{(b-1) h^{\alpha}}{\Gamma(1+\alpha)}
\end{array}\right)
$$

whose eigenvalues are $\lambda_{1}=1-\left(a h^{\alpha} /(\Gamma(1+\alpha))\right)$ and $\lambda_{2}=1-\left(\left((1-b) h^{\alpha}\right) / \Gamma(1+\alpha)\right)$. Since $\left(h^{\alpha} /(\Gamma(1+\alpha))\right)$ $>0$ for $0<\alpha \leq 1$ and $b<1$, it is obvious that $\left|\lambda_{i}\right|<1, \quad i=1,2, \quad$ if $\quad 0<h<(\sqrt[\alpha]{(2 \Gamma(1+\alpha)) / a}) \quad$ and $0<h<(\sqrt[\alpha]{(2 \Gamma(1+\alpha)) / 1-b})$. Then, $E_{1}$ is a sink point if

$$
\begin{equation*}
h<\min \left\{\left(\sqrt[\alpha]{\frac{2 \Gamma(1+\alpha)}{a}}\right), \sqrt[\alpha]{\frac{2 \Gamma(1+\alpha)}{1-b}}\right\} \tag{21}
\end{equation*}
$$

(b) $E_{1}$ is a source point if $\left|\lambda_{i}\right|>1, \quad i=1,2, \mid 1-\left(a h^{\alpha} /\right.$ $(\Gamma(1+\alpha))) \mid>1$ which violates condition (21), i.e., $h>\max \{\sqrt[\alpha]{(2 \Gamma(1+\alpha)) / a}, \sqrt[\alpha]{(2 \Gamma(1+\alpha)) / 1-b}\}$.
(c) $E_{1}$ is a saddle point if $\left|\lambda_{1}\right|>1,\left|\lambda_{2}\right|<1\left(\right.$ or $\left|\lambda_{1}\right|<1$, $\left.\left|\lambda_{2}\right|>1\right)$.
(d) $E_{1}$ is a nonhyperbolic point if $\left|\lambda_{1}\right|=1$, $\left|\lambda_{2}\right| \neq 1\left(\right.$ or $\left.\left|\lambda_{1}\right| \neq 1,\left|\lambda_{2}\right|=1\right)$.

Theorem 3. The fixed point $E_{2}=(\bar{x}, t(b-1) n \bar{x})$, where $1<b<a+1$, of system (13) is locally asymptotically stable, if and only if
(i) $0<\left(\left(h^{\alpha} /(b \Gamma(1+\alpha))\right)(b-1)\right)<1$
(ii) $0<\left(\left(h^{\alpha} /(\Gamma(1+\alpha))\right)(1+a-b)\right)<4$

Proof. The Jacobian matrix at the fixed point $E_{2}$ is

$$
J_{2}=\left(\begin{array}{cc}
1+\frac{h^{\alpha}\left(b^{2}-a b-1\right)}{b \Gamma(1+\alpha)} & \frac{-h^{\alpha}}{b \Gamma(1+\alpha)}  \tag{22}\\
\frac{h^{\alpha}\left(b^{2}-2 b+1\right)}{b \Gamma(1+\alpha)} & 1-\frac{h^{\alpha}(b-1)}{b \Gamma(1+\alpha)}
\end{array}\right)
$$

The characteristic equation of Jacobian matrix (22) is $\lambda^{2}-\beta \lambda+\gamma=0$, where

$$
\begin{align*}
& \beta=2-\frac{h^{\alpha}(1+a-b)}{\Gamma(1+\alpha)}, \\
& \gamma=1-\frac{h^{\alpha}(1+a-b)}{\Gamma(1+\alpha)}+\frac{h^{2 \alpha}(1+a-b)(b-1)}{b \Gamma^{2}(1+\alpha)} . \tag{23}
\end{align*}
$$

Using Jury's stability condition, $|\beta|<1+\gamma<2$ [40-42], we obtain the following stability conditions:

$$
\begin{equation*}
\left|2-\frac{h^{\alpha}(1+a-b)}{\Gamma(1+\alpha)}\right|<2-\frac{h^{\alpha}(1+a-b)}{\Gamma(1+\alpha)}+\frac{h^{2 \alpha}(1+a-b)(b-1)}{b \Gamma^{2}(1+\alpha)}<2 \tag{24}
\end{equation*}
$$

The left inequality of (24), $-1-\gamma<\beta<1+\gamma$, gives

$$
\begin{gather*}
0<\frac{2 h^{\alpha}(1+a-b)}{\Gamma(1+\alpha)}<4+\frac{h^{2 \alpha}(1+a-b)(b-1)}{b \Gamma^{2}(1+\alpha)}  \tag{25}\\
0<\frac{h^{2 \alpha}(1+a-b)(b-1)}{b \Gamma^{2}(1+\alpha)} \tag{26}
\end{gather*}
$$

The right inequality of (24), $1+\gamma<2$, gives

$$
\begin{equation*}
0<\frac{h^{\alpha}}{b \Gamma(1+\alpha)}(b-1)<1 \tag{27}
\end{equation*}
$$

From the conditions of the existence of $E_{2}$, we find that inequality (26) is satisfied. Also, using inequality (27) in inequality (25), we obtain

$$
\begin{equation*}
0<\frac{h^{\alpha}}{\Gamma(1+\alpha)}(1+a-b)<4 \tag{28}
\end{equation*}
$$

4.1. Bifurcation. We will discuss the bifurcation dynamics of discretized system (13). Three kinds of bifurcations show the changes in the dynamical behavior of the system due to the changes in its parameters. This behavior depends on four parameters $a, b, h$, and $\alpha$. The first kind is the Nei-mark-Sacker (NS) bifurcation which is analogous to the Hopf bifurcation. NS bifurcation is a good tool to prove the existence of quasiperiodic orbits for the map [43]. The second kind is the flip (period-doubling) bifurcation which occurs when a new limit cycle born from an existing limit cycle with period equal twice of the old one. Finally, the third one is the fold (saddle-node) bifurcation which is a collision or disappearance of two equilibria in the system.

Lemma 1. The interior fixed point $E_{2}$ loses its stability
(1) via NS bifurcation when $\left(h^{\alpha} /(\Gamma(1+\alpha))\right)$ $=(b /(b-1))$
(2) viaflip bifurcation when $\left(2 h^{\alpha}(1+a-b) /(\Gamma(1+\alpha))\right)=$ $4+\left(h^{2 \alpha}(1+a-b)(b-1) /\left(b \Gamma^{2}(1+\alpha)\right)\right)$

Proof. (1) NS bifurcation occurs when the Jacobian matrix $J_{2}$ has two complex conjugate eigenvalues of modulus 1 [42]. Then, NS bifurcation occurs when $\gamma=1$ and $-2<\beta<2$. Substituting by the form of the values of $\beta$ and $\gamma$ above, we obtain

$$
\begin{equation*}
\frac{h^{\alpha}}{\Gamma(1+\varepsilon)}=\frac{b}{b-1} . \tag{29}
\end{equation*}
$$

Condition (29) contradicts with condition (27), which is one of the stability conditions of the fixed point $E_{2}$. The other condition is the same as condition (25).
(2) Flip bifurcation occurs when one of the two eigenvalues equal -1 . It requires the condition $1+\beta+\gamma=0$ :

$$
\begin{equation*}
\frac{2 h^{\alpha}(1+a-b)}{\Gamma(1+\alpha)}=4+\frac{h^{2 \alpha}(1+a-b)(b-1)}{b \Gamma^{2}(1+\alpha)} \tag{30}
\end{equation*}
$$

Note that the fold bifurcation requires the condition $1-\beta+\gamma=0$ :

$$
\begin{equation*}
(1+a-b)(b-1)=0 \tag{31}
\end{equation*}
$$

but from the existence conditions of the fixed point $E_{2}$, $1<b<1+a$, we find that this condition is not satisfied. Then, there is no fold bifurcation.

## 5. Numerical Simulations

Tremendous numerical simulations have been carried out to study the dynamical behavior of system (13), which prove our analytical findings for different sets of parameters. These simulations show that the behavior does not depend on the initial conditions. So, we fixed the initial point to be $\left(x_{0}, y_{0}\right)=(0.3,0.5)$ for all following figures. In all figures, we plot the healthy prions $x(t)$ (blue curves) and the infected ones $y(t)$ (red curves) in the brain versus the steps $n$. Also, we choose the values of the parameters that satisfy the necessary stability conditions of the fixed points $E_{1}(21)$ and $E_{2}$ (27) and (28).

In Figure 3, we vary the value of the step size $h$ to check its effect on the behavior of the prions. This figure shows that all curves of the infected prions tend to zero as $n$ increases while the healthy prions approach the value one, whenever the fixed point $E_{1}$ is stable. Note that the steps needed to reach the fixed point increases as the step size $h$ decreases. Also in Figure 4, we vary the value of the fractional-order $\alpha$ to check its impact on the behavior of the system. We found that the steps needed to reach the fixed point decreases as the parameter $\alpha$ decreases.

Figure 5 shows the stable dynamics of system (13) at fixed point $E_{2}$. For the parameter values at $a=1.1, \alpha=0.5$, and $h=0.05$ and four different values of $b$, system (13) admits a stable focus $E_{2}=(0.9091,0.0909)$, ( $0.5455,0.2727$ ), $(0.3636,0.2545)$, and ( $0.0909,0909$ ). Note that reaching the stability point $E_{2}$ is delayed by increasing the value of $b$. Also, Figure 6 shows four different stable fixed points $E_{2}$ for $b=1.1, \alpha=0.5$, and $h=0.05$ and four different values of the parameter $a$. Note that reaching the stability point $E_{2}$ is delayed by decreasing the value of $a$. At these values, system (13) admits a stable focus $E_{2}=(0.5,0.05)$, ( $0.8889,0.0889$ ), $(0.9286,0.0929)$, and ( $0.9524,0952$ ).

Bifurcation diagram for the healthy prions of system (13) is plotted with respect to $a$ for parameter values $b=1.1$, $\alpha=0.3$, and $h=0.05$ in Figure 7. The system exhibits


Figure 3: Four figures showing the two classes of the prion curves $x(t)$ and $y(t)$ at $a=1.1, b=0.1$, and $\alpha=0.9$ and four different values of $h$. (a) $h=0.05$. (b) $h=0.25$. (c) $h=0.75$. (d) $h=0.95$.


Figure 4: Continued.


Figure 4: Four figures showing the two classes of the prion curves $x(t)$ and $y(t)$ at $a=1.1, b=0.1$, and $h=0.5$ and four different values of $\alpha$. (a) $\alpha=0.2$. (b) $\alpha=0.5$. (c) $\alpha=0.7$. (d) $\alpha=0.9$.


Figure 5: Stable fixed point $E_{2}$ at $a=1.1, \alpha=0.5$, and $h=0.5$ and four different values of $b$. (a) $b=1.1$. (b) $b=1.5$. (c) $b=1.7$. (d) $b=2.0$.


Figure 6: Stable fixed point $E_{2}$ at $b=1.1, \alpha=0.5$, and $h=0.5$ and four different values of $a$. (a) $a=0.2$. (b) $a=0.9$. (c) $a=1.4$. (d) $a=2.1$.


Figure 7: Bifurcation diagram with respect to $a$ at $b=1.1, \alpha=0.3$, and $h=0.05$.
stability up to $a=4.3$. The system shows chaotic behavior for higher values of $a$ started by intermittent multiperiodic windows to chaos. Figure 8 depicts the associated largest Lyapunov exponent (LLE) plot corresponding to the case presented in Figure 7. The positive Largest Lyapunov exponent confirms the existence of chaos in the system.

In Figure 9, bifurcation diagram is drawn with respect to the parameter values $\alpha$ using parameters $a=3.1, b=1.3$,
and $h=0.5$. A chaos to period-doubling route (flip bifurcation) along with intermittent periodic windows is clearly visible (up to $\alpha=0.54$ ). For higher values beyond $\alpha=0.54$, the solution goes to be stable. Also, the LLE corresponding with Figure 9 is plotted in Figure 10.

In another bifurcation diagram with respect to $b$ for $a=3.1, \alpha=0.03$, and $h=0,5$, the system exhibits a wide range of dynamics from chaotic (up to $b=1.3$ ) to


Figure 8: Largest Lyapunov exponent at $b=1.1, \alpha=0.3$, and $h=0.05$.


Figure 9: Bifurcation diagram with respect to $\alpha$ at $a=3.1, b=1.3$, and $h=0.5$.


Figure 10: Largest Lyapunov exponent at $a=3.1, b=1.3$, and $h=0.05$.


Figure 11: Bifurcation diagram with respect to $b$ at $a=3.1, \alpha=0.03$, and $h=0.5$.


Figure 12: Largest Lyapunov exponent at $a=3.1, \alpha=0.03$, and $h=0.5$.
period-doubling route with multiperiodic windows until (up to $b=1.42)$ stable state. Also, the LLE corresponding with Figure 11 is plotted in Figure 12.

## 6. Summary and Conclusion

Initially, a simple mathematical model was proposed to describe Parkinson's disease which consists of two ordinary differential equations. Since memory plays an essential role in PD, we proposed a fractional-order form to study this disease. The existence and the uniqueness of a solution of this model were proved. The stability conditions of its fixed points were achieved. The examinations of the patient, laboratory blood tests performed, and the doses of drugs that are prescribed to be taken are a discrete process. So, a discretized form of the fractional-order model is presented. The fixed points existence and stability conditions are obtained. Also, bifurcation studies to the model are achieved.

Our discretized model depends on the intrinsic growth rate $a$, the contact rate $b$, the order $\alpha$, and the size step $h$. We find that decreasing the size step $h$ delays the time needed to reach the stable the healthy state $E_{1}$ (see Figure 3). Decreasing the order $\alpha$ accelerates the time needed to reach the stable the healthy state $E_{1}$ (see Figure 4). With the increase in the contact parameter $b$, the time required to reach the fixed point $E_{2}$ increases. Also, the value of healthy prions
decreases and the value of infected prions increases until they become equal (see Figure 5). While increasing the growth parameter $a$, the time required to reach the fixed point $E_{2}$ decreases. Also, the value of healthy prions increases and the value of infected prions decreases (see Figure 6).

The Neimark-Sacker (NS) bifurcation appears as the value of the parameter $a$ increases. The fixed point $E_{2}$ is stable up to $a=4.7$. After that value, the route to chaos starts (see Figure 7). Also, the flip bifurcation occurs as the values of the two parameters $b$ and $\alpha$ decrease (see Figures 9 and 11). All these complex behaviors are consistent with the above theoretical results.
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To provide a theoretical basis for the prevention and control of COVID-19 in China, confirmed cases, deaths, and recoveries from COVID-19 in China were predicted using a fractional grey model. The results indicated that the grey model has high forecasting accuracy in the prediction of disease spread.

## 1. Introduction

The outbreak of the novel coronavirus disease-2019 (COVID-19) caused by SARS-CoV-2 took place in December 2019 in Wuhan, China. This disease can cause severe fever and, in the worst cases, acute respiratory failure syndrome [1]. There were 1016 recorded deaths from this outbreak as of February 10, 2020, in China. It has also spread across other countries, starting with Japan and then Australia, France, and the United States. The SARS-$\mathrm{CoV}-2$ virus continues to evolve in alarming ways, with the spread of COVID-19, putting enormous strain on health systems around the world. There is no indication that China will succeed in beating COVID-19 in the short term. Accurately forecasting the epidemic tendency can provide a theoretical basis for the prevention and control of COVID-19.

Statistical methods are widely used for forecasting of epidemic diseases [2]. Traditional prediction methods often require a large number of data samples, which follow a certain typical distribution. However, because of the limited information available during the early stages of disease transmission, the spreading mechanism of COVID-19 is yet to be fully understood [3]. The grey prediction theory provides a new way to solve the systemic problems that occur in cases of limited information. Thus, the grey
prediction theory is more suitable for the prediction of the incidence of COVID-19 in China than other theories.

The rest of the paper is arranged as follows. Section 2 introduces the forecasting model. Section 3 shows in detail the prediction results. Conclusions are drawn in Section 4.

## 2. Fractional Grey Model

Grey system theory mainly focuses on systems with incomplete or uncertain information [4]. In recent years, grey system theory has been successfully applied to the prediction of infectious diseases [5-8].

Despite the widespread outbreak of COVID-19, data on this disease in China are limited. Many methods cannot make accurate predictions if the data samples are small. For this reason, the fractional grey model $(\operatorname{FGM}(1,1))$ is used to deal with the forecasting problem with limited samples [9]. The $\operatorname{FGM}(1,1)$ model is an optimized form of the grey prediction model. Its detailed modeling process has been described previously [9, 10].

## 3. Results

In this section, the data are from the National Health Commission of the People's Republic of China (http://www. nhc.gov.cn/). The Chinese government has made every effort

Table 1: Prediction of confirmed cases of COVID-19 in China.

| Data | Actual values | FGM $(1,1)$ | MAPE |
| :--- | :---: | :---: | :---: |
| 21-Jan | 291 |  |  |
| 22-Jan | 440 |  |  |
| 23-Jan | 571 |  |  |
| 24-Jan | 1287 |  |  |
| 25-Jan | 1975 | 3207 | 16.89 |
| 26-Jan | 2744 | 3961 | 12.27 |
| 27-Jan | 4515 | 6462 | 8.17 |
| 28-Jan | 5974 | 8362 | 8.44 |
| 29-Jan | 7711 | 9881 | 1.95 |
| 30-Jan | 9692 | 12,037 | 2.08 |
| 31-Jan | 11,791 | 14,103 | 1.92 |
| 1-Feb | 14,380 | 17,271 | 0.38 |
| 2-Feb | 17,205 | 20,418 | 0.10 |
| 3-Feb | 20,438 | 23,973 | 1.44 |
| 4-Feb | 24,324 | 28,593 | 2.05 |
| 5-Feb | 28,018 | 31,792 | 9.68 |
| 6-Feb | 28,985 | 30,893 | 2.77 |
| 7-Feb | 31,774 | 33,145 | 1.76 |
| 8-Feb | 33,738 | 35,965 | 0.05 |
| 9-Feb | 35,982 |  | 4.66 |
| Mean |  |  |  |

Table 2: Prediction of the death toll due to COVID-19.

| Data | Actual values | FGM $(1,1)$ | MAPE |
| :--- | :---: | :---: | :---: |
| 22-Jan | 9 |  |  |
| 23-Jan | 17 |  |  |
| 24-Jan | 41 |  |  |
| 25-Jan | 56 |  |  |
| 26-Jan | 80 | 109 | 2.79 |
| 27-Jan | 106 | 143 | 3.63 |
| 28-Jan | 132 | 164 | 3.26 |
| 29-Jan | 170 | 212 | 0.33 |
| 30-Jan | 213 | 267 | 3.22 |
| 31-Jan | 259 | 311 | 2.22 |
| 1-Feb | 304 | 351 | 2.87 |
| 2-Feb | 361 | 422 | 0.78 |
| 3-Feb | 425 | 500 | 2.02 |
| 4-Feb | 490 | 559 | 0.69 |
| 5-Feb | 563 | 643 | 1.16 |
| 6-Feb | 636 | 714 | 1.13 |
| 7-Feb | 722 | 813 | 0.28 |
| 8-Feb | 811 | 908 | 0.05 |
| 9-Feb | 908 |  | 2.10 |
| Mean |  |  |  |

to fight the epidemic and has continued to release relevant data since January 21, 2020. Data released after January 21 were used to test the performance of the forecasts.

A rolling forecast approach was taken in the experiment. Here, the data of every five consecutive days were used as observations to predict the data for the next day. The mean absolute percentage error (MAPE) was used to test the performance of the model. The prediction results of the confirmed cases are presented in Table 1.

As shown in Table 1, the mean MAPE is $4.66 \%$, which meets our expectations for accurate forecasting. The $\operatorname{FGM}(1,1)$ model only needs five consecutive days of data to predict the next day's data. It needs very little data and
follows the principle of new information priority. Even for the most uncontrollable first days of the epidemic, $\operatorname{FGM}(1,1)$ showed accurate prediction. Since February 28, the predicted MAPE has been less than $10 \%$, which demonstrates the adaptability of the model.

The number of deaths due to COVID-19 and the number of people who have recovered are shown in Tables 2 and 3, respectively.

As shown in Tables 2 and 3, the MAPE of the number of deaths and recoveries from COVID-19 was $2.10 \%$ and $3.61 \%$, respectively. All the MAPE values of the prediction results were less than $10 \%$, which means that the prediction results met the requirement of highly accurate prediction.

Table 3: Prediction of the number of people recovered from COVID-19.

| Data | Actual values | FGM $(1,1)$ | MAPE (\%) |
| :--- | :---: | :---: | :---: |
| 24-Jan | 38 |  |  |
| 25-Jan | 49 |  |  |
| 26-Jan | 51 |  |  |
| 27-Jan | 60 |  |  |
| 28-Jan | 103 | 129 | 3.84 |
| 29-Jan | 124 | 169 | 1.00 |
| 30-Jan | 171 | 225 | 7.38 |
| 31-Jan | 243 | 318 | 3.01 |
| 1-Feb | 328 | 441 | 7.09 |
| 2-Feb | 475 | 646 | 2.28 |
| 3-Feb | 632 | 843 | 5.51 |
| 4-Feb | 892 | 1217 | 5.54 |
| 5-Feb | 1153 | 1536 | 0.25 |
| 6-Feb | 1540 | 1975 | 3.64 |
| 7-Feb | 2050 | 2669 | 0.75 |
| 8-Feb | 2649 | 3381 | 3.05 |
| 9-Feb | 3281 |  | 3.61 |
| Mean |  |  |  |

Table 4: The forecasting results of $\operatorname{FGM}(1,1)$.

| Data | Number of confirmed cases | Growth rate of confirmed cases (\%) | Number of deaths | Number of recoveries |
| :--- | :---: | :---: | :---: | :---: |
| $10-\mathrm{Feb}$ | 37,857 | 5.21 | 1011 | 4160 |
| $11-\mathrm{Feb}$ | 39,742 | 4.98 | 1123 | 5240 |
| $12-\mathrm{Feb}$ | 41,585 | 4.64 | 1244 | 6582 |
| $13-\mathrm{Feb}$ | 43,397 | 4.36 | 1373 | 8253 |
| $14-\mathrm{Feb}$ | 45,186 | 4.12 | 1513 | 10,333 |



Figure 1: Prediction of the growth rate of the number of confirmed cases.

Therefore, we took the next step to predict the future number of confirmed, dead, and recovered cases, as shown in Table 4.

The predictions show that the growth rate of the number of confirmed cases was on the decline, and the number of recoveries was on the rise. Based on the above results, we further predicted the growth rate of confirmed cases. From the existing data, the growth rate showed a straight-line downward trend, so linear regression was used for prediction. The predictive effect is shown in Figure 1. We could draw the conclusion that the inflection point would be
reached around February 29, the spread of COVID-19 would be effectively controlled, and the number of people infected would not increase much.

## 4. Conclusions

The spread of COVID-19 has caused great damage to the world's health care systems, so it is very necessary to predict the spread of disease in the future. In the early stages of the outbreak, data are limited and not absolutely accurate. The $\operatorname{FGM}(1,1)$ model is a good choice at the early stage of disease
transmission for the prediction of trends of this new disease. $\operatorname{FGM}(1,1)$ is suitable for short-term prediction of time series. Using the characteristics of fractional-order accumulation, the grey model can analyze the rules in short-term data well based on the principle of new information first. Hence, $\operatorname{FGM}(1,1)$ could accurately predict the number of confirmed cases, the number of deaths, and the number of recoveries. The predicted results indicate that the spread of COVID-19 will be further suppressed in China, more people will be cured, and infection rates will fall further.
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#### Abstract

The aim of this study is to develop a transform method for discrete calculus. We define the double Laplace transforms in a discrete setting and discuss its existence and uniqueness with some of its important properties. The delta double Laplace transforms have been presented for integer and noninteger order partial differences. For illustration, the delta double Laplace transforms are applied to solve partial difference equation.


## 1. Introduction

The origin of calculus of finite differences is found from Brook Taylor (1717), rather it was Jacob Stirling, who found the theory (1730) and introduce the delta $\Delta$ symbol for the difference, which is in common use nowadays. The development on calculus of finite differences in the beginning of the nineteenth century by Lacroix and remarkable work of George Boole, Narlund, and Steffensen appeared later in the nineteenth century. Jordan discussed calculus of finite differences with the classical approach in [1]. In modern era, the focus of mathematician is to correlate the continuous and the discrete, to shape in comprehensive unified mathematics, and to eliminate ambiguity. The calculus of finite differences is applicable to both continuous and discrete functions. For difference equations, Bohner and Peterson treat the dynamic equations on time scales in [2] and get surprisingly different results from continuous counterpart. Some results can be found in [3-19] which has helped to construct the theory of discrete fractional calculus.

Coon and Bernstein [20-22] defined the double Laplace transforms (continuous) and investigated many properties. Debnath [23] modified the properties and use the double

Laplace transforms (continuous) to solve functional, integral, and partial differential equations. Dhunde and Waghmare [24] discussed convergence and absolute convergence of the double Laplace transforms (continuous) and, by application of double Laplace transforms, presented the solution of Volterra Integropartial differential equation. For applications of triple, quadruple, and $n$-dimensional Laplace transforms (continuous), we refer the readers to [25-27]. Goodrich and Peterson [10] developed discrete delta Laplace transforms analogous to Laplace transforms discussed by Bohner and Peterson [2] in the continuous case, to solve difference and summation equations with initial data by applying the delta Laplace transforms. The delta Laplace transforms is given for newly defined Hilfer difference operator [28] and substantial difference operator in [29]. Bohner et al. [30] generalized properties of the Laplace transforms to the delta Laplace transforms on arbitrary time scales and discussed translation theorems and transforms of periodic functions. Compatible discrete time Laplace transforms with Laplace transforms was introduced in [31]. Savoye [32] highlighted the importance of discrete time problems and relationship of $Z$ transforms to Laplace transforms on time scale. Fractional double Laplace
transform was introduced in [33]; during derivation of Corollary 1, authors neglected the violation of semigroup property of Mittage-Leffler functions, and a counter example for semigroup property of Mittage-Leffler functions is given in [34]. The qualitative analysis of delay partial difference equations is considered as discrete analog of delay partial differential equations by Zhang and Zhou [35]. For solving partial difference equations Ozpinar and Belgacem introduced discrete homotopy perturbation Sumudu transform method in [36]. For solving partial differential equations, double Laplace transform was applied in [37, 38].

Here, we introduce the delta double Laplace transforms similar to the one presented by Bernstein [20] in such a way that properties and expressions bear a resemblance to that appearing in Debnath [23] for the continuous calculus. The double convolution product, we consider in this article, resemble with the convolution product defined for delta calculus in [2, 10], but it differs from the one defined by Atici in [8]. We consider the problem with constant coefficients in two independent variables and solve by applying the delta double Laplace transforms to partial difference equations with initial data.

This paper is divided into five sections. In Section 2, we shall present basic definitions and results from discrete calculus. Definition, existence, uniqueness, and series representation of the delta double Laplace transforms are given in Section 3. Some properties of the delta double Laplace transforms are proved in Section 4. In Section 5, we present the delta double Laplace transforms of partial differences.

## 2. Preliminaries

For convenience, this section comprises of some basic definitions and results from discrete calculus for later use in the following sections. The functions we consider usually are defined on the set $\mathbb{N}_{a}:=\{a, a+1, a+2, \ldots\}$ and $\mathbb{N}_{a}^{b}:=\{a, a+1, a+2, \ldots, b\}$, for fixed $a, b \in \mathbb{R}$.

The following concepts are discussed in [10, 16].
Falling function is defined for positive integer $n$ by

$$
\begin{equation*}
x^{n}=x(x-1)(x-2) \cdots(x-n+1) \tag{1}
\end{equation*}
$$

The forward jump operator is defined for $x \in \mathbb{N}_{a}$ by $\sigma(x)=x+1$.

The set of regressive functions is defined for $x \in \mathbb{N}_{a}$ by $\mathscr{R}=\left\{p_{i}: 1+p_{i}(x) \neq 0\right\}$.

The circle plus sum of $p_{1}, p_{2} \in \mathscr{R}$ is given by $p_{1} \oplus p_{2}=p_{1}+p_{2}+p_{1} p_{2}$.

The additive inverse of $p_{1} \in \mathscr{R}$ is given by $\Theta p_{1}(x)=$ $-p_{1}(x) /\left(1+p_{1}(x)\right)$ for $x \in \mathbb{N}_{a}$.

Definition 1 (see [10]). Assume $p_{1} \in \mathscr{R}$ and $s \in \mathbb{N}_{a}$. Then, the delta exponential function is given by

$$
e_{p_{1}}(x, s)= \begin{cases}\prod_{t=s}^{x-1}\left[1+p_{1}(t)\right], & \text { if } x \in \mathbb{N}_{s}  \tag{2}\\ \prod_{t=x}^{s-1}\left[1+p_{1}(t)\right]^{-1}, & \text { if } x \in \mathbb{N}_{a}^{s-1}\end{cases}
$$

By the empty product convention, $\prod_{t=s}^{s-1}[h(t)]:=1$ for any function $h$.

Example 1. If $p_{1}(x)=c$ is a constant such that $c \in \mathscr{R}$ (that is $c \neq-1)$, then the delta exponential function for a constant is given by

$$
\begin{equation*}
e_{p_{1}}(x, s)=e_{c}(x, s)=[1+c]^{x-s}, \quad \text { for } x \in \mathbb{N}_{a} \tag{3}
\end{equation*}
$$

For a particular choice of $s=a$, that is, the initial point of the domain of definition,

$$
\begin{equation*}
e_{c}(x, a)=[1+c]^{x-a}, \quad \text { for } x \in \mathbb{N}_{a} . \tag{4}
\end{equation*}
$$

Definition 2 (see [10]). Assume $f: \mathbb{N}_{a} \longrightarrow \mathbb{R}$ and $b \leq c$ are in $\mathbb{N}_{a}$; then, the delta definite integral is defined by

$$
\begin{equation*}
\int_{b}^{c} f(x) \Delta x=\sum_{x=b}^{c-1} f(x) \tag{5}
\end{equation*}
$$

Note that the value of integral $\int_{b}^{c} f(x) \Delta x$, depending on the set $\{b, b+1, \ldots, c-1\}$. Also, by the empty sum convention,

$$
\begin{equation*}
\sum_{x=b}^{b-k} f(x)=0, \quad \text { whenever } k \in \mathbb{N}_{1} \tag{6}
\end{equation*}
$$

The delta indefinite integral is defined by

$$
\begin{equation*}
\int_{b}^{\infty} f(x) \Delta x=\sum_{x=b}^{\infty} f(x) \tag{7}
\end{equation*}
$$

Definition 3 (see [10]). Assume $f: \mathbb{N}_{a} \longrightarrow \mathbb{R}$. Then, the delta Laplace transform of $f$ based at $a$ is defined by

$$
\begin{equation*}
\mathscr{L}_{x}\{f\}(p)=\int_{a}^{\infty} e_{\ominus p}(\sigma(x), a) f(x) \Delta x \tag{8}
\end{equation*}
$$

for all complex numbers $p \neq-1$ such that this improper integral converges.

Note that throughout this article, we take the delta Laplace transform at the initial point $a$ of the set $\mathbb{N}_{a}$, unless stated otherwise.

The following concepts are also discussed in [10, 16].
Definition 4 (see [10]). A function $f$ is of exponential order $r_{1}>0$ if there exist a constant $A_{1}>0$ and the following inequality:

$$
\begin{equation*}
|f(x)| \leq A_{1} r_{1}^{x}, \quad \text { holds for sufficiently large } x \in \mathbb{N}_{a} \tag{9}
\end{equation*}
$$

If $f$ is of exponential order, then $\mathscr{L}_{x}\{f\}(p)$ converges absolutely for $|p+1|>r_{1}$, which ensures the existence of the Laplace transform. Even though the converse in not true, we restrict ourselves to only exponential order functions. For $f: \mathbb{N}_{a} \longrightarrow \mathbb{R}$, the following are useful expressions for the delta Laplace transform of $f$ based at $a$ :

$$
\begin{align*}
\mathscr{L}_{x}\{f\}(p) & =\widetilde{F}(p)=\int_{0}^{\infty} \frac{f(a+j)}{(p+1)^{j+1}} \Delta j  \tag{10}\\
& =\sum_{j=0}^{\infty} \frac{f(a+j)}{(p+1)^{j+1}},
\end{align*}
$$

for all complex numbers $p \neq-1$ such that this infinite series converges.

Example 2. If $c \neq-1$, then for $|p+1|>|c+1|$, we have

$$
\begin{equation*}
\mathscr{L}_{x}\left\{e_{c}(x, a)\right\}(p)=\frac{1}{p-c} . \tag{11}
\end{equation*}
$$

Definition 5 (see [10]). Assume $f, g: \mathbb{N}_{a} \longrightarrow \mathbb{R}$. The convolution product is defined by

$$
\begin{equation*}
(f * g)(x)=\sum_{r=a}^{x-1} f(r) g(x-\sigma(r)+a), \quad \text { for } x \in \mathbb{N}_{a} \tag{12}
\end{equation*}
$$

Note that by the empty sum convention $(f * g)(a)=0$.
Lemma 1 (convolution theorem, see [10]). Assume $f, g: \mathbb{N}_{a} \longrightarrow \mathbb{R}$. If both $\mathscr{L}_{x} f(x)$ and $\mathscr{L}_{x} g(x)$ exist, then the delta Laplace transform of the convolution product is given by

$$
\begin{equation*}
\mathscr{L}_{x}\{(f * g)(x)\}=\mathscr{L}_{x}\{f(x)\} \mathscr{L}_{x}\{g(x)\}=\mathscr{L}_{x}\{(g * f)(x)\} . \tag{13}
\end{equation*}
$$

Lemma 2 (see [10]). Assume two functions $v, w: \mathbb{N}_{a} \longrightarrow \mathbb{R}$. Let $b_{1}, b_{2} \in \mathbb{N}_{a}$ such that $b_{1}<b_{2}$, and we have the summation by parts formula:

$$
\begin{equation*}
\int_{b_{1}}^{b_{2}} v(\sigma(t)) \Delta w(t) \Delta t=\left.v(t) w(t)\right|_{b_{1}} ^{b_{2}}-\int_{b_{1}}^{b_{2}} w(t) \Delta v(t) \Delta t \tag{14}
\end{equation*}
$$

Definition 6. The generalized falling function is defined in term of gamma function by

$$
\begin{equation*}
t_{-}^{\mu}=\frac{\Gamma(\sigma(t))}{\Gamma(\sigma(t)-\mu)}, \quad \text { for } t \in \mathbb{N}_{a}, \mu \in \mathbb{R} \tag{15}
\end{equation*}
$$

given that the expression in the above equation is justifiable. It is convenient to take $t^{\underline{\mu}}=0$, whenever $t+1$ is natural number and $t-\mu+1$ is a zero or negative integer.

Definition 7. The discrete Taylor monomial based at $s=a$ is defined by

$$
\begin{equation*}
h_{n}(x, a)=\frac{(x-a)^{n}}{n!}, \quad \text { for } x \in \mathbb{N}_{a} \tag{16}
\end{equation*}
$$

and the $\mu^{\text {th }}$ order Taylor monomial is defined by

$$
\begin{equation*}
h_{\mu}(x, a)=\frac{(x-a)^{\mu}}{\Gamma(\mu+1)}, \quad \text { for } x \in \mathbb{N}_{a} \tag{17}
\end{equation*}
$$

Lemma 3 (see [10]). ie following hold for delta Laplace of Taylor monomial:
(i) $\mathscr{L}_{x}\left\{h_{n}(x, a)\right\}(p)=1 / p^{n+1}$, for $|p+1|>1, n \in \mathbb{N}_{0}$
(ii) $\mathscr{L}_{x}\left\{(x-a)^{n}\right\}(p)=n!/ p^{n+1}$, for $|p+1|>1, n \in \mathbb{N}_{0}$
(iii) $\mathscr{L}_{x}\left\{(x-a)^{\mu}\right\}(p)=\left(\Gamma(\mu+1)(p+1)^{\mu}\right) / p^{\mu+1}$, for $|p+1|>1, \mu \geq 0$.

In the next definition, we consider only delta difference with increment 1 , and do not bother the different operators
that we will not be using here. One can find the details of Definition 8 in $[1,39]$.

Definition 8. Assume $u: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$, a function of two independent variables. Then, the partial difference of $u(x, y)$ with respect to $x$, regarding $y$ as a constant is given by

$$
\begin{equation*}
\Delta_{x}[u(x, y)]=u(x+1, y)-u(x, y) \tag{18}
\end{equation*}
$$

The partial difference of $u(x, y)$ with respect to $y$, regarding $x$ as a constant, is given by

$$
\begin{equation*}
\Delta_{y}[u(x, y)]=u(x, y+1)-u(x, y) . \tag{19}
\end{equation*}
$$

Partial difference equation is an equation containing partial differences.

Note that $\Delta_{x y}=\Delta_{y} \Delta_{x}=\Delta_{x} \Delta_{y}=\Delta_{y x}$. Followed by the rule for integer order difference operator $\Delta^{n}=\Delta \Delta^{n-1}$, we adopt the symbol for partial differences as follows: $\Delta_{x}^{n}=$ $\Delta_{x} \Delta_{x}^{n-1}$ and $\Delta_{y}^{m}=\Delta_{y} \Delta_{y}^{m-1}$.

## 3. The Delta Double Laplace Transforms

In this section, we give abstract definition of the delta double Laplace transform. For convenience, we simplify definition to series representation followed by Goodrich and Peterson [10] simplification of the delta Laplace transform. Also, condition for existence, uniqueness, and linearity of the delta double Laplace transform has been revealed.

Definition 9. Assume $f: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$. Then, the delta double Laplace transform of $f$ based at $(a, a)$ is the successive application of the delta Laplace transform on $x$ and $y$ in any order

$$
\begin{align*}
\mathscr{L}_{2}[f(x, y)](p, q) & =\mathscr{L}_{x}\left[\mathscr{L}_{y}\{f(x, y) ; y \longrightarrow q\} ; x \longrightarrow p\right] \\
& =\mathscr{L}_{y}\left[\mathscr{L}_{x}\{f(x, y) ; x \longrightarrow p\} ; y \longrightarrow q\right] \\
& =\mathscr{L}_{y}[\widetilde{F}(p, y) ; y \longrightarrow q] \\
& =\widetilde{\widetilde{F}}(p, q), \tag{20}
\end{align*}
$$

where $\mathscr{L}_{x}$ and $\mathscr{L}_{y}$ are the delta Laplace transforms (single) based at $a$ with respect to $x$ and $y$, respectively, and $\mathscr{L}_{2}$ is the delta double Laplace transform based at $(a, a)$. The delta double Laplace transform of a function $f(x, y)$ of two variables $x$ and $y$ is defined in $p-q$ plane provided the following double sum converges:

$$
\begin{equation*}
\mathscr{L}_{2}\{f\}(p, q)=\int_{a}^{\infty} \int_{a}^{\infty} e_{\ominus p}(\sigma(x), a) e_{\ominus q}(\sigma(y), a) f(x, y) \Delta x \Delta y, \tag{21}
\end{equation*}
$$

for all complex numbers $p \neq-1$ and $q \neq-1$.
One can easily verify by using Lemma 4 that $\mathscr{L}_{x} \mathscr{L}_{y}=\mathscr{L}_{y} \mathscr{L}_{x}$. Later, in Theorem 2, we will prove that the double infinite series is absolutely convergent. It is well known that absolutely convergent series behave nicely and change in the order of summation $\sum_{k=0}^{\infty} \sum_{j=0}^{\infty}$ allowed. Therefore, we can operate in either way $\mathscr{L}_{x} \mathscr{L}_{y}=\mathscr{L}_{y} \mathscr{L}_{x}$.

Lemma 4. Assume $f: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$. Then,

$$
\begin{equation*}
\mathscr{L}_{2}[f(x, y)]=\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}} \tag{22}
\end{equation*}
$$

for all complex numbers $p \neq-1$ and $q \neq-1$ such that the infinite series converges.

Proof. By using the definition of the delta double Laplace transform, consider the following:

$$
\begin{equation*}
\mathscr{L}_{2}\{f\}(p, q)=\int_{a}^{\infty} \int_{a}^{\infty} e_{\ominus p}(\sigma(x), a) e_{\ominus q}(\sigma(y), a) f(x, y) \Delta x \Delta y . \tag{23}
\end{equation*}
$$

Now, by the definition of delta integral from discrete calculus, we obtain

$$
\begin{align*}
& =\sum_{y=a}^{\infty} \sum_{x=a}^{\infty} e_{\ominus p}(\sigma(x), a) e_{\ominus q}(\sigma(y), a) f(x, y) \\
& =\sum_{y=a}^{\infty} \sum_{x=a}^{\infty}(1 \ominus p)^{\sigma(x)-a}(1 \ominus q)^{\sigma(y)-a} f(x, y)  \tag{24}\\
& =\sum_{y=a}^{\infty} \sum_{x=a}^{\infty} \frac{f(x, y)}{(p+1)^{x+1-a}(q+1)^{y+1-a}}
\end{align*}
$$

In preceding steps, we use the definition of delta exponential function and the fact that $1 \ominus p=1 /(1+p)$ and $1 \ominus q=1 /(1+q)$, since $p$ and $q$ are regressive functions. In the following step, we use $x-a=j$ and $y-a=k$ to reindex the sums as follows:

$$
\begin{equation*}
\mathscr{L}_{2}[f(x, y)]=\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}} . \tag{25}
\end{equation*}
$$

Theorem 1. Assume functions $f(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$, $g(x): \mathbb{N}_{a} \longrightarrow \mathbb{R}$, and $h(y): \mathbb{N}_{a} \longrightarrow \mathbb{R}$ such that the delta double Laplace transforms exist, then the following holds:

$$
\begin{aligned}
& \text { (i) } \mathscr{L}_{2}\{g(x)\}(p, q)=(1 / q) \mathscr{L}_{x}\{g(x)\}(p) \\
& \text { (ii) } \mathscr{L}_{2}\{h(y)\}(p, q)=(1 / p) \mathscr{L}_{y}\{h(y)\}(q) \\
& \text { (iii) } \operatorname{For} f(x, y)=g(x) h(y), \mathscr{L}_{2}\{f(x, y)\}(p, q)= \\
& \mathscr{L}_{x}\{g(x)\}(p) \mathscr{L}_{y}\{h(y)\}(q)
\end{aligned}
$$

Proof. Under the assumption stated above and by Lemma 4,
(i) For $p \neq-1$ and $q \neq 0,-1$, we have

$$
\begin{aligned}
\mathscr{L}_{2}\{g(x)\}(p, q) & =\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{g(a+j)}{(p+1)^{j+1}(q+1)^{k+1}} \\
& =\sum_{k=0}^{\infty} \frac{1}{(q+1)^{k+1}} \sum_{j=0}^{\infty} \frac{g(a+j)}{(p+1)^{j+1}} \\
& =\frac{1}{q} \mathscr{L}_{x}\{g(x)\}(p) .
\end{aligned}
$$

(ii) The proof is similar to part (i).
(iii) For $p \neq-1$ and $q \neq-1$, we have

$$
\begin{align*}
\mathscr{L}_{2}\{f(x, y)\}(p, q) & =\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{g(a+j) h(a+k)}{(p+1)^{j+1}(q+1)^{k+1}} \\
& =\sum_{j=0}^{\infty} \frac{g(a+j)}{(p+1)^{j+1}} \sum_{k=0}^{\infty} \frac{h(a+k)}{(q+1)^{k+1}}  \tag{27}\\
& =\mathscr{L}_{x}\{g(x)\}(p) \mathscr{L}_{y}\{h(y)\}(q) .
\end{align*}
$$

## Example 3

(i) If $f(x, y)=1$ for $x, y \in \mathbb{N}_{a}$, then $\mathscr{L}_{2}\{1\}=1 / p q$,
(ii) If $f(x, y)=(x-a)^{\underline{m}}(y-a)^{\underline{n}}$ for $x, y \in \mathbb{N}_{a}$, then $\mathscr{L}_{2}\left\{(x-a)^{\underline{m}}(y-a)^{n}\right\}=(m!n!) /\left(p^{m+1} q^{n+1}\right)$.
(iii) By Lemma 4

$$
\begin{align*}
\mathscr{L}_{2}\{1\} & =\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{1}{(p+1)^{j+1}(q+1)^{k+1}} \\
& =\sum_{k=0}^{\infty} \frac{1}{(q+1)^{k+1}} \sum_{j=0}^{\infty} \frac{1}{(p+1)^{j+1}}  \tag{28}\\
& =\frac{1}{p q}, \quad \text { for } p, q \neq 0,-1 .
\end{align*}
$$

(iv) By using Theorem 1 part (iii), we obtain

$$
\begin{equation*}
\mathscr{L}_{2}\left\{(x-a)^{\underline{m}}(y-a)^{\underline{n}}\right\}=\mathscr{L}_{x}\left\{(x-a)^{\underline{m}}\right\} \mathscr{L}_{y}\left\{(y-a)^{n}\right\} . \tag{29}
\end{equation*}
$$

By using Lemma 3,

$$
\begin{align*}
& =\frac{m!}{p^{m+1}} \mathscr{L}_{y}\left\{(y-a)^{\frac{n}{n}}\right\} \\
& =\frac{m!}{p^{m+1}} \frac{n!}{q^{n+1}} . \tag{30}
\end{align*}
$$

If we choose either $m=0$ or $n=0$, then as a special case of the above

$$
\begin{align*}
& \mathscr{L}_{2}\left\{(y-a)^{\underline{n}}\right\}=\frac{n!}{p q^{n+1}}, \quad \text { for } p, q \neq 0,-1  \tag{31}\\
& \mathscr{L}_{2}\left\{(x-a)^{\underline{m}}\right\}=\frac{m!}{p^{m+1} q}, \quad \text { for } p, q \neq 0,-1
\end{align*}
$$

Coon and Bernstein [20,21] defined the double Laplace transforms and discussed convergence and existence for the continuous case. We discuss discrete analogue of the double Laplace transforms.

Definition 10. A function $f(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$ is of exponential order $r_{1}, r_{2}>0$ with respect to $x$ and $y$, respectively, if there exist a constant $A>0$ and $m, n \in \mathbb{N}_{0}$ such that, for each $x \in \mathbb{N}_{a+m}$ and $y \in \mathbb{N}_{a+n}$, the inequality $|f(x, y)| \leq A r_{1}^{x} r_{2}^{y}$ holds, where $A=\max \left\{A_{1}, A_{2}\right\}$ for $|f(x, a)| \leq A_{1} r_{1}^{x}$ and $|f(a, y)| \leq A_{2} r_{2}^{y}$.

Theorem 2. If a function $f(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$ is of exponential order $r_{1}, r_{2}>0$, then the delta double Laplace transform $\mathscr{L}_{2}\{f\}(p, q)$ converges absolutely for $p$ and $q$ provided $|p+1|>r_{1},|q+1|>r_{2}$.

Proof. Assume $f(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$ is of exponential order $r_{1}, r_{2}>0$. Then, there exists a constant $A>0$ and $m, n \in \mathbb{N}_{0}$ such that, for each $x \in \mathbb{N}_{a+m}$ and $y \in \mathbb{N}_{a+n}$, $|f(x, y)| \leq A r_{1}^{x} r_{2}^{y}$. Thus, for $|p+1|>r_{1}$ and $|q+1|>r_{2}$, we consider the following:

$$
\begin{aligned}
& \sum_{k=n}^{\infty} \sum_{j=m}^{\infty}\left|\frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}\right| \\
& \quad \leq \sum_{k=n}^{\infty} \sum_{j=m}^{\infty} \frac{A r_{1}^{j+a} r_{2}^{k+a}}{|p+1|^{j+1}|q+1|^{k+1}} \\
& \quad=\frac{A r_{1}^{a} r_{2}^{a}}{|p+1||q+1|} \sum_{k=n}^{\infty} \sum_{j=m}^{\infty}\left(\frac{r_{1}}{|p+1|}\right)^{j}\left(\frac{r_{2}}{|q+1|}\right)^{k} \\
& \quad=\frac{A r_{1}^{a} r_{2}^{a}}{|p+1| q+1 \mid} \frac{\left(r_{1} /|p+1|\right)^{m}}{\left(1-\left(r_{1} /|p+1|\right)\right)} \frac{\left(r_{2} /|q+1|\right)^{n}}{\left(1-\left(r_{2} /|q+1|\right)\right)} \\
& \quad=\frac{A r_{1}^{a+m} r_{2}^{a+n}}{|p+1|^{m}|q+1|^{n}\left[\left(|p+1|-r_{1}\right)\left(|q+1|-r_{2}\right)\right]}
\end{aligned}
$$

$<\infty$.

Since $|p+1|>r_{1}$ and $|q+1|>r_{2}$, therefore $|p+1|-r_{1}>0$ and $|q+1|-r_{2}>0$. Hence, the delta double Laplace transform of $f$ converges absolutely.

Theorem 2 ensures the existence of the delta double Laplace transform. In general, the converse does not hold. We should consider functions $f$ of some exponential order $r>0$, to ensure the delta double Laplace transform of $f$ which does converge somewhere in the complex plane outside the both closed balls of radius $r_{1}, r_{2}$, centered at -1 , that is, we can choose $r=\max \left\{r_{1}, r_{2}\right\}$ for $|p+1|>r_{1}$ and $|q+1|>r_{2}$.

Theorem 3. Suppose $f, g: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$. If the delta double Laplace transform of $f, g$ converges for $|p+1|>r_{1}$ and $|q+1|>r_{2}$, where $r_{1}, r_{2}>0$, and let $c_{1}, c_{2} \in \mathbb{C}$, then the delta double Laplace transform of $c_{1} f+c_{2} g$ converges for $|p+1|>r_{1},|q+1|>r_{2}$, and $\mathscr{L}_{2}\left\{c_{1} f+c_{2} g\right\}(p, q)=c_{1} \mathscr{L}_{2}\{f\}$ $(p, q)+c_{2} \mathscr{L}_{2}\{g\}(p, q)$, converges for $|p+1|>r_{1}$ and $|q+1|>r_{2}$.

Proof. Since $f, g: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$ and the delta double Laplace transform of $f, g$ converges for $|p+1|>r_{1}$ and
$|q+1|>r_{2}$, where $r_{1}, r_{2}>0$. We have that, for $|p+1|>r_{1}$ and $|q+1|>r_{2}$,

$$
\begin{align*}
& c_{1} \mathscr{L}_{2}\{f\}(p, q)+c_{2} \mathscr{L}_{2}\{g\}(p, q) \\
& =c_{1} \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}} \\
& \quad+c_{2} \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{g(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}  \tag{33}\\
& =\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{\left(c_{1} f+c_{2} g\right)(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}} \\
& =\mathscr{L}_{2}\left\{c_{1} f+c_{2} g\right\}(p, q) .
\end{align*}
$$

Theorem 3 exposed the linearity property of the delta double Laplace transform, and Theorem 4 revealed the uniqueness.

Theorem 4. Suppose $f, g: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$ and $r_{1}>0, r_{2}>0$. If $\mathscr{L}_{2}\{f\}(p, q)=\mathscr{L}_{2}\{g\}(p, q)$, provided $|p+1|>r_{1}$, $|q+1|>r_{2}$, and $p, q \neq 0,-1$, then $f(x, y)=g(x, y)$ for all $x, y \in \mathbb{N}_{a}$.

Proof. By hypothesis, we have

$$
\begin{equation*}
\mathscr{L}_{2}\{f\}(p, q)=\mathscr{L}_{2}\{g\}(p, q) \tag{34}
\end{equation*}
$$

for $|p+1|>r_{1}$ and $|q+1|>r_{2}$. This implies that

$$
\begin{equation*}
\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}=\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{g(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}, \tag{35}
\end{equation*}
$$

for $|p+1|>r_{1}$ and $|q+1|>r_{2}$. Since, by Theorem 2, the double infinite series is absolute convergent, therefore comparison of both sides implies that

$$
\begin{equation*}
f(a+j, a+k)=g(a+j, a+k), \quad \text { for all } j, k \in \mathbb{N}_{0} \tag{36}
\end{equation*}
$$

For each fix $j$ and for all $y \in \mathbb{N}_{a}$, this implies that

$$
\begin{equation*}
f(a+j, y)=g(a+j, y) \tag{37}
\end{equation*}
$$

For each fix $k$, we obtain

$$
\begin{equation*}
f(x, y)=g(x, y), \quad \text { for all } x, y \in \mathbb{N}_{a} . \tag{38}
\end{equation*}
$$

## 4. Basic Properties of the Delta Double Laplace Transform

In this section, following Bohner et al. [30], we prove some properties of the delta double Laplace transform. We also define double convolution product of discrete functions followed by Goodrich and Peterson [10] convolution product (single) of discrete functions. We present, the delta double Laplace transform of double convolution product for later use to solve difference equations.

Theorem 5. Assume $f: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$ and $\mathscr{L}_{2}[f(x, y)]$ exists. If $\mathscr{L}_{2}[f(x, y)]=\widetilde{F}(p, q)$, then

$$
\begin{align*}
\mathscr{L}_{2} & {[f(x-\alpha, y-\beta) H(x-\alpha, y-\beta)] } \\
& =e_{\ominus p}(\alpha, 0) e_{\ominus q}(\beta, 0)\left[\widetilde{\widetilde{F}}(p, q)-\sum_{s=0}^{c-a-1} \sum_{\tau=0}^{c-a-1} \frac{f(a+\tau, a+s)}{(p+1)^{\tau+1}(q+1)^{s+1}}\right], \tag{39}
\end{align*}
$$

where $H(x, y)$ is the Heaviside unit step function defined by

$$
H(x-\alpha, y-\beta)= \begin{cases}0, & \text { if } x-\alpha, y-\beta \in \mathbb{N}_{a}^{c-1}  \tag{40}\\ 1, & \text { if } x-\alpha, y-\beta \in \mathbb{N}_{c}\end{cases}
$$

$$
\begin{align*}
& =\sum_{s=c-a}^{\infty} \sum_{\tau=c-a}^{\infty} \frac{f(a+\tau, a+s)}{(p+1)^{\alpha+\tau+1}(q+1)^{\beta+s+1}} \\
& =\frac{1}{(p+1)^{\alpha}(q+1)^{\beta}}\left[\sum_{s=0}^{\infty} \sum_{\tau=0}^{\infty} \frac{f(a+\tau, a+s)}{(p+1)^{\tau+1}(q+1)^{s+1}}-\sum_{s=0}^{c-a-1} \sum_{\tau=0}^{c-a-1} \frac{f(a+\tau, a+s)}{(p+1)^{\tau+1}(q+1)^{s+1}}\right],  \tag{42}\\
& \mathscr{L}_{2}[f(x-\alpha, y-\beta) H(x-\alpha, y-\beta)]=e_{\ominus p}(\alpha, 0) e_{\ominus q}(\beta, 0)\left[\tilde{\tilde{F}}(p, q)-\sum_{s=0}^{c-a-1} \sum_{\tau=0}^{c-a-1} \frac{f(a+\tau, a+s)}{(p+1)^{\tau+1}(q+1)^{s+1}}\right] .
\end{align*}
$$

In the last step, we use Lemma 4 with the fact $e_{\ominus p}(\alpha, 0)=$ $1 /(p+1)^{\alpha}$ and $e_{\theta q}(\beta, 0)=1 /(q+1)^{\beta}$.

Theorem 5 gives different results from its continuous counterpart stated in [23]. We state the useful shifting Theorem 6 for discrete setting.

Theorem 6. Assume $f \dot{\tilde{\widetilde{F}}} \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$ and $\mathscr{L}_{2}[f(x, y)]$ exist. If $\mathscr{L}_{2}[f(x, y)]=\widetilde{F}(p, q)$, then
(i) $\mathscr{L}_{2}[f(x=(c-a), y-(c-a)) H(x, y)]=1 /[(p+1)$ $(q+1)]^{c-a} \widetilde{\widetilde{F}}(p, q)$.
(ii) $\mathscr{L}_{2}[f(x+(c-a), y+(c-a))]=\left[\begin{array}{ll}(p+1) & (q+1)\end{array}\right]^{c-a}$ $\left[\widetilde{\widetilde{F}}(p, q)-\sum_{s=0}^{c-a-1} \sum_{\tau=0}^{c-a-1} f(a+\tau, a+s) /\left((p+1)^{\tau+1}\right.\right.$ $\left.\left.(q+1)^{s+1}\right)\right]$,
where $H(x, y)$ is the Heaviside unit step function defined by

$$
H(x, y)= \begin{cases}0, & \text { if } x, y \in \mathbb{N}_{a}^{c-1}  \tag{43}\\ 1, & \text { if } x, y \in \mathbb{N}_{c}\end{cases}
$$

Proof
(i) We have by Lemma $4, \quad \mathscr{L}_{2}[f(x-(c-a)$, $y-(c-a)) H(x, y)]$
$=\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{f(j+2 a-c, k+2 a-c) H(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}$

$$
\begin{equation*}
=\sum_{k=c-a}^{\infty} \sum_{j=c-a}^{\infty} \frac{f(j+2 a-c, k+2 a-c)}{(p+1)^{j+1}(q+1)^{k+1}} . \tag{46}
\end{equation*}
$$

Reindex by $\tau=j+a-c$ and $s=k+a-c$,

$$
\begin{align*}
& =\sum_{s=0}^{\infty} \sum_{\tau=0}^{\infty} \frac{f(a+\tau, a+s)}{(p+1)^{\tau+c-a+1}(q+1)^{s+c-a+1}} \\
& =\frac{1}{[(p+1)(q+1)]^{c-a}} \sum_{s=0}^{\infty} \sum_{\tau=0}^{\infty} \frac{f(a+\tau, a+s)}{(p+1)^{\tau+1}(q+1)^{s+1}} \\
& =\frac{1}{[(p+1)(q+1)]^{c-a}} \tilde{\widetilde{F}}(p, q) . \tag{45}
\end{align*}
$$

(ii) By use of Lemma 4 and reindex by $\tau=j+c-a$ and $s=k+c-a$,

$$
\begin{aligned}
\mathscr{L}_{2} & {[f(x+(c-a), y+(c-a))] } \\
& =\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{f(j+c, k+c)}{(p+1)^{j+1}(q+1)^{k+1}} \\
& =\sum_{s=c-a}^{\infty} \sum_{\tau=c-a}^{\infty} \frac{f(a+\tau, a+s)}{(p+1)^{\tau+a-c+1}(q+1)^{s+a-c+1}} \\
& =[(p+1)(q+1)]^{c-a} \sum_{s=c-a}^{\infty} \sum_{\tau=c-a}^{\infty} \frac{f(a+\tau, a+s)}{(p+1)^{\tau+1}(q+1)^{s+1}} \\
& =[(p+1)(q+1)]^{c-a}\left[\widetilde{F}(p, q)-\sum_{s=0}^{c-a-1} \sum_{\tau=0}^{c-a-1} \frac{f(a+\tau, a+s)}{(p+1)^{\tau+1}(q+1)^{s+1}}\right] .
\end{aligned}
$$

Theorem 7. Assume $f(x, y)$ is periodic with $T_{1}, T_{2} \in \mathbb{N}_{1}$ and $\mathscr{L}_{2}[f(x, y)]$ exist; then,

$$
\begin{equation*}
\mathscr{L}_{2}[f(x, y)]=\frac{1}{\left[1-e_{\ominus p}\left(T_{1}, 0\right) e_{\ominus q}\left(T_{2}, 0\right)\right]} \sum_{j=0}^{T_{1}-1} \sum_{k=0}^{T_{2}-1} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}} . \tag{47}
\end{equation*}
$$

Proof. Under the assumption, we have, by Lemma 4,

$$
\begin{align*}
\mathscr{L}_{2}[f(x, y)] & =\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}} \\
& =\sum_{k=0}^{T_{2}-1} \sum_{j=0}^{T_{1}-1} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}+\sum_{k=T_{2}}^{\infty} \sum_{j=T_{1}}^{\infty} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}  \tag{48}\\
& =\sum_{k=0}^{T_{2}-1} \sum_{j=0}^{T_{1}-1} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}+\sum_{v=0}^{\infty} \sum_{u=0}^{\infty} \frac{f\left(a+u+T_{1}, a+v+T_{2}\right)}{(p+1)^{T_{1}+u+1}(q+1)^{T_{2}+v+1}} .
\end{align*}
$$

In the last step, we used $j=T_{1}+u$ and $k=T_{2}+v$ to reindex second double summation. In second double summation, periodicity of $f$ implies that

$$
\begin{align*}
\mathscr{L}_{2}[f(x, y)] & =\sum_{k=0}^{T_{2}-1} \sum_{j=0}^{T_{1}-1} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}+\sum_{v=0}^{\infty} \sum_{u=0}^{\infty} \frac{f(a+u, a+v)}{(p+1)^{T_{1}+u+1}(q+1)^{T_{2}+v+1}} \\
& =\sum_{k=0}^{T_{2}-1} \sum_{j=0}^{T_{1}-1} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}+\left[\frac{1}{(p+1)}\right]^{T_{1}}\left[\frac{1}{(q+1)}\right]^{T_{2}} \sum_{v=0}^{\infty} \sum_{u=0}^{\infty} \frac{f(a+u, a+v)}{(p+1)^{u+1}(q+1)^{v+1}} \\
& =\sum_{k=0}^{T_{2}-1} \sum_{j=0}^{T_{1}-1} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}+e_{\ominus p}\left(T_{1}, 0\right) e_{\ominus q}\left(T_{2}, 0\right) \sum_{v=0}^{\infty} \sum_{u=0}^{\infty} \frac{f(a+u, a+v)}{(p+1)^{u+1}(q+1)^{v+1}}  \tag{49}\\
& =\sum_{k=0}^{T_{2}-1} \sum_{j=0}^{T_{1}-1} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}}+e_{\ominus p}\left(T_{1}, 0\right) e_{\ominus q}\left(T_{2}, 0\right) \mathscr{L}_{2}[f(x, y)] \\
& =\frac{1}{\left[1-e_{\ominus p}\left(T_{1}, 0\right) e_{\ominus q}\left(T_{2}, 0\right)\right]} \sum_{k=0}^{T_{2}-1} \sum_{j=0}^{T_{1}-1} \frac{f(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1} .}
\end{align*}
$$

Definition 11. Assume $f, g: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$. The double convolution product is defined by

$$
\begin{align*}
(f * * g)(x, y)= & \sum_{r=a}^{x-1} \sum_{s=a}^{y-1} f(r, s) g(x-\sigma(r)+a  \tag{50}\\
& y-\sigma(s)+a) \quad \text { for } x, y \in \mathbb{N}_{a}
\end{align*}
$$

Note, by empty sum convention, $(f * * g)(a, a)=0$.

Lemma 5. Assume $f, g: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$. The double convolution product is commutative:

$$
\begin{equation*}
(f * * g)(x, y)=(g * * f)(x, y) \quad \text { for } x, y \in \mathbb{N}_{a} \tag{51}
\end{equation*}
$$

Proof. By Definition 11 and the change of variables $x-r-$ $1+a=u$ and $y-s-1+a=v$, we have

$$
\begin{align*}
(g * * f)(x, y) & =\sum_{r=a}^{x-1} \sum_{s=a}^{y-1} g(r, s) f(x-\sigma(r)+a, y-\sigma(s)+a) \\
& \quad \text { for } x, y \in \mathbb{N}_{a} \\
& =\sum_{u=a}^{x-1} \sum_{v=a}^{y-1} g(x-\sigma(u)+a, y-\sigma(v)+a) f(u, v), \\
& =(f * * g)(x, y), \quad \text { for } x, y \in \mathbb{N}_{a} . \tag{52}
\end{align*}
$$

Theorem 8 (convolution theorem). Assume $f, g: \mathbb{N}_{a} \times$ $\mathbb{N}_{a} \longrightarrow \mathbb{R}$. If both $\mathscr{L}_{2}[f(x, y)]$ and $\mathscr{L}_{2}[g(x, y)]$ exist, then the delta double Laplace transform of double convolution product is

$$
\begin{equation*}
\mathscr{L}_{2}\{(f * * g)(x, y)\}=\mathscr{L}_{2}\{f(x, y)\} \mathscr{L}_{2}\{g(x, y)\} . \tag{53}
\end{equation*}
$$

Proof. Under given assumption, we have, by Lemma 4 and the fact $(f * * g)(a, a)=0$,

$$
\begin{align*}
& \mathscr{L}_{2}\{(f * * g)(x, y)\}=\sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{(f * * g)(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}} \\
&=\sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \frac{(f * * g)(a+j, a+k)}{(p+1)^{j+1}(q+1)^{k+1}} \\
&=\sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \frac{1}{(p+1)^{j+1}(q+1)^{k+1}} \\
& \sum_{r=a}^{a+k-1} \sum_{s=a}^{a+j-1} f(r, s) g(a+j-\sigma(r)+a, a+k-\sigma(s)+a) \tag{54}
\end{align*}
$$

In the last step, we used Definition 11; next, making the change of variables $r \longrightarrow a+r$ and $s \longrightarrow a+s$ gives us that

$$
\begin{align*}
& =\sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \sum_{r=0}^{k-1} \sum_{s=0}^{j-1} \frac{f(a+r, a+s) g(a+j-\sigma(r), a+k-\sigma(s))}{(p+1)^{j+1}(q+1)^{k+1}} \\
& =\sum_{k=1}^{\infty} \sum_{r=0}^{k-1} \sum_{j=1}^{\infty} \sum_{s=0}^{j-1} \frac{f(a+r, a+s) g(a+j-\sigma(r), a+k-\sigma(s))}{(p+1)^{j+1}(q+1)^{k+1}} \\
& =\sum_{r=0}^{\infty} \sum_{k=1}^{\infty} \sum_{s=0}^{\infty} \sum_{j=1}^{\infty} \frac{f(a+r, a+s) g(a+j-\sigma(r), a+k-\sigma(s))}{(p+1)^{j+1}(q+1)^{k+1}} \\
& =\sum_{r=0}^{\infty} \sum_{\tau_{2}=0}^{\infty} \sum_{s=0}^{\infty} \sum_{\tau_{1}=0}^{\infty} \frac{f(a+r, a+s) g\left(a+\tau_{1}, a+\tau_{2}\right)}{(p+1)^{\tau_{1}+r+2}(q+1)^{\tau_{2}+s+2}} \\
& =\sum_{s=0}^{\infty} \sum_{r=0}^{\infty} \frac{f(a+r, a+s)}{(p+1)^{r+1}(q+1)^{s+1}} \sum_{\tau_{2}=0}^{\infty} \sum_{\tau_{1}=0}^{\infty} \frac{g\left(a+\tau_{1}, a+\tau_{2}\right)}{(p+1)^{\tau_{1}+1}(q+1)^{\tau_{2}+1}} \\
& =\mathscr{L}_{2}\{f(x, y)\} \mathscr{L}_{2}\{g(x, y)\} . \tag{55}
\end{align*}
$$

In the previous steps, we interchanged the order of first pairs and second pairs of summation and change variables $j-r-1=\tau_{1}$ and $k-s-1=\tau_{2}$.

Corollary 1. Assume $\quad f, g: \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$. If $f(x, y)=u_{1}(x) v_{1}(y)$ and $g(x, y)=u_{2}(x) v_{2}(y)$ and the delta Laplace transform exists, then

$$
\begin{equation*}
\mathscr{L}_{2}\{(f * * g)(x, y)\}=\mathscr{L}_{x}\left\{\left(u_{1} * u_{2}\right)(x)\right\} \mathscr{L}_{y}\left\{\left(v_{1} * v_{2}\right)(y)\right\}, \tag{56}
\end{equation*}
$$

where the product on right- and left-hand sides is given by Definitions 5 and 11, respectively.

Proof. By double convolution theorem, we have
$\mathscr{L}_{2}\{(f * * g)(x, y)\}=\mathscr{L}_{2}\{f(x, y)\} \mathscr{L}_{2}\{g(x, y)\}$.
Since $\quad \mathscr{L}_{2}[f(x, y)]=\mathscr{L}_{2}\left[u_{1}(x) v_{1}(y)\right]=\mathscr{L}_{x}\left[u_{1}(x)\right]$ $\mathscr{L}_{y}\left[v_{1}(y)\right]$ and $\mathscr{L}_{2}[g(x, y)]=\mathscr{L}_{2}\left[u_{2}(x) v_{2}(y)\right]=\mathscr{L}_{x}\left[u_{2}(x)\right]$ $\mathscr{L}_{y}\left[v_{2}(y)\right]$,

$$
\begin{align*}
& \text { consider } \mathscr{L}_{2}\{(f * * g)(x, y)\} \\
& =\mathscr{L}_{x}\left[u_{1}(x)\right] \mathscr{L}_{y}\left[v_{1}(y)\right] \mathscr{L}_{x}\left[u_{2}(x)\right] \mathscr{L}_{y}\left[v_{2}(y)\right] \\
& =\mathscr{L}_{x}\left[u_{1}(x)\right] \mathscr{L}_{x}\left[u_{2}(x)\right] \mathscr{L}_{y}\left[v_{1}(y)\right] \mathscr{L}_{y}\left[v_{2}(y)\right]  \tag{58}\\
& =\mathscr{L}_{x}\left\{\left(u_{1} * u_{2}\right)(x)\right\} \mathscr{L}_{y}\left\{\left(v_{1} * v_{2}\right)(y)\right\} .
\end{align*}
$$

The last step is followed from single convolution Lemma 1.

## 5. The Delta Double Laplace Transforms of Partial Differences

In this section, we examine the action of the delta double Laplace transforms on first order partial differences. The results developed for first order partial differences are further used to establish properties of the delta double Laplace transforms of generalized order partial difference, similar to that appeared in [40] for fractional order partial derivatives. We usually consider functions $u(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$, of exponential order $r_{1}, r_{2}>0$ with respect to $x$ and $y$, respectively, ensuring that delta Laplace and the delta double Laplace transforms of $u(x, y)$ and its partial differences does exist.

Lemma 6. Assume $u(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$, such that the delta Laplace transforms exist for constants $p \neq-1$ and $q \neq-1$. Then,

$$
\begin{align*}
& \mathscr{L}_{x} \Delta_{x}[u(x, y)]=p \mathscr{L}_{x}\{u(x, y)\}-u(a, y),  \tag{59}\\
& \mathscr{L}_{y} \Delta_{y}[u(x, y)]=q \mathscr{L}_{y}\{u(x, y)\}-u(x, a),  \tag{60}\\
& \mathscr{L}_{x} \Delta_{y}[u(x, y)]=\Delta_{y} \mathscr{L}_{x} u(x, y),  \tag{61}\\
& \mathscr{L}_{y} \Delta_{x}[u(x, y)]=\Delta_{x} \mathscr{L}_{y} u(x, y) . \tag{62}
\end{align*}
$$

Proof. By definition of the delta Laplace transforms on $x$,

$$
\begin{equation*}
\mathscr{L}_{x} \Delta_{x}[u(x, y)]=\int_{a}^{\infty} e_{\ominus p}(\sigma(x), a) \Delta_{x} u(x, y) \Delta x \tag{63}
\end{equation*}
$$

Apply summation by parts (Lemma 2) on $x$, and using the fact $\Delta_{x}\left[e_{\ominus p}(\sigma(x), a)\right]=\ominus p e_{\theta p}(x, a)$, we have that
$=\left.e_{\ominus p}(x, a) u(x, y)\right|_{x=a} ^{\infty}-\int_{a}^{\infty} u(x, y)\left[\ominus p e_{\ominus p}(x, a)\right] \Delta x$.
Use the fact $e_{\ominus p}(x, a)=1 /(p+1)^{x-a}$ $\ominus p=-p /(p+1)$,

$$
\begin{equation*}
=\left.\frac{1}{(p+1)^{x-a}} u(x, y)\right|_{x=a} ^{\infty}-\int_{a}^{\infty} u(x, y)\left(\frac{-p}{(p+1)}\right) e_{\ominus p}(x, a) \Delta x . \tag{65}
\end{equation*}
$$

Since $(p+1) e_{\ominus p}(\sigma(x), a)=e_{\ominus p}(x, a)$,
$=[0-u(a, y)]+p \int_{a}^{\infty} u(x, y) e_{\ominus p}(\sigma(x), a) \Delta x$
$=-u(a, y)+p \mathscr{L}_{x}\{u(x, y)\}$,
$\mathscr{L}_{x} \Delta_{x}[u(x, y)]=p \mathscr{L}_{x}\{u(x, y)\}-u(a, y)$.

Let $\mathscr{L}_{x} u(x, y)=\widetilde{u}(p, y)$. Consider the left-hand side of equation (61) and use the definition of delta difference:

$$
\begin{equation*}
\mathscr{L}_{x} \Delta_{y}[u(x, y)]=\mathscr{L}_{x}[u(x, y+1)-u(x, y)] . \tag{67}
\end{equation*}
$$

By using linearity property of the delta Laplace transforms, we obtain

$$
\begin{align*}
& =\mathscr{L}_{x} u(x, y+1)-\mathscr{L}_{x} u(x, y)  \tag{68}\\
& =\widetilde{u}(p, y+1)-\widetilde{u}(p, y) .
\end{align*}
$$

Now, consider the right-hand side of equation (61) and use $\mathscr{L}_{x} u(x, y)=\widetilde{u}(p, y)$ :

$$
\begin{equation*}
\Delta_{y} \mathscr{L}_{x}[u(x, y)]=\Delta_{y} \widetilde{u}(p, y) \tag{69}
\end{equation*}
$$

By using the definition of delta difference, we obtain

$$
\begin{equation*}
=\widetilde{u}(p, y+1)-\widetilde{u}(p, y) . \tag{70}
\end{equation*}
$$

Equality holds in equation (61) from equations (68) and (70). Proof of equations (60) and (62) is similar to proof of equations (59) and (61), respectively.

Theorem 9. Assume $u(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$, such that the delta double Laplace transforms exist for constants $p \neq-1$ and $q \neq-1$. Then,
(i) $\mathscr{L}_{2} \Delta_{x}[u(x, y)]=p \mathscr{L}_{2}\{u(x, y)\}-\mathscr{L}_{y}\{u(a, y)\}$
(ii) $\mathscr{L}_{2} \Delta_{y}[u(x, y)]=q \mathscr{L}_{2}\{u(x, y)\}-\mathscr{L}_{x}\{u(x, a)\}$

Proof. Since, by definition, the delta double Laplace transforms is the successive application of the delta Laplace transforms on $x$ and $y$ in any order, therefore $\mathscr{L}_{2}=\mathscr{L}_{x} \mathscr{L}_{y}=\mathscr{L}_{y} \mathscr{L}_{x}$.
(i) Consider

$$
\begin{equation*}
\mathscr{L}_{2} \Delta_{x}[u(x, y)]=\mathscr{L}_{y}\left[\mathscr{L}_{x} \Delta_{x} u(x, y)\right] . \tag{71}
\end{equation*}
$$

$$
\begin{equation*}
=\mathscr{L}_{y}\left[p \mathscr{L}_{x}\{u(x, y)\}-u(a, y)\right] . \tag{72}
\end{equation*}
$$

Use linearity property of the delta Laplace transforms for $\mathscr{L}_{y}$,

$$
\begin{equation*}
=p \mathscr{L}_{2}\{u(x, y)\}-\mathscr{L}_{y}[u(a, y)] . \tag{73}
\end{equation*}
$$

(ii) The proof is similar to part (i).

Note that, for constant $a, \Delta_{x}\{u(a, y)\}=u(a, y)-$ $u(a, y)=0$. We adopt the following symbols in our result which are nonzero, in general, $\Delta_{x}\{u(a, y)\}=$ $\left.\Delta_{x}\{u(x, y)\}\right|_{x=a}$ and $\Delta_{y}\{u(x, a)\}=\left.\Delta_{y}\{u(x, y)\}\right|_{y=a}$, that is, first we take difference and then evaluate at $a$.

Lemma 7. Assume $u(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$, such that the delta Laplace transforms exist for constants $p \neq-1$ and $q \neq-1$. Then,
(i) $\mathscr{L}_{x} \Delta_{x}^{n}[u(x, y)]=p^{n} \mathscr{L}_{x}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k} \Delta_{x}^{k} u$ $(a, y)$
(ii) $\mathscr{L}_{y} \Delta_{y}^{m}[u(x, y)]=q^{m} \mathscr{L}_{y}\{u(x, y)\}-\sum_{j=0}^{m-1} q^{m-1-j}$ $\Delta_{y}^{j} u(x, a)$
(iii) $\mathscr{L}_{x} \Delta_{x y}^{n m}[u(x, y)]=p^{n} \mathscr{L}_{x} \Delta_{y}^{m}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k}$ $\Delta_{x}^{k} \Delta_{y}^{m} u(a, y)$
(iv) $\mathscr{L}_{y} \Delta_{x y}^{n m}[u(x, y)]=q^{m} \mathscr{L}_{y} \Delta_{x}^{n}\{u(x, y)\}-\sum_{j=0}^{m-1} q^{m-1-j}$
$\Delta_{x}^{n} \Delta_{y}^{j} u(x, a)$

## Proof

(i) We prove this part by induction on $n$, and result for $n=1$ has been proved in Lemma 6. Assume the result is true for $n \geq 1$ :

$$
\begin{equation*}
\mathscr{L}_{x} \Delta_{x}^{n}[u(x, y)]=p^{n} \mathscr{L}_{x}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k} \Delta_{x}^{k} u(a, y) \tag{74}
\end{equation*}
$$

We will try to establish result for $n+1$, beginning with the following:

$$
\begin{equation*}
\mathscr{L}_{x} \Delta_{x}^{n+1}[u(x, y)]=\mathscr{L}_{x}\left[\Delta_{x} \Delta_{x}^{n} u(x, y)\right] . \tag{75}
\end{equation*}
$$

Let $w(x, y)=\Delta_{x}^{n}[u(x, y)]$, and we have that

$$
\begin{equation*}
=\mathscr{L}_{x}\left[\Delta_{x} w(x, y)\right] . \tag{76}
\end{equation*}
$$

Again using equation (59) of Lemma 6,

$$
\begin{align*}
& \left.=p \mathscr{L}_{x}\{w(x, y)\}-w(a, y)\right]  \tag{77}\\
& =p \mathscr{L}_{x}\left\{\Delta_{x}^{n}[u(x, y)]\right\}-\Delta_{x}^{n}[u(a, y)] .
\end{align*}
$$

By using assumption for $n$,

$$
\begin{align*}
& =p\left[p^{n} \mathscr{L}_{x}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k} \Delta_{x}^{k} u(a, y)\right]-\Delta_{x}^{n}[u(a, y)] \\
& =p^{n+1} \mathscr{L}_{x}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-k} \Delta_{x}^{k} u(a, y)-p^{n-n} \Delta_{x}^{n}[u(a, y)] \\
& \mathscr{L}_{x} \Delta_{x}^{n+1}[u(x, y)]=p^{n+1} \mathscr{L}_{x}\{u(x, y)\}-\sum_{k=0}^{n} p^{n-k} \Delta_{x}^{k} u(a, y) . \tag{78}
\end{align*}
$$

The result holds for $n+1$, whenever it holds for $n$. Hence, by induction, result in part (i) holds.
(ii)

$$
\begin{equation*}
\mathscr{L}_{x} \Delta_{x y}^{n m}[u(x, y)]=\mathscr{L}_{x} \Delta_{x}^{n}\left[\Delta_{y}^{m} u(x, y)\right] . \tag{79}
\end{equation*}
$$

Let $v(x, y)=\Delta_{y}^{m} u(x, y)$, and use part (i) of the same Lemma:

$$
\begin{align*}
& =\mathscr{L}_{x} \Delta_{x}^{n}[v(x, y)] \\
& =p^{n} \mathscr{L}_{x}\{v(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k} \Delta_{x}^{k} v(a, y)  \tag{80}\\
& =p^{n} \mathscr{L}_{x} \Delta_{y}^{m}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k} \Delta_{x}^{k} \Delta_{y}^{m} u(a, y)
\end{align*}
$$

Proof of (ii) and (iv) is similar as proof of part (i) and (iii), respectively.

Theorem 10. Assume $u(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$, such that the delta double Laplace transforms exist for constants $p \neq-1$ and $q \neq-1$. Then,
(i) $\mathscr{L}_{2} \Delta_{x}^{n}[u(x, y)]=p^{n} \mathscr{L}_{2}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k} \mathscr{L}_{y} \times$ $\left\{\Delta_{x}^{k} u(a, y)\right\}$
(ii) $\mathscr{L}_{2} \Delta_{y}^{m}[u(x, y)]=q^{m} \mathscr{L}_{2}\{u(x, y)\}-\sum_{j=0}^{m-1} q^{m-1-j} \mathscr{L}_{x} \times$ $\left\{\Delta_{y}^{j} u(x, a)\right\}$
(iii) $\mathscr{L}_{2} \Delta_{x y}^{n m}[u(x, y)]=p^{n} q^{m}\left[\mathscr{L}_{2}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{-1-k}\right.$ $\mathscr{L}_{y}\left\{\Delta_{x}^{k} u(a, y)\right\}-\sum_{j=0}^{m-1} q^{-1-j} \mathscr{L}_{x}\left\{\Delta_{y}^{j} u(x, a)\right\}+$ $\left.\sum_{j=0}^{m-1} \sum_{k=0}^{n-1} p^{-1-k} q^{-1-j}\left\{\Delta_{x y}^{k j} u(a, a)\right\}\right]$

Proof. Since by definition, the delta double Laplace transforms is the successive application of the delta Laplace transforms on $x$ and $y$ in any order; therefore, $\mathscr{L}_{2}=\mathscr{L}_{x} \mathscr{L}_{y}=\mathscr{L}_{y} \mathscr{L}_{x}$.
(i) Using Lemma 7 part (i) and linearity of Laplace, we consider the following:

$$
\begin{align*}
\mathscr{L}_{2} \Delta_{x}^{n}[u(x, y)] & =\mathscr{L}_{y}\left[\mathscr{L}_{x} \Delta_{x}^{n} u(x, y)\right] \\
& =\mathscr{L}_{y}\left[p^{n} \mathscr{L}_{x}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k} \Delta_{x}^{k} u(a, y)\right] \\
& =p^{n} \mathscr{L}_{y} \mathscr{L}_{x}\{u(x, y)\}-\mathscr{L}_{y} \sum_{k=0}^{n-1} p^{n-1-k} \Delta_{x}^{k} u(a, y)  \tag{81}\\
& =p^{n} \mathscr{L}_{2}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k} \mathscr{L}_{y}\left\{\Delta_{x}^{k} u(a, y)\right\} .
\end{align*}
$$

(ii) Proof is similar as in part (i).
(iii) Using Lemma 7 part (iii) and linearity of Laplace, we consider the following:

$$
\begin{align*}
\mathscr{L}_{2} \Delta_{x y}^{n m}[u(x, y)] & =\mathscr{L}_{y}\left[\mathscr{L}_{x} \Delta_{x y}^{n m} u(x, y)\right] \\
& =\mathscr{L}_{y}\left[p^{n} \mathscr{L}_{x} \Delta_{y}^{m}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{n-1-k} \Delta_{x}^{k} \Delta_{y}^{m} u(a, y)\right] \\
& =p^{n}\left[\mathscr{L}_{y} \mathscr{L}_{x} \Delta_{y}^{m}\{u(x, y)\}\right]-p^{n} \sum_{k=0}^{n-1} p^{-1-k}\left[\mathscr{L}_{y} \Delta_{x}^{k} \Delta_{y}^{m} u(a, y)\right]  \tag{82}\\
& =p^{n}\left[\mathscr{L}_{2} \Delta_{y}^{m}\{u(x, y)\}\right]-p^{n} \sum_{k=0}^{n-1} p^{-1-k}\left[q^{m} \mathscr{L}_{y} \Delta_{x}^{k}\{u(a, y)\}-\sum_{j=0}^{m-1} q^{m-1-j} \Delta_{x}^{k} \Delta_{y}^{j} u(a, a)\right]
\end{align*}
$$

In the previous step, we used Lemma 7 part (iv). In the following step, using Theorem 10 part (ii),

$$
\begin{align*}
= & p^{n}\left[q^{m} \mathscr{L}_{2}\{u(x, y)\}-\sum_{j=0}^{m-1} q^{m-1-j} \mathscr{L}_{y}\left\{\Delta_{y}^{j} u(x, a)\right\}\right] \\
& -p^{n} \sum_{k=0}^{n-1} p^{-1-k}\left[q^{m} \mathscr{L}_{y} \Delta_{x}^{k}\{u(a, y)\}-\sum_{j=0}^{m-1} q^{m-1-j} \Delta_{x}^{k} \Delta_{y}^{j} u(a, a)\right]  \tag{83}\\
= & p^{n} q^{m}\left[\mathscr{L}_{2}\{u(x, y)\}-\sum_{k=0}^{n-1} p^{-1-k} \mathscr{L}_{y}\left\{\Delta_{x}^{k} u(a, y)\right\}-\sum_{j=0}^{m-1} q^{-1-j} \mathscr{L}_{x}\left\{\Delta_{y}^{j} u(x, a)\right\}+\sum_{j=0}^{m-1} \sum_{k=0}^{n-1} p^{-1-k} q^{-1-j}\left\{\Delta_{x y}^{k j} u(a, a)\right\}\right] .
\end{align*}
$$

Theorem $\quad 11 \dot{\tilde{\tilde{F}}}$ Assume $\quad f(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$. If $\mathscr{L}_{2}[f(x, y)]=\widetilde{F}(p, q)$, then for constants $p \neq 0,-1$ and $q \neq 0,-1$, and we have

$$
\begin{equation*}
\mathscr{L}_{2}\left[\int_{a}^{x} \int_{a}^{y} f(t, \tau) \Delta \tau \Delta t\right]=\frac{\tilde{\widetilde{F}}(p, q)}{p q} \tag{84}
\end{equation*}
$$

Proof. For $x, y \in \mathbb{N}_{a}$, let

$$
\begin{equation*}
u(x, y)=\int_{a}^{x} \int_{a}^{y} f(t, \tau) \Delta \tau \Delta t \tag{85}
\end{equation*}
$$

Then, the difference $\Delta_{x y}$ is

$$
\begin{align*}
\Delta_{x y} u(x, y) & =\Delta_{y}\left[\Delta_{x} u(x, y)\right] \\
& =\Delta_{y}\left[\int_{a}^{x+1} \int_{a}^{y} f(t, \tau) \Delta \tau \Delta t-\int_{a}^{x} \int_{a}^{y} f(t, \tau) \Delta \tau \Delta t\right] \\
& =\Delta_{y}\left[\sum_{t=a}^{x} \sum_{\tau=a}^{y-1} f(t, \tau)-\sum_{t=a}^{x-1} \sum_{\tau=a}^{y-1} f(t, \tau)\right] . \tag{86}
\end{align*}
$$

By separating last term for $t=x$, from the first double sum, we obtain

$$
\begin{align*}
& =\Delta_{y}\left[\sum_{\tau=a}^{y-1} f(x, \tau)+\sum_{t=a}^{x-1} \sum_{\tau=a}^{y-1} f(t, \tau)-\sum_{t=a}^{x-1} \sum_{\tau=a}^{y-1} f(t, \tau)\right] \\
& =\Delta_{y}\left[\sum_{\tau=a}^{y-1} f(x, \tau)\right]  \tag{87}\\
& =\sum_{\tau=a}^{y} f(x, \tau)-\sum_{\tau=a}^{y-1} f(x, \tau) .
\end{align*}
$$

By separating last term for $\tau=y$, from the first sum, we obtain

$$
\begin{align*}
& =f(x, y)+\sum_{\tau=a}^{y-1} f(x, \tau)-\sum_{\tau=a}^{y-1} f(x, \tau)  \tag{88}\\
f(x, y) & =\Delta_{x y} u(x, y) .
\end{align*}
$$

Now, for constants $p \neq 0,-1$ and $q \neq 0,-1$, taking the delta double Laplace transforms on both sides,

$$
\begin{equation*}
\mathscr{L}_{2} f(x, y)=\mathscr{L}_{2} \Delta_{x y} u(x, y) . \tag{89}
\end{equation*}
$$

By application of Theorem 10 (iii) for $m=1=n$, $\mathscr{L}_{2} \Delta_{x y}[u(x, y)]=p q \mathscr{L}_{2}[u(x, y)]-q \mathscr{L}_{y}\{u(a, y)\}-p \mathscr{L}_{x}$ $\{u(x, a)\}+u(a, a)$. On right-hand side, we obtain

$$
\begin{align*}
= & p q \mathscr{L}_{2}[u(x, y)]-q \mathscr{L}_{y}\{u(a, y)\} \\
& -p \mathscr{L}_{x}\{u(x, a)\}+u(a, a)  \tag{90}\\
\mathscr{L}_{2} f(x, y)= & p q \mathscr{L}_{2}[u(x, y)] .
\end{align*}
$$

In the last step, $u(x, a), u(a, y), u(a, a)$ are zero by empty sum convention, and on further simplification, we obtain

$$
\begin{equation*}
\mathscr{L}_{2}\left[\int_{a}^{x} \int_{a}^{y} f(t, \tau) \Delta \tau \Delta t\right]=\frac{\widetilde{F}(p, q)}{p q} \tag{91}
\end{equation*}
$$

## Example 4

(a) Solve the partial difference equation:

$$
\begin{equation*}
\Delta_{x} u(x, y)-\Delta_{y} u(x, y)=0 \tag{92}
\end{equation*}
$$

with $u(x, a)=(x-a)^{\frac{1}{1}}, u(a, y)=(y-a)^{\frac{1}{2}}$.
Application of the delta Laplace transforms to initial conditions by Lemma 3,

$$
\begin{align*}
& \mathscr{L}_{x} u(x, a)=\mathscr{L}_{x}(x-a)^{\frac{1}{2}}=\frac{1}{p^{2}}  \tag{93}\\
& \mathscr{L}_{y} u(a, y)=\mathscr{L}_{y}(y-a)^{\frac{1}{2}}=\frac{1}{q^{2}} .
\end{align*}
$$

Apply the delta double Laplace transforms to difference equation and then use linearity property:

$$
\begin{align*}
\mathscr{L}_{2}\left[\Delta_{x} u(x, y)-\Delta_{y} u(x, y)\right] & =0  \tag{94}\\
\mathscr{L}_{2} \Delta_{x} u(x, y)-\mathscr{L}_{2} \Delta_{y} u(x, y) & =0 .
\end{align*}
$$

Using Theorem 9,

$$
\begin{align*}
& {\left[p \mathscr{L}_{2}\{u(x, y)\}-\mathscr{L}_{y}\{u(a, y)\}\right]} \\
& \quad-\left[q \mathscr{L}_{2}\{u(x, y)\}-\mathscr{L}_{x}\{u(x, a)\}\right]=0, \\
& (p-q) \mathscr{L}_{2}\{u(x, y)\}=\frac{1}{q^{2}}-\frac{1}{p^{2}},  \tag{95}\\
& \mathscr{L}_{2}\{u(x, y)\}=\frac{1}{p q^{2}}+\frac{1}{p^{2} q} .
\end{align*}
$$

Inverting the delta Laplace transforms pairs

$$
\begin{equation*}
u(x, y)=(x-a)^{\frac{1}{-}}+(y-a)^{\frac{1}{2}} \tag{96}
\end{equation*}
$$

(b) Solve the same partial difference equation with slightly different initial conditions:

$$
\begin{align*}
& u(x, a)=(x-a)^{2} \\
& u(a, y)=(y-a)^{2} \tag{97}
\end{align*}
$$

Application of the delta Laplace transforms to initial conditions by Lemma 3:

$$
\begin{aligned}
& \mathscr{L}_{x} u(x, a)=\mathscr{L}_{x}(x-a)^{\underline{2}}=\frac{2}{p^{3}}, \\
& \mathscr{L}_{y} u(a, y)=\mathscr{L}_{y}(y-a)^{\frac{2}{2}}=\frac{2}{q^{3}} .
\end{aligned}
$$

From equation $(7)(p-q) \mathscr{L}_{2}\{u(x, y)\}=\frac{2}{q^{3}}-\frac{2}{p^{3}}$,
$\mathscr{L}_{2}\{u(x, y)\}=\frac{2}{p q^{3}}+\frac{2}{p^{2} q^{2}}+\frac{2}{p^{3} q}$.

Inverting delta Laplace transforms pairs,

$$
\begin{equation*}
u(x, y)=(x-a)^{\frac{2}{2}}+2(x-a)^{\frac{1}{-}}(y-a)^{\frac{1}{-}}+(y-a)^{\frac{2}{2}} . \tag{99}
\end{equation*}
$$

Assume $f: \mathbb{N}_{a} \longrightarrow \mathbb{R}$, then the Riemann-Liouville fractional difference of order $N-1<\alpha \leq N$, for $N \in \mathbb{N}_{1}$ is given by $\Delta_{a}^{\alpha} f(x)=\Delta^{N} \Delta_{a}^{-(N-\alpha)} f(x)$, for $x \in \mathbb{N}_{a+N-\alpha}$. By using the discussion and results, from Theorem 2.65 to Theorem 2.70, in [10], we take the starting point of the double Laplace $a+\alpha-N$ and $a+N-\alpha$, respectively, for sum and difference operator.

Corollary 2. Assume $u(x, y): \mathbb{N}_{a} \times \mathbb{N}_{a} \longrightarrow \mathbb{R}$, such that the delta double Laplace transforms exists for constants $p \neq-1$ and $q \neq-1$ and denote $\mathscr{L}_{2} u(x, y)=\widetilde{\widetilde{u}}(p, q)$. Then, for $\lceil N-\alpha\rceil=M$ and $\lceil k+\alpha-N\rceil=L$, the delta double Laplace transforms of fractional order operators is given by
(i) $\mathscr{L}_{2}\left[\Delta_{a}^{-\alpha} u(x, y)\right](p, q)=\frac{(p+1)^{\alpha-N}(q+1)^{\alpha-N}}{p^{\alpha} q^{\alpha}} \tilde{\tilde{u}}(p, q)$, where $N-1<\alpha<N$,
(ii) $\mathscr{L}_{2}\left[\Delta_{x}^{\alpha} u(x, y)\right](p, q)=p^{\alpha} q^{\alpha-N}(p+1)^{N-\alpha-M}(q+1)^{N-\alpha-M} \widetilde{\tilde{u}}(p, q)$

$$
\begin{equation*}
-\sum_{k=0}^{N-1} p^{N-1-k}\left[q^{k+\alpha-N}(q+1)^{L-(k+\alpha-N)} \tilde{u}(a, q)-\sum_{j=0}^{L-1} q^{j} \Delta_{x}^{k+\alpha-N-1} u(a, a+L-(k+\alpha-N))\right], \tag{101}
\end{equation*}
$$

(iii) $\mathscr{L}_{2}\left[\Delta_{y}^{\alpha} u(x, y)\right](p, q)=p^{\alpha-N} q^{\alpha}(p+1)^{N-\alpha-M}(q+1)^{N-\alpha-M} \widetilde{\widetilde{u}}(p, q)$

$$
\begin{equation*}
-\sum_{k=0}^{N-1} q^{N-1-k}\left[p^{k+\alpha-N}(p+1)^{L-(k+\alpha-N)} \tilde{u}(p, a)-\sum_{j=0}^{L-1} p^{j} \Delta_{y}^{k+\alpha-N-1} u(a+L-(k+\alpha-N), a)\right] . \tag{102}
\end{equation*}
$$

Proof
(i) Proof is an implication of Definition 3.1 and Theorem 2.67 of [10]
(ii) Result is obtained by application of Theorem 5.4 part (i) and Theorem 2.70 of [10]
(iii) Result is obtained by application of Theorem 5.4 part (ii) and Theorem 2.70 of [10]

Example 5. Solve the fractional difference equation for $0<\alpha<1$ :

$$
\begin{equation*}
\Delta_{x}^{\alpha} u(x, y)=(y-a)^{\frac{1}{2}}, \quad \text { with } u(a, y)=0 . \tag{103}
\end{equation*}
$$

Apply the delta Laplace transforms to initial condition $\mathscr{L}_{y} u(a, y)=\mathscr{L}_{y} 0=0$. For $0<\alpha<1$, we have $N=1$ which implies $k=0$ and therefore $\lceil k+\alpha-1\rceil=L=0$, also $\lceil 1-\alpha\rceil=M=1$. Application of the delta double Laplace transforms on both sides of fractional difference equation (103) and making use of equation (101) on left-
hand side, and on the right-hand side we used Example 3 to obtain

$$
\begin{equation*}
\frac{p^{\alpha} q^{\alpha-1}}{(p+1)^{\alpha}(q+1)^{\alpha}} \widetilde{\widetilde{u}}(p, q)-p^{0} q^{\alpha-1}(q+1)^{1-\alpha} \widetilde{u}(a, q)=\frac{1}{p q^{2}} . \tag{104}
\end{equation*}
$$

Using $\widetilde{u}(a, q)=0$ and simplifying the above,

$$
\begin{equation*}
\widetilde{\widetilde{u}}(p, q)=\frac{(p+1)^{\alpha}(q+1)^{\alpha}}{p^{\alpha+1} q^{\alpha+1}} . \tag{105}
\end{equation*}
$$

Inverting the delta Laplace transforms pairs by making use of Theorem 1 (iii), together with Lemma 3 (iii),

$$
\begin{equation*}
u(x, y)=\frac{(x-a)^{\underline{\alpha}}}{\Gamma(\alpha+1)} \frac{(y-a)^{\underline{\alpha}}}{\Gamma(\alpha+1)} \tag{106}
\end{equation*}
$$
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This paper studies the design of fuzzy static output feedback controllers for two kinds of fractional-order T-S fuzzy systems. The fractional order $\alpha$ satisfies $0<\alpha<1$ and $1 \leq \alpha<2$. Based on the fractional order theory, matrix decomposition technique, and projection theorem, four new sufficient conditions for the asymptotic stability of the system and the corresponding controller design methods are given. All the results can be expressed by linear matrix inequalities, and the relationship between fuzzy subsystems is also considered. These have great advantages in solving the results and reducing the conservatism. Finally, a simulation example is given to show the effectiveness of the proposed method.

## 1. Introduction

Compared with the integer-order system, the fractional-order system has many advantages, for example, the integer order is a special case of the fractional-order system; the fractional-order system has global properties, and the system state depends not only on the current time but also on the past time; it can accurately describe the memory and genetic properties in physics and engineering. Therefore, in recent decades, fractional-order control systems have also been widely concerned, and important results have been obtained. For example, Chen et al. [1-3] made a comprehensive introduction and in-depth study of fractionalorder systems. Specifically, the paper [1] considered the robust stability and stabilization of fractional-order linear systems with polyhedral uncertainties. The results obtained are not only applicable to the fractional order $\alpha$ satisfying $0<\alpha<1$ but also to the fractional order $\alpha$ satisfying $1 \leq \alpha<2$. For the fractionalorder neural network system with time-varying delay, the literature [2] solved a challenging problem: the delay-dependent stability and stabilization of the fractional-order delay system. The literature [3] studied the stability and synchronization of the delayed neural network, and a series of very important results were given, including delay-independent stability criterion, measurable algebra criterion, and synchronization criterion. Gallegos and Duarte-Mermoud [4] investigated the stability of
fractional-order and integral-order coupled systems, in which the concepts of dissipativity and passivity were extended, and the theorems of small gain and passivity for correlated systems were obtained. Liu et al. [5] used the fractional filtering method to study the backstepping controller design of the actuator fault fuzzy neural network system with completely unknown parameters and modes. Combined with the fractional adaptive law, the tracking error and compensation tracking error converged to a small enough area. Based on Lyapunov functions and the comparison principle, Jia et al. [6] designed delayed state feedback control and coupling state feedback control for frac-tional-order memristor-based neural networks with time delay. To sum up, the control problem of the fractional-order system is a hot issue at present, attracting a large number of researchers to participate in it.

In addition, the fuzzy theory opens up a new way to deal with the fuzzy uncertainty in nature with strict mathematical methods and proposes the method of the membership function to describe the degree of the element set [7]. When the membership degree is 1 , it means that the element belongs to the set completely, when the membership degree is 0 , it means that the element does not belong to the set at all, and when the membership degree belongs to the interval $(0,1)$, it means that the element belongs to the set but does not completely belong to the set. Obviously, this is a
generalization of the classical set theory. Fuzzy control is based on the fuzzy theory. By using expert language, fuzzy control can achieve good and effective control for some complex nonlinear control objects which are difficult to establish the mathematical model accurately [8, 9]. So far, two main fuzzy models have been proposed. The first model is based on the input-output model proposed in document [9]. The disadvantage is that there is a lot of useful information which is not used. The second model is the T-S fuzzy model proposed by Japanese scholars Takagi and Sugeno in 1985 [10, 11]. In [12-14], it is proved that this kind of fuzzy system has the ability of universal approximation. Some recent literature studies are listed to show that the T-S fuzzy system has been widely studied. For example, based on the T-S fuzzy model, in [15], the design of the fuzzy filter for the discrete-time nonlinear networked system is studied, and a new method is proposed to ensure that the filtering error system is dissipative by using the method of event triggering and quantization. For continuous-time nonlinear time-delay systems, by using repetitive control, Rathinasamy et al. [16] proposed an improved output feedback controller design method. This method ensures that the system can track the given reference signal within the allowable error range. Li et al. [17] studied the finite-time $H_{\infty}$ control problem, and the sufficient conditions based on LMI were given. The research results of the output feedback can be found in the literature studies [18-28]. There are also a large number of references related to the T-S fuzzy model, which we cannot be enumerated here.

Compared with many research results of the integerorder T-S fuzzy system, the research results of the fractionalorder T-S fuzzy system are less. For the fractional-order T-S fuzzy system, Zheng et al. [29] studied the stabilization of the chaotic system by using the adaptive method. When the order of the fractional order considered satisfies $1 \leq \alpha<2$ and $0<\alpha<1$, respectively, the stability conditions based on LMI were proposed in [30,31]. Huang et al. [32] studied the stabilization of the state feedback that can be applied to both the following situations: $1 \leq \alpha<2$ and $0<\alpha<1$. However, in the practical engineering field, the state of the system is often difficult to obtain directly. At this time, the state observer or output feedback control methods need to be considered. Based on the T-S fuzzy model, Duan et al. [33] studied the design problem of the nonfragile observer by using singular value decomposition of the matrix and put forward sufficient conditions of linear matrix inequalities, which guarantee that the corresponding closed-loop system is stochastic asymptotically stable; when the fuzzy antecedent variables are unmeasurable, Duan and Li [34] considered the design problem of dynamic output feedback controllers and proposed sufficient conditions for the system to be asymptotically stable; Karthick et al. [35] designed a dynamic output feedback controller by means of interference suppression and quantization; and Lin et al. and Ji et al. [36, 37] studied the design of the fuzzy static output feedback controller. The design of the static fuzzy output feedback controller will increase the fuzzy relation in the stabilization condition by a certain multiple because the product term of coefficient matrices $B_{i} F_{j} C_{k}$ appears, while the design state feedback only contains the product term of coefficient matrices
$B_{i} F_{j}(i, j, k=1,2, \ldots, r)$, where $r$ is an integer, indicating the number of fuzzy rules. For the traditional T-S fuzzy system, Chaibi et al. [38] used the matrix decomposition technique to effectively separate the coefficient term $B_{i} F_{j} C_{k}$ and effectively reduced the fuzzy relation of one layer and proposed the design method based on the linear matrix inequality. In this paper, we try to extend the research results of Chaibi et al. [38] to the fractional-order T-S fuzzy system.

In conclusion, this paper studies the fuzzy static output feedback control of the fractional-order T-S fuzzy system. The order includes two cases: $0<\alpha<1$ and $1 \leq \alpha<2$. According to the theory of fractional differential correlation and the projection theorem, several new stabilization design methods are given. All the results are expressed by the linear matrix inequality. The main contributions of this paper are as follows: (1) the control method of the fuzzy static output feedback is extended from the integer-order fuzzy system to the fractional-order fuzzy system, so it is more practical; (2) the condition of system stabilization and controller design methods are all expressed by LMIs. Therefore, LMI toolbox of Matlab can be used to program and calculate; (3) output matrix $C_{1}, C_{2}, \ldots, C_{r}$ of the system can still be completely different; (4) for some similar Lyapunov matrices, only symmetry or antisymmetry is required, no further diagonal is required, and stability conditions are relaxed; and (5) the stabilization conditions are also considered. Finally, a numerical simulation example is given to show the effectiveness of the proposed method.

Notations. Throughout this paper, $\mathbb{R}^{n}$ denotes the $n$-dimensional Euclidean space; $\mathbb{R}^{n \times m}$ is the set of all $n \times m$ real matrices; $I$ and $O$ represent the identity matrix and the zero matrix with appropriate dimensions; $P>0(P<0)$ represents the positive definite (negative definite) matrix; the right superscript $T$ denotes the transposition of the matrix; the symbol sym $\{S\}$ means $S+S^{T}$; the diagonal block matrix is denoted by $\operatorname{diag}\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$; and the symbol $*$ shows the symmetric part of the block matrix.

## 2. Basic Definition and Lemmas

Several definitions of fractional-order differential are given in monograph [39], among which Caputo and Rie-mann-Liouville fractional-order differential are widely used. In this paper, we adopt the definition of Caputo fractionalorder differential.

Definition 1 (see Podlubny [39]). The Caputo-type fractional derivative of order $\alpha>0$ for a function $f(t)$ is defined as follows:

$$
\begin{equation*}
D^{\alpha} f(t)=\frac{1}{\Gamma(m-\alpha)} \int_{0}^{t} \frac{f^{(m)}(\tau)}{(t-\tau)^{\alpha+1-m}} \mathrm{~d} \tau \tag{1}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the gamma function defined as $\Gamma(q)=\int_{0}^{\infty} t^{q-1} e^{-t} \mathrm{~d} t$ and the integer $m$ satisfies the condition $m-1<\alpha \leq m$.

Next, we give the following lemmas that will be used in this paper.

Lemma 1 (see Zhang et al. [40, 41]). Let $A \in \mathbb{R}^{n \times n}$ be a real matrix. The fractional-order system $D^{\alpha} x(t)=A x(t)$ with $0<\alpha<1$ is asymptotically stable if and only if there exist real symmetric positive definite matrices $P_{11}$ and $P_{21}$ and skewsymmetric matrices $P_{12}$ and $P_{22}$ such that

$$
\begin{align*}
& {\left[\begin{array}{cc}
P_{11} & P_{12} \\
-P_{12} & P_{11}
\end{array}\right] }>0, \\
& {\left[\begin{array}{cc}
P_{21} & P_{22} \\
-P_{22} & P_{21}
\end{array}\right]>0, }  \tag{2}\\
& \sum_{i=1}^{2} \sum_{j=1}^{2} \operatorname{sym}\left(\theta_{i j} \otimes\left(A P_{i j}\right)\right)<0,
\end{align*}
$$

where $\theta_{11}=\left[\begin{array}{ll}a & b \\ b & a\end{array}\right], \theta_{12}=\left[\begin{array}{cc}b & a \\ -a & b\end{array}\right], \theta_{21}=\left[\begin{array}{cc}a & b \\ -b & a\end{array}\right]$, and $\theta_{22}=\left[\begin{array}{cc}-b & a \\ -a & -b\end{array}\right], a=\sin \theta_{1}, b=\cos \theta_{1}, \theta_{1}=\pi \alpha / 2$.

Lemma 2 (see Chilali et al. [42]). Let $A \in \mathbb{R}^{n \times n}$ be a real matrix. The fractional-order system $D^{\alpha} x(t)=A x(t)$ with $1 \leq \alpha<2$ is asymptotically stable if and only if there exists a symmetric positive definite matrix $P \in \mathbb{R}^{n \times n}$ such that

$$
\left[\begin{array}{cc}
c\left(A P+P A^{T}\right) & d\left(A P-P A^{T}\right)  \tag{3}\\
* & c\left(A P+P A^{T}\right)
\end{array}\right]<0
$$

where $c=\sin \theta_{2}$ and $d=\cos \theta_{2}, \theta_{2}=\pi-\pi \alpha / 2$.

Lemma 3 (see Chaibi et al. [38]). For matrices T, Q, U, and $W$ with proper dimensions, scalar $\xi$, if inequality

$$
\left[\begin{array}{cc}
T & \xi Q+W^{T} U  \tag{4}\\
* & -\operatorname{sym}(\xi U)
\end{array}\right]<0
$$

holds, then

$$
\begin{equation*}
T+\operatorname{sym}(Q W)<0 . \tag{5}
\end{equation*}
$$

Lemma 4 (see Gahinet and Apkarian [43]). Given a symmetric matrix $Z_{0} \in R^{m \times m}$ and two matrices $X, Y$ of column m, there exists a matrix $Z$ such that the LMI

$$
\begin{equation*}
Z_{0}+\operatorname{sym}\left(X^{T} Z Y\right)<0 \tag{6}
\end{equation*}
$$

holds if and only if the following two projection inequalities are satisfied:

$$
\begin{gather*}
X_{\perp}^{T} Z_{0} X_{\perp}<0  \tag{7}\\
Y_{\perp}^{T} Z_{0} Y_{\perp}<0
\end{gather*}
$$

where $X_{\perp}$ and $Y_{\perp}$ are arbitrary matrices whose columns form bases of the null bases of $X$ and $Y$, respectively.

## 3. Problem Description and Formation

Consider the following fractional-order T-S fuzzy systems. Plant rule $i$ : if $\theta_{1}(t)$ is $\mu_{i 1}(t)$, and $\ldots$, and $\theta_{p}(t)$ is $\mu_{i p}(t)$, then

$$
\left\{\begin{array}{l}
D^{\alpha} x(t)=A_{i} x(t)+B_{i} u(t)  \tag{8}\\
y(t)=C_{i} x(t), \quad i=1,2, \ldots, r
\end{array}\right.
$$

where the order $\alpha$ satisfies $0<\alpha<1$ or $1 \leq \alpha<2$; $r$ is the number of if-then rules; $\theta_{j}(t)$ and $\mu_{i j}(t)(j=1,2, \ldots, p)$ are the premise variables and the fuzzy sets, respectively; $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{l}$, and $y(t) \in \mathbb{R}^{m}$ are the state, the measurable output, and the controller, respectively; and $A_{i}, B_{i}$, and $C_{i}$ are matrices with appropriate dimensions.

Using fuzzy reasoning technology, the final output of fuzzy system (8) is

$$
\left\{\begin{array}{l}
D^{\alpha} x(t)=\sum_{i=1}^{r} h_{i}(\theta(t))\left(A_{i} x(t)+B_{i} u(t)\right)  \tag{9}\\
y(t)=\sum_{i=1}^{r} h_{i}(\theta(t)) C_{i} x(t)
\end{array}\right.
$$

where $\theta(t)=\left[\theta_{1}(t), \theta_{2}(t), \ldots, \theta_{p}(t)\right]$ and $h_{i}(\theta(t))=$ $\omega_{i}(\theta(t)) / \sum_{i=1}^{r} \omega_{i}(\theta(t)), \quad \omega_{i}(\theta(t))=\Pi_{j=1}^{p} \mu_{i j}\left(\theta_{j}(t)\right)$; $\mu_{i j}\left(\theta_{j}(t)\right)$ is the membership degree of $\theta_{j}(t)$ in fuzzy set $\mu_{i j}(t)$.

According to the definition of the membership function, we can easily get the following properties:

$$
\begin{align*}
& \omega_{i}(\theta(t)) \geq 0 \\
& \quad 0 \leq h_{i}(\theta(t)) \leq 1, \quad i=1,2, \ldots, r ; \sum_{i=1}^{r} h_{i}(\theta(t))=1 . \tag{10}
\end{align*}
$$

For system (8), we will design the following fuzzy static output feedback controller:

$$
\begin{equation*}
u(t)=\sum_{i=1}^{r} h_{i}(\theta(t)) F_{i} y(t) \tag{11}
\end{equation*}
$$

where $F_{i}(i=1,2, \ldots, r)$ are the matrices with proper dimensions to be designed.

By bringing controller (11) into system (8), we can get the closed-loop system:

$$
\begin{equation*}
D^{\alpha} x(t)=\sum_{i=1}^{r} \sum_{j=1}^{r} \sum_{k=1}^{r} h_{i}(\theta(t)) h_{j}(\theta(t)) h_{k}(\theta(t))\left(A_{i}+B_{i} F_{j} C_{k}\right) x(t) . \tag{12}
\end{equation*}
$$

The main purpose of this paper is to design static fuzzy controller (11) for system (8) so that the corresponding closed-loop system (12) is asymptotically stable.

## 4. Design of the Fuzzy Static Output Feedback Controller

In this section, the design methods of the fuzzy static output feedback controller for fractional-order fuzzy system (8) are given, and the corresponding closed-loop system is guaranteed to be asymptotically stable. Now, we can prove the following results.

Theorem 1. Fractional-order closed-loop system (12) with $0<\alpha<1$ is asymptotically stable if there is scalar $\xi>0$, proper dimensional matrices $U, G_{1 i}, G_{2 i}, G_{3 i}, G_{4 i}, K_{i}(i=1,2, \ldots, r)$,
symmetric matrices $P_{11}, P_{21}$, and skew-symmetric matrices $P_{21}, P_{22}$ such that the following LMIs are satisfied:

$$
\begin{gather*}
{\left[\begin{array}{cc}
P_{11} & P_{12} \\
-P_{12} & P_{11}
\end{array}\right]>0}  \tag{13}\\
{\left[\begin{array}{cc}
P_{21} & P_{22} \\
-P_{22} & P_{21}
\end{array}\right]>0,}  \tag{16}\\
\Omega_{i i}<0, \quad i=1,2, \ldots, r \tag{14}
\end{gather*}
$$ as

In addition, the controller gain matrices can be designed

$$
F_{i}=K_{i} U^{-1}, \quad i=1,2, \ldots, r
$$

where

$$
\begin{aligned}
& \Omega_{i j}=\left[\begin{array}{cccc}
-\operatorname{sym}\left(G_{1 i}\right) & \Gamma_{1}+G_{1 i} A_{j}^{T}-G_{2 i}^{T} & 0 & \Gamma_{2} \\
* & \operatorname{sym}\left(G_{2 i} A_{j}^{T}\right) & -\Gamma_{2}^{T} & 0 \\
* & * & -\operatorname{sym}\left(G_{3 i}\right) & \Gamma_{1}+G_{3 i} A_{j}^{T}-G_{4 i}^{T} \\
* & * & & \\
* & * & \operatorname{sym}\left(G_{4 i} A_{j}^{T}\right) & \\
\Gamma_{1} & =a P_{11}+b P_{12}+a P_{21}-b P_{22}, & * & -\operatorname{sym}(\xi \cup)
\end{array}\right] \\
& \Gamma_{2}=-b P_{11}+a P_{12}+b P_{21}+a P_{22}, \\
& a=\sin \left(\frac{\pi \alpha}{2}\right), \\
& b=\cos \left(\frac{\pi \alpha}{2}\right), \\
& Q_{i j}=\operatorname{diag}\left\{G_{1 i} C_{j}^{T}, G_{2 i} C_{j}^{T}, G_{3 i} C_{j}^{T}, G_{4 i} C_{j}^{T}\right\}, \\
& \mathbb{U}=\operatorname{diag}\{U, U, U, U\}, \\
& W_{i j}=\operatorname{diag}\left\{\left[0, K_{j}^{T} B_{i}^{T} ; 0, K_{j}^{T} B_{i}^{T}\right],\left[0, K_{j}^{T} B_{i}^{T} ; 0, K_{j}^{T} B_{i}^{T}\right]\right\} .
\end{aligned}
$$

Proof. Let

$$
\Omega=\left[\begin{array}{ccccc}
-\operatorname{sym}\left(\bar{G}_{1 i}\right) & \Gamma_{1}+\bar{G}_{1 i} \bar{A}_{i}^{T}-\bar{G}_{2 i}^{T} & 0 & \Gamma_{2} &  \tag{18}\\
* & \operatorname{sym}\left(\bar{G}_{2 i} \bar{A}_{i}^{T}\right) & -\Gamma_{2}^{T} & 0 & \xi \bar{Q}_{i}+\bar{W}_{i u}^{T} \mathbb{U} \\
* & * & -\operatorname{sym}\left(\bar{G}_{3 i}\right) & \Gamma_{1}+\bar{G}_{3 i} \bar{A}_{i}^{T}-\bar{G}_{4 i}^{T} & \\
* & * & * & \operatorname{sym}\left(\bar{G}_{4 i} \bar{A}_{i}^{T}\right) & \\
* & * & * & * & -\operatorname{sym}(\xi \mathbb{U})
\end{array}\right]
$$

where $\left.\left.\quad \bar{Q}_{i}=\operatorname{diag}\left\{\bar{G}_{1 i} \bar{C}_{i}^{T}, \bar{G}_{2 i} \bar{C}_{i}^{T}, \bar{G}_{3 i} \bar{C}_{i}^{T}, \bar{G}_{4 i} \bar{C}_{i}^{T}\right\}, \quad \bar{W}_{i u}=\quad \bar{B}_{i}^{T}\right]\right\}$, and $\left[\bar{A}_{i}, \bar{B}_{i}, \bar{C}_{i}, \bar{K}_{i}, \bar{G}_{1 i}, \bar{G}_{2 i}, \bar{G}_{3 i}, \bar{G}_{4 i}\right]=\sum_{i=1}^{r} h_{i}(\theta(t))\left[A_{i}\right.$, $\operatorname{diag}\left\{\left[0, U^{-T} \quad \bar{K}_{i}^{T} \bar{B}_{i}^{T} ; 0, U^{-T} \bar{K}_{i}^{T} \bar{B}_{i}^{T}\right],\left[0, U^{-T} \bar{K}_{i}^{T} \bar{B}_{i}^{T} ; 0, U^{-T} \bar{K}_{i}^{T} \quad B_{i}, C_{i}, K_{i}, G_{1 i}, G_{2 i}, G_{3 i}, G_{4 i}\right]\right.$.

According to inequalities (14) and (15) and the properties of the membership function, we can get

$$
\begin{aligned}
\Omega & =\sum_{i=1}^{r} \sum_{i=1}^{r} h_{i}(\theta(t)) h_{j}(\theta(t)) \Omega_{i j} \\
& =\sum_{i=1}^{r} h_{i}^{2}(\theta(t)) \Omega_{i i}+\sum_{i=1}^{r-1} \sum_{j=i+1}^{r} h_{i}(\theta(t)) h_{j}(\theta(t))\left(\Omega_{i j}+\Omega_{j i}\right)<0 .
\end{aligned}
$$

$$
\left[\begin{array}{ccccc}
-\operatorname{sym}\left(\bar{G}_{1 i}\right) & \Gamma_{1}+\bar{G}_{1 i} \bar{A}_{i}^{T}-\bar{G}_{2 i}^{T} & 0 & \Gamma_{2} &  \tag{20}\\
* & \operatorname{sym}\left(\bar{G}_{2 i} \bar{A}_{i}^{T}\right) & -\Gamma_{2}^{T} & 0 & \xi \bar{Q}_{i}+\bar{W}_{i f}^{T} \mathbb{U} \\
* & * & -\operatorname{sym}\left(\bar{G}_{3 i}\right) & \Gamma_{1}+\bar{G}_{3 i} \bar{A}_{i}^{T}-\bar{G}_{4 i}^{T} & \\
* & * & * & \operatorname{sym}\left(\bar{G}_{4 i} \bar{A}_{i}^{T}\right) & \\
* & * & * & * & -\operatorname{sym}(\xi \mathbb{U})
\end{array}\right]<0,
$$

where $\bar{W}_{i f}=\operatorname{diag}\left\{\left[0, \bar{F}_{i}^{T} \bar{B}_{i}^{T} ; 0, \bar{F}_{i}^{T} \bar{B}_{i}^{T}\right],\left[0, \bar{F}_{i}^{T} \bar{B}_{i}^{T} ; 0, \bar{F}_{i}^{T} \bar{B}_{i}^{T}\right]\right\}$.
According to Lemma 3, if inequality (20) holds, then

$$
\left[\begin{array}{cccc}
-\operatorname{sym}\left(\bar{G}_{1 i}\right) \Gamma_{1}+\bar{G}_{1 i} \bar{A}_{i}^{T}-\bar{G}_{2 i}^{T} & 0 & \Gamma_{2}  \tag{21}\\
* & \operatorname{sym}\left(\bar{G}_{2 i} \bar{A}_{i}^{T}\right) & -\Gamma_{2}^{T} & 0 \\
* & * & -\operatorname{sym}\left(\bar{G}_{3 i}\right) & \Gamma_{1}+\bar{G}_{3 i} \bar{A}_{i}^{T}-\bar{G}_{4 i}^{T} \\
* & * & * & \operatorname{sym}\left(\bar{G}_{4 i} \bar{A}_{i}^{T}\right)
\end{array}\right]+\operatorname{sym}\left(\bar{Q}_{i} \bar{W}_{i f}\right)<0
$$

$$
\begin{equation*}
\widetilde{A}=\sum_{i=1}^{r} \sum_{j=1}^{r} \sum_{k=1}^{r} h_{i}(\theta(t)) h_{j}(\theta(t)) h_{k}(\theta(t))\left(A_{i}+B_{i} F_{j} C_{k}\right) \tag{22}
\end{equation*}
$$

Then, $\widetilde{A}=\bar{A}_{i}+\bar{B}_{i} \bar{F}_{i} \bar{C}_{i}$.
Therefore, inequality (21) can be rewritten as

$$
\left[\begin{array}{cccc}
0 & \Gamma_{1} & 0 & \Gamma_{2}  \tag{23}\\
* & 0 & -\Gamma_{2}^{T} & 0 \\
* & * & 0 & \Gamma_{1} \\
* & * & * & 0
\end{array}\right]+\operatorname{sym}\left(\left[\begin{array}{cc}
\bar{G}_{1 i} & 0 \\
\bar{G}_{2 i} & 0 \\
0 & \bar{G}_{3 i} \\
0 & \bar{G}_{4 i}
\end{array}\right]\left[\begin{array}{cccc}
-I & \tilde{A}^{T} & 0 & 0 \\
0 & 0 & -I & \tilde{A}^{T}
\end{array}\right]\right)<0 .
$$

Taking $\Psi=\left[\begin{array}{cccc}\widetilde{A} & I & 0 & 0 \\ 0 & 0 & \widetilde{A} & I\end{array}\right]$ and using Lemma 4, we have $\left.\Psi\left[\begin{array}{ccc}0 \Gamma_{1} & 0 & \Gamma_{2} \\ * 0 & -\Gamma_{2}^{T} & 0 \\ * * & 0 & \Gamma_{1} \\ * * & * & 0\end{array}\right] \Psi^{T}+\operatorname{sym}\left(\Psi\left[\begin{array}{c}\bar{G}_{1 i}\end{array}\right] \begin{array}{c}\bar{G}_{2 i} \\ 0 \\ 0 \\ 0 \\ \bar{G}_{3 i}\end{array}\right]\left[\begin{array}{ccc}-I \widetilde{A}^{T} & 0 & 0 \\ 0 & 0 & -I \widetilde{A}^{T}\end{array}\right] \Psi^{T}\right)<0$,
which is equivalent to

$$
\left[\begin{array}{cc}
\tilde{A} \Gamma_{1}+\Gamma_{1}^{T} \widetilde{A}^{T} & \tilde{A} \Gamma_{2}-\Gamma_{2}^{T} \tilde{A}^{T}  \tag{24}\\
* & \tilde{A} \Gamma_{1}+\Gamma_{1}^{T} \tilde{A}^{T}
\end{array}\right]<0
$$

The above inequality can be rewritten as

$$
\operatorname{sym}\left\{\left[\begin{array}{cc}
\tilde{A} \Gamma_{1} & \tilde{A} \Gamma_{2}  \tag{25}\\
-\tilde{A} \Gamma_{2} & \tilde{A} \Gamma_{1}
\end{array}\right]\right\}<0
$$

According to the definition of the Kronecker product, one has from (25)

$$
\begin{align*}
& \operatorname{sym}\left\{\left[\begin{array}{cc}
a & -b \\
b & a
\end{array}\right] \otimes\left(\widetilde{A} P_{11}\right)+\left[\begin{array}{cc}
b & a \\
-a & b
\end{array}\right] \otimes\left(\widetilde{A} P_{12}\right)\right.  \tag{26}\\
& \left.\quad+\left[\begin{array}{cc}
a & b \\
-b & a
\end{array}\right] \otimes\left(\widetilde{A} P_{21}\right)+\left[\begin{array}{cc}
-b & a \\
-a & -b
\end{array}\right] \otimes\left(\widetilde{A} P_{22}\right)\right\}<0
\end{align*}
$$

According to Lemma 1, if inequalities (13) and (26) hold, closed-loop system (12) with $0<\alpha<1$ is asymptotically stable. This completes the proof.

Remark 1. Compared with [19-26], this paper studies the design of the fuzzy static output feedback controller for frac-tional-order fuzzy systems. In general, the fuzzy static output feedback controller will generate the term $B_{i} F_{j} C_{k}$ $(i, j, k=1,2, \ldots, r)$, which increases the fuzzy r-times
relationship. At the same time, the controller gain matrix is located between the two matrices, which makes the design of the control more difficult. In this paper, Lemma 3 is used to ingeniously separate this item and eliminate the abovementioned difficulties. Furthermore, the relationship between fuzzy systems is considered.

Considering the relationship between fuzzy subsystems, we can prove the following conclusions.

Theorem 2. Fractional-order closed-loop system (12) with $0<\alpha<1$ is asymptotically stable if there is scalar $\xi>0$, proper dimensional matrices $U, G_{1 i}, G_{2 i}, G_{3 i}, G_{4 i}, K_{i}, Z_{i j}(i=1,2, \ldots$, $r$ ), symmetric matrices $P_{11}, P_{21}, Z_{i i}$, and skew-symmetric matrices $P_{21}, P_{22}$ such that (13) and the following LMIs hold:

$$
\begin{align*}
& \Omega_{i i}<Z_{i i}, \quad i=1,2, \ldots, r,  \tag{27}\\
& \Omega_{i j}+\Omega_{j i}<Z_{i j}+Z_{i j}^{T}, \quad i=1,2, \ldots, r-1, j=i+1, \ldots, r, \\
& Z=\left[\begin{array}{cccc}
Z_{11} & Z_{12} & \cdots & Z_{1 r} \\
Z_{12}^{T} & Z_{22} & \cdots & Z_{2 r} \\
\vdots & \vdots & \ddots & \vdots \\
Z_{1 r}^{T} & Z_{2 r}^{T} & \cdots & Z_{r r}
\end{array}\right]<0 . \tag{28}
\end{align*}
$$

If the above matrix inequalities hold, the controller gain matrices can be designed as

$$
\begin{equation*}
F_{i}=K_{i} U^{-1}, \quad i=1,2, \ldots, r . \tag{29}
\end{equation*}
$$

Proof. According to inequalities (27) and (28), we can easily get

$$
\begin{aligned}
\sum_{i=1}^{r} & \sum_{j=1}^{r} h_{i}(\theta(t)) h_{j}(\theta(t)) \Omega_{i j} \\
& =\sum_{i=1}^{r} h_{i}^{2}(\theta(t)) \Omega_{i i}+\sum_{i=1}^{r-1} \sum_{j=i+1}^{r} h_{i}(\theta(t)) h_{j}(\theta(t))\left(\Omega_{i j}+\Omega_{j i}\right)
\end{aligned}
$$

$$
\Omega_{i j}=\left[\begin{array}{ccccc}
-\operatorname{sym}\left(G_{1 i}\right) & c P_{i}+G_{1 i} A_{j}^{T}-G_{2 i}^{T} & 0 & d P_{i} &  \tag{33}\\
* & \operatorname{sym}\left(G_{2 i} A_{j}^{T}\right) & -d P_{i} & 0 & \xi Q_{i j}+W_{i j}^{T} \\
* & * & -\operatorname{sym}\left(G_{3 i}\right) & c P_{i}+G_{3 i} A_{j}^{T}-G_{4 i}^{T} & \\
* & * & * & \operatorname{sym}\left(G_{4 i} A_{j}^{T}\right) & \\
* & * & * & * & -\operatorname{sym}(\xi \mathbb{U})
\end{array}\right],
$$

$c=\sin (\pi-\pi \alpha / 2), d=\cos (\pi-\pi \alpha / 2)$, and the definitions of other symbols are the same as those in Theorem 1.

Proof. Let $\bar{P}_{i}=\sum_{i=1}^{r} h_{i}(\theta(t)) P_{i}$. Because every $P_{i}$ is a symmetric positive definite matrix and the membership function is greater than $0, \bar{P}_{i}$ is also a symmetric positive definite matrix.

In the process of proving Theorem 2, let $\Gamma_{1}=c \bar{P}_{i}$ and $\Gamma_{2}=d \bar{P}_{i}$; starting from inequalities (31) and (32), we can get the following results from (24):

$$
\begin{align*}
& <\sum_{i=1}^{r} h_{i}^{2}(\theta(t)) Z_{i i}+\sum_{i=1}^{r-1} \sum_{j=i+1}^{r} h_{i}(\theta(t)) h_{j}(\theta(t))\left(Z_{i j}+Z_{i j}^{T}\right) \\
= & {\left[h_{1}(\theta(t)), h_{2}(\theta(t)), \ldots, h_{r}(\theta(t))\right] } \\
& \cdot Z\left[h_{1}(\theta(t)), h_{2}(\theta(t)), \ldots, h_{r}(\theta(t))\right]^{T} . \tag{30}
\end{align*}
$$

If $Z<0$ holds, there is $\sum_{i=1}^{r} \sum_{j=1}^{r} h_{i}(\theta(t)) h_{j}(\theta(t)) \Omega_{i j}<0$, i.e., inequality (19) holds. According to the proof process of Theorem 1, closed-loop system (12) with 0 asymptotically stable. This completes the proof.

For fractional-order system (12) with order greater than zero and less than one, two new controller design methods are proposed. Using the similar method, when the order is greater than or equal to 1 but less than 2 , we can prove the following results.

Theorem 3. Fractional-order closed-loop system (12) with $1 \leq \alpha<2$ is asymptotically stable if there is scalar $\xi>0$, proper dimensional matrices $U, G_{1 i}, G_{2 i}, G_{3 i}, G_{4 i}, K_{i}(i=1,2, \ldots, r)$, symmetric positive definite matrices $P_{i}(i=1,2, \ldots, r)$, and the following LMIs are satisfied:

$$
\begin{align*}
& \Xi_{i i}<0, \quad i=1,2, \ldots, r  \tag{31}\\
& \Xi_{i j}+\Xi_{j i}<0, \quad i=1,2, \ldots, r-1, j=i+1, \ldots, r  \tag{32}\\
& F_{i}=K_{i} U^{-1}, \quad i=1,2, \ldots, r,
\end{align*}
$$

where

$$
\left[\begin{array}{cc}
c\left(\tilde{A}_{i j k} \bar{P}_{i}+\bar{P}_{i} \tilde{A}_{i j k}^{T}\right) & d\left(\tilde{A}_{i j k} \bar{P}_{i}-\bar{P}_{i} \tilde{A}_{i j k}^{T}\right)  \tag{34}\\
* & c\left(\widetilde{A}_{i j k} \bar{P}_{i}+\bar{P}_{i} \widetilde{A}_{i j k}^{T}\right)
\end{array}\right]<0
$$

According to Lemma 2, Theorem 3 ensures that closedloop system (12) with $1 \leq \alpha<2$ is asymptotically stable. This completes the proof.

Similar to Theorem 1, we can prove the following result.

Theorem 4. Fractional-order closed-loop system (12) is asymptotically stable if there is scalar $\xi>0$, proper dimensional matrices $U, G_{1 i}, G_{2 i}, G_{3 i}, G_{4 i}, K_{i}, \quad Z_{i j}(i=1,2, \ldots, r)$, and symmetric positive definite matrices $P_{i}(i=1,2, \ldots, r)$ such that the following linear matrix inequalities hold:

$$
\begin{gather*}
\Xi_{i i}<Z_{i i}, \quad i=1,2, \ldots, r \\
\Xi_{i j}+\Omega_{j i}<Z_{i j}+Z_{i j}^{T}, \quad i=1,2, \ldots, r-1, j=i+1, \ldots, r . \tag{36}
\end{gather*}
$$

$$
Z=\left[\begin{array}{cccc}
Z_{11} & Z_{12} & \cdots & Z_{1 r}  \tag{37}\\
Z_{12}^{T} & Z_{22} & \cdots & Z_{2 r} \\
\vdots & \vdots & \ddots & \vdots \\
Z_{1 r}^{T} & Z_{2 r}^{T} & \cdots & Z_{r r}
\end{array}\right]<0
$$

The corresponding controller can be selected as

$$
\begin{equation*}
F_{i}=K_{i} U^{-1}, \quad i=1,2, \ldots, r . \tag{38}
\end{equation*}
$$

Proof. The proof process of Theorem 4 is exactly the same as that of Theorem 2, so it is omitted here.

## 5. Numerical Example

In order to illustrate the effectiveness of the proposed methods, a numerical simulation example is given in this part. Since the simulation methods are similar, we only verify Theorem 1.

Example 1. For system (9), the corresponding simulation parameters are selected as follows:

$$
\begin{align*}
& A_{1}=\left[\begin{array}{ccc}
-1 & 1 & 2 \\
1 & 0 & 1 \\
-2 & -1 & 2
\end{array}\right], \\
& A_{2}=\left[\begin{array}{ccc}
-6 & -3 & 4 \\
1 & 0 & 0 \\
-2 & -2 & 2
\end{array}\right], \\
& B_{1}=\left[\begin{array}{c}
0.8 \\
-3 \\
3.8
\end{array}\right],  \tag{39}\\
& B_{2}=\left[\begin{array}{c}
2 \\
-1 \\
2
\end{array}\right], \\
& C_{1}=\left[\begin{array}{lll}
-2 & 1 & 0
\end{array}\right], \\
& C_{2}=\left[\begin{array}{lll}
4 & -3 & 2
\end{array}\right] .
\end{align*}
$$

Membership functions are taken as $h_{1}(\theta(t))=0.5(1-$ $\left.\sin \left(x_{1}(t)\right)\right), h_{2}(\theta(t))=1-h_{1}(\theta(t))$.

Take fractional order $\alpha=0.75$ and initial condition of the system $x_{0}=[1,-3,1.8]^{T}$. When the controller $u(t)=0$, the
state trajectory of the system is shown in Figure 1. Obviously, the system is unstable.

According to Theorem 1, the following feasible solutions can be obtained by using the linear matrix inequality toolbox and making $\xi=1$ :

$$
\begin{aligned}
& P_{11}=P_{21}=\left[\begin{array}{ccc}
47.9949 & -4.9576 & 10.1684 \\
-4.9576 & 9.6889 & 7.9151 \\
10.1684 & 7.9151 & 25.3468
\end{array}\right] \text {, } \\
& P_{12}=P_{22}=\left[\begin{array}{ccc}
0 & -1.0326 & 5.4116 \\
1.0326 & 0 & -2.1499 \\
-5.4116 & 2.1499 & 0
\end{array}\right] \text {, } \\
& G_{11}=\left[\begin{array}{ccc}
17.3758 & -2.2678 & -11.9404 \\
-0.8326 & 27.6204 & -8.6416 \\
15.0427 & 23.0184 & 17.4726
\end{array}\right] \text {, } \\
& G_{12}=\left[\begin{array}{ccc}
6.3362 & -3.5964 & -15.0566 \\
0.6207 & 32.8234 & 14.5413 \\
9.2638 & 33.9112 & 34.1965
\end{array}\right] \text {, } \\
& G_{21}=\left[\begin{array}{ccc}
9.6221 & -16.8697 & -25.2363 \\
-20.4052 & 4.4510 & -25.1853 \\
21.6206 & 42.4479 & 27.6159
\end{array}\right] \text {, } \\
& G_{22}=\left[\begin{array}{ccc}
11.1564 & -5.6354 & -5.2083 \\
-8.3296 & 7.0806 & -4.8982 \\
10.2057 & 25.5957 & 24.3865
\end{array}\right] \text {, } \\
& G_{31}=\left[\begin{array}{ccc}
25.1420 & 8.5343 & -88.6732 \\
13.2014 & 34.9178 & -175.9623 \\
79.6915 & 184.1028 & 38.7372
\end{array}\right] \text {, } \\
& G_{32}=\left[\begin{array}{ccc}
23.7128 & 192.8158 & 254.9889 \\
-163.7837 & 31.1085 & 364.0394 \\
-275.7049 & -347.9581 & 36.6636
\end{array}\right] \text {, } \\
& G_{41}=\left[\begin{array}{ccc}
-19.3450 & -67.0576 & -2.1058 \\
-32.3201 & -11.7544 & -7.8586 \\
1.8301 & -29.0457 & -38.1671
\end{array}\right] \text {, } \\
& G_{42}=\left[\begin{array}{ccc}
-14.0099 & -123.5301 & -127.9458 \\
-13.0018 & -23.2141 & -30.4210 \\
6.7847 & 9.8925 & -0.7920
\end{array}\right] \text {, } \\
& K_{1}=6.1395 \text {, } \\
& K_{2}=-21.5572 \text {, } \\
& U=101.1738 \text {. }
\end{aligned}
$$

Gain matrices of the controller can be obtained by calculation:

$$
\begin{align*}
& F_{1}=K_{1}^{-1} U^{-1}=0.0607 \\
& F_{2}=K_{2}^{-1} U^{-1}=-0.2131 \tag{41}
\end{align*}
$$



Figure 1: The state trajectories of the system when the controller $u(t)=0$.


Figure 2: State trajectories of the system after adding the controller.

Using fuzzy controller (11), the state trajectories of closed-loop system (12) can be obtained as shown in Figure 2. As can be seen from Figure 2, the controller designed is effective.

## 6. Conclusion

For the fractional-order T-S fuzzy system, the controller design methods with order in two different intervals are studied. Four theorems are given to ensure that the closedloop system is asymptotically stable. The result is expressed by the linear matrix inequality, which fully considers the feasibility and conservatism. In order to consider the feasibility, the condition of each theorem is the strict linear matrix inequality. This can be solved directly by the linear matrix inequality toolbox of Matlab. In order to reduce the conservatism, we try to make the matrix correspond to the
fuzzy rule. Theorems 2 and 4 further consider the relationship between fuzzy subsystems.
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The simulation results of this paper can be obtained by MATLAB software.
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