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The objective of this special issue is to address the virtual
reality based education system in the enhancement of
learners’ motivation, engagement, immersion, satisfac-
tion, and transfer of learning. Many papers were sub-
mitted, and after a thorough peer-review process, five
papers were selected to be included in this special issue.
These research studies provide invaluable insights into
understanding and applying virtual reality from a mul-
tidisciplinary point of view. This special issue includes
high-quality and original research papers addressing re-
search achievements, practices, theoretical framework,
and challenges for virtual reality based education platform
with mobile devices. We believe that the published papers
in this special issue introduce readers to the latest ad-
vances in the field.

The paper by M. Hernandez-Ordoiiez et al. presents an
education platform consisting of a homemade robotic arm, a
control system, and the RAR@pp for teaching robotic arm
manipulation concepts. In the paper, they apply augmented
reality technology for the visualization of the articulation
arm angles.

The paper by H. Kim et al. proposes a novel, virtual
reality based cyber-physical education system for efficient
education in virtual reality on a mobile platform which can
integrate the real world into virtual reality using cyber-
physical systems technology.

The paper by S. Jeon designed a user-adaptive tactile
keyboard on mobile device and then investigated how
tactile feedback intensity of the virtual keyboard in mobile
devices affects typing speed and user preference.

The paper by K. Choi et al. developed a multilayer 360°
VR representation with image-based interactions such as
mesh deformation and water simulation, which enables
users to realistically interact with 360° panoramic contents
without consuming excessive computational resources. On
the basis of this representation, they designed and imple-
mented play-based learning scenarios to increase the
interactivity and immersion of users.

The paper by M. K. Jin presents an evaluation tool for
VR-training contents based on mobile environments. After
categorizing VR-training contents in the field of tech edu-
cation into structure comprehension type, procedure
learning type, and equipment experiment type contents, they
constructed items for each evaluation area.
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This study focuses on design of user-adaptive tactile keyboard on mobile device. We are particularly interested in its feasibility of
user-adaptive keyboard in mobile environment. Study 1 investigates how tactile feedback intensity of the virtual keyboard in
mobile devices affects typing speed and user preference. We report how different levels of feedback intensity affect user preferences
in terms of typing speed and accuracy in different user groups with different typing performance. Study 2 investigates different
tactile feedback modes (i.e., whether feedback intensity is linearly increased, linearly decreased, or constant from the centroid of
the key, and whether tactile feedback is delivered when a key is pressed, released, or both pressed and released). We finally design
and implement user-adaptive tactile keyboards on mobile device to explore the design space of our keyboards. We close by
discussing the benefits of our design along with its future work.

1. Introduction

Touchscreen-based mobile devices are pervasive, and
a number of smartphone users prefer typing on a virtual
keyboard in mobile phone as they spend more time on it [1].
Mobile-based text entry system using virtual keyboards has
many benefits. Its portability allows people not to carry on
their own keyboards, and it does not require significant
learning effort from users since it sometimes adapts the
training-free QWERTY layout. Due to this, it is even pos-
sible to perform eyes-free typing on mobile device [2]. Such
benefits of text entry with mobile device can bring another
opportunity in other computing areas such as virtual reality
(VR).

A good example that effectively takes these benefits is
VR. Typing in VR is becoming more important as it
gradually replaces conventional communication media. In
this sense, typing is required in a broad range of areas in VR
such as education, media consumption, gaming, and
training. However, typing in VR is still difficult due to many
technical challenges such as poor hand and finger tracking,
lack of tactile feedback, limitation of vertical field of view,
and so on. Since user’s typing fingers are invisible in HMD-
based VR, there is a need for alternative ways to achieve

typing in VR. One good approach would be text entry on
virtual keyboard using mobile device in VR. Since text entry
on mobile device can provide portability, convenient, and
even eyes-free typing, it can be a good match with VR as
today’s VR focuses more on the interactive aspects of VR. In
fact, a number of studies [3-5] showed the great benefits and
promising results for using mobile device as text input.

In this study, we focus more on how to improve the
typing performance and final user experience to the level of
conventional mechanical keyboard typing scenario. As-
suming that one of the important missing cues in current
virtual keyboard typing is the absence of proper tactile
tfeedback, we investigate the effect of various factors in the
key click vibration on the final user experience. Two tactile
cues during typing are essential for typing experience: (1)
mechanical click feeling to provide a user confirmation of
pressing and (2) the feeling of valley among keys to help
a user navigating the fingers to locate a specific key. In virtual
keyboard, the former is partly provided by playing vibro-
tactile feedback when clicking, but there are huge variations
in individual preference on this virtual click feedback due to
low fidelity of the feedback. In addition, the latter cue, while
this significantly affects the typing accuracy, is not usually
provided in virtual keyboard typing scenario.
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To overcome these shortcomings, we proposed two new
techniques to improve the quality of user’s typing experi-
ence. First, in order to cope with various demands of the
users about the virtual key click, the relationship between the
user’s expertise on typing and user’s preference on the
strength of the virtual click feedback is experimentally in-
vestigated. This idea is based on our initial hypothesis that
expert users do not rely on the feedback since they already
have confidence on their typing skill, while novice users like
to have feedback to strengthen their internal confidence.
Using this relationship, we designed an adaptive key click
strength control scheme. This scheme predicts user’s typing
expertise in real time based on his or her typing speed and
adaptively controls the strength of the feedback to provide
optimum experience.

Our second approach is an initial investigation on
providing cue equivalent to the valley among keys using
vibrotactile feedback. To achieve this goal, vibrotactile
feedback is designed in a way that its strength is system-
atically altered when a user clicks the edge of the key so that
he or she can notice the edge of keys. Two different algo-
rithms are provided, and the effect of these is investigated
through user experiment.

We finally integrate all the proposed techniques in one
virtual tactile keyboard and test the significance of the ap-
proaches by observing user’s workload using a TLX
questionnaire.

The main contributions of the paper are as follows:

(1) New algorithm to adaptively control the amplitude
of key click vibration through user preference esti-
mation based on his/her typing expertise

(2) New key click vibration rendering technique to
deliver virtual keys’ edge information

(3) Experimental validations on the new above

algorithms

2. Related Works

There exists a broad range of research works focusing on
user experience improvement in virtual keyboard using
sensory modality. Auditory feedback [6-8] can be a good
solution to improve the user experience on virtual key-
boards, but it has clear limitation in noisy environment.
Visual feedback is the most commonly used modality for
user experience and usability of virtual keyboard [9-27].
Sears [24] investigated the palm-style QWERTY keyboard,
and they changed their keyboard size and location to in-
vestigate the user performance. Even though the size does
not affect the user’s typing performance, they revealed that
there is a difference in user performance between numeric
type keyboard and QWERTY keyboard. Nakagawa and
Uwano proved the relationship between location of key-
board and user’s performance such as typing error rate and
typing speed. This clearly showed that the location of key-
board is also important factor for the user experience [21].
Mackenzie and Zhang [18] designed the new soft keyboard
and their keyboard design improved the user’s text entry
speed. Kim et al. [19] developed one key keyboard that can
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be worn on the wrist. Their keyboard could increase the
input speed of users and accelerate their text entry learning
ability.

Tactile feedback is another sensory modality that is
available on virtual keyboards [8, 28-36]. Brewster et al.
[28] found that typing with tactile feedback improves
typing performance on mobile device. Users were able to
enter more texts, make fewer errors, and correct more
errors with tactile feedback. They demonstrated that tactile
feedback is important role in touchscreen devices. Rabin
and Gordon [29] studied the role of tactile feedback. They
analysed kinematics of the right index finger with and
without tactile feedback with special gloves and sensors.
Their results suggested that tactile cues can provide in-
formation about the start location of the finger in which it is
necessary to perform finger movement more accurately.
Hoffmann et al. [30] developed a new tactile device for text
entry. They used tactile feedback as a detector to prevent
errors during the typing. Basic concept is that if a user types
an incorrect key, the resistive force of the key becomes
stronger so that the key makes the user to press the in-
correct key harder. Kaaresoja et al. [32] used tactile
feedback to mobile touchscreen and they demonstrated
that tactile feedback is helpful in both usability and user
experience. Nishino et al. [33] used tactile feedback as
a communication modality. In their study, they used
various types of vibration pattern such as strength, length,
and effect. As a result, they found out the guidelines for
building a practical system for tactile communication.
Lylykangas et al. [37] focused on tactile feedback output
delay and duration time. In their study, they found out the
optimal duration and delay of tactile feedback when button
is pressed. More recently, there exist a number of studies
that are focused on perception [38] and performance
[39-41] using tactile feedback in mobile and flat keyboard
environments.

3. Study 1: Effects of Tactile Feedback Intensity

Study 1 investigates how tactile feedback intensity of the
virtual keyboard in the mobile device affects typing speed
and how strong user prefers based on their typing speed. We
classified four levels of different feedback intensity and
conducted a user study to observe the typing speed along
with a follow-up questionnaire.

3.1. Apparatus. We built an Android-based typing program
application with Mackenzie and Soukoreft phrase set [42]. In
this program, a phrase is displayed on the top of the screen
and the virtual keyboard is located under the phrase display
area. The typing application stores typing speed, total
elapsed time, and experimental condition. The typing ap-
plication runs on Samsung Galaxy Note 3 due to its large
touchscreen for typing phrases.

The vibration in the experiment is generated by the
phone’s internal linear resonant actuator (LRA) with 200 Hz
resonant frequency and 4.043 m/s*> maximum acceleration.
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3.2. Participants. A total of eighteen university students
participated in this study (mean age: 28.34, SD =3.93). All
participants were paid for their participation. They reported
no disabilities. They also reported that they had prior ex-
perience of typing in English and familiar with virtual
keyboards.

3.3. Experimental Design. We have four levels of tactile
feedback intensity: None, Low, Mid, and High. Each has
different intensity of tactile feedback signal of 0, 3.430, 3.798,
and 4.043 m/s?, respectively. The signal frequency was set to
200 Hz for all four levels of signal. We chose four levels of
signal intensity because of JND of tactile feedback since
participants may not be able to distinguish among the levels
if the number of level exceeds four. Number of level less than
four may not give us enough data to analyse the experiment.

In each level, twenty phrases were randomly assigned.
The order of intensity level was selected by Latin square to
reduce any ordering effect [43].

3.4. Procedure. A number of preliminary typing trials were
conducted prior to the main experiment in order to allow
participants to be accustomed to the typing application. In
the main experiment, we asked participants to take a seat and
naturally hold the touchscreen phone with their two hands
(Figure 1). We then asked participants to type as fast and as
accurately as they can based on the given phrase using their
two thumbs [44]. We kept silence in the room during the
experiment to avoid any noise effect. For each session, we
recorded typing speed in words per minute (WPM), total
elapsed time, and intensity level.

After completing each condition, we asked participants
to rate the application for the following three questions on
a 7-point Likert-type scale from 1 (strongly disagree) to 7
(strongly agree): Typing speed—this tactile feedback is
helpful for increasing typing speed; Typing accuracy—this
tactile feedback is helpful for reducing typing errors;
Preference—I prefer this feedback. We also had a debrief
session to ask more questions about their typing experi-
ences with different intensity levels after the main
experiment.

3.5. Data Analysis. We measured several performance
metrics for this experiment. We measured typing speed in
words per minute (WPM), keystroke per character (KSPC)
for measuring typing efficiency, and minimum string dis-
tance (MSD) [44] for typing accuracy.

3.6. Results: Feedback Intensity versus Typing Speed.
Figure 2 shows typing speed with different intensity levels.
It is clearly observed that the WPM increases when the
intensity level increases. Although one-way repeated-
measure ANOVA shows that there is only a weak differ-
ence in typing speed (F=2.1, p = 0.098), the trend is well
observed.

3.7. Results: Feedback Intensity versus User Type. We further
divided the participants into three groups based on their
typing speeds—that is, Beginner, Intermediate, and Expert.
Participants having average WPM value lower than 25 were
categorized in Beginner group, and participants who scored
average WPM higher than 30 were classified into Experts.
Rest of the participants were classified as Intermediates.
These thresholds are decided based on [44] and our ob-
servation on the distribution of the WPM. As a result,
Beginner group and Expert group had 5 participants each,
and Intermediate group had 8 participants.

As can be seen in Figures 3-5, people in each group
prefer different intensity levels. Beginner group reported that
they prefer Mid level of feedback intensity, whereas In-
termediate group reported that they prefer both Mid and
High levels of feedback intensity. Expert group reported that
they prefer Low level of feedback intensity.

For different expertise groups and different measure-
ments, one-way repeated-measure ANOVA tests were
conducted. For all cases, no significant effect was observed.
However, weak evidences (0.05 < p value < 0.1) of the effect
of feedback intensity on user preferences were captured
through a post hoc test (Bonferroni test) in some conditions
as shown in the figures as blue lines.

3.8. Discussion. In this study, we first found that increasing
feedback intensity is likely to lead to higher typing speed.
Although the results were only weakly supported (0.05< p
value < 0.1), we clearly observed a linear trend of perfor-
mance improvement with increased feedback intensity. We
then observed the preference of different user group. In-
terestingly, people in Beginner and Intermediate groups
preferred comparably higher intensity levels (Mid for Be-
ginner and Mid/High for Intermediate) than those in Expert
group (Low for Expert). It seems that High level was too
strong for people in Beginner. However, they clearly pre-
ferred relatively higher intensity as they think that it helped
them in increasing the typing speed and accuracy.

For people in Expert group, low tactile feedback intensity
showed promising results as compared to other expertise
groups. It is probably due to the fact that people in Expert
group are already good at typing on virtual keyboards so that
they neither need any strong key click feedback nor no
feedback. This can be weak evidence that our initial hy-
pothesis is on the relationship between typing expertise and
the preference on feedback strength.

4. Study 2: Effects of Vibrotactile Edge

The goal of this study is to investigate the effect of
vibrotactile feedback that encodes information about the
keyboard edge. The idea of the encoding is that the distance
between the finger and the intended keyboard is linearly
mapped to the strength of the click vibration. Two different
mapping functions were used: linearly increasing as dis-
tance increases, and the other way around. Additionally, we
also investigated the effect of the moment when the
encoded feedback is provided, at the moment of key
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FIGUrke 1: Typing program application (a) and a subject holding a phone during the experiment (b).
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FIGURE 2: Typing speed in words per minute (WPM) for each tactile feedback intensity.

Typing speed Typing accuracy

No Low Mid High No Low Mid High
(a) (b)

FIGURE 3: Average score for user preference on typing speed (a) and accuracy (b) for each intensity level in Beginner group.
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Typing speed

Typing accuracy

Low Mid High
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FIGURE 4: Average score for user preference on typing speed (a)

Typing speed

Low Mid High
(b)

and accuracy (b) for each intensity level in Intermediate group.

Typing accuracy

Low

Mid

High
(a)

Low Mid High

(®)

FIGURE 5: Average score for user preference on typing speed (a) and accuracy (b) for each intensity level in Expert group.

pressing or at the moment of key releasing. In this ex-
periment, we experimentally find the best suitable com-
bination among various combinations of the two mapping
functions and two moments of feedback by observing the
users’ preference on their typing speed, error, and users’
confidence.

4.1. Apparatus. We built another Android-based typing
program apparatus with customized virtual keyboard
(Figure 6). In this keyboard, we provide different intensity
of tactile feedback signal based on the location of user’s key
press on the key. The intensity of signal is determined by
the experimental conditions (see the later subsection for
further explanation). This keyboard further supports
temporal feedback conditions in which tactile feedback is
delivered based on key’s touch state. For example, tactile
feedback is delivered when key is pressed, released, or both
pressed and released. The typing application stores user’s
typing speed in WPM, number of key pressed, and the
position of finger touched on the key.

4.2. Participants. A total of ten university students who
did not participate in Study 1 participated in this study
(mean =25.34, SD =1.92). Participants were paid for their
participation. They reported that they are healthy and have
no disabilities. They also reported that they had prior ex-
perience of typing in English and familiar with virtual
keyboards.

4.3. Experimental Conditions. Table 1 shows the combina-
tions of spatial-temporal feedback conditions—we call this
tactile feedback mode.

As shown in Figures 7 and 8, and Table 1, we have three
spatial tactile feedback conditions for this experiment:
Linear Feedback, Reversed Feedback, and Constant Feedback.
In Linear Feedback, tactile feedback intensity is linearly
increased in regard to the distance of the touched location
from the centroid of the key. Stronger tactile feedback is
delivered when touched point is relatively farther from the
centroid of the key. In Reversed Feedback, tactile feedback
intensity is linearly decreased in regard to the touched point
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FIGURE 6: A phone with a survey page (a) and a typing application (b).

TaBLE 1: Tactile feedback mode based on spatial-temporal feedback conditions.

Linear Reversed Constant
Attached AL AR AC
Detached DL DR DC
Both ways BL BR BC
Linear
A 3
{ 2 Constant
a
£
<
i Reversed
Distance
“Center point Distance
(a) (b)

FIGURE 7: A key showing the distance from the centroid to its corner (a) and a chart showing three tactile feedback conditions—Linear,
Reversed, and Constant based on the distance from the centroid (b).

A A

(a) (b)

FIGURE 8: A finger is attached to a key (a) and detached from a key (b).

from the centroid of the key. In Constant Feedback, the  confidence to the users that they touched the centroid of
constant intensity of tactile feedback is delivered no matter ~ the key—we call this Dead Zone.

which area is touched within a key. We also provide no We also have three temporal tactile feedback conditions:
feedback when the centroid of key is touched, providing  Pressed, Released, and Pressed-Released. In Pressed, tactile
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teedback is delivered when key is being pressed (touched). In
Released, tactile feedback is delivered when key is being
released. In Pressed-Released, tactile feedback is delivered
when key is being pressed and being released.

4.4. Data Analysis. We measured several performance
metrics for this experiment. We measured typing speed in
words per minute (WPM), keystroke per character (KSPC)
for measuring typing efficiency, and minimum string dis-
tance (MSD) [44] for typing accuracy. We also measured key
distance ratio for typing accuracy. Given that P(x, y) is user’s
touch point on the key, we divided the touched key into four
regions using two diagonal lines to obtain a distance
ratio from the centroid to user’s touch point P(x, y)
(Figure 9).

If P(x, y) is in Surface 1 or 3, we calculate the ratio by the
following equation:

. ((P(y) — (height/2) x 100) . height
R = > fP >
Ratio (height/2) P>,
. (P(y)x100) height
= "~ ifP —
RatioR height/2 if P(y)< >
(1)
And if P(x, y) is in Surface 2 or 4, then:
RatioR — ((P(x) - (ledth/Z)) X 100)) P> w1dth’
width/2 2
. (P(x)x100) . width
RatioR = (width/2) ifP(y)< >
(2)

where height and width are the sizes of actual virtual key.

4.5. Procedure. We conducted a typing test experiment to
measure the typing performance on a virtual keyboard
apparatus as shown in Figure 6. Similar to Study 1, we asked
participants to type as fast and accurately as possible using
their two thumbs while holding the touchscreen phone.

Combinations of three feedback intensity conditions
(i.e., Linear, Reversed, and Constant) and three feedback
delivery time conditions (i.e., Pressed, Released, and
Pressed-Released) were used for this experiment. No
feedback was also used for the comparison. Each session
was composed of 10 lines of phrases and the session is
repeated three times, yielding thirty tasks in total. Latin
square was used to reduce the ordering effect.

After completing each session, we asked participants to
rate their typing experiences based on the following
questions on a 7-point Likert-type scale from 1 (strongly
disagree) to 7 (strongly agree): Typing speed—this tactile
feedback is helpful for increasing typing speed; Typing
accuracy—this tactile feedback is helpful for reducing
typing errors; Preference—l prefer this feedback; and
Confidence—this tactile feedback gives me the confidence
of key click. We added this Confidence question to find out

2 4\

Surface
number

FIGURE 9: A key with four regions and their surface numbers. The
key is divided using two diagonal lines.

whether degradation of confidence is caused by spatial or
temporal feedback.

4.6. Results: Typing Speed and KSPC. Figure 10(a) shows
typing speed in WPM. As observed in this figure, the
feedback condition of the “Attached” and “Constant”
feedback reached the highest. Figure 10(b) shows typing
efficiency in KSPC. We observed that the lowest KSPC
(meaning highest efficiency) was observed in the “At-
tached” and “Linear” condition and second lowest KSPC
was observed in “Attached” and “Constant” condition. A
two-way repeated-measure ANOVA confirmed that feed-
back condition was not a significant factor for typing speed
(F=0.276, p=0.981) or typing efficiency (F=0.45,
p=1.00).

4.7. Results: Different Ratio. We also measured the calculated
ratio used in the data analysis section. This value can be an
indicator of how close user’s key press is to the centroid of
a key. Figure 11 shows the ratio for each experimental
condition. As illustrated in this figure, the lowest ratio was
observed in AC (Attached and Constant) condition,
meaning highest typing accuracy.

4.8. Results: User Preference. Figure 12 shows the results of
user preference on Accuracy, Speed, Comfort, and Confi-
dence for temporal feedback conditions (Attached, De-
tached, Both, or None), respectively. It is clearly showed
that participants preferred tactile feedback that is provided
when key is attached (pressed) in terms of accuracy, but
preferred feedback that is provided when key is detached
(released) in terms of confidence.

Figure 13 shows the results of user preferences for
spatial feedback conditions (No, Linear, Reversed, or
Constant), respectively. It is clearly shown that participants
preferred Reversed Feedback condition to provide key click
confidence. However, participants preferred Constant
Feedback condition in terms of typing speed.

A two-way repeated-measure ANOVA showed that
there was a significant effect of both temporal conditions
and spatial conditions for Confidence measurement (F(2,
90) =3.326, p=0.05 for temporal condition and F(2, 90) =
4.122, p=0.02 for spatial conditions), but not for other
measurements. Post hoc Tukey tests on both spatial and
temporal feedback conditions showed the significantly
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FiGure 10: Simple Effects. Typing speed in words per minute (a) and typing efficiency in KSPC (b) for each condition. Upper images are for
temporal encoding factors, and the lower images are for edge encoding factors.
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Figure 11: Ratio for each condition.

different pairs (see red connecting lines in Figures 12 and
13 for p value less than 0.05 and blue connecting lines for
pvalue less than 0.1).

4.9. Discussion. In this study, we confirmed that the spatial
and temporal modifications on the vibration feedback did not
give us a physical performance enhancement as shown in
Figure 10. In addition, spatial modification of the feedback did
not show significant effect on the user’s preference compared
to the Constant Feedback case, while the feedback itself was

i

Sl [T

Speed Accuracy Comfort Confidence
m No W Attached
B Both Detached

FIGURE 12: User preference on Accuracy (a) and Confidence (b) for
temporal feedback conditions.

clearly advantageous on giving a user confidence. Temporal
modification on the feedback also did not have clear effect on
user’s preference. This result indicates that the proposed
temporal and spatial modification techniques are not very
effective on physical performance and on user preference.

We presume that these results are due to the fact that
participants are naive to the information embedded on the
feedback, so they did not successfully utilize the feedback.
This can lead to the need of more intensive experiment that
involves prolonged usage of the interface.
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Speed Accuracy Comfort Confidence
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F1GuRre 13: User preference on Confidence (a) and Typing Speed (b)
for spatial feedback conditions.

In next section, in order to partially avoid this problem,
we examined the user’s workload when using a virtual
keyboard with new feedback techniques. This time, partic-
ipants were aware of the meaning of difference in the
feedback.

5. User Evaluation: Work Load Analysis

Based on the findings from our first study, we learned that
there exist different preferences of tactile feedback for
different groups of users. We first discovered that people
with higher typing performance (i.e., people who type fast
with mobile keyboard) prefer comparably reduced inten-
sity of tactile feedback, whereas beginner and intermediate-
level users prefer comparably higher intensity of tactile
feedback. From the second study, although there was no
statistical meaning, we also had evidences that people
prefer Attached with Constant tactile feedback to increase
typing speed and provide confidence for their key click
confirmation. Based on these findings, we propose a user-
adaptive tactile keyboard on mobile device and compare it
with the existing keyboard to explore the feasibility of our
work (Figure 14).

5.1. Development of User-Adaptive Tactile Keyboards. We
developed two different versions of user-adaptive tactile
keyboards for this study. First one is feedback mode change-
based keyboard. Basically, it measures the user’s typing
speed in real time and adaptively changes its feedback mode
based on user’s typing performance—we call this keyboard
Feedback Mode Change Keyboard. For example, if typing
speed is slow, the mode becomes DR (Detached-Rever-
sed—meaning feedback is delivered when key is detached,
and tactile feedback intensity is linearly decreased in regard
to the touched point from the centroid of the key (Table 1)).
If typing speed is increased up to intermediate level, the
mode becomes BL (Attached/Detached-Linear—meaning
teedback is delivered when key is attached and also detached,
and tactile feedback intensity is linearly increased in regard
to the touched point from the centroid of the key). If typing
speed is further increased up to expert level, the mode is
changed to AC (Attached-Constant—meaning feedback is
delivered when key is attached, and tactile feedback intensity
is constantly provided).

FIGURE 14: Adaptive keyboard design.

We also developed another keyboard that changes its
tactile feedback intensity based on user’s typing speed but
does not consider the feedback mode—we call this keyboard
Feedback Intensity Change Keyboard. In this keyboard, we
set a number of intensity levels and only allowed the level to
change one level at a time. This is due to the fact that people
felt uncomfortable when the tactile feedback intensity
changed dramatically during our pilot study.

For the baseline of this experiment, we also used an
ordinary virtual keyboard in which tactile feedback intensity
is fixed and constant at all times. We set the size of all keys to
the same size and added tactile feedback for space bar and
delete key. We stored user’s typing speed and all the
characters of the keys that they typed.

5.2. Participants. A total of ten university students who did
not participate in Study 1 or Study 2 participated in this
study. Participants were paid for their participation. They
reported that they are healthy and have no disabilities. They
also reported that they had prior experience of typing in
English and familiar with virtual keyboards.

5.3. Procedure. Similar to studies 1 and 2, we asked par-
ticipants to take a seat and naturally hold the touchscreen
phone with their two hands for thumb typing (Figure 15).
However, instead of asking them to type as fast and as
accurately as they can, we asked them to type as comfortable
as they can just like they perform the typing task during
ordinary days. Since the goal of this study is to find the
feasibility of our user-adaptive tactile keyboard in daily life
setting, we focus more on comfort use of user-adaptive
tactile keyboard than typing performance. For this reason,
we provided 10 lines of multiple sentences to simulate real-
world scenarios of daily text entry on mobile phone. Three
sessions with three different keyboard types (Feedback Mode
Change Keyboard, Feedback Intensity Change Keyboard, and
baseline) were provided for each user.

After each session, we asked participants to evaluate the
workload by providing a questionnaire based on NASA-TLX
[45]. A total of six questions were asked: mental demand,
physical demand, temporal demand, overall performance,
frustration level, and effort (Figure 16).
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FiGure 15: Typing application (a) and a user conducting a typing task (b).

Mental demand
Physical demand

Temporal demand
Performance

Effort

Frustration

How much focus on or effect while typing?

How much physical activity was required? (finger or

arm?)

How much time did you spend to finish the task?
How successful were you in performing the task?
How annoyed were you due to vibration?

How hard did you have to type the key

affected by vibration?

FIGURE 16: Six questions based on NASA-TLX.

In order to calculate the final workload of the conditions,
we used analytic hierarchy process (AHP) to objectify the
subjective response from the participants by assigning
a weight to subjective response from NASA-TLX [45].

5.4. Results and Discussion: NASA-TLX. Based on the weight
from AHP, we calculated the workload with each keyboard
condition. The workload for Feedback Mode Change Key-
board and Feedback Intensity Change Keyboard is 31.44 and
38.72, respectively. The workload for baseline was 36.98.
Compared to the baseline, the Feedback Mode Change
Keyboard reduced the workload by 17%. This is notable since
the feedback modes did not have statistical effect in study 2.
From this, we can speculate that the feedback modes have
positive effect to reduce user’s mental load, although the
users do not have preference.

6. General Discussion

This work focuses on feasibility of user-adaptive tactile
keyboard on mobile touchscreen. We noticed that there
exists a number of tactile feedback that mobile device can
provide. We also noticed that not every user likes the same
and simple tactile feedback. We hypothesized that there
exists a relationship between feedback intensity and users,
and we further hypothesized that these users can be grouped
by a factor—such as typing speed. We also believed that we

can build a user-adaptive tactile keyboard for better usability
and performance, and this can be extended to virtual and
augmented reality.

We first observed how mobile users behave based on
tactile feedback intensity and what intensity level that
different user group prefers. We then studied if different
tactile feedback mode affects the user preference based on
user’s typing speed. Interestingly, we discovered that users
preferred tactile feedback that is provided when key is
attached (pressed) in terms of accuracy, but preferred
feedback that is provided when key is detached (released)
in terms of confidence. We also discovered that people in
Beginner and Intermediate groups preferred comparably
higher levels of feedback intensity (Mid for Beginner and
Mid/High for Intermediate) than those in Expert group
(Low for Expert).

Based on our findings, we built two different versions of
user-adaptive tactile keyboard on mobile phone. We
conducted a user study to investigate the feasibility of the
keyboards by analysing the workload. As results, Feedback
Mode Change Keyboard reduced the workload by 17 per-
cent. We believe that this achievement will shed light on the
development of user-adaptive tactile keyboard on mobile
platform. Our future work will extend the present study by
considering the use of adaptive keyboard in VR setting as
typing is one of most challengeable tasks in VR and user-
adaptive keyboard can be a good solution to address this
issue.
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7. Conclusions

This work investigates the effects of user-adaptive tactile
keyboard on mobile touchscreen. We performed two studies
to investigate the relationship between tactile feedback in-
tensity and user preference. We then implemented user-
adaptive tactile keyboards on mobile platform to verify their
feasibility. We performed a user study to evaluate the
workload of our proposed keyboard and showed the im-
provement in workload.
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Recent advances in mobile virtual reality (VR) devices have paved the way for various VR applications in education. This paper
presents a novel authoring framework for mobile VR contents and a play-based learning model for marine biology education. For
interactive and immersive mobile VR contents, we develop a multilayer 360° VR representation with image-based interactions
such as mesh deformation and water simulation, which enable users to realistically interact with 360° panoramic contents without
consuming excessive computational resources. On the basis of this representation, we design and implement play-based learning
scenarios to increase the interactivity and immersion of users. Then, we verify the effectiveness of our educational scenarios using
a user study in terms of user-created VR contents, interactivity, and immersion. The results show that more experienced elements

in VR contents improve the immersion of users and make them more actively involved.

1. Introduction

Following the development of consumer virtual reality (VR)
devices using smartphones and tablets, the demand for
mobile VR contents in various fields such as games, movies,
and education has increased. Recently, user-created VR
contents have been rapidly increasing with the advancement
in low-cost image or video-capturing equipment for mobile
VR. However, VR contents that use images or videos suffer
from limitations with the lack of interactivity by only
providing passive information; thus, the contents cannot
draw active involvement of users. In education, we know
that VR encourages learners to become more active through
immersive experience [1]. Learning with real-time in-
teractions provides learners instant results and helps in the
decision making to reach their goals. To achieve a higher
level of immersion and maximize educational effects, more
engaging interactions between the learners and mobile VR
contents are essential.

We aim to satisfy the interactive and immersive expe-
rience using the following criteria in terms of education.

(i) Environment. We target mobile VR platforms.
Compared with the desktop-based VR, the cost of
mobile VR hardware such as smartphones and
mobile headsets is affordable, making it suitable for
production and distribution of educational contents
for a large number of users.

(ii) Engagement. We allow users to navigate in the
environment and perform appropriate interactions
according to the educational purpose within the VR
environment, providing natural adaption to the
virtual learning environment.

(iii) Immersion. We provide a personalized learning
environment to maximize the educational effect by
increasing the immersion and participation in
virtual space compared with traditional teaching
methods.

This paper presents a novel authoring framework for
mobile VR contents using 360° photographs or videos. To
create engaging interactions in the surrounding scenes, we
introduce a multilayer representation where each layer can
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have different interaction types or properties such as de-
formable objects, moving objects, and water simulation. On
the basis of the proposed representation, we develop play-
based learning scenarios on a mobile VR platform for ed-
ucation in marine biology and conduct a user study on the
interactivity and immersion of the scenarios. The overall
pipeline of our play-based learning is shown in Figure 1.

The main contributions of this paper are summarized as
follows:

(i) For interactive 360° VR contents, we introduced
a multilayer representation using image-based in-
teractions that are effective on mobile devices with
limited performance.

(ii) We designed a learning model to increase the
interactivity and immersion of users, which includes
viewer-directed immersive forms, layers for inter-
activity, achievements, and engaging contents.

(iii) We verified our learning framework where we
employed a user study in terms of user-created VR
contents, interactivity, and immersion.

The remainder of this paper is structured as follows:
Section 2 provides an overview of related works, and Section
3 describes our multilayer representation using different
interactions and immersive experience in mobile VR. We
present our active learning model in Section 4 and evaluate
the developed learning scenarios through a user study in
Section 5. Finally, we discuss our conclusions and future
work directions in Section 6.

2. Related Work

The 360° VR contents for mobile platforms are usually
created by including panoramic photographs or videos. This
image-based content generation can reduce the time and
cost of building a virtual space compared with the same
process using three-dimensional (3D) graphics in traditional
VR such as games. In addition, real-time manipulation is
possible on mobile devices because it consumes a small
amount of memory. The main advantage of using image-
based techniques is that anyone can use their own images;
thus, learner-driven personalized education is possible with
the use of user-created VR contents.

2.1. Mobile VR in Education. In recent years, mobile VR
education has been shown to provide more interactive
learning with fully immersive contents than traditional
education approaches [1, 2] A study on motivational active
learning methods of several subjects that make learners
quickly lose interest, such as Science, Technology, Engi-
neering, and Mathematics [3], measured the level of im-
mersion of learners wusing the Game Engagement
Questionnaire (GEQ) to evaluate the ability of these
learning methods. To create VR contents using synthetic
3D graphics, special skills, and extensive efforts are re-
quired. Furthermore, delivering user personalized experi-
ence and recreating virtual spaces according to the change
in the learning context are difficult. The study in [4]
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provided a conceptual framework for user-generated VR
learning across three contexts such as paramedicine,
journalism, and new media production. In that study, an
active learning environment using student-created 360°
videos was proposed where the students could share the
videos on social networks to collaborate together. Although
360" contents are more realistic than synthetic 3D VR,
limitations on the interactions with the contents have been
identified to exist.

2.2. Interactivity in 360° Contents. The 360° contents, which
are called 360° photographs or videos, are captured by
several wide-angle cameras, which are stitched and mapped
in a spherical or hemispherical space to observe the sur-
rounding scenes based on the camera [2]. Most research
works for 360° content creation focus on accurate stitching
for spherical mapping [5, 6], image-based lighting effects
[7-9], resolution improvement, and distortion correction of
images from wide-angle cameras [10]. Some researchers
investigated methods to improve the interactivity in image-
based VR contents by adding URLs to 360° images [11],
changing scenes using button clicks [12, 13], and adding
special effects to reduce the differences between composite
boundaries [14]. The study in [8] recently presented an
immersive system using powerful PC-tethered VR headsets
that provide interactive mixed reality experiences by com-
positing 3D virtual objects into a live 360" video. However,
there are few studies on interactive 360° contents for mobile
VR headsets, such as the Samsung Gear VR and Google
Daydream View, where all of the processing is done on
mobile phones.

2.3. Immersive Experience in Mobile VR. Immersion comes
from the feeling that a user actually exists in a virtual space
reproduced by a computer [15, 16]. Unlike the existing
computer-based environment, the mobile VR environment
can create more immersive feelings owing to the develop-
ment of VR devices such as head-mounted displays and
tracked controllers [17]. The immersion in VR is not only
created by elements such as visual, auditory, and haptic
information [15] but also by content resolutions, stereo cues,
behavioral fidelity of what is being simulated, and system
latency [18]. Mobile VR is especially affected by factors such
as resolutions and latency because of low-power constraints.
Therefore, to increase the immersive experience in mobile
VR, visual quality, sound quality, and intuitive interactions
can be considered without consuming excessive computa-
tional resources [19]. To improve the immersion in mobile
VR in terms of user interaction, a few methods to syn-
chronize the virtual and physical spaces have been presented.
The methods enable users to navigate the virtual world by
mapping the user movement in the physical space to the
virtual space [20-22]. In addition, interactive devices that
use hand-gesture recognitions have been developed [23, 24].
However, only a few studies have been conducted on the
optimization of visual quality or 3D sounds that consider
mobile VR platforms.
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FIGURE 1: Overall pipeline of our play-based learning for education in marine biology.

2.4. Measurement of Immersive Experience. The measure-
ment of immersion in virtual environments has been studied
for a long time, mainly in the field of games [25]. GEQ [26]
has been widely used as a method for measuring user en-
gagement in games. Recently, a more accurate method to
measure immersion in a virtual environment has been
proposed in which 10 rating scales and 87 questions are used
to show the reliability of the questionnaire [27]. We verify
the effectiveness of our framework using the questions
corresponding to the flow, immersion, presence, emotion,
and judgment among the presented 10 scales.

3. Interactivity and Immersion of 360°
VR Contents

In this section, we present methods to improve the inter-
activity and immersion of mobile VR contents using 360°
photographs and videos for education in marine biology.

3.1. Interactive 360° VR Contents with Multiple Layers.
Watching 360° contents using a VR headset replaces the user
real environment with a simulated one and makes the user
feel like he or she is actually there. Thus, 360 panoramic
contents create a more immersive experience than regular
photographs or videos. However, the viewers can usually
look around by moving their head without engaging any
interactions because the panoramic contents are generally
mapped on a spherical surface as a single layer.

To create more engaging contents, we propose in-
teractive 360" VR contents with multiple layers, as shown in
Figure 2. The original input image can be manually seg-
mented by its context such as sky, water, and land by using
image tools, and the segmented regions are assigned to
different layers. Then, images, animated images, and videos
can be added to the original image as separate layers. Images
and animated images are usually used for foreground ob-
jects, while videos are used for backgrounds. Different in-
teraction properties can be assigned to these multiple layers
based on image semantics or user intention. Finally, all the
layers are mapped onto each individual sphere. The pre-
sented method uses a multilayer representation not only for
image composition but also for different types of in-
teractions that enable users to more realistically interact with
the 360° panoramic contents.

3.2. Creating Deformable Objects. In our education scenarios
for marine biology, interactive image deformation is used to
create animation for some objects such as seaweeds and
starfish based on transformation of the vertices of a 2D mesh
on a particular layer. The resulting visual quality depends on
the geometric resolution of the mesh, but mobile devices
with limited computational power reduce the maximum
achievable quality. Moreover, computationally expensive
deformation techniques cause increased latency when the
user interacts with the objects within a mobile VR envi-
ronment. Therefore, we adopt a force-based approach to
deform a mesh on a spherical surface, as shown in Figure 3.

The force is attenuated using the inverse proportion of
the square of the distance from the center of the force, for
example, user picking point p. Attenuated force F, is defined
by dividing original force F by one plus the square of the
distance, i.e., 1+d* , to ensure that the force is at full
strength when the distance is zero.

B F
Vi 1+dr

(1)

The force can be converted into acceleration via a = F/m,
where m is the mass. To simplify, we set mass m =1 for each
vertex. Therefore, m is ignored as a = F. Then, the change in
velocity Av is defined by Equation (2), where At is the time
difference:

Av = FAt. (2)

Vertex velocity V, is computed using Equation (3),
where the direction is derived by normalizing the vector that
points from the center of the force to the vertex position. The
vertices are moved to new positions via Ap = vAt.

d
V,=—Av

= {di G)

3.3. Realistic Simulation of Water Surface. In our virtual
marine contents, realistic simulation of the water surface is
an essential method to increase immersion. Real-time
performance of the simulation is also required to work
with various user interactions in the mobile-based VR en-
vironment. To satisfy these requirements, we adopt a phys-
ics-based approach to simulate water surface waves by
deforming a 2D ocean mesh and implementing it on
a graphics processing unit (GPU) hardware. The dynamic
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FIGURE 3: Force-based deformation of a mesh on a spherical surface.

behavior of the water surface, such as the ripple effects, is
governed by the following 2D wave equation:
o*h B Cz(azh azh)

2 \aztan @

Equation (4) defines height displacement & on the mesh
surface depending on wave speed c. t refers to time, and u

and v represent the coordinates of the 2D mesh. To nu-
merically solve this second-order partial differential equa-
tion, we discretize it by replacing the partial derivatives with
the central differences using a regular spatial grid of spacing
(k = Au = Av) and a constant time step (At), yielding the
following equation:

At?

WU, ] = 2R G )+ BV, 1 SR+ L1 =2h (i, jl + A= 1, ] KU[h, j+ 1] =2k (i, j] + K (i, j— 1]
=c + 2 . (5)

New height displacement h'*' can be explicitly in-
tegrated from old displacements k' and h'™!.

c2AL?
2

G, ] = (Kli+1, 7] +h[i-1,]1+ K [i,j+1]
+ ' [i, j—1]—4h'[i, j]) + 2K' [i, j] - h' [, 7).
(6)

Although this explicit method is fast and easy to imple-
ment as a GPU shader, it is only conditionally stable. If the
time step becomes very large, the system can become unstable.
To increase the stability of the simulation, an artificial at-
tenuation can be added to the new displacement, i.e.,

W= ol a<l. (7)

In our experiments, we set attenuation coefficient « to
0.985 to generate the ripple effects that naturally disappear.
Figure 4 shows the results of water simulation in terms of
mouse movement and the attenuation coeflicients.

3.4. Immersive Experience in Mobile VR Environments.
The immersion experience in a mobile VR environment is
mainly influenced by the viewing devices and content types,

as shown in Figure 5. Because the VR headsets block out all
sights of the outside world, watching 360° images or videos
using them makes the users more immersed than watching
regular photographs or videos. The wide viewing angle of the
headset, such as more than 110°, and the higher quality of the
visuals, such as more than 4K resolution, as well as the faster
and more stable frame rates would result in deeper
immersive experience.

Furthermore, wearing headphones makes the users even
more immersed by also blocking outside sound. Realistic 3D
audio effects on a mobile platform will increase their per-
ception of immersion and reduce the side effects, including
headaches and motion sickness. Therefore, the users can
focus on the learning objectives in a virtual environment and
become active learners.

4. Active Learning Design: Marine Biology
Case Study

The learning style of the new generation tends to be more
self-directed, engaged, and flexible. Therefore, interactive
engagement and active involvement are key elements in
digital learning environments for the new generation. The
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FIGURE 5: Degree of immersion in terms of viewing devices and content types.

simple forms of mobile VR contents are 360" photographs
or videos. When we use the content for educational pur-
pose, lack of interactivity makes the learners become passive
in the virtual world. Thus, improvement in the inter-
activity and immersion in mobile VR contents is crucial to
engage learners in the contents and keep them focused and
motivated.

For active participant learning, we present play-based
learning for education in marine biology. The learning
scenarios are designed and implemented as mobile VR
environment and allow the users to interact with the
immersive mobile VR contents. A low-cost approach to
user-created VR contents makes the mobile VR environ-
ment potentially learner-centered education to enable



learners to create active participant VR contents. The main
features of our learning scenarios include viewer-directed
immersive form, adding layers for interactivity, achieving
play-based learning, and engaging contents for active in-
volvement and immersion.

4.1. Viewer-Directed Immersive Form. The viewer can decide
to look at any part of the 360° scenes. The scene can be
typically captured from what is around the camera (an
outward view) or around an object at different angles (an
inward view), as shown in Figure 6. Whereas consumer 360°
cameras are mainly focused on outward views, a few apps
enable users to capture 360° scenes by having the camera
circle around an object. Some cameras simply capture this
scene as a hemisphere (a 180°x 360° view), and others can
show it as a sphere (a 360°x 360" view). Immersive 360
contents are a valuable tool to create focused learning ex-
perience. Figure 7 shows that the user can navigate a 360°
marine scene using a VR headset and can control what he or
she wishes to view.

4.2. Adding Layers for Interactivity. Layers are a powerful
method of creating interactivity and branched stories. For
personalized learning, the user can integrate marine plants
and animals on additional layers together with animation
effects, as shown in Figure 8, which are designed to more
engage the learners to the content.

4.3. Achievements in Play-Based Learning. Achievements
can be a great means of increasing the learner engagement
within the learning content and encourage learners to ex-
periment with features that are not commonly used. In
addition, achievements can be a fun way for learners to
engage in a light-hearted competition. Figure 9 shows that
the adapted picture from [28] illustrates the three zones of
marine life according to the depth of the sea, and Figure 10
shows the user interface of our virtual fishing-game scenario.
A high score is given to the player when he or she catches the
more difficult fish in the deep sea. Table 1 shows the different
scoring depending on the marine life zones.

4.4. Engaging Contents for Active Involvement and Immersion.
By adding the deformable objects discussed in Section 3.2 on
a particular layer or moving objects such as lobsters as
shown in Figure 11(a), we can create more interesting
contents. During a fishing game, when the player casts
a fishing rod, the movement of surface water can be sim-
ulated by the method presented in Section 3.3, producing
more realistic effects as shown in Figure 11(b). To maximize
the immersion, engagement, and learning outcome, we also
created marine scenes with head-tracking 3D audio effects
and video layers as shown in Figures 11(c) and 11(d).

5. Experiments

We developed the proposed learning framework on
a desktop computer using Unity3D engine and then
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exported the educational scenarios to a mobile VR platform
using Samsung Galaxy S7, Gear VR, and a dedicated con-
troller as an interaction tool.

When we created an interactive 360° VR content, the
number of vertices in the 3D spherical model for the
foreground image layer was very important for realistic
mesh deformation. Figure 12 shows that the results using
a high-resolution 3D sphere (right) provided smoother
interactions than those using a low-resolution 3D sphere
(left). Because the realistic interaction methods adopted in
this study relatively needed a small amount of computation
for mesh processing and used only a simple 3D spherical
model compared with the full 3D VR contents, our learning
contents were maintained over 60-frame-per-second per-
formance without latency even if we used a 3D spherical
model with relatively high resolution.

To verify the effectiveness of the proposed interactive
and immersive learning using 360° VR contents, we
experimented on three scenarios in marine biology (see
scenarios 1-3 in the supplementary materials (available
here)), which were created based on the active learning
design described in Section 4. In scenario 1, users can ex-
plore an underwater environment and interact with diverse
marine life on the added deformable image layers. In sce-
nario 2, the users can discover marine life while playing
virtual fishing on a boat. In scenario 3, they can learn about
the types of fish according to the sea depth while playing
a waterside fishing game. When they catch a fish, the detailed
information of the fish, such as scientific name and species
name, is shown on the billboard, and different scores are
given based on the sea depth. Each scenario consisted of
three different levels of scenes: (1) simple user-created scenes
with multiple layers from different image sources, (2) in-
teractive scenes with animations such as realistic water
simulation and deformable objects, and (3) immersive
scenes with video layers and 3D audio effects. The partici-
pants answered questionnaires on two key VR elements,
namely, interactivity and immersion, after finishing their
experience in each scenario. Then, we analyzed the response
results and evaluated whether the immersion of educational
contents increased with the addition of more interactive
elements.

For the user study, we used Samsung Galaxy S7, Gear
VR, and a dedicated controller. Prior to the user study, the
participants were asked about their previous experience in
computer usage and VR devices. For a smooth user-study
process, the participants used mobile VR devices and
controllers for approximately 5min to adapt to the in-
teraction style. Then, experiments on interactivity and im-
mersion were conducted by randomly choosing two of the
three scenarios to keep their concentration on the experi-
ments by limiting the maximum duration to 20 min. Each
scenario required approximately 6 min to perform from
Levels 1 to 3, and the average time for the experiments took
a total of 17 min, including the warm-up time.

In each scenario, Level 1 showed the most basic 360° VR
images, whereas Level 2 showed the scene with realistic
interactive animation such as moving waves of water and
object animation using mesh deformation. In Level 3, the
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scenes could have a video layer as a moving object or
background, such as sky and water, and 3D audio effects
could be added to enhance the immersive feelings. Table 2
lists the added factors to improve the user-created form,
interactivity, and immersion in each learning scenario.
The participants were encouraged to experience the
scenes using one or more of the techniques included in each
experience category, whichever was selected among the
given three scenarios. To compare the interactivity and
immersion according to the level of experience, the par-
ticipants provided points from 1 to 10 (10 is the best) for
each experience category after finishing all level experience

in each scenario. Then, two different questionnaires in Ta-
ble 3 were given to measure the interactivity (nine questions)
and immersion (17 questions). Twenty-six people who were
14 to 30 years old participated in this user study. We in-
cluded both, subjects who were familiar with IT and had
previous experience in the use of VR and those who were
unfamiliar with IT and had no experience of VR, in the user
study.

In our experiment, the participants chose Scenario 1 for
20 people, Scenario 2 for 13 people, and Scenario 3 for 19
people. After experiencing the scenarios, they provided score
for the interactivity and immersion in each scenario.
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FiGure 10: Education on marine life through a virtual fishing-game scenario.

TasLE 1: Different scoring depending on the marine life zones.

Marine organism Depth Score
Seaweed, crab, lobster, sea horse, tropical fish, . .

dolphin, jellyfish, and sea lion Sunlit Ocean (Euphotic) Zone 1
Clam, starfish, shark, whale, tuna, and seal Twilight Ocean (Disphotic) Zone 3
Coral, eel, lugworm, and anglerfish Midnight Ocean (Aphotic) Zone 5

Figure 13 shows the results of the average scores and
standard deviations according to the level of experience in
each scenario. In the interactivity case, the number of
immersive elements was shown to increase from Levels 1 to
3. The interactivity also increased in all three scenarios. In
the immersion case, Scenario 3 showed the highest scores at
Level 1. The reason for this result is that the 3D audio effects
were added to Scenario 3 to increase the immersion, and it
was not reflected in Scenario 1.

Next, we conducted a survey on the interactivity and
immersion for each scenario. The questionnaire for the
interactivity consisted of nine questions: four for usability,
four for interactivity, and one for immersion. The ques-
tionnaire for immersion consisted of 17 questions according
to the measurement of user experience in the immersive

virtual environment [27]. Our questionnaire consisted of
two questions for flow, five for immersion, one for presence,
four for emotion, three for judgment, and two for descriptive
evaluation of our framework.

We analyzed the response of each participant by cal-
culating the scores. The answers to the positive questions are
marked with “P” and the negative questions are marked with
“N” in Table 3; we calculated scores according to the 5-point
Likert scale (strongly agree =5, agree =4, neutral =3, dis-
agree =2, and strongly disagree = 1). We also set the scores in
the opposite order for the case of negative questions (marked
with “N” in Table 3). Thus, we could obtain consistent values
from negative and positive responses. The total participant
response for each question was calculated as an average
score. Then, the average score for each scale was calculated
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according to the number of questions in the scale. Figure 14
shows the evaluation scores and standard deviations of the
interactivity and immersion for each scenario according to
the different scale, which are marked in Table 3. The reason
‘immersion’ appears in both interactivity and immersion

is that interaction methods or scene elements can affect
immersion [27].

When we analyzed the overall answers, no negative
values (less than 3) in all scenarios were obtained that
appeared to be a negative response, but standard deviations
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TaBLE 2: Techniques for different levels of experience in three scenarios.

Experience Technique Scenario 1 (underwater) Scenario 2 (fishing) Scenario 3 (coast)
Level 1: user-created scene Multiple layers o o 0
Level 2: interactive scene Water simulation © ©
Physics-based deformation 0 0
Image layer (objects) 0 0 o
Level 3: immersive scene Video layer (backgrounds) 0
3D audio effects 0 0
TABLE 3: Questionnaires for interactivity and immersion.
Scales
Interactivity
It was a good time to learn how to control the game Usability P
The controller was easy to use Usability P
Over time, the controller can be used proficiently Usability P
The interaction method was natural Interactivity P
The interaction method was clear and easy to understand Usability P
It has become possible to interact well over time Interactivity P
It was easier to use the controller than traditional input devices (keyboard, mouse, and joystick) Interactivity P
Animation (waveform of water, movement of objects) by interaction is reproduced as expected Interactivity P
The greater the number of interacting entities, the greater the immersion (depending on the degree of Immersion p
implementation)
Immersion
I did not know that the time was running while I was playing the game Flow P
After finishing the game play, the time apparently passed faster than expected Flow P
I could not figure out what was happening around me while playing the game Immersion P
I felt realistic in the configured virtual environment Presence P
At some point, I forgot that I had a controller Immersion P
I was very immersed in the game Immersion P
I needed time to immerse myself in the game Immersion N
I tried to get more points (a fishing scenario) Emotion P
The game was difficult (a fishing scenario) Emotion N
I wanted to stop the game in the middle (a fishing scenario) Emotion N
I liked the graphics and images Emotion P
Overall, the game was fun Judgment P
I want to play the game again Judgment P
I would like to recommend it to people Judgment P
The sound effect felt like it was real (a scenario with a sound) Immersion P
Describe what you liked about the virtual reality content Description —
Describe improvements to this content when compared to existing virtual reality content Description —

Interactivity Immersion
10 - SO 10 - B
8 8
2 e
0
Scenario 1 Scenario 2 Scenario 3 Scenario 1 Scenario 2 Scenario 3
m Level 1 m Level 1
m Level 2 m Level 2
m Level 3 m Level 3
(a) (b)

FIGURE 13: Average scoring results of the interactivity and immersion for three scenarios according to the different experience levels.

existed among the scenarios depending on the different scale ~ scales. We analyzed that Scenario 1 contained a small
properties. In the questionnaire on interactivity, Scenario 1 ~ number of immersive experience elements; thus, it provided
showed the highest values in the interactivity and usability =~ a simple interaction style such as touching marine lives
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FIGURE 14: Average survey results of the interactivity and immersion of three scenarios according to scales.

underwater. From the viewpoint of usability and inter-
activity, we found that more mixed immersive experience
was included, which showed the lower scores in Scenarios 2
and 3, compared to Scenario 1. In the questionnaire about
immersion, each scenario was shown to have different
characteristics depending on the scale properties. Scenario 2
showed higher judgment and flow, and Scenario 3 exhibited
higher scores in the overall scales, except judgment. It shows
that as complex immersive experience elements were added,
the addition positively influenced the overall scales.

In addition, in the descriptive evaluation, the partici-
pants responded that it was good to create realistic user-
oriented content and generate natural and realistic anima-
tion using mesh deformation. The participants also sug-
gested that the rendering quality in some scenes should be
improved and optimized.

6. Conclusions

We have developed an interactive and immersive 360"
content-authoring framework for marine biology education.
The developed framework is suitable for many students to
study using low-cost mobile VR devices because the de-
veloped contents can be installed in smartphones or
standalone VR equipment. For active participations, we
presented user-created forms using additional layers, re-
alistic image-based interactions utilizing elements in the
given images, and more immersive contents using animated
objects, videos, and 3D audio effects. We conducted a user
study to verify the interactivity and immersion of our ed-
ucation scenarios using different levels of experience. As
a result, we found that more experience elements improve
the immersion of users and make them become more active.

Because the proposed method is processed based on
images, creating contents using various low-cost 360° image-
capturing devices is easy; thus, it can be utilized not only for
educational contents but also for various image-based ap-
plications such as marketing and journalism. In the future,
the image-based interactions can be improved by applying
adaptive mesh deformation to enable more realistic ani-
mation depending on the object properties and by auto-
matically segmenting some elements in the images based on

the contexts. We will also investigate methods to optimize
the presented framework on mobile devices to use more
layers and various interactions in an effective manner.
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The evolution of virtual reality technology allows users to immerse themselves into virtual environments, providing a new
experience that is impossible in the real world. The appearance of cyber-physical systems and the Internet of things makes humans
to understand and control the real world in detail. The integration of virtual reality into cyber-physical systems and the Internet of
things may induce innovative education services in the near future. In this paper, we propose a novel, a virtual reality-based cyber-
physical education system for efficient education in a virtual reality on a mobile platform, called VR-CPES. VR-CPES can integrate
the real world into virtual reality using cyber-physical systems technology, especially using digital twin. We extract essential
service requirements of VR-CPES in terms of delay time in the virtual reality service layer. In order to satisfy the requirements of
the network layer, we design a new, real-time network technology interworking software, defined as network and time-sensitive
network. A gateway function for the interworking is developed to make protocol level transparency. In addition, a path selection
algorithm is proposed to make flexible flow between physical things and cyber things. Finally, a simulation study will be conducted
to validate the functionalities and performance in terms of packet loss and delay as defined in the requirements.

1. Introduction

Internet of things (I1oT) is a new paradigm that plugs things
into the Internet in order to provide various intelligent
services to the users. Most of IoT services, such as air
conditioning and lighting management, detect the current
states of things and environments through sensors and make
reasonable decisions based on the data for the specific sit-
uations. As the number and functions of the things increase,
the relationship between the things has become more
complicated. This complexity makes it difficult to monitor
and manage the data of things precisely, which leads to
difficulties in proper control of things.

Cyber-physical systems (CPS), or digital twin, may be
a solution for the problem [1]. The digital twin is considered
an element of CPS because it means the mirror image of
a physical thing. In this paper, we use the term cyber thing as
the digital twin. CPS has some aspects of IoT in terms of
using data of physical things collected through the Internet.
The control devices, mechanical body, and corresponding

cyber things are connected to fully operate the corre-
sponding physical systems [2]. By virtue of the tight in-
terworking between cyber things and physical things, CPS
can be used for many critical applications, including smart
city, smart factory, and smart grid, which require accurate
analysis and control functionalities based on physical sys-
tems and the environments [3-5]. Since cyber things inherit
the exact features and states of the physical things, they can
be used for accurate estimation, prediction, and control of
the physical things by means of dynamics simulations and
the other computational means.

The emergence of virtual reality (VR) technologies makes
it possible to provide services by immersion into computer-
generating virtual environments [6]. Currently, most of the
VR services are provided in the virtual environment that has
no direct relations with the physical environment. Although
augmented reality (AR) has more information of the real
world than VR, it just overlays cyber things or cyber in-
formation on the physical things or the physical space. If the
cyber thing or space is actually connected to the physical thing
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or space, users in the cyber space can vividly experience more
immersive VR/AR services. Therefore, the integration of CPS
and VR/AR empowers the legacy VR/AR services to dra-
matically enhance the reality and the interactivity with real
world [7]. In this paper, we propose a new type of education
service called virtual reality-based cyber-physical education
system (VR-CPES) to support the VR/AR education services
based on CPS.

L.1. Scenario. We introduce a new driver-training service
scenario in order to explain, in detail, what VR-CPES can
provide for efficient training in wireless/mobile environ-
ments. The VR-CPES services are executed on a mobile
device, which is a sort of the VR device. A comparison
between the advantages of the services implemented in VR-
CPES and the existing services execution environments is
shown in Table 1.

Figure 1 shows the scenario and architecture of VR-
CPES driver-training service. VR-CPES driver training is
very safe from risks, such as vehicle accidents. In addition,
the constraints of the training caused by the lack of
equipment and space are eliminated by virtue of the mobile
platform. Subsequently, users can practice in a variety of
driving environments, such as where they wanted to practice
and where the steering-wheel position changes according to
the country. On the physical side, using actual data allows
user to practice in a realistic environment because condi-
tions of the vehicle are immediately reflected by tempera-
ture, weather, and time changes in the virtual environment.
The services listed above require not only generation of the
virtual environment, but also interworking of cyber-physical
environments. Therefore, the VR-CPES mobile platform
needs to satisfy the following requirements.

1.2. Requirements. In this section, we suggest the following
requirements to solve the problems shown in the scenario. In
VR/AR education services, physical things must be repre-
sented in cyber space as cyber things, and the two assets must
be interworking. As mentioned above, the cyber things are
called the digital twin. A digital twin is a digital replica of
a physical thing that conducts all of its functionalities [8].
For example, vehicles, traffic signs, and even people in
physical space can be reflected by the digital twin in cyber
space. In the general IoT service, the physical things usually
gather environment data and use them in mobile devices.
However, the physical things in VR-CPES use digital twin
models so that monitoring status and management are
improved compared with physical things in general IoT
[9, 10].

Because VR-CPES uses a digital twin in cyber space, it
needs to generate and manage various digital twin models in
cyber space, according to various physical spaces. An IoT
platform considering a digital twin needs to manage re-
sources of things based on time because physical things
should be reflected by the digital twin in real time. A general
IoT platform does not sufficiently support such time-based
resource management. Moreover, the IoT platform for VR-
CPES must consider cloud and edge computing, which is
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responsible for generating, simulating, and analyzing the
digital twin because a single mobile device cannot manage
the uncountable resources of the physical thing and digital
twin, respectively. In other words, the quality of experience
(QoE) of a user in VR-CPES is totally related to the in-
terworking of the physical thing and digital twin.

Reliability of VR-CPES increases as the virtual envi-
ronment and digital twin become more reliable. The re-
liability of the virtual environment and digital twin is closely
related to the seamless interworking of cyber-physical en-
vironments. It also depends on a dependable transmission of
physical space and physical-thing data. Table 2 shows the
network quality of service (QoS) requirements for data which
is transmitted in VR-CPES. The VR-CPES needs to satisfy
QoS requirements for all applications in the cyber-physical
environments. Since the main things in our scenario are
vehicles and VR devices, we investigated the traffic class
based on this [11-13].

In this paper, we propose a novel VR-CPES platform to
provide virtual reality contents for efficient education in the
mobile environment, as mentioned in the above scenario, and
a network framework that can satisfy the requirements for all
contents. The remainder of the paper is organized as follows:
in Section 2, we summarize loT platform, SDN, and TSN and
describe insufficiency of each technology for the VR-CPES
service; in Section 3, we propose the VR-CPES platform by
describing each component of the platform and the real-time
network framework for seamless VR-CPES service; Section 4
verifies the performance of the proposed real-time network
framework; finally, Section 5 concludes this paper.

2. Related Works

2.1. IoT Platform. In order to apply IoT technologies to
various domains, such as smart city and health care, IoT
platforms are being developed that can adaptively operate in
environments where many things need to be monitored and
managed [14-16]. In standard organizations, such as
oneM2M and OCF design, IoT has standards for the
standardized operation of platforms, and these standard-
based platforms facilitate the connection of different IoT
devices and resource management [17, 18]. Various com-
mercial platforms, such as GE’s Predix platform and IBM’s
Watson IoT platform, are developed as platforms consid-
ering the digital twin [19, 20]. They support IoT services for
the digital twin using Predix Machine, Asset, and Machine
Data Analytics. In addition, multiple technologies have
incorporated an IoT platform to replicate physical assets of
a digital twin and utilize them [2]. Due to the characteristic
of the digital twin that is a digital replica of physical assets,
the IoT platforms for the digital twin must consider com-
munication network for seamless data transmission of cyber
and physical things.

2.2. Software-Defined Networking. As mentioned above,
reliability of VR-CPES is based on dependable data
transmission, according to the dynamically changing in-
terconnection of cyber-physical things. Software-defined
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TaBLE 1: Comparison of driver-training services.

Conditions Real training VR simulator VR-CPES driver training
Safety under training Low High High
Volume of training space Large Small Small
Diversity of training scenario Low Middle High
Reality of training High Low High
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FiGure 1: VR-CPES driver-training service.

networking (SDN) is a centralized network technology with
a global network view that allows quick and dynamic con-
figuration of the network, depending on the complex quality
of service (QoS) of various network applications [21]. The
SDN separates the control plane, which determines the
network policy, from the data plane, which forwards the
actual data. This decoupling of planes abstracts low-level
network functionality and higher level service, which facili-
tates programmable network configuration. This feature is
suitable for a large-scale IoT, which, for a network to be
configured adaptively, depends on the different network re-
quirements of many things [22]. In the SDN, the control plane
receives network information of the data plane from
a southbound interface, and the OpenFlow protocol is used
dominantly for this operation [23]. The OpenFlow switch can
identify all of the layer 2, layer 3, and layer 4 (L2-L4) protocols
when configuring the path (i.e., the flow), so the SDN has the
advantage of flow configuration in the reconfigurable and
heterogeneous network condition [24]. However, it is difficult
to calculate proper data transmission paths in systems where
control data need to be transmitted with critical network
requirements, such as CPS. Various studies have been con-
ducted to extend SDN suitable for these systems [25]. In the

network for VR-CPES, it is necessary to transfer data
depending on the QoS requirements of different applications,
which are simulation for digital twin and VR rendering. In
addition, time-based data transmission should be considered
for seamless operation of a digital twin and physical thing.

2.3. Time-Sensitive Networking. Time-sensitive networking
(TSN) is a set of standards under development by the Time-
Sensitive Networking Task Group which is part of the IEEE
802.1 Working Group [26]. In the TSN standard, various
technologies, such as time synchronization and frame
preemption, are being developed to provide deterministic
network service of low latency and low packet loss in
ethernet. The predecessor of the TSN standard technology is
the audio-video bridging (AVB), which started in the media
industry to transmit high-quality audio and video data in
real time using a standardized-ethernet network. Sub-
sequently, there has been a requirement to transfer
control/management data through the ethernet network in
industry domains, such as automotive and factory auto-
mation. The standard is being extended to develop a reliable
network based on time synchronization for each industry’s
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TaBLE 2: QoS requirements for applications in VR-CPES.

Traffic class Bandwidth End-to-end delay Jitter
Control data (vehicle) Low 2.5ms Sub-microsecond
Safety data (vehicle) Medium 45 ms Sub-microsecond
Infotainment data (vehicle) High 150 ms 100 ms
Video data (VR) 80 k~50 Mbps <100~500 ms <50~150 ms
Audio data (VR) 10~80 kbps <100 ms <100 ms
domain I.1etwork. With the motivations develqped to cover VRCPES edge/cloud

the requirements of various industries, TSN is utilized as — — —

a network technology in a system that requires transmission Optimization | | Estimation | | Prediction

of critical control data and high-bandwidth data [27]. In Digital twin Digital twin Digital twin
addition, deterministic network technologies of TSN are generation monitoring simulation
being applied in the mobile network environment. In par- Resource N — .

ticular, the development of a standard for a fronthaul and management esource monitoring) | User management

various studies for mobile networks is in progress to meet
the strict reliable low latency communication requirement of
5G network [28]. However, until now, TSN standards have
a limitation of local area network due to problems such as
time synchronization accuracy. In order to solve it, the IETF
is in the process of extending the TSN to the wide-area
network under the name DetNet [29], and the VR-CPES
service also requires a dynamic and large-scale network
environment, so extended technologies of the existing TSN
are needed.

3. The Proposed VR-CPES Platform

3.1. VR-CPES Platform. The proposed VR-CPES platform is
shown in Figure 2. The VR-CPES platform consists of four
components: VR device, VR-CPES edge, VR-CPES cloud,
and physical things. Each component transmits data
through a TSN/SDN real-time network framework, which is
described in Section 3.2. For the ease of explanation, we
describe the operation of each component of the VR-CPES
platform based on the driver-training service scenario in the
introduction, as shown in Figure 3.

3.1.1. VR Device. The VR-CPES service should operate by
interworking the corresponding vehicle according to the
user’s operation and the digital twins, which are reflected in
the virtual environment from physical space. For this reason,
in the VR device, it is very difficult to calculate the results for
rendering—such as the perspective view associated with
each digital twin according to the user’s action—in order to
immerse the user in the virtual environment. Therefore, an
application that requires high-computing resources, such as
a simulation, is operated in the VR-CPES edge and cloud.
The VR device transmits only the user’s behavior and eye
tracking as sensor data and receives external-calculated data
of digital twins and the virtual environment and then
renders it.

3.1.2. VR-CPES Edge. The VR-CPES edge is a subsimulator
for each VR device (i.e., each user). It estimates the com-
mands of the user for the user’s digital twin vehicle (DTV),
based on the data received from the VR device. Since the

TSN/SDN real-time network framework
| TSN/SDN real-time network services |

[ TSN/SDN control plane |
[ OpenFlow |

| VR device | |Edge/cloud server| | Physical things |

FiGuUre 2: VR-CPES platform.

VR-CPES training service is intended for the person, it
should operate at less than 13 ms, which does not affect
human perception [30]. In other words, the control of the
corresponding DTV interworking with the movement of the
user, which should be executed in real time for the VR
experience, needs to be simulated on the VR-CPES edge
rather than the cloud. The VR-CPES edge performs simu-
lation by receiving external environment data and previously
executed simulation data for the scenario selected by the user
in the VR-CPES cloud. The result data of simulation are
transmitted back to the VR-CPES cloud and updated for
analysis of DTV.

3.1.3. VR-CPES Cloud. The VR-CPES cloud is the main
simulator of the VR-CPES platform and performs functions
such as management and monitoring of VR-CPES things. In
the cloud simulator, virtual environment models and digital
twin models are generated based on data collected from
physical space. In the VR-CPES cloud, unlike the VR-CPES
edge, which considers only the user’s DTV, the environment
model and other digital twin models must interact with each
other in the simulator. Therefore, simulation should be
performed in a distributed cosimulation environment,
rather than a single simulation environment [31]. Digital
twin models are designed and interpreted based on the large
amount of physical-space data, so that they can not only
optimize the states of the corresponding things, but estimate
and predict certain situations for appropriate control. This
series of processes requires various analytical techniques,
such as stochastic approach, machine learning, Al, and
appropriate control theory. The VR-CPES cloud stores these
simulated results of each situation, and the data are used as
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external environment input data of the DTV model in VR-
CPES edge’s subsimulator.

3.1.4. Physical Space. Physical space is a real physical space
interworked with virtual reality environments. In a scenario,
they are real road environments such as New York, Seoul,
and London. Data of physical things that occur in the
physical space are transmitted to the VR-CPES cloud and
used to generate virtual space. Each physical thing must be
utilized as digital twins, not only in the monitoring, but in
the simulator. Therefore, unlike legacy IoT platform, real-
time data transmission must be considered in VR-CPES
platform, and this is supported by TSN/SDN real-time
network framework.

3.2. TSN/SDN Real-Time Network Framework (TSRThnet).
As mentioned above, the service of the VR-CPES platform
requires real-time data transmission for VR experience of
users. It can be achieved, not only by resource management
according to the QoS of application level in each platform
component, but by supporting data transmission according
to the QoS of network level. TSN, a standard for real-time
data transmission in ethernet networks, transmits data in
frame units based on priority. High-priority frames are
transmitted in further advance than low-priority frames
through a TSN switch, and there are several algorithms to
determine how ethernet frames are processed and how
priority is assigned. The frames, which require hard real-
time data transmission, such as physical states data in the
VR-CPES service, are processed based on a time-aware
shaper algorithm in TSN [32]. This time-based,
scheduled-traffic transmission requires time synchroniza-
tion between the nodes, which configure the network. The
Precision Time Protocol (PTP) is used for time synchro-
nization between nodes under sub-microsecond accuracy by
means of hardware timestamps and compensating the time
offset considering link delay [33]. In addition, the TSN

standards are extended for requirement of time-sensitive
applications such as a multiple time domain [34].

The main application for the VR-CPES service runs on
the VR-CPES cloud, not on the VR device, which is
physically separated from the VR device runtime environ-
ment. It means the local network needs to extend to a large-
scale network for the user’s experience. TSN can guarantee
time-sensitive data transmission, but it is limited to less than
7 hops switched network due to the inaccuracy of time
synchronization. Although the TSN standard has recently
been applied to the factory network considering the con-
nection between TSN nodes based on the centralized net-
work configuration concept in the industrial network, it is
still not enough to satisfy the requirements of VR-CPES
service [35]. Because it is difficult to practically configure the
entire network with homogeneous TSN, we suggest
TSN/SDN real-time network framework to plug multiple
TSNs into SDN core network.

The structure of TSN/SDN real-time network framework
(TSRTnet) for the VR-CPES platform is shown in Figure 4.
The architecture consists of TSN/SDN gateways, an SDN
controller, and OpenFlow switches. Each TSN is connected
to an external SDN through the TSN/SDN gateway, which is
managed by the SDN controller.

3.2.1. TSN/SDN Gateway. The TSN/SDN gateway is re-
sponsible for connecting the local TSN to the SDN backbone
network. In this paper, we assume that the TSN/SDN
gateway is capable of processing OpenFlow protocol to
communicate with the SDN controller. The TSN nodes
register and reserve time-sensitive streams for communi-
cation as talker and listener using Stream-Reservation
Protocol (SRP). The SRP parameters used for TSN stream
management requiring guaranteed QoS are shown in Table 3
[36]. The TSN nodes, such as physical things and the VR
device, which need to be communicated with the VR-CPES
cloud through SDN, reserve the TSN streams to the
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TaBLE 3: Stream-Reservation Protocol parameters. latency-measurement function [38]. In this func-
StreamID Stream identifier tion, the SDN controller measures the latency
Stream destination o using Internet Control Message Protocol (ICMP)

Destination address
address every second.

Stream VLAN ID VLAN identifier

Traffic specification associated with

MaxFrameSize
a stream
MaxIntervalFrames Traffic specification associated with
a stream

Data frame priority Priority value
Worst-case latency that a stream

AccumulatedLatency can encounter

TSN/SDN gateway by SRP. The TSN/SDN gateway encap-
sulates the SRP message of the connected node into a packet
destined for the VR-CPES cloud. This packet is sent as
a packet-in message to the SDN controller, and the SDN
controller sets the flow of the SDN by parsing the SRP
contained in this message.

3.2.2. SDN Controller. The SDN controller parses the
packet-in message received from the TSN/SDN gateway and
configures a path to communicate with VR-CPES cloud. The
SDN controller has three base functions: traffic monitor,
topology discovery, and flow installation. These functions set
flows for configuring the path [37]. As the name implies,
each function is responsible for monitoring traffic of the data
plane, discovering network topology, and installing flow for
packet forwarding of the data plane, respectively. Addi-
tionally, we designed four SDN functions to forward time-
sensitive traffic to SDN core network:

(1) Flow latency measurement. This function measures
the flow latency of each link to establish a network
path according to a requirement of the applica-
tion’s end-to-end delay. The SDN controller has
a global view of each flow latency through the

2)

(©)

(4)

Bandwidth measurement. This function uses the
bandwidth-measurement function to measure
available bandwidth (ABW) of i-th link in SDN.
Available bandwidth is calculated by the amount of
packets forwarding to SDN flow in specific time. The
amount of forwarded packets is sent to the controller
through FlowStates message, and then the controller
calculates available bandwidth using the period time
T when the controller receives FlowStates message:

count; (t) — count; (t - T)
T bl

b;(t) =
(1)
ABW, =¢;(1-b,).

TSN traffic parser. This function is parsing the time-
sensitive traffic, which is received from TSN/SDN
gateway by OpenFlow packet-in message. The SDN
controller parses the QoS of applications by checking
the SRP parameters and VLAN header. These data
are used as QoS information of applications to set
a path in a path management function.

Path management. Path management function sets
path from source to destination based on the cal-
culated latency and bandwidth of flows by mea-
surement functions. Algorithm 1 shows the
TSN/SDN path selection algorithm for selecting the
candidate path from source to destination. Sub-
sequently, the final path is selected from among the
selected paths from Algorithm 1 using a path con-
figuration flowchart. The TSN/SDN path configu-
ration flowchart is shown in Figure 5.
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Input: N-Network Topology
S-Source IP
D-Destination IP

Output: SP-Selected Path List

(1) function PathSelection(N, S, D)
(2) fori=1to A; do
3) P «— DelayCostShortest(N, S, D)
(4) DeleteList(P, 1)
(5) DeleteList(P, Plength)
6) for i=1to Pingn do
(7) RemoveNode(N, P[i])
(8) end for
9) SP[i] «— sort(P)
(10)  end for
(11)  return SP
(12) end function

ALGORITHM 1: Pseudocode of the TSN/SDN path selection
algorithm.

3.2.3. TSN/SDN Path Selection Algorithm. The path selec-
tion algorithm we propose for TSRTnet is shown in Algo-
rithm 1. In this algorithm, N is the network topology, S is the
source IP, and D is the destination IP. The data-stream list to
be connected according to application’s QoS requirement is
represented by A. Again, there are three types of data stream:
physical states data, audio data, and video data. The
DelayCostShortest function calculates the shortest path from
S to D, and N assigns the cost to the link latency [39]. The
selected path list as output of algorithm is SP.

3.2.4. TSN/SDN Path Configuration Flowchart. The SDN
controller configures the data-stream path as flow in a flow
table of SDN core network, using the selected path (SP) list,
which is the output of path selection algorithm. DS is a data-
stream list, which is the same as A in the path selection
algorithm, and it contains the application’s QoS re-
quirement. In the VR-CPES service, the TSN data streams
are transmitted based on priority, which are identified by
VLAN. In the TSN/SDN path configuration, the TSN data
stream with highest priority is configured in advance. The SP
and DS are ordered according to the highest-priority
streams.

3.2.5. OpenFlow Switch Operation by SDN Controller.
The SDN controller processes the time-sensitive traffic and
management path using OpenFlow protocol. The SDN
controller sets the path based on the packet received in the
OpenFlow packet-in message, and the path is divided into
VLANSs. As mentioned above, the QoS requirement of each
application is classified by the SRP and VLAN of the TSN in
the TSN traffic parser function. We assume that the SDN
controller knows the QoS settings of each TSN for path
configuration. The SDN controller sets the path, which is
chosen from the TSN/SDN path configuration function, as
flow using VLAN in the flow table of each OpenFlow switch.
If the QoS of the application cannot be satisfied in the

SP = Selected path list

DS = data stream list which contains
application’s QoS requirement

T = command list

[Next DS }——— =

|Measure end-to-end delay of SP

Ts SP’s worst
case delay
ower than DS?

Failed message into T
(latency exceeded)

Failed message into T | |
(insufficient bandwidth)

| Configure path |

FIGURE 5: TSN/SDN path configuration.

network, the SDN controller sends the corresponding fail
message to the TSN/SDN gateway.

4. Experiments and Evaluation

In VR-CPES driver-training service, physical states data,
audio data, and video data require transmitting in real time,
and all QoS requirements in network are mentioned above.
To verify the real-time data transmission on the VR-CPES
platform, we compared TSRTnet traffic with best-effort
traffic. The experiment is performed under the Mininet
emulator [40]. Figure 6 shows the network topology of the
experiment. In the topology, each link bandwidth is
10 Mbps, and latency is 3 ms. Host 1 (H1) and Host 2 (H2)
are the sources, and Host 3 (H3) is the receiver. We consider
sources as the TSN/SDN gateways, and the receiver as the
VR-CPES cloud of the VR-CPES driver-training service.
Both H1 and H2 transmit 6 Mbps TSN streams to H3, which
consists of 0.8 Mbps physical states data, 0.2 Mbps audio
data, and 5 Mbps video data, respectively.

Figure 7 shows the packet loss of TSRThet traffic and best-
effort traffic. A packet loss that we measured is the sum of the
loss packets in all three types of data delivered from the
sources H1 and H2 to the receiver H3. In the proposed
TSRTnet, the packet loss occurred almost 0% in both H1
(0.4%) and H2 (0.5%), but in the best-effort traffic case,
a packet loss of 7% in H1 and 18% in H2 occurred. In the
method of TSRThet, packet loss scarcely occurred in all three
data streams because the path is set by comparing the priority
and reserving the bandwidth. On the contrary, in the case of
best effort, all data are delivered with the same condition,
which means they do not consider the QoS requirement.
Therefore, the data with the highest bandwidth, such as video
data, cause overhead on a certain link, and it incurs a large
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amount of packet loss. The reason why the packet loss of H1 is
lower than H2 is because the hop count of H1 is less than H2.

Figure 8 shows the comparison end-to-end delay be-
tween TSRTnet and best-effort traffic. In particular, we
measured physical states traffic because it is highest priority
traffic in our experiment. Both end-to-end delay variations
of physical states traffic from H1 and H2 are constant in
TSRTnet. Except for the delay due to the initial path con-
figuration, it represents that the delay variation is less than
2ms. On the contrary, the end-to-end delay of best-effort
traffic increases continuously compared with the results
from TSRTnet traffic. Until 0.2 seconds before packet loss,
the end-to-end delay of best-effort was stable, as with
TSRThet traffic. Since then, however, the best-effort traffic
delay for the three types of streams exceeded 100ms in 1.1
seconds, which means it does not meet the requirements of
the video stream with the highest end-to-end delay re-
quirements. In addition, since H1 is close to the receiver, the
traffic of H2 caused congestion in the same paths of HI.
Consequently, the end-to-end delay of H1 is increased faster
than H2.

The results show that the TSRTnet framework is more
suitable for the VR-CPES service than the conventional
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FiGure 8: End-to-end delay of TSRTnet traffic and best-effort
traffic.

network. As mentioned above, for seamless VR-CPES ser-
vice, physical-state data, audio data, and video data are
transmitted together, which means that data transmission
according to complex QoS should be guaranteed in the
network. TSRTnet shows almost zero packet loss compared
to the conventional network, which transmits data with best
effort. Packet loss is closely related to VR service in-
terruption, which has a fatal impact on the user’s VR ex-
perience. In addition, the constant latency variation of
TSRTnet can satisfy the transmission of physical states data
for time-critical simulation in VR-CPES.

5. Conclusion

In this paper, we proposed a VR-CPES platform that can
provide novel VR-based educational services. VR-CPES
platform solves the QoE problem of users caused by delay
and loss of data transmission based on TSN/SDN real-time
network, which makes time-critical data transmission be-
tween cyber things and physical things. Since VR-CPES
services require strict time requirements, as well as band-
width of multimedia and states data of physical things, the



Mobile Information Systems

time-sensitive network services over the entire network,
including core networks and local networks, are essential.
The proposed TSN/SDN real-time network framework,
called TSRTnet, effectively supports the requirements in
terms of packet-loss ratio and end-to-end delay. TSRTnet
includes a gateway function for the interworking between
SDN core networks and TSN local networks, as well as a path
selection algorithm for selecting candidate paths. As a result,
TSRTnet showed stable performance of end-to-end delay
varjation within 2 ms and fewer packet losses compared to
conventional best-effort network, which experienced very
large delays and higher rates of packet loss.
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In the field of technology education, virtual reality (VR) training has received significant attention in terms of its efficacy in use.
Given its many advantages, there is a specific need to emphasize concrete measures for the implementation of VR training in the
field of tech education. VR training based on mobile environments has been touted as a means of not only enhancing presence,
flow, and learning authenticity, but also of minimizing spatial and temporal constraints. The present study has developed an
evaluation tool for VR training contents, including those based on mobile environments. After categorizing VR training contents
in the field of tech education into structure comprehension type, procedure learning type, and equipment experiment type
contents, we constructed items for each evaluation area. The considered areas included learning, media, and content quality. By
conducting Delphi surveys with a panel of experts, we confirmed that the derived evaluation items differed in number across
different types of content. Under the learning area, satisfaction was found to be adequate for all content types. Items such as flow,
interactivity, and learning effects were found to be adequate for procedure learning and equipment experiment type contents. The
media area indicated marked variability in item adequacy depending on the content type. Usability was found to be adequate only
for procedure learning type content. For equipment experiment type content, items such as presence, usability, and manipulability
were all found to be adequate. All evaluation items under the content design area were found to be adequate across all content
types. Thus, regardless of the type of content, it is necessary to fulfil the basic elements within the content design area in order to
establish the efficacy of VR training as educational content in the field of tech education.

1. Introduction

Virtual reality (VR) training has recently been touted as an
alternative means of utilizing cutting-edge technology for
supplementing/strengthening industrial training. Because of its
ability to produce lifelike virtual environments mimicking
relevant situations in the fields of manufacturing, defense,
health care, and disaster relief, which enables trainees to ef-
fectively conduct flow-inducing training/learning within a safer
and less expensive setting than actual training, the VR training
industry has received attention as a cutting-edge ICT(In-
formation and Communication Technology) convergent in-
dustry. Some of the advantages of virtual reality training using
cutting-edge ICT technology are cost cutting, enhanced
spatial/temporal accessibility, and increase in safety owing to

the use of a virtual environment. Furthermore, from the
perspective of trainees, VR training has advantages such as
participation in actual hands-on training with high on-site
relevance and passing down of the experience and know-how
of skilled workers. In view of this, VR training has been utilized
in diverse industrial fields including medicine, defense, safety,
manufacturing/production/construction,  education/culture,
and sports/leisure. However, the use of VR training in the
field of technology education is still in its early stages. In
consideration of the multifaceted advantages presented by VR
training, there is an urgent need to explore specific methods for
increasing the use of VR training in the field of tech education
and to improve its effectiveness.

In addition to such technological advances, there is
a need to consider methods for designing and utilizing
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evaluation areas for VR training contents. The evaluation
areas and methods of VR training vary depending on the
type of industry. For instance, whereas the key evaluation
areas in health care and sports/leisure, respectively, are
improvement in patient condition and improvement in
entertainment or athletic functionality, the key evaluation
area in tech industries is improvement in task performance.
Therefore, there is a need to consider the unique properties
of the tech industry in developing evaluation areas and
methods for improving the efficacy of VR training.

In this study, we identify the features that distinguish
training via the VR medium from training based on con-
ventional media. By extracting factors that influence the
efficacy of training and reflecting them in the development
of question items for evaluating the efficacy of VR training,
we aim to present an evaluation method for improving the
efficacy of VR training contents.

We aim to present evaluation methods for improving the
efficacy of VR training contents by developing measures for
evaluating their efficacy. Specifically, the purpose of this
study is to identify the features of VR training that distin-
guish it from training based on conventional media and to
develop evaluation question items to measure the efficacy of
VR training contents by extracting/reflecting upon the
factors that influence the efficacy of training.

2. Theoretical Background

2.1. The Mobile Environment and VR Training. VR refers to
a new digital environment constituted by digital objects and
spaces within a virtual continuum, unlike the real world. The
media technology system of VR space is a technological
system that allows users the lifelike experience of seeing and
interacting with environments that they would seldom ex-
perience in everyday life, without having to directly engage
with these environments [1].

VR can provide users with a high degree of flow and
lifelike presence. Therefore, introducing VR in education and
training allows users to achieve higher flow with the training
topic, while improving learning efficacy by enabling in-
dividualized interactions. It is very effective for providing
training for areas that cannot be easily administered via text
and 2D materials, for areas with insufficient training mate-
rials, or for those involving high-risk/high-cost equipment.
Within this context, there has been a rise in the development
and adoption of VR training contents for vocational training
in the field of technology engineering via experiential/hands-
on learning-based training. Due to the nature of technology
training, using equipment relevant for actual on-site situa-
tions is crucial. However, because such equipment is fre-
quently very expensive and hazardous to handle and operate
manually in some cases, they can present numerous risk
factors, all of which must be considered during training. VR
training has the advantage of allowing trainees to learn re-
peatedly and safely using actual equipment within lifelike
work settings, which enables the trainees to better operate
equipment in real-life situations. Furthermore, due to tech-
nological changes, the consequent acceleration of the obso-
lescence cycles of equipment, and the constraints involved in
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continuously dedicating resources to the provision of new
equipment, substituting these with VR training systems can
be very effective. In particular, there is a growing demand for
experiential/hands-on VR training contents that can replace
high-risk/high-cost industrial equipment training [2-4].

The introduction of mobile environments in VR training
is also being increasingly emphasized. In particular, because
smart learning via mobile environments in learning envi-
ronments based on 3D-augmented reality technology re-
solves the spatial/temporal limitations of conventional
e-learning while simultaneously providing presence and
flow to users, it can open up new possibilities for training
services. Other types of training using smart learning include
mobile web-based video learning, app-based learning,
location-based learning, collaborative learning via social
networks, and simulation-type learning via VR and other
technologies. In particular, simulation-type learning is seen
to improve learners’ sense of flow and presence through its
emphasis on affinity to on-site learning. VR training via
mobile environments has received significant attention due
to its ability to enhance authenticity, presence, and flow in
learning, as well as its advantages in circumventing spatial
and temporal constraints [5, 6].

2.2. 'The Importance of VR Training Contents in Technology
Training. In training situations, VR is a learning tool that
can help strengthen immersion and increase the efficacy of
education via interaction with objects. It is not only flexible
enough to visualize abstract objects beyond realistic con-
straints, but it also enables learners to gain and share diverse
and unique experiences. In particular, in the field of tech-
nology training, introducing VR can provide learners with
an environment in which they can freely go beyond the
constraints of what can be realistically experienced [2].
Some of the expected benefits of introducing VR in
technology training are cost saving through the replacement of
high-end or high-cost training equipment with VR analogues,
enabling online learning via websites, realizing the movements
of the internal components of equipment and enabling
assembly/disassembly training (differentiated from the train-
ing effects of conventional training methods), and enabling
trainees to practice equipment maintenance and experience
hazardous situations within a safe virtual environment.

2.3. Types of VR Training Contents. In tandem with the
growing diversity in the concepts and technological typologies
of VR, VR has found applications in a very broad range of
fields. In the past, due to its relatively high cost and tech-
nologically demanding nature, VR was mainly used in in-
stitutes and research labs conducting architectural
simulations or military/aerospace experiments and training.
More recently, however, due to the diversification of media
platforms and the widespread adoption of hardware, the VR
market has seen continued growth and a concurrent di-
versification in the fields that have adopted it. In particular,
active discussion is currently being conducted regarding the
educational use of simulated 3D VR spaces based on com-
puter and Internet networks that enable interactions between
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multitudes of users. This draws on the strengths of VR, which
enable users to experience high presence and flow.

The development and utilization of VR training contents
for experiential/hands-on-based vocational training in the
field of technology engineering has seen particularly active
growth. Advances in industrial technology have led to the
demand for more complex and newer technologies in in-
dustrial sites, thus intensifying the importance of tech
training.

In response, there has been an increase in the number of
studies that review and propose VR training contents suited
to the field of technology training. Here, we consider some of
the most prominent examples.

First, in a study that aimed to design learning modules in
the field of technology training by applying competency-unit
elements based on the NCS (National Competency Stan-
dards), the types of contents were categorized according to
the scope of utilization and manipulation, as well as the
characteristics of the VR realization, into the component
type, equipment training type, experience type, and simu-
lator type [5]. In another study, previous VR training
contents that were developed as specialized coursework for
technology training based on the NCS were categorized into
three types—the component type, scenario type, and
equipment training type [2]. While such content types are
meaningful in that they categorize the goals or central
functions of VR training contents according to their char-
acteristics, their nomenclature, such as component or sce-
nario type, are not intuitive. Another shortcoming is that
their attention is limited to equipment rather than the en-
tirety of the areas pertaining to technology training, such as
tools, equipment, and facilities.

Meanwhile, other studies that focused on the types of AR
(augmented reality) training contents have categorized the
types into tangible AR, mobile AR, and collaborative AR,
depending on the realizable characteristics from a technical
standpoint. Also, in the present study, we divide AR into
general forms of AR and mobile AR, further subdividing the
former into the observation/manipulation type and exper-
iment activity type, and the latter into the on-site learning
guidance type and the on-site problem solution type [7].

In this study, we present a typology of the VR training
contents that are currently in use in vocational training
programs (E-KoreaTech, Korea University of Technology
and Education) and outlined the characteristics of each type.
Through a review of the previous literature [2, 4, 7, 8], we
categorized the types of VR training contents for tech ed-
ucation based on their characteristics, meaning how content
was utilized for each learning objective. The characteristics
of each of the three types of contents are listed below.

2.3.1. Structure Comprehension Type. Through the render-
ing of precision equipment or facilities, structure compre-
hension type contents specialize in allowing users to
comprehend the internal and external structure of large-
scale, microscale, or high-risk equipment. In the case of
equipment that is difficult to disassemble, 3D modelling is
used to train learners in the role and function of each

structure. In this type of content, the most crucial factor is
the precision and fidelity with which complex structures are
rendered in 3D. Although it is usually impossible to com-
pletely disassemble complex equipment, using this type of
content enables learners to fully disassemble equipment,
thereby facilitating their understanding of equipment
structure.

2.3.2. Procedure Learning Type. In the field of tech educa-
tion, some tasks need to be performed using equipment and
in certain sequential steps. Procedure learning type contents
enable users to learn the task procedures in sequence with
regards to equipment or facilities. By providing content that
enables users to learn the steps from equipment startup to
shutdown in sequential order, procedure learning type
content is useful for the training of equipment functions in
each step of the tasks, in addition to providing a safe means
of learning how to respond to malfunctions or accident
situations. Due to the risks involved, it is often difficult to
reenact malfunctions or accident situations in real-life set-
tings. Because of this, trainees usually learn about how to
respond to such situations through theoretical learning
alone. The use of procedural learning type contents for the
training of tasks that require procedural action can be ef-
fective in reenacting risky or urgent situations and
instructing learners on how to respond to them.

2.3.3. Equipment Experiment Type. Equipment experiment
type contents consist of training on how to operate
equipment. The greatest strength of such content is that it
provides an experimental environment wherein users can
operate virtual equipment that may result in various out-
comes. Even in the case of high-cost or complex equipment,
which often present difficulties in conducting real-life op-
erational training, users of the equipment experiment type
VR training contents are able to learn how to properly
operate such equipment. Thus, in this type of content, the
crucial factor is the realization of the simulative functions so
that the virtual equipment will react appropriately to the
user’s actions in operating them.

2.4. The Evaluation Areas of VR Training Contents. Most
studies on the evaluation of VR-based education and
training tend to use levels of achievement and satisfaction as
indices for measuring learning efficacy. However, consid-
ering the characteristics of VR training in the field of tech
education, there is a need to supplement measures of
knowledge acquisition with behavioral indices such as
mastery (i.e., performative proficiency) and applicability to
real-life situations. Additionally, satisfaction with education
or training refers to a positive affective state that is expe-
rienced by the learners as a result of participating in the
overall training activity. It is an important index because it is
a representative measure of training efficacy while also being
a key influencing factor of overall learning outcomes. As
subfactors of satisfaction, satisfaction with training in



addition to the intention to recommend it to others should
be included.

Meanwhile, media characteristics, presence, and flow
were found to have significant impacts on learning efficacy
[9-13]. In consideration of the unique characteristics of VR-
based education and training, we shall include media
characteristics, presence, and flow as key evaluative indices.
In constructing evaluation items for improving the efficacy
of VR training contents in the field of tech education, there is
a need to explore the existing literature regarding the
contents and evaluation items with respect to the use of
online education or VR in general education/training in
various fields. Simultaneously, it will also be necessary to
emphasize the unique characteristics of VR training in the
field of tech education.

To set up the evaluation items regarding VR contents for
tech training, it is necessary to consider whether the training
has contributed to change or improvement in learner satis-
faction or the achievement of learning objectives (Learning
Area), whether the characteristics of VR were adequately re-
alized to contribute to better training outcomes (Media Area),
and whether adequate consideration was given to the training’s
unique characteristics content-wise (Content Quality Area).

Thus, in this study, we devised the following three
evaluation areas for VR training contents, along with sub-
items for each area. In order to set up the evaluation items
for each area, we searched both domestic and international
sources for thesis and academic articles, using VR training
and technology education as key words. We extracted
evaluation areas that were discussed by previous studies into
evaluation item pools. First, for the Learning Area, we
reviewed the list of previous studies that evaluated the
learning effects of VR-based education [14-16] to establish
five evaluation items—Activeness, Learning Satisfaction,
Flow, Interactivity, and Learning Effects. For the Media
Area, we reviewed previous studies regarding the evaluation
of VR media [9, 12, 17-20]. We also broadly reviewed
evaluation indices, such as the Igroup Presence Question-
naires (IPQ) [21], Flow State Scale [22], Suitability Evaluation
Questionnaire (SEQ) [23], Virtual Experience Test [24], and
the User Satisfaction Evaluation Questionnaire (USEQ) [25].
Based on this review, we drew up six evaluation items for the
Media Area—Sensory Immersion, Usability, (Media) Satis-
faction, Manipulability, Navigability, and Presence. For the
final area, the Contents Area, we established three evaluation
items—Instructional Design, Teaching and Learning Strate-
gies, and Learning Contents—based on the “Guideline for
E-Learning Quality Management” [26].

The concepts regarding these subitems are summarized
in Table 1 below.

3. Results and Discussion

3.1. Construction of Evaluation Areas and Items. The eval-
uation areas of the VR training contents were derived based
on the analysis of existing literature.

First, the learning area was constructed to include items
for the evaluation of the “training” aspect of the contents.
Second, the media area included items relevant to the
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characteristics of VR as a medium, in order to verify the
aspect of “virtuality.” Finally, the content quality area in-
cluded quality management items for e-learning contents
[26] that were deemed relevant for this study’s purposes, in
order to assess the “content” characteristics.

The composition of the evaluation areas and items that
were compiled by the authors of this study via literature
analysis is presented in Table 2. Specifically, the learning area
consists of 5 items, namely, activeness, satisfaction, flow,
interactivity, and learning effects. The media area consists of 6
items, namely, sensory immersion, usability, (media) satis-
faction, manipulability, navigability, and presence. The con-
tent quality area consists of 3 items, namely, instructional
design, teaching/learning strategies, and learning contents.

3.2. Evaluation of the Evaluation Items via the Delphi Method.
In order to assess the validity of the evaluation items for the
VR training contents, analysis was conducted with a 20-
person panel of experts using the Delphi method. In ac-
cordance with the content validity ratio (CVR) [34], defined
here as the ratio of positive responses—4 (adequate) and 5
(very adequate)—on a 5-point scale, values of 0.42 or higher
were considered as adequate.

3.2.1. Composition of Expert Panel and Survey Design.
The composition of the expert panel reflected the charac-
teristics of the VR training contents. In order to broadly
consider matters such as the training goals, the unique
properties of virtual training, and the characteristics of the
content, the panel consisted of twenty experts from various
fields, including five experts in technology engineering, four
practitioners in the field of technology, two instructors of
content operation, five experts in educational technology,
and four experts in educational contents.

The process undertaken in the Delphi study was as fol-
lows: The panel of experts, who were selected based on their
previous consent, were asked to assess the adequacy of the
evaluation areas and items for the VR training contents. The
panel also provided suggestions regarding possible modifi-
cations to be made to the areas and items. The experts on the
panel were presented with the types of VR training contents
derived in this study (along with their characteristics and
examples), in addition to explanations of the concepts of the
evaluation items for each area so as to minimize discrepancies
in perception between panel members. The Delphi study was
conducted over two rounds, during which experts were asked
to suggest modifications for the evaluation areas and items
based on their assessment of the adequacy of the question
items with which they were presented.

3.2.2. Results of the Ist Round Delphi Study. Results of the
Ist round of the Delphi study conducted for assessing the
adequacy of the evaluation items indicated different levels of
adequacy across content types. The detailed analysis results
are presented in Table 3. First, in the case of structure
comprehension type contents, the only items that were
found to be adequate were satisfaction (CVR =0.47) under
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TaBLE 1: Concepts of evaluation items for VR training contents by evaluation area.

Item

Concept

Learning area: items relevant to the learning and/or learner of VR training

Activeness
Learning
satisfaction
Flow

Interactivity

Learning effects

Refers to the degree to which the learner is able to take actions by oneself within the realized VR [27].
The most universally used index for measuring learning efficacy. It reflects the extent to which positive
educational experiences, such as concentration, relevance, and confidence, were experienced by the learner
[11, 12].

Flow is a psychological state wherein one becomes completely absorbed in a task, to the extent that one loses
one’s sense of time, space, or even self [28]. The positive sensation wherein a learner is completely immersed in
the VR-based learning activity and is thus experiencing it in an optimal manner [18].

The degree to which the learner is permitted to use the system to acquire or access information from the
contents [29, 30].

Refers to task applicability (the degree to which the learner applies what they have learned when performing
real-life tasks [31]) and mastery (the degree to which VR has contributed to the learner’s proficiency in the
training subject).

Media area: items relevant to the media characteristics of VR training

Sensory Immersion
Usability
(Media) Satisfaction

Manipulability

Navigability

Presence

Sensory immersion refers to the degree to which the learner experiences the visual/auditory simulation,
namely the degree of virtuality as perceived by the learner [9].
The ease with which the learner can use the system [32], reflecting the degree of use satisfaction, efficiency, and
efficacy conveyed by the experience of the VR environment [20].
Satisfaction with the medium is sometimes included as a component of usability. Specifically, it refers to the
degree of satisfaction and enjoyment felt upon using a system [33].
Manipulability refers to the learner’s ability to manipulate the VR environment. The perceptual state where the
learner feels that one is able to freely move and “manipulate” VR objects [9].

This refers to the learner’s ability to freely explore and interact with the VR space. Navigability reflects the
perceptual state where the learner feels that they are able to freely explore and “navigate” within the VR space
[9].

Presence refers to the user’s subjective perception of a sense of “being there” within virtual space [10]. It may
also refer to the subjective psychological state wherein the user is unaware of experiencing things within
a virtual environment [11].

Content quality area: key items relevant to the management of contents utilized in e-learning

Instructional design

Teaching and
learning strategies
Learning contents

Whether by-level learning, selection of learning elements and materials, screen composition and layout,
interface, and session implementation were adequately done [26].
Whether teaching/learning strategies, elements of self-directed learning, and motivational strategies were
adequately selected [26].
Whether the learning contents, organization, level of difficulty, and study load were adequately selected [26]

TaBLE 2: Composition of evaluation areas and items as derived through literature analysis.

Area Learning Media Content quality

(i) Activeness (i) Sensory Immersion

(ii) Satisfaction (ii(il)l)SStsi:giltti};n (i) Instructional design
Items (iii) Flow (ii) Teaching/learning strategies

(iv) Interactivity
(v) Learning effects

(iv) Manipulability
(v) Navigability
(vi) Presence

(iii) Learning contents

the learning area and usability (CVR = 0.58) under the media
area. On the other hand, under the content quality area, all
items including instructional design, teaching/learning
strategies, and learning contents were found to be ade-
quate for content evaluation. Procedure learning type
contents were found to have more adequate evaluation items
than the learning area. Thus, all items under the learning
area excluding activeness (CVR=0.26) and sensory im-
mersion (CVR=0.26), navigability (CVR=-0.05), and
presence (CVR =0.16) under the media items were found to
be adequate for evaluation. Finally, in the case of equipment
experiment type contents, all evaluation areas and items
were found to be adequate for evaluation.

While collecting the views of experts during the Ist
round Delphi study for assessing the adequacy of the
evaluation items, many experts expressed the need to modify
the items of the media area. To prevent overlap between
items and improve conciseness, items that shared similarities
under the media area, such as sensory immersion and presence,
usability and satisfaction, and navigability and manipulability
needed to be merged or modified. Furthermore, given the aim
of this study, namely, the evaluation of VR training contents,
the wording of items under the content quality area were
modified from “quality” to “design” and from “instructional” to
“content.” The list of evaluation areas and items after the
modifications suggested by the experts that were incorporated
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TaBLE 3: Results of the 1st round Delphi study on the adequacy of the evaluation items by content type.
Category Structure comprehension Procedure learning Equipment experiment
Area Item M CVR N M CVR N M CVR N

Activeness 3.05 -0.47 5 (19) 3.68 0.26 12 (19) 4.79 1.00 19 (19)

Satisfaction 389 047  14(19) 384 047  14(19) 426 079 17 (19)

Learning area Flow 3.63 0.37 13 (19) 4.06 0.67 15 (18) 4.68 0.89 18 (19)
Interactivity 3.68 0.26 12 (19) 4.11 0.58 15 (19) 4.63 0.79 17 (19)

Learning effects 411 037  13(19) 432 068  16(19) 463 089 18 (19)

Sensory immersion 3.58 0.26 12 (19) 3.79 0.26 12 (19) 4.63 0.79 17 (19)

Usability 4.32 0.58 15 (19) 4.37 0.68 16 (19) 4.53 0.79 17 (19)

Media area Satisfaction 395 037  13(19) 405 047  14(19) 442 068 16 (19)
Manipulability 3.47 -0.05 9 (19) 4.05 0.47 14 (19) 4.79 1.00 19 (19)

Navigability 3.89 0.26 12 (19) 3.74 -0.05 9 (19) 4.11 0.44 13 (18)

Presence 353 006 11 (19) 353 0.6 11(19) 442 068 16 (19)

Content Instructional design 4.63 0.89 18 (19) 4.58 0.89 18 (19) 4.63 0.89 18 (19)
wality area Teaching/learning strategy 4.37 0.68 16 (19) 4.42 0.79 17 (19) 4.47 0.79 17 (19)
! Y Learning contents 4.37 0.79 17 (19) 4.37 0.79 17 (19) 4.32 0.79 17 (19)

is presented in Table 4, and the newly constructed evaluation
areas and concepts for each item are summarized in Table 5.

3.2.3. Results of the 2nd Round Delphi Study. Because some
of the evaluation areas and items were modified based on the
results of the 1st round Delphi study, in the 2nd round
Delphi study, the evaluation items were not discarded based
on the content validity values obtained from the 1st round
study. However, the content validity values from the Ist
round study were presented during the 2nd round Delphi
study to inform the responses. The results of the 2nd round
Delphi study are presented in Table 6.

Results of the 2nd round Delphi study indicate similar
results as those of the Ist round study in terms of struc-
ture comprehension type contents. The satisfaction item
(CVR =0.47) under the learning area and the three items under
content design, namely, content design (CVR=0.89),
teaching/learning strategies (CVR =0.68), and learning con-
tents (CVR=0.68), were found to be adequate for content
evaluation. In the case of the media area, all the items that had
been found to be adequate in the Ist round Delphi study,
including usability, were found to be inadequate. This may be
attributable to the fact that because structure comprehension
type contents simply aim to convey the structure, role, or
function of equipment/facilities, media characteristics such as
presence, usability, or manipulability were seen to be relatively
less important.

Procedure learning type contents were also found to have
similar results to those of the 1st round study. The four items
under the learning area, namely, satisfaction, flow, inter-
activity, and learning effects, except for activeness (CVR = 0)
were found to be adequate, while only the usability item
(CVR =0.68) was found to be adequate under the media area.
Furthermore, all three items under the content design area
were found to be adequate. Thus, given that procedure
learning type contents aim to foster proficiency in the op-
eration of equipment/facilities, items such as flow, inter-
activity, learning effects, and usability were found to be more
emphasized than in structure comprehension type contents.

TABLE 4: Modifications to the evaluation areas and items based on
the results of the 1st round Delphi study.

Area Item Modified item Remarks
Activeness Activeness
Satisfaction Satisfaction
Learning Flow Flow No change
Interactivity Interactivity
Learning effects Learning effects
Sensory immersion Presence Merged
Presence
. Usability I
Media Satisfaction Usability Merged
Manipulability ; .
Navigability Manipulability Merged
Instruc.tlonal Content design Wor(.img
design modified
Content . . . .
desion Teaching/learning  Teaching/learning
& strategies strategies No change

Learning contents  Learning contents

Finally, in the case of equipment experiment type
contents, all evaluation areas and items were found to be
adequate. This result is consistent with that of the 1st round
Delphi study. Given that equipment experiment type con-
tents aim for mastery rather than comprehension or
learning, this result may be interpreted as indicative of the
relative importance of the diverse characteristics of VR
contents. Thus, based on the results of the Delphi studies
conducted over two rounds, we have confirmed differences
in the perceived adequacy of evaluation areas and items
depending on the type of VR training contents.

4. Construction of Finalized Evaluation Areas
and Items by Content Type

Based on the obtained results, we constructed a finalized
version of the evaluation areas and items in compliance with
the literature analysis and the two rounds of Delphi studies.
These are summarized in Table 7. Studying these more
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TaBLE 5: Concepts of evaluation items by evaluation area via the Delphi study.

Item

Concept

Learning area
Activeness

Satisfaction

Flow
Interactivity

Learning effects

Items relevant to the learning and/or learner of VR training
Refers to the degree to which the user is able to take actions by oneself within the realized VR.

The most universally used index for measuring learning efficacy. It reflects the extent to which positive
educational experiences, such as concentration, relevance, and confidence, were experienced by the learner.
The positive sensation wherein a learner is completely immersed in the VR-based learning activity and is thus
experiencing it in an optimal manner.

The degree to which the learner is permitted to use the system to acquire or access information from the contents.
Refers to task applicability (the degree to which the learner applies what they have learned in performing real-life
tasks) and mastery (the degree to which VR has contributed to the learner’s proficiency in the training subject).

Media area

Presence
Usability

Manipulability

Items relevant to the media characteristics of VR training
The subjective perception where the user experiences a sense of “being there” within virtual space, or the
subjective psychological state wherein the user is unaware of experiencing things within a virtual environment.
The ease with which the learner can use the system, reflecting the degree of use satisfaction, efficiency, and efficacy
conveyed by the experience of the VR environment.
The perceptual state where the learner feels that one is able to freely move and “manipulate” VR objects and to
freely explore and “navigate” within the VR space.

Content design area
Content design

Teaching/learning
strategies
Learning contents

Key items relevant to the management of contents utilized in e-learning
Whether by-level learning, selection of learning elements and materials, screen composition and layout, interface,
and session implementation were adequately conducted.
Whether teaching/learning strategies, elements of self-directed learning, and motivational strategies were
adequately provided.
Whether learning contents, organization, level of difficulty, and study load were adequately selected.

TaBLE 6: Results of the 2nd round Delphi study on the adequacy of evaluation items by content type.

Structure . . .

comprehension Procedure learning Equipment experiment

Evaluation area and item M CVR N M CVR N M CVR N
Activeness 2.72 -0.44 5 (18) 3.33 0 9 (18) 4.89 1 19 (19)
Satisfaction 428 056 14 (18) 426 047 14 (19) 458 089 18 (19)
Learning area Flow 328 -0.11 8 (18) 4 0.58 15(19) 4.63 0.89 18 (19)
Interactivity 3.28 0.11 10 (18) 4.11 0.47 14 (19) 4.79 1 19 (19)
Learning effects 378 022 11(18) 45 078 16(18) 468 079 17 (19)
Presence 322 -0.11 8(18) 356 022 11 (18) 479 1 19 (19)
Media area Usability 3.74 0.37 13 (19) 4.26 0.68 16 (19) 4.89 1 19 (19)
Manipulability 333 -022 7(18) 384 037 13(19) 453 079 17 (19)
Content design 4.68 0.89 18 (19) 4.68 0.89 18 (19) 4.84 1 19 (19)
Content design area  Teaching/learning strategies  4.42 0.68 16 (19) 4.74 1 19 (19) 4.74 0.89 18 (19)
Learning contents 4.42 0.68 16 (19) 4.47 0.79 17 (19) 4.5 0.89 17 (18)

TaBLE 7: Construction of finalized evaluation areas and items by content type.

Content type

Content design

Teaching/learning strategies

Content design

Area Item . . . .
Structure comprehensmn Procedure learmng Equipment experiment
Activeness v
Satisfaction v v v
Learning Flow v v
Interactivity v v
Learning effects v v
Presence v
Media Usability v v
Manipulability v
v v
v v
v v

AN NN

Learning contents




closely reveals a marked change in the number of evaluation
items that were found to be adequate. First, while only four
evaluation items were found to be adequate in the case of
structure comprehension type contents, all eleven of the
evaluation items for the equipment experiment type con-
tents were found to be adequate.

Reflecting in detail upon the results based on the eval-
uation items, the satisfaction item under the learning area
was found to be adequate for evaluating all types of VR
training contents. This indicates that in the case of the
learning area, satisfaction is the most basic and represen-
tative evaluation item for measuring learners’ response to
VR training contents. Furthermore, items such as flow,
interactivity, and learning effects were found to be adequate
for the evaluation of procedure learning type and equipment
experiment type contents. On the contrary, the activeness
item was found to be adequate only for evaluating equip-
ment experiment type contents, where responses to the
operation of contents were emphasized.

The media area demonstrated the most marked variation
in adequacy depending on the type of contents. Usability,
which was found to be adequate for the evaluation of the most
types of contents, included procedure learning type contents
and equipment experiment type contents. This highlights the
need for media characteristics of VR training contents to
crucially consider the ease of use on the part of the learner
who will be actually using the contents. On the other hand,
items such as presence and manipulability were found to be
adequate only for the evaluation of equipment experiment
type contents. This suggests that in cases where the aim of VR
training extends beyond simple comprehension or experience
and includes mastery, there is a need to sufficiently consider
factors such as the content’s presence or manipulability.

Finally, the three evaluation items under the content design
area were found to be adequate for all types of content. This
implies that there is a need to consider the basic characteristics
of the contents in developing/implementing them, regardless
of the type of content.

5. Conclusions

This study was conducted with the aim of developing items
for evaluating VR training contents and exploring means for
improving their efficacy, by extracting the factors that in-
fluence the educational efficacy of mobile-based VR training
contents. The adequacy of the evaluation areas and items
that were extracted through the analysis of previous liter-
ature was assessed through Delphi surveys conducted with
experts in each field, and the results thereof were used to
derive the evaluation items.

In view of this, some points need to be taken into
consideration when utilizing this evaluation tool. First, it
should be considered that this tool was constructed such that
the items would be selected depending on the type of content
to be evaluated. It will be adequately utilized as a tool for
assessing the contents’ characteristics as a learning tool and
for providing feedback. Thus, when utilizing this evalua-
tion tool, it would be appropriate to set it up by selecting
evaluation items that suit the type of content.
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Second, as a feedback tool for the development and
implementation of contents, the evaluation tool presented
here could aid in guiding improvements to the contents
depending on the evaluation results across each area. By
examining the degree of content acceptance across the areas
of learning, media, and content design, it would be possible
to suggest improvements for each evaluation area.

Third, the results obtained from this evaluation tool may
provide guidelines for the design and development of content.
For instance, in the case of structure comprehension type
content, motivational factors relevant to the experience of
learning effects should be prioritized within the learning area,
while in the case of equipment experiment type content,
consideration must be given to all evaluation items. This is
because the virtual experiments may include factors such as
structure comprehension as well as procedure learning.

In this study, we assessed the adequacy of evaluation
areas and items depending on the type of content. Further
studies should extend beyond the assessment of adequacy by
also considering the weights assigned to the evaluation areas
and items for each type of content. This would allow for the
establishment of more concrete standards and evaluation
factors for content development.
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Teaching robotics is a challenge in many universities due to the mathematics concepts used in this area. In recent years, augmented
reality has improved learning in several engineering areas. In this paper, a platform for teaching robotic arm manipulation
concepts is presented. The system includes a homemade robotic arm, a control system, and the RAR@pp. The RAR@pp is focused
on learning robotic arm manipulation algorithms by the detection of markers in the robotic arm and displaying in real time the
values based on the data obtained by the control system. Details on the design of the platform are presented, and the related results
are discussed. Experimental data about the usability of the application are also shown.

1. Introduction

In the last decade, Information Technologies and Commu-
nication (ITC) have spread to all areas of the society. An
example of this is the area of learning. The constant changes in
the traditional methodology of teaching seek more productive
methods, with the goal to improve the learning experience and
increase the intellectual level of the students. Currently, the use
of mobile devices has continuously been increased. The growth
in the demand for cell phones and tablets is due to the
evolution of technologies and the implementation of many
functionalities. One of the new technologies in development is
augmented reality (AR). This technology allows the co-
existence of real and virtual objects in the same environment.

Among the different qualities of reality, technology in-
creased its adaptability to a high number of scenarios.
Augmented reality, due to its portability and usability, may
be implemented in various equipment such as personal
computers, mobile devices, and smartphones, among others.

Besides, reality technology can be combined with other
techniques to enrich the applications, emerging thus a tool to
improve the teaching-learning process inside the classroom
and laboratories [1]. An area with the potential to implement
technology augmented reality is that of robotics since there
are issues that require a 3D perception [2]. Nevertheless,
traditional teaching methods make use of material didactic in
2D, which makes it difficult to understand these themes. For
this reason, the present work shows the implementation of
a robotic platform equipped with augmented reality tech-
nology. The purpose is to achieve in an educational setting an
understanding of robotics topics which are more interactive.

In this work, a platform for teaching robotic arm
manipulation concepts is presented. The system includes
ahomemade robotic arm, a control system, and the RAR@
pp (Robotics through Augmented Reality Application).
The RAR@pp is focused on learning robotic arm ma-
nipulation algorithms by the detection of markers in the
robotic arm and the real-time visualization of the angles of
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each articulation of the homemade robotic arm using
augmented reality. These angles are obtained from the
robot based on the data obtained by the encoders of each
motor and transmitted to the RAR@pp using Bluetooth
communication. These applications allow students to
send value to the robotic arm and visualize in real time
the response of the arm to the com mands using the RAR@
pp- This application is specifically designed for mecha-
tronics, information technology, and manufacturing
undergraduate programs. The incorporation of aug-
mented reality technology into the mobile application
allows real-time viewing of joint angles through virtual
objects corresponding to the real angles in the physical
platform. The robotic platform is programmed with
a reference profile using a desktop application. And by
means of a Proportional Integral Derivative controller
applied to each joint, it is possible that the robot follows
the provided trajectory, allowing the joints to reach the
required angles. This paper is structured as follows. In
Section 2, a concise review of the state of the art is given.
In Section 3, the design and implementation of the
proposed system is described. In Section 4, the experi-
mental setup and results are described. Finally, in Section
5, final recalls are established, and future work is outlined.

2. State of the Art

Nowadays, augmented reality represents a potential solution
to problems in several areas such as robotics [3], teaching
[4], mobile apps [5], or medicine [6]. For instance, Clemente
et al. [7] proposed an improvement in sensing feedback of
a robotic hand by visual elements. Although other options
are typically used as sensors in prostheses such as vibro- or
electrotactile stimulations, one advantage of AR imple-
mentation is the increase in sensibility resolution and eas-
iness to adapt in the real world. Medical procedures could
also be benefited of AR and robotics combination. In [8],
a robotic system was proposed for treatment of tumors with
the ablation technique. AR implementation helped to in-
crease precision and consistency, which could be reflected in
better medical outcomes. Augmented reality can also be used
for safety purposes. Quercioli [6] developed a new approach
to visualize lasers without any risk to eye damage. The
mechanism consists of a modified smartphone camera
without the infrared filter and a Google cardboard-type
viewer. The system was successfully implemented to ob-
tain real-time images of a Nd:YAG laser and a Ti:sapphire
oscillator, both at near-infrared emission which is widely
used in medical procedures.

In [2], a desktop application named Build-A-Robot was
developed to help students to understand the forward ki-
nematics of serial robots arms. The app improves the vi-
sualization and configuration of a 3D robotic arm in
a controlled (virtual) environment. Jara et al. [9] developed
an e-learning system based on a robotic platform and
a graphical user interface with an integrated AR module.
This platform can be used to control a robot arm through the
Internet. The system is capable of planning a path remotely
utilizing augmented reality.
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In a work oriented to improve students learning, Ibaiez
et al. [10] developed an electromagnetism experiment using
augmented reality (AR). Questions associated with funda-
mental topics, for example, Coulomb’s law, electric field, and
Ohm’s law, were prepared. A test was carried out in high
school students comparing a web-based tool and the AR app
in an experimental/control group. Although results showed
that the students’ outcomes were statistically similar in both
cases, the motivation to study was better for the AR app. This
factor is also mentioned, along with creativity by Wei at al
[4]. This is a very interesting finding since the students’
attitude is fundamental during the learning process. Higher
education also has a big potential to implement augmented
reality as a learning tool. Martin-Gutiérrez et al. [11] de-
veloped an app for training students in real electrical labs
using AR. One advantage of this work is that it was designed
to promote independent as well as collaborative work in
laboratories, which could be helpful mainly in engineering
environments.

AR has significant growth potential in advanced
manufacturing developments; for example, Ni et al. [12]
created the haptic robot for programming welding paths.
The main advantages of this prototype were a user-friendly
interface and the possibility to improve this work through
seam tracking sensors. In another work related to pro-
gramming, Collett and MacDonald [13], design a system to
test AR debugging.

Speed of processing is a main concern in mobile ap-
plications. Ruan and Jeong [14] proposed and implemented
the substitution of traditional markers that elaborated with
ARToolkit [15] for the Quick Response (QR) code in an AR
system. A related work of applying QR to AR apps was
developed by Kan et al. [16]. Barcode has also been used in
combination with AR for commercial purposes [17]. AR had
also been used for broadcasting enhancement as mentioned
by Yan and Hu [18] which in general depends on AR display,
AR tracking, and robotic AR broadcast.

3. Proposed System

In this section, the proposed system is described. The system
includes three main components: a homemade physical
robotic platform, a 2 DoF robotic arm, and the required
hardware for moving the robotic arm, including a control
module which receives signals from desktop application and
sends back the angles obtained by the encoders of the robotic
arm. The second component is the desktop application,
focused on allowing students to prototype different control
algorithms, and the last one is the RAR@pp, for the visu-
alization of the angles in real time.

The dataflow of the proposed system is shown in Figure 1.
The details of each component are described below:

(1) The desktop application sends commands to the
robotic arm control using a USB serial protocol.

(2) The robotic arm control sends back the angles
of each articulation, and these angles are used
for plotting a comparison graph between desired
and real path. The robotic control generates the
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FIGURE 1: Main components and dataflow of the proposed system.

movement commands for each articulation, based
on the information obtained from the desktop
application.

(3) The mobile application sends a connection request
to the robotic arm using a Bluetooth channel. The
robotic arm receives this request and grants the
connection. Once the connection is established,
the mobile application identifies the markers located
in the robot arm and sends a request to the robotic
arm controller.

(4) Each robot articulation has a marker. In this specific
case, due to the design of the robotic arm, only two
markers were used, but this design can be extended
to robotic arms with more than two articulations.

(5) The mobile application receives the degree of each
articulation and displays them using a virtual degree
protractor.

3.1. Main Blocks of the Desktop App. The desktop application
is designed for sending commands to the control system of
the robotic arm using a serial USB connection and gets
feedback about the angle of each articulation. This appli-
cation was developed using Matlab/Simulink®, and the
position of each articulation was independently pro-
grammed using a proportional-integral-derivative (PID)
control. The desktop application also allows the user to
perform simulation and generates comparison plots between
real and desired trajectory, taking as input the times and
angles for each articulation.

3.2. Main Blocks of the Control Module. In Figure 2, a flow
diagram including the software routines of the control
module is shown. These software modules are hosted on an
Arduino board, with an HC-05 Bluetooth shield. Each one of
these modules is described below:

(i) Configuration routine. This module establishes the
configuration parameters of both serial connections
(Bluetooth and USB), the transfer speeds, and the
pin modes required for external communication.

[

FI1GURE 2: Main blocks of the robotic arm control module.

(ii) Connection request manager. This module detects if
there is at least one connection request by the
mobile application or by the desktop application.

(iii) Get base angle routine. This module translates the
lecture obtained by the encoder located in the base
articulation to digital values in order to gener-
ate the angle of the base. This angle is sent to the
mobile application using the previous Bluetooth
connection.

(iv) Get arm angle routine. This module translates the
lecture obtained by the encoder located in the arm
articulation to digital values in order to generate
the angle of the arm. This angle is sent to the
mobile application using the previous Bluetooth
connection.



3.3. Main Blocks of the Mobile App. The main blocks of the
mobile application are shown in Figure 3. The details of each
block are described below:

(i) Wireless connection module (WCM). This module
must allow users to detect if any compatible robot
arm Bluetooth connection is available. If it is the
first time connection, this module asks the user for
linking the device with the platform. Once the
platform has been linked, the module is ready to get
data from the platform to the application, activating
the rest of the application functionalities.

(ii) Image acquisition module (IAM). This module
serves as a bridge between the physical sensor and
the application. The IAM accesses the camera buffer
for accessing the image obtained by the camera
Sensor.

(iii) Marker localization module (MLM). This module
obtains the input video from the IAM and performs
the marker localization using the previously ob-
tained data in the training phase for the specific
markers located in the platform. Once the marker
has been located, then the obtained coordinates are
stored and sent to the ARIM.

(iv) Articulation degree module (ADM). This module
performs the articulation degree requests depending
on the located marker by the MLM. The WCM
returns the angles for each located marker and
passes to the ARIM.

(v) Augmented reality integrator module (ARIM). This
module takes as input the dimensional localization
of the marker obtained by the MLM and the degree
of each marker obtained by the ADM and generates
the final image where the protractor with the ob-
tained angles is overlaid on the image obtained by
the IAM. Finally, this image is shown to the user on
the device screen.

4. Experimental Setups and Results

4.1. Hardware Tools
(i) Two 12V DC motors with optical encoders.

(ii) A L298N dual H-bridge motor driver.
(iii) A 12V 10 A power supply.
(iv) A HC-05 Bluetooth module for communicating

Arduino via Bluetooth communication with the AR
application.

(v) An Arduino ONE device for hosting the commu-
nication modules.

(vi) Homemade robotic arm designed using Solid-
Works® and built using material form local providers.
The SolidWorks design is shown in Figure 4(a), and
the final design is shown in Figure 4(b).

(vii) A mobile device with back camera and Bluetooth
adapter. In this device, the developed application is
deployed, and several tests were performed in order
to validate the localization of the markers and
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image visualization. The proposed application has
been validated on devices with several Android
versions. In Table 1, a list of devices used and its
specifications used for testing the proposed appli-
cation are shown. The application worked without
problems in the listed devices.

In Figure 5, connections required among the Arduino
board, the driver, and the power source are shown. The
Arduino board hosts the control module and sends com-
mands to the motor driver, and each motor is connected to
the dual motor driver. The Arduino board receives com-
mands for the robot arm from the desktop application
through USB connection, and the angles of each arm ar-
ticulation are sent to the mobile application using Bluetooth
USB connection.

4.2. Software Tools. The desktop application was developed
using Matlab and Simulink, on a desktop computer with
Windows OS.

The mobile application was developed using Android
Studio IDE with Android Studio SDK and Java SE Devel-
opment Kit. The modules of the application were written in
Java. In addition, ARToolkit was used for the marker rec-
ognition and integration of virtual and real objects in live
capture obtained by the camera sensor of the device [15].

4.3. Designed Application. In Figure 6, the base (Figure 6(a))
and arm (Figure 6(b)) markers are shown. These markers
were used for training the ARK toolkit classification model
for its recognition.

In Figure 7, the desktop application and the mobile
application are shown.

In Figure 8, two frames of the obtained angles of each
articulation and its visualization in the APP are shown. From
the obtained images, it is possible to conclude that the
recognition of each marker is performed successfully, and
the display of the protractor with the obtained angles is
visible in each of the tested angles.

4.4. Time and Angle Results. In order to verify the alignment
precision of the two axes (base and shoulder), measurements
were carried out using Matlab. Figure 9(a) shows results
from base angle trajectories, where the position error ranges
from 0.75° to 3.8". In the case of shoulder axis (Figure 9(b)),
variations are from 0.08" to 7.28°. These variations could be
reduced by using some control strategies. With respect to
time lag between sending the instructions and the display of
the response, a delay from 1 to 2 seconds was observed in the
experiments.

5. Final Recalls and Future Work

In this paper, an approach for teaching robotic arm ma-
nipulator concepts was proposed. The system includes
a homemade robotic arm, a control system, and the RAR@
pp- The RAR@pp is focused on learning robotic arm ma-
nipulation algorithms by the detection of markers in the
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FIGURE 4: Design and realization of the robotic arm: (a) robotic arm design with SolidWorks; (b) robotic arm prototype.

TaBLE 1: Devices utilized for testing the proposed application.

Device Processor RAM Android version
Galaxy S2 Dual-core 1.2 GHz Cortex-A9 1GB 4.1
Galaxy S4 Dual-core 1.7 GHz Krait 300 1.5GB 5.0.1
Polaroid Tab Dual-core 1.0 GHz Broadcom 21663 1GB 422
Galaxy Tab 4 Quad-core 1.2 GHz Marvell PXA1088 3GB 5.0.2
Galaxy Tab 10.1 Quad-core 2.3 GHz Krait 400 3GB 5.1.1

LG G3 Stylus Quad-core 1.3 GHz Cortex-A7 1GB 5.0.2
Motorola Moto G Quad-core 1.4 GHz Cortex-A53 1GB 5.1.1
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FIGURE 5: Integration of the components of the control module.
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FiGUre 6: Marker for the robot arm articulations and localization of each market by the AR demo: (a) base articulation marker; (b) arm

articulation marker.

robotic arm and the real-time visualization of the angles of
each articulation of the homemade robotic arm using
augmented reality. These angles are obtained from the robot
based on the data obtained by the encoders of each motor
and transmitted to the RAR@pp using Bluetooth commu-
nication. This application allows students to send configu-
ration parameters to the robotic arm and visualize in real
time the response of the arm to the commands using the
RAR@pp. The application was tested in a large number of
mobile devices, including smartphones and tablet devices.

The proposed platform allows capturing the student’s
attention, facilitating the understanding of complex robotics
and kinematics concepts. The implementation of a smart-
phone-based application will allow a large number of stu-
dents to access to this type of educational resources,

improving their performance and their understanding of key
concepts of robotics and kinematics.

In this work, basic techniques combining augmented
reality have been applied for the visualization of the artic-
ulation arm angles. Future work could be oriented to replace
the use of markers for the direct recognition of the shape of
the object for AR applications. The direct object recognition
capabilities could be used for working with different types of
arms and for larger degrees of freedom. Moreover, several
sensors could be added to the robotic platform in order to
expand its capabilities. For example, current sensors could
be used to visualize the effect of torque in the axis motors.
Implementation of pressure sensors in an end effector or
inertial sensor to study the device behavior could also been
implemented. It also can be added to the RAR@pp the
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FIGURE 7: Integration of the components of the proposed system: (a) robotic arm and desktop application for monitoring; (b) mobile
application and its interaction with the robotic arm.
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capability to display information about motor’s temperature
and the measurement of execution time for a specific task.
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