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Fifth generation (5G) mobile communications have many aspects of services, including the one by the technology of Internet of
things (IoT). To support the diverse service types of IoTapplications, heterogeneous requirements for massive connectivity and
low latency are mandatory. In this paper, service group based filtered orthogonal frequency division multiplexing (FOFDM)
combined with interleaved division multiple access (IDMA), i.e., FOFDM-IDMA, is proposed in order to simultaneously
support massive connectivity and fulfill the low-latency requirements in the uplink (UL) IoT environment. ,e proposed
FOFDM-IDMA platform has two focal points: first, it enables the coexistence of various time-frequency granularities suitable
to diverse service groups, and second, it supports massive connectivity with low latency to provide reliable communications.
,us, the proposed FOFDM-IDMA framework can simultaneously support the requirements of uRLLC (ultrareliable low-
latency communications) and mMTC (massive machine-type communications) for the next-generation communication
systems. However, the 5G new radio (NR) can solely support the requirements of uRLLC and mMTC independently.
Simulation results show that the proposed FOFDM-IDMA platform performs remarkably well, compared to the conventional
scheme in the IoT environment.

1. Introduction

IoT connectivity is growing significantly faster than mobile
broadband connectivity and is estimated to reach 30 billion
connected devices by 2025 [1]. ,erefore, a large fraction of
IoT applications requires massive connectivity, wide cov-
erage, and low device costs. However, there are still some
applications that require low latency, such as tactile Internet
[2] and connected cars [3].

To meet the heterogeneous requirements of various
service types [4], Huawei proposed FOFDM scheme [5],
which is a flexible waveform to coexist with various pa-
rameter configurations. Moreover, it utilizes a filter for each
sub-band to suppress high side lobes in conventional OFDM
techniques. It is a multicarrier modulation scheme and
introduces the filtering process in the time domain.,e filter
bandwidth is designed for a certain sub-band.

IDMA is a multiple access technique [6] in which the
main principle is to distinguish the users (UEs) through
user-specific interleavers at the receiver (Rx) side. ,e ad-
vantages of IDMA are power efficiency by using low-cost
multiuser detection (MUD), suitability for wide- or narrow-
band transmission, and support for high numbers of users
with high spectral efficiency, which can definitely benefit IoT
connectivity. Also, OFDM combined with IDMA (OFDM-
IDMA) [7] is proposed to adopt most of the benefits from
both techniques. Unlike the contributions on resource al-
location [8–13] and power control schemes [14–16] for
cellular networks and the work on drone sound recognition
[17, 18], this paper addresses the service group based
FOFDM-IDMA platform to support massive connectivity in
the uplink IoT environment.

In this paper, service group based FOFDM combined
with IDMA (FOFDM-IDMA) is proposed, which enables
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the coexistence of various time-frequency granularities
suitable to diverse service groups, and it supports massive
connectivity with low latency to provide reliable commu-
nications in the IoT environment. In addition, the proposed
FOFDM-IDMA framework can simultaneously support the
requirements of uRLLC and mMTC for the next generation
communication systems. However, the 5G NR can only
support the requirements of uRLLC and mMTC
independently.

,e remainder of this paper is organized as follows:
Section 2 introduces the conventional OFDM-IDMA
scheme. In Section 3, the details of the proposed service
group based FOFDM-IDMA platform are provided, and the
frame structure of the IoT environment is designed. ,e
simulation results are discussed in Section 4, and we con-
clude the paper in Section 5.

2. Conventional OFDM-IDMA Scheme

Figure 1 shows the block diagram of the OFDM-IDMA
transceiver structure in the uplink for user k. At the
transmitter, information bits dk for user k are first encoded
by the encoder (ENC) module and are then spread by a
length S spreading sequence. Afterwards, the chips within
the spread data sequence 􏽥ck are interleaved by a user-specific
interleaver, πk􏼈 􏼉. ,en, the resultant signal xk is modulated
and mapped onto subcarriers by inverse fast Fourier
transform (IFFT). After cyclic prefix (CP) insertion, the
serial symbols in time domain 􏽥xk are transmitted through
the multipath fading channel.

At the Rx side, the received signals represented in
equation (1) go through the inverse process of OFDM
modulation before the MUD procedure.

r(j) � 􏽘
K

k�1
􏽘

L

l�0
hk,l􏽥xk(j − l) + n(j), j � 1, . . . , J + L − 1.

(1)

We write

r(j + l) � hk,l􏽥xk(j) + ζk,l(j), (2)

where hk,l is the channel impulse response for user k with
channel length L, n(j) is the additional white Gaussian noise
(AWGN), and ζk,l(j) � r(j + l) − hk,l􏽥xk(j) is the interfer-
ence from other UEs to user k and the AWGN.

Elementary signal estimator (ESE) is applied to perform
the chip by chip interference cancellation for each sub-
carrier.,e inputs of the ESE consist of the received signal in
equation (2) and log-likelihood ratio L

(in)
ESE,k [6]. Log-likeli-

hood ratio L
(in)
ESE,k is given by the decoder in the previous

iteration and will be used to reestimate the transmitted signal
in order to perform interference cancellation in the next
iteration. ,e output of ESE L

(out)
ESE,k is soft information after

interference cancellation, and the deinterleaved version
L

(in)
DEC,k through π− 1

k is fed into the a posteriori probability
(APP) decoder (DEC) module. ,e DEC despreads L

(in)
DEC,k

and spreads the sequence again and then subtracts
L

(in)
DEC,k, giving rise to L

(out)
DEC,k. L

(out)
DEC,k is interleaved again and

fed into the ESE. ,e ESE and the DEC perform a turbo

process iteratively until the refined decoded bits are obtained
in the final iteration.

3. Service Group Based FOFDM-IDMA
Platform for IoT Connectivity

In this section, a multiuser system of service group based
FOFDM-IDMA platform for IoT connectivity in the uplink
is proposed. ,en, the dedicated parameters are configured
to support diverse service groups according to latency
requirement.

3.1. SystemModel for the Service Group Based FOFDM-IDMA
Platform. Figure 2 shows the block diagram of the service
group based FOFDM-IDMA platform as depicted for
user k in service group g. ,e IDMA encoder and de-
coder processes are the same as in the conventional
OFDM-IDMA scheme, but the difference is that an al-
ternative waveform of FOFDM is applied, taking ad-
vantage of scalable numerology, such as various
transmission time intervals (TTI) and subcarrier spacing
in the communication systems in order to meet various
requirements of IoT applications. Moreover, this scheme
can overcome typical OFDM weak points through a sub-
band filter [19], including high peak-to-average power
ratio (PAPR) and high side lobes in the frequency
domain.

,e transmitted signal is represented as

􏽥x
(g)

k � 􏽘
B

i�1
F

(g)

k,i · V
(g)

k,i · x
(g)

k,i , (3)

where x
(g)

k,i is the modulated symbol, V
(g)

k,i is the IFFTmatrix,
and F

(g)

k,i is the sub-band filter of the ith sub-band with total B

sub-bands for user k in group g.
,en, the received signal can be represented as

r(j) � hk,l􏽥x
(g)

k (j) + ζk,l(j), (4)

where ζk,l(j) is the distortion (including interference from
other UEs and AWGN) in r(j)with respect to user k and can
be approximated as a Gaussian variable according to the
central limit theorem.

,erefore, the operational procedure for the service
group based FOFDM-IDMA platform can be described in
the following steps, considering that users are required to be
served in the uplink.

Step (1). User Grouping:

Group the K UEs to be served in Gmax subcategories
G(g)􏼈 􏼉, g≤Gmax, where Gmax is the total number of
service groups.

Step (2). Assigning Parameter Configuration

Assign the predefined parameter configuration
suitable to the gth service group, G(g), to apply to
user k.

Step (3). FOFDM-IDMA Tx Side Processing
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All K UEs belong to their relevant service groups with
their specific predefined parameter configurations and
perform IDMA encoding and FOFDM modulation
procedures, as shown in Figure 2.

Step (4). FOFDM-IDMA Rx Side Processing
After the FOFDM demodulation procedure at the Rx
side, MUD is performed by the ESE and DEC
modules. ,e output of the ESE can be represented as

ENCdk ck ck xk xk

ζk,l (j)
yk

~~
Spreader Symbol

mapper IFFT CP
insertion

MP channel

CP
removalFFTSymbol

demapperESEDEC

+

MUD procedure

πk

πk–1

πk

LESE,k
(out)

LDEC,k
(out) LESE,k

(in)

LDEC,k
(in)

dk


Figure 1: Block diagram of OFDM-IDMA transceiver in the uplink for user k.

ENC Spreader Symbol
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CP
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MP channel

DECESE

+
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CP
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+
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(user k)

IDMA
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FOFDM
modulator
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IDMA 
encoder
(user k)

...

...

.........

.........

dk
(g) ck

(g)

(g)IFFT Vk,1

(g)Subband filter Fk,1

(g)IFFT Vk,2

(g)Subband filter Fk,2

(g)IFFT Vk,B

(g)Subband filter Fk,B

xk
(g)ck

(g)~

~xk
(g)

(g)Subband filter Fk,2
~ (g)Subband filter Fk,B

~(g)Subband filter Fk,1
~

(g)FFT Vk,1
~ (g)FFT Vk,2

~ (g)

(g)

FFT Vk,B
~

πk

ζk,l (j)
r (j)

dk


CP
removal

CP
removal

LESE,k
(out,g)

LESE,k
(in,g) LDEC,k

(out,g)

LDEC,k
(in,g)

πk–1

πk

Figure 2: Block diagram of the service group based FOFDM-IDMA transceiver.
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Also, the functions of the DEC module can be repre-
sented as

L 􏽢d
(g)

k􏼒 􏼓 � 􏽘
S

i�1
Sk(i)L

(in,g)

DEC,k,

L
(out,g)

DEC,k � Sk(i)L 􏽢dk􏼐 􏼑 − L
(in,g)

DEC,k,

(6)

where Sk is the spreading code for user k.
Finally, the mean and variance of the transmitted signal

are estimated by the ESE as

E 􏽥x
(g)

k (j)􏼐 􏼑 � tanh
L

(in,g)

ESE,k

2
⎛⎝ ⎞⎠,

Var 􏽥x
(g)

k (j)􏼐 􏼑 � 1 − E 􏽥x
(g)

k (j)􏼐 􏼑.

(7)

It is noted that in Step 1, user k is grouped into the gth

group, G(g), according to the service requirement, and then
in Step 2, a suitable parameter configuration is assigned to
the service group. In Step 3, IDMA encoding and FOFDM
modulation are performed. Hence, the first three steps show
the flexibility of the FOFDM platform to enable the coex-
istence of various time-frequency granularities suitable to
diverse service groups.

3.2. Frame Structure and Parameter Configuration for
FOFDM Platform. Based on Section 3.1, a dedicated frame
structure for the IoT environment is designed, and specific
parameters are configured for the FOFDM platform. For
most IoT applications, a longer TTI is required to enable
large coverage and higher spectral efficiency in order to
support massive connectivity (MC). On the other hand, a
shorter TTI for shorter round-trip latency and low overhead
for efficiently transmitting small packets are still required to
support part of the UEs with higher low-latency (LL) re-
quirement. ,erefore, in this section, a flexible frame
structure for two service types in the IoT environment is
proposed, as shown in Figure 3. In addition, it is noted that
the FOFDM platform enables various TTI and waveform
numerology because sub-band based filtering is applied, so
specific parameters are configured for the FOFDM platform,
as shown in Table 1, by splitting the IoTapplications into two
subcategories with massive connectivity or low-latency
requirement.

In Table 1, the bandwidth in long-term evolution for
machine-type communications (LTE-M) [1] is employed,
which restricts machine-to-machine transmissions to a
small amount of the available bandwidth that is orthogonal
to the broadband UEs. Parameter configuration for MC
refers to a new random access technology (RAT) for 5G with
a longer TTI and a CP longer than 10 μs. Conversely,
for low-latency service, the physical transmission should be
performed using very small packets to enable one-way

physical layer transmission within 100 μs; thus, each packet
cannot exceed a 33 μs duration because of structural addi-
tional latency, including the encoding procedure at the
transmitter and the detection and decoding procedure at the
receiver [20]. ,erefore, the 30μs symbol duration is config-
ured. And then, the value of subcarrier spacing is obtained by
taking the reciprocal of symbol duration. In addition, CP length
configuration is considered in terms of overhead, which should
be extremely small for low-latency applications [21].

4. Simulation and Performance Evaluation

In this section, we perform the simulations for the filtered
orthogonal frequency division multiple access (FOFDMA),
OFDM-IDMA, and the proposed FOFDM-IDMA with
parameter configuration for MC.

,e parameters for the waveforms are configured
according to Table 1, and a convolutional code with 1/2 code
rate followed by a length-8 spreading sequence is employed
for each UE. ,e simulation is under a multipath fading
channel applying an extended typical urban (ETU) model
[22] with mobility of 1 km/h and employing perfect channel
estimation. Ten subcarriers per sub-band are assigned, and
ten iterations for the IDMA decoder are assumed to finally
obtain the decoded bits for each UE.

,e BER performance varying number of UEs of
FOFDMA, OFDM-IDMA, and the proposed FOFDM-
IDMA schemes when (Eb/No) � 8 is shown in Figure 4.
Figure 4 shows that the BER performance gets worse with
the increasing number of supported UEs. When (Eb/No) �

8 and the number of UEs equals to 64, the BER of FOFDMA,
OFDM-IDMA, and FOFDM-IDMA is 1.9 × 10− 2,
4.83 × 10− 3, and 2.32 × 10− 3, respectively. FOFDM-IDMA
gives the best performance while FOFDMA gives the worst.
It illustrates that the waveforms with IDMA are much more
suitable to support massive connectivity.

,e BER performance of the three schemes: FOFDMA,
OFDM-IDMA with parameter configuration for MC, and
the proposed FOFDM-IDMA (including two service groups
with parameter configurations for both MC and LL) are
further investigated in (Eb/No) perspective. Eight and six-
teen UEs are assumed to share the resource. For the
FOFDM-IDMA platform, we assume a small fraction of UEs
with higher low-latency requirement, i.e., two UEs for LL,
and six UEs for MC when eight UEs are considered. In
addition, there are four UEs for LL and twelve UEs for MC
when sixteen UEs are considered. BER performances for the
three schemes are compared in Figure 5.

Figure 5 shows that conventional OFDM-IDMA gives
better BER performance, about 2.2 dB better at the target
BER of 10− 3, compared to FOFDMA, which has the worst
performance, because IDMA can potentially exploit fre-
quency diversity due to wider frequency bandwidth
employed for each user. Our proposed service group based
FOFDM-IDMA platform gives the best performance, and
the gain is 0.3 dB over the conventional OFDM-IDMA at the
target BER of 10− 3, which comes from the sub-band filter of
the FOFDM to protect neighbor UEs from interference.
Moreover, it simultaneously meets the service requirements
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for UEs in separate service groups, providing suitability with
flexible parameters.

5. Conclusions

In this paper, FOFDM-IDMA is proposed, which has the
capability of supporting massive connectivity and fulfilling

low-latency requirement when providing reliable commu-
nications in the IoT environment. Moreover, a dedicated
frame structure for the IoT environment is proposed, and
specific parameters are configured for the FOFDM platform.
In addition, the proposed FOFDM-IDMA framework can
simultaneously support the requirements of uRLLC and
mMTC for the next generation communication systems.
However, the 5G NR can only support the requirements of
uRLLC and mMTC independently. ,e simulation results
confirm that, compared with conventional OFDM-IDMA,
the proposed scheme shows 0.3 dB SNR gain at the target
BER of 10− 3. Moreover, the proposed FOFDM-IDMA
platform enables the coexistence of various time-frequency
granularities suitable to diverse service groups.
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Hardware components, such as memory and arithmetic units, are integral part of every computer-controlled system, for example,
Unmanned Aerial Vehicles (UAVs). -e fundamental requirement of these hardware components is that they must behave as
desired; otherwise, the whole system built upon them may fail. To determine whether or not a component is behaving adequately,
the desired behaviour of the component is often specified in the Boolean algebra. Boolean algebra is one of the most widely used
mathematical tools to analyse hardware components represented at gate level using Boolean functions. To ensure reliable
computer-controlled system design, simulation and testing methods are commonly used to detect faults; however, such methods
do not ensure absence of faults. In critical systems’ design, such as UAVs, the simulation-based techniques are often augmented
with mathematical tools and techniques to prove stronger properties, for example, absence of faults, in the early stages of the
system design. In this paper, we define a lightweight mathematical framework in computer-based theorem prover Coq for
describing and reasoning about Boolean algebra and hardware components (logic circuits) modelled as Boolean functions. To
demonstrate the usefulness of the framework, we (1) define and prove the correctness of principle of dualitymechanically using a
computer tool and all basic theorems of Boolean algebra, (2) formally define the algebraic manipulation (step-by-step procedure of
proving functional equivalence of functions) used in Boolean function simplification, and (3) verify functional correctness and
reliability properties of two hardware components. -e major advantage of using mechanical theorem provers is that the
correctness of all definitions and proofs can be checked mechanically using the type checker and proof checker facilities of the
proof assistant Coq.

1. Introduction

Hardware, software, and communication networks alto-
gether make systems operating in the cyberspace such as
Unmanned Aerial Vehicles (UAVs). UAVs operating in an
uncertain, potentially hazardous, remote, and dynamic
environment are extremely important but challenging to be
reliable, robust, and secure. -ese flying vehicles are cur-
rently being used in mission-critical [1], industry-oriented
[2], and Internet of -ings (IoT) [3] applications, to name a
few. To meet the high standards of safety and reliability of
UAV-based mission-critical [1] or IoT [2, 3] applications,
the UAVs in such systems must be studied and analysed
using rigorous and formal techniques. Failure or unau-
thentic use of software and hardware systems of air vehicles

can lead to human losses [4, 5] and strategic losses [6, 7].
UAV-based human environment can be manipulated and
controlled by a remote attacker using attacks such as sensor
input spoofing attack [8]. Military UAVs have been and are
currently the favourite target of attackers to gain cyber
power [9], which has recently led towards a drone war [10].

To design fault-tolerant and secure air vehicles, conven-
tional design and testing methods must be augmented with
more robust and reliable tools and techniques called formal
methods [11]. Formal methods have been successfully used to
verify collision avoidance between UAVs [12], certify UAVs
within civil airspace [13], and design resilient UAV systems
[14]. As the security and reliability of UAVs depend upon the
security and reliability of individual components, their cor-
rectness must be ensured in the design phase. In addition to
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UAVs, the formal framework presented in this paper is equally
applicable to any other computer system such as sensor
networks [15–17] and hardware components, such as flash
memory, of such systems [18]. In this paper, we address the
formal specification and verification of hardware (logic)
components, such as memory units and adders, designed at
the logic gates level using Boolean algebra. -is makes our
formal model extremely important in the domain of critical
system design in general and in UAVs in particular.

Boolean algebra [19] is the basic logic tool for the analysis
and synthesis of (models of) logic circuits. -is connection
between Boolean algebra and logic circuits was established by
Claude Shannon [20]. While different computer tools [21–25]
and mathematical techniques [26, 27] are available to ma-
nipulate logic circuits modelled as Boolean functions, it must
be ensured that such tools and techniques do not alter the
intended interpretation (behaviour) of these circuits. To verify
that the behaviour of the digital circuit (modelled as Boolean
function) after the analysis is symmetric to the original be-
haviour, the Boolean function before the mathematical ma-
nipulation must be proven to be functionally symmetric to the
function after the manipulation. -is property of digital cir-
cuits is often referred to as functional equivalence [28].
Common examples of manipulation are mathematical ma-
nipulation [29], Karnaugh map [26], and tabulation method
[27] used for the Boolean functions.

Boolean algebra is one of the most widely used math-
ematical techniques to model and analyse logic circuits. In
the electronic design flow, the initial circuit design is often
described at system level in high-level languages (e.g.,
MATLAB and C) and translated to register-transfer logic
(RTL) representation in a description language (e.g., Verilog
and VHDL) using high-level synthesis (hardware compilers)
tools.-e RTL representation of the circuit is transformed to
gate-level representation (often as Boolean functions) using
logic synthesis tools, which is finally fabricated to produce
physical layout of the circuit. -e gate-level representation
described as Boolean functions is commonly used in tech-
niques and frameworks [30–33] and in classrooms for the
design and analysis of simple logic circuits [29].

1.1. Research Challenges. Boolean functions or logic circuits
described as Boolean functions are normally manipulated
through the error-prone pen-and-paper method using the
basic theorems and postulates of Boolean algebra. To the best
of our knowledge, neither the algebra nor the mathematical
manipulation process has been formally defined in an in-
teractive theorem prover and hence their correctness cannot
be checked mechanically. -ere is no guarantee that the
principle of duality indeed holds, the mathematical ma-
nipulation carried out is correct, or the logic circuits (de-
scribed as Boolean functions) optimized for size, efficiency,
and cost-effectiveness using K-map [26] or tabulation [24]
methods are behaviourally symmetric.

1.2. Solution Overview. In order to formally reason about
Boolean algebra and verify the correctness of digital com-
ponents described at gate level as Boolean functions, we

define a formal model of the Boolean algebra using the
calculus of construction in theorem prover Coq. -e formal
model of Boolean algebra defined enables one to define and
prove all the basic theorems as well as the principle of
duality. We extend our formal model of the Boolean algebra
to represent combinational circuits. To assess the efficacy of
our formal model, the proof facility of Coq is used to carry
out proof of correctness of gate-level combinational circuits
and reason about Boolean algebra. Among other numerous
advantages (Section 2) of computer-aided verification using
interactive theorem prover are the following: (a) all the
formal definitions and proofs can be defined in the com-
puter, and (b) the correctness of the proofs can be auto-
matically checked by the computer [34].

-e formal approach for checking correctness of Bool-
ean functions and digital circuits is described in Figure 1.
Formal models of the digital circuit under verification and
the properties of interest as theorems are fed into an ITP
engine (Coq system, in our case) and a formal proof that the
(model of the) circuit holds the properties is carried out
interactively. A proof engineer guides the tool by providing
it proof commands, which becomes part of the proof script if
accepted by the tool. -e correctness of the proof script is
automatically checked using the tool.-e formal verification
in Coq using the proposed formal model is demonstrated in
Section 6 by proving equivalence, reversibility, and type
safety properties of multiple circuits. In this context, the
major contributions of this paper are the following:

(i) A computer-based mathematical model for de-
scribing and reasoning about Boolean functions and
gate-level combinational circuits is defined. Our
formal model is novel as it enables, in addition to
Boolean algebra and basic theorems, defining the
principle of duality and logic circuits in a computer-
based theorem prover. Furthermore, the model
together with the basic theorems allows one to
mechanize the mathematical manipulation process,
which can be checked correctly using computer.

(ii) Formal proofs of the principle of duality and basic
theorems of Boolean algebra are carried out. In the
literature, there is no computer-based proof of validity
of the principle of duality and proof of basic theorems
listed in most popular books such as [29, 36].

(iii) Formal proofs of equivalence and reversibility of
multiple combinational circuits are carried out. To
reduce the propagation delay in a multibit adder, a
look-ahead carry generator circuit is added using a
step-by-step process; however, there is no proof that
it does not alter the intended behaviour of the adder.
We formally prove that the look-ahead carry gen-
erator preserves the functional behaviour of the
adder.

(iv) -e performance of the Coq theorem prover over
our model is evaluated.

-e rest of the paper is organized as follows. In the next
section, the significance of interactive theorem proving is
highlighted. -e tool Coq theorem prover and Boolean
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algebra are introduced in Section 3. -e formal model based
on Boolean algebra is defined in theorem prover in Section 4.
Boolean algebra and logic circuits are reasoned about in
Sections 5 and 6, respectively. Our formal model is evaluated
and results are discussed in Section 7. A critical review of the
related work is given in Section 8 and Section 9 concludes
the paper. All the Coq source codes are available from
our GitHub repository at https://www.github.com/wilstef/
booleanalgebra.

2. Why Interactive Proof Assistant?

A common approach to check the two circuits (represented
as Boolean functions) for functional equivalence is to ex-
tensively simulate them against many inputs and compare
the results. Simulation-based testing is the most popular
approach in industry because it is easy to use; however, it
fails to ensure absence of faults in the system. Furthermore,
simulating systems with large inputs are not computa-
tionally feasible; for instance, simulating a 256 bit memory
chip would require testing it for 2256 possible inputs. An-
other approach to check correctness of the digital circuits in
general, or equivalence checking in particular, is to use
formal methods based on computer-based mathematical
tools and techniques. -e prevailing advantages of formal
tools and techniques are that they are rigorous and com-
puter-aided and can be used to formally prove properties for
all the possible inputs. Moreover, formal methods based
techniques can be used to ensure the absence of faults in the
system.

According to a recent survey [35], most of the formal
verification methods and tools are based on model checking
and automated theorem provers that are restricted by well-
known state and memory explosion [37, 38] problems.
Formal verification using model checking is popular in
industry [39, 40] and well-studied domain by the research
community [40–42]; however, the focus of this paper is on
interactive theorem proving (ITP) [43–45] approach. In the
ITP-based formal approach, a proof engineer guides a
computer-based proof assistant, such as Coq and Isabelle/
HOL [45], by providing proof commands during the proof
process. -e ITP-based formal verification, also referred to
as semiautomatic approach, combines the strengths of
manual and automated proofs. -is semiautomatic ITP
approach requires expertise and skills; however, it has been
used in the past for investigating large case studies [46]. In

automated theorem proving, it is hard to get insights when a
proof attempt fails, while ITP forces the designer to pay
attention to even the minor details. -is results in under-
standing the system under study more precisely.

-e conventional mathematical proofs on pen and paper
(informal) are error-prone and difficult to manage large and
complex proofs. Computer-aided verification, on the other
hand, is an effective, efficient, and rigorous way of formal
specification and verification. Automated theorem provers
are widely used in industry as they automatically create
proofs without requiring human effort; however, they face
problems such as state explosion [37, 38]. Human-assisted
theorem provers, on the other hand, require human support
to carry out mathematical proofs. A proof engineer guides
the theorem prover by providing proof commands and
interactively creating proofs. Coq is one such popular in-
teractive proof assistant considered for defining our formal
framework.

Mathematical proofs carried out in a human-assisted
theorem prover are more organized because of the following
reasons: (i) inmechanized theorem prover (such as Coq), the
proofs can be divided into modules (to make proof handling
easy); (ii) lemmas/theorems already proven can be easily
invoked and applied; (iii) the Coq Language of Tactics (Ltac)
can be used to combine complex set of proof commands
(tactics) in a single tactic; (iv) the proofs can be read and
checked by the computer using a proof checker; (v) a new
proof can be opened inside an existing unfinished proof; (vi)
large proof scripts can be checked for unproved lemmas just
by using a single Coq command; and so on. In summary, the
proofs in proof assistants such as Coq are more organized as
compared to pen-and-paper proof methods and the cor-
rectness of the proof scripts can be checked by the computer.

3. Background

To mathematically prove the properties of Boolean algebra
and verify correctness of digital circuits using computer, the
algebra must be defined in the logic of a mechanical
(computer-readable) proof assistant such as Coq. Such a
formal definition of Boolean algebra is given in Section 4. To
understand the formal definition, the Boolean algebra and
the formal tool Coq used are introduced in this section. For
an in-depth understanding of circuit modelling using
Boolean algebra and Coq theorem prover, the readers are
recommended to refer to books [29, 47], respectively.

3.1. Coq Proof Assistant. Coq [44] is an interactive theorem
prover based on the calculus of inductive construction. It is
available with a language of specification called Gallina, a
type checker and a proof checker.-e language, type checker
and proof checker are used for creating formal specifications
of the systems under test, checking the specifications for type
errors, creating and checking formal proofs, respectively. To
understand formalizing and proving systems using inter-
active theorem prover, we define a simple system of numbers
using the proof assistant Coq and then give reasoning about
the system.

Boolean function
or

Digital circuit

Theorem
Theorem

Theorem

ITP engine Proof
construction 

Figure 1: Formal verification of Boolean functions and digital
circuits [35].
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We begin with formally defining numbers inductively as
data type Nat using the Coq keyword Inductive with two
constructors for generating elements of the type Nat (lines
1–3, Listing 1). -e definition Nat in this listing states that O
(for 0) is Nat and if n is Nat, Succ n is also Nat. -e first
constructor has no argument and simply states that O is a
member of type Nat. -e second constructor Succ has one
argument of type Nat which states that S followed by a Nat
(the Nat on left of the arrow) is also a Nat (the Nat on right
of the arrow). -e term Succ (Succ (Succ O)), for ex-
ample, is a Nat that corresponds to number 3.

To operate on numbers, we define a recursive function
Add (lines 5–9) to add values of type Nat. -e function
returns the second argument m if the first argument is O;
otherwise, it returns Succ (Add n′ m). A lemma Add_N_O,
where Add n O � n holds for any value of n, is stated and
proven in Listing 1 (lines 11–18). -e proof of this lemma
has been carried out by applying induction on the con-
struction of the first argument n. While carrying out the
proof, the Coq tool was interactively guided by giving proof
commands called tactics (lines 13–17). Many other prop-
erties of the Add function, such as commutative and asso-
ciative properties, may also be stated and proven
mechanically using the Coq proof assistant.

3.2. Boolean Algebra. According to George Boole [19],
Boolean algebra is an algebraic structure with a set of values,
two binary operations “+” and “.” over the values in the set
and proof of Huntington [48] postulates. Later on, Shannon
[20] introduced a two-valued version of the algebra to
represent properties of the switching circuits. In a two-
valued algebra, the set of values include elements 1 and 0 and
the two binary operations are conjunction (logical AND)
and disjunction (logical OR). In addition, there is a unary
operation called negation or complement (NOT).

Using Boolean functions in the two-valued Boolean
algebra, logic circuits can be modelled. -e function F �

x · y models a logic circuit where the AND gate represents
the product operation and the NOT gate represents the
complement operation. When logic circuits are represented
with functions, they can be manipulated and reasoned about
using tools and techniques developed for Boolean algebra.
For example, the algebraic manipulation steps using pos-
tulates can be written down in and checked using Coq tool
(see Section 5).

Shannon’s two-valued version of the Boolean algebra is
defined in Coq theorem prover as described in Listing 2 [47].
-e first part of Boolean algebra, a set of two elements, is
represented with Coq type bool defined using the Coq
keyword Inductive as shown in Listing 2 (line 1). -e two
values of the Boolean algebra defined are true and false.

-e second part of Boolean algebra is to define two
binary operations over the values of the Boolean type bool.
-e rules for the first operation + (sum) are defined as
function sum on lines 3–7 in Listing 2. Using pattern
matching, the function sum gets two values of type bool and
returns value false if both input values are false; oth-
erwise, it returns true. -e rules for the second binary

operation . (product) are defined in function prod (lines
9–13, Listing 2). -is function returns true only if the two
input values are true; otherwise, it returns false. A unary
operation. complement on elements of Boolean set is defined
in the function not on lines 15–19 in the listing. Given one
value as the input, not returns the other value. Among these
operations, the operation ¬ has the highest and + has the
lowest precedence.

4. Formalizing Logic Circuits and
Boolean Algebra

-e Boolean algebra defined in Section 3 is extended and
tailored towards combinational circuit definitions. To begin
with, the set of notations in Listing 3 is extended with symbol
⊕ (Listing 4) for xor operation with same precedence as.
(operation prod). -e formal definitions of logic operations
sum, prod, xor, and notmodel the basic logic components
OR, AND, XOR, and NOTgates, respectively. After formally
modelling these basic logic components, they are combined
together to form combinational circuits. A combinational
circuit is defined as a list of Boolean (functions) values
(Listing 5).

-e list “F1 x y::F2 x y::nil” represents a combina-
tional circuit with two inputs x and y and two outputs
defined as two Boolean functions. To evaluate each Boolean
function in the list to a Boolean value, an evaluation function
eval_cir is defined in Listing 6. -e function takes a
combinational circuit as list of Boolean functions and
returns a list of Boolean values (Listing 7).

-e final requirement of Boolean algebra is to for-
malize the six Huntington postulates [29, 48] and prove
the set of all basic theorems. Formal definitions of
Huntington postulates are included in the Coq script
available from our repository. Furthermore, the formal
definitions of operation sum, prod, and not are sufficient
to reason about Huntington postulates and all the basic
theorems except principle of duality (discussed in Section
5). As the derivation in principle of duality requires
operating on the Boolean expressions, the principle
cannot be defined in the current setting. -e existing
definitions of expressions do not differentiate between
variables and values (identity elements), which is the
basic requirement of operation in the duality. To do this, a
type exp for Boolean expressions is defined as shown in
Listing 8. -e first three constructors (line 2–4) corre-
spond to the three logical operations sum, prod, and not,
respectively. -e last constructor converts a Boolean
term, variable, or value to an expression.

All the postulates and basic theorems, except the clo-
sure, involution, and consensus, have two parts: one part is
for the operation + (sum) and the other is for . (prod).
According to the principle of duality, one part of the
postulate/theorem can be derived from the other if the
operators and the identity elements are interchanged. -e
duality principle is significant in proving the theorems
using postulates and in algebraic manipulation. In par-
ticular, when the proof of one part of a theorem is given, the
other can easily be carried out following the principle of
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(1) Inductive Nat : Type :�
(2) |O : Nat
(3) |Succ : Nat⟶ Nat.
(4) Fixpoint Add (n m: Nat) : Nat :�
(5) match n with
(6) |O⟹ m
(7) |Succ n′ ⟹ S (Add n′ m)
(8) end.
(9) Lemma Add_N_O: ∀ n:Nat, Add n O � n.
(10) Proof.
(11) induction n.
(12) (∗CASE 1: n is O∗)
(13) reflexivity.
(14) (∗CASE 2: n is (S n)∗)
(15) simpl. rewrite IHn. auto.
(16) Qed.

LISTING 1: Example of interactive formal proof in Coq.

(1) Inductive bool: Type :� true | false.
(2) Definition sum (x y: bool) : bool :�

(3) match x, y with
(4) | false, false⟹ false
(5) | _, _⟹ true
(6) end.
(7) Definition prod (x y: bool): bool :�

(8) match x, y with
(9) | true, true⟹ true
(10) | _, _⟹ false
(11) end.
(12) Definition not (x: bool): bool :�

(13) match x with
(14) | false⟹ true
(15) | true⟹ false
(16) end.
(17) Definition circuit :� list bool.

LISTING 2: Formal definition of Boolean operations.

(1) Notation “x + y” :� (sum x y)
(2) (at level 50, left associativity): bool_scope.
(3) Notation “x ∗ y” :� (prod x y)
(4) (at level 40, left associativity): bool_scope.
(5) Notation “¬x” :� (not x) (at level 30, right associativity): bool_scope.
(6) Notation “[ x ; .. ; y ]” :� (cons x .. (cons y nil) ..).

LISTING 3: Shorthand notations.

(1) Notation “x ⊕ y” :� (x∗¬y + ¬x∗y)
(2) (at level 40, left associativity) : bool_scope.

LISTING 4: Notation for operation xor.
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duality. -e derivation carried out this way is believed to be
valid according to the principle of duality in literature and
textbooks [29]; however, no formal proof has been pro-
vided. We bridge this gap by providing a formal proof of
duality principle.

A function changeident (Listing 9) is defined to in-
terchange identity elements in the Boolean expression. It
gets an expression and swaps the identity elements true and
false and leaves the operators and variables unchanged.
-e keyword Fixpoint is used to define recursive functions.
Another operation for interchanging operators is defined as
a recursive function changeop in Listing 10. Similarly, the
function changeop gets an expression and swaps the op-
erators sum and prod.

5. Formal Proofs of Boolean Algebra

-e formal definitions in Section 4 enable one to formally
reason about both Boolean algebra and combinational cir-
cuits described as Boolean functions. -is section contains
proof of duality principle and demonstrates with examples
that our formal setting mechanizes the informal algebraic
manipulation used in textbooks on Digital Logic Design.
Furthermore, all the basic theorems and postulates have
been defined and proven in Coq and given in the Coq script
available from our repository.

5.1. Principle of Duality. -e duality principle states that
expressions derived from postulates by interchanging the
operators (+ and .) and identity elements (0 and 1) are valid.
After defining the interchange operations over the Boolean
expressions, the duality principle can now be stated as a
lemma as shown in Listing 11.-e lemma states that if a part
of theorem holds (two arbitrary expressions are equal), then
it implies that the second part of the theorem can be derived
by changing the identity elements and operators. To check
that the duality property can be used in proofs, given the first
part of commutative property (x + y � y + x), the second
part of commutative property (x · y � y · x) is proven
(Listing 12) by applying the duality property.

5.2. Mechanizing Algebraic Manipulation. To get simplified
logic circuit, the number of literals and terms must be re-
duced in the description of the circuit. -e algebraic ma-
nipulation method is one of the most popular methods used
in textbooks [29] for this purpose.-is kind of manipulation
is informal and hence is error prone. -e formal structure
including the postulates and basic theorems defined in
previous sections can be applied, as in the informal algebraic
manipulation, using Coq proof assistant. -e main advan-
tage of mechanizing algebraic manipulation in proof as-
sistant is that proof scripts can be mechanically read,
checked, and maintained.

To demonstrate that our formal framework is fit for
mechanically checking correctness of algebraic manipula-
tion, proof of the theorem absorption_sum has been listed
in Listing 13.-is proof is carried out by applying (using the
rewrite tactic) the postulates and theorems. -is proof

(1) Definition circuit :� list bool.

LISTING 5: Definition of circuit.

(1) Fixpoint eval_cir (c: circuit) : list bool :�

(2) match c with
(3) | nil⟹ nil
(4) | cons c tl⟹ cons c (eval_cir tl)
(5) end.

LISTING 6: Function eval_cir for evaluating circuit.

(1) Definition F(x y: bool) : circuit :� ¬x∗¬y::nil.

LISTING 7: Example of circuit description in Coq notations.

(1) Inductive exp : Type :�

(2) | sumexp: exp ⟶ exp ⟶ exp
(3) | prodexp: exp ⟶ exp ⟶ exp
(4) | compexp: exp ⟶ exp
(5) | bexp: bool ⟶ exp.

LISTING 8: Definition of data type exp.

(1) Fixpoint changeident (e : exp) : exp :�

(2) match e with
(3) | trueexp⟹ falseexp
(4) | falseexp⟹ trueexp
(5) | bexp e′ ⟹ e
(6) | sumexp e1 e2⟹
(7) sumexp (changeident e1) (changeident e2)
(8) |prodexp e1 e2⟹
(9) prodexp (changeident e1) (changeident e2)
(10) | compexp e′ ⟹ compexp (changeident e′)
(11) end.

LISTING 9: Function changeident for interchanging
identity elements.

(1) Fixpoint changeop (e : exp) : exp :�

(2) match e with
(3) | sumexp e1 e2⟹ prodexp e1 e2
(4) | prodexp e1 e2⟹ sumexp e1 e2
(5) | _⟹ e
(6) end.

LISTING 10: Function changeop for interchanging operators.
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script is a mechanized version of the informal proof of
-eorem 6 (a) in the textbook [29].

Proof of the second part abroption_prod of the same
theorem is believed to hold by the duality principle. -is
principle has been proven to hold in the above section. Every
postulate or basic theorem has two parts, where one is the
dual of the other. -is is interesting to show that, given step-
by-step proof of one theorem, proof of the other (dual) part
can be carried out by applying the dual of postulate/theorem
applied at the corresponding step. -e proof of the theorem
abroption_prod (dual of theorem absorption_sum) has
been listed in Listing 14.-e postulates/theorems applied on
lines 5–9 in both proofs are the dual of each other.

6. Describing and Verifying
Combinational Circuits

UAVs or drones are like flying computers with Linux or
Windows operating system, flight controllers, main boards,
memory units, and thousands of lines of programmable
code. Formal methods, and in particular our framework, can
be applied to the analysis of UAVs in different ways. As
mentioned, it is a complex computer system, and hence
formal techniques can be used to verify the operating system,
protocols, logic components, memory units, and any algo-
rithm used in the UAV system. As arithmetic and logic
components (e.g., adder and comparator) and memory (e.g.,

ROM) are the main components of any typical computer
(including UAVs), we apply our formal framework to an-
alyse a memory and an adder circuit. In this section,
functional equivalence and reversibility properties of few
combinational circuits are proven. Furthermore, it is also
proven that all the described circuits hold the basic reliability
property called type-safety.

6.1.VerifyingEquivalence ofMemoryCircuits. To begin with,
a 32×8 ROM memory chip with content Trusted designs,
stored as the ASCII data on the first sixteen locations, is
specified in a truth table as shown in Table 1 (entries for the
first 16 inputs are defined and shown in the table. -e rest of
entries are do not care conditions.). -e letters A−E rep-
resent the five-bit input (adders lines) and O7–O0 show the
eight-bit output (data lines) of the memory. -e table
specifies the input-output relationship: a five-bit input
selecting any of the first sixteen locations; the chip returns
ASCII code of a letter of the content Trusted designs.

To design the memory chip, first each output of the
memory chip is defined as a Boolean function of the five
input variables A−E. A function for each output is formed by
combining (through operator +) all the minterms, where the
value of the corresponding output column is 1. -is would
result in eight Boolean functions O7 − O0, represented in
sum-of-minterms [29, 36] forms, as shown in Listing 15 (the

(1) Lemma du ality: ∀ lhs rhs,
(2) lhs � rhs ⟶
(3) changeop (changeident lhs) � changeop (changeident rhs).

LISTING 11: Lemma stating the duality property.

(1) Lemma du ality_check: ∀ x y,
(2) sumexp (bexp x) (bexp y) � sumexp (bexp y) (bexp x) ⟶
(3) prodexp (bexp x) (bexp y) � prodexp (bexp y) (bexp x).

LISTING 12: Example of proof using the duality property.

(1) Lemma absorption_sum: ∀ x y, x + x∗ y � x.
(2) Proof.
(3) intros.
(4) pattern x at 1.
(5) rewrite⟵ pos_identity_prod.
(6) rewrite⟵ pos_dist_over_sum.
(7) rewrite⟵ pos_comm_sum.
(8) rewrite identity_sum_1.
(9) rewrite pos_identity_prod.
(10) auto.
(11) Qed.

LISTING 13: Proof of absorption law (sum).
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product and sum terms of each function are given in the
source code.). -e 32×8 ROM chip is defined (Listing 16) as
list of seven Boolean functions in Listing 15. -is is a 5×8
combinational circuit with five inputs and eight outputs.-e
five-input bits of the chip identify one of the 25 memory
locations and the output lines give the 8-bit ASCII code of
the character stored at that location.

To design a simple and efficient memory chip, all the
eight functions (for outputs O7–O0) are simplified using
K-mapmethod to functions O′7–O′0 as shown in Listing 17.
-e simplified Boolean functions have fewer literals and
terms (Listing 17) as compared to original functions (Coq
Definitions O′7–O′0 in source code) and would produce a
simple and efficient circuit layout (see Section 7 for a circuit
layout example). -e simplified Boolean functions in Listing
17 representing outputs of the memory chip are combined
together in a list to form the simplified combinational circuit
as shown in Listing 18.

-e formal model of the combinational circuit in Listing
16 has been simplified following the well-known simplifi-
cation method K-map to circuit in Listing 18; however, it is
not guaranteed that the circuits are functionally equivalent.
In other words, there is no mathematical guarantee that the

K-map simplification process has not altered the original
behaviour of the circuit. -e initial design built from the
truth table specification serves as the “golden” or “reference”
design. To prove the simplified circuit is functionally
equivalent to the “golden” design, the individual functions
are proven to be equivalent in -eorem 1 (this theorem
corresponds to a set of eight lemmas equiv_OO′ 0-equi-
v_OO′ 7 in Coq script.). Functional equivalence of the two
circuits is checked in-eorem 2. -e theorem states that the
circuit before simplification is equivalent to the circuit after
simplification, which guarantees that the simplification
process preserves the functionality.

-eorem 1 (Equivalence of Boolean Functions): For any
function Oi, where i� 0, 1, 2, . . ., 7, Boolean function
simplification operation Sf and functional equivalence re-
lation ≈ , Oi ≈ Sf(Oi).

Proof: -is theorem is proven using case analysis on the
Boolean variables used. -e Coq proof of this theorem is
listed at our GitHub repository at https://github.com/
wilstef/booleanalgebra.

-eorem 2 (Functional Equivalence of Circuits): -e
combinational circuit C described in Listing 16 and its
simplified version Cs in Listing 18 are functionally equiv-
alent. More formally, C ≈ Cs, where Cs � SKmap(C) and
SKmap is K-map simplification operation.

Proof: -is theorem is proven by applying (rewriting)
the eight lemmas already proven in -eorem 1. -e Coq
proof of this theorem is listed at our GitHub repository at
https://github.com/wilstef/booleanalgebra.

6.2. Verifying Equivalence of Combinational Circuits.
Arithmetic component, such as adder, is an integral part of
the arithmetic and logic unit (processor) of any micro-
processor-based system. To design energy-efficient and fast
components, their design description (normally in a de-
scription language) is often transformed andmathematically
manipulated. However, it must be ensured that such
transformations do not alter the intended behaviour of these
components. -is surety is even more necessary when the

(1) Lemma abroption_prod: ∀ x y, x∗ (x + y) � x.
(2) Proof.
(3) intros.
(4) pattern x at 1.
(5) rewrite⟵ pos_identity_sum.
(6) rewrite⟵ pos_dist_over_prod.
(7) rewrite⟵ pos_comm_prod.
(8) rewrite identity_prod_0 with (x :� y).
(9) rewrite pos_identity_sum.
(10) auto.
(11) Qed.

LISTING 14: Proof of absorption law (product).

Table 1: Truth table for 32 × 8 ROM chip.

Address Data
Symbol

A B C D E O7 O6 O5 O4 O3 O2 O1 O0

0 0 0 0 0 0 1 0 1 0 1 0 0 “T”
0 0 0 0 1 0 1 1 1 0 0 1 0 “r”
0 0 0 1 0 0 1 1 1 0 1 0 1 “u”
0 0 0 1 1 0 1 1 1 0 0 1 1 “s”
0 0 1 0 0 0 1 1 1 0 1 0 0 “t”
0 0 1 0 1 0 1 1 0 0 1 0 1 “e”
0 0 1 1 0 0 1 1 0 0 1 0 0 “d”
0 0 1 1 1 0 0 1 0 0 0 0 0
0 1 0 0 0 0 1 1 0 0 1 0 0 “d”
0 1 0 0 1 0 1 1 0 0 1 0 1 “e”
0 1 0 1 0 0 1 1 1 0 0 1 1 “s”
0 1 0 1 1 0 1 1 0 1 0 0 1 “i”
0 1 1 0 0 0 1 1 0 0 1 1 1 “g”
0 1 1 0 1 0 1 1 0 1 1 1 0 “n”
0 1 1 1 0 0 1 1 1 0 0 1 1 “s”
0 1 1 1 1 0 0 1 0 1 1 1 0 “.”

(1) Definition O7(A B C D E : bool) : bool :� false.
(2) Definition O6(A B C D E : bool) : bool :�

(3) 􏽐(0−6, 8−14).
(4) Definition O5(A B C D E : bool) : bool :�

(5) 􏽐(1−15).
(6) Definition O4(A B C D E : bool) : bool :�

(7) 􏽐(0−4, 10, 14).
(8) Definition O3(A B C D E : bool) : bool :�

(9) 􏽐(11, 13, 15).
(10) Definition O2(A B C D E : bool) : bool :�

(11) 􏽐(0, 2, 4−6, 8, 9, 12, 13, 15).
(12) Definition O1(A B C D E : bool) : bool :�

(13) 􏽐(1, 3, 10, 12−15).
(14) Definition O0(A B C D E : bool) : bool :�

(15) 􏽐(2, 3, 5, 9−12, 14).

LISTING 15: Boolean functions for ROM outputs O7–O0.
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component being designed is used in critical systems, such as
UAVs. To demonstrate that our formal definitions can also
be used to prove functional equivalence of two combina-
tional circuits, we describe two versions of a Binary Coded
Decimal (BCD) adder (Figure 2) in Coq. Such a BCD adder
has been designed and described in the popular textbook
[29] on the subject Digital Logic Design; however, no formal
proof of equivalence has been provided.

A BCD adder adds two decimal digits and their sum
results as a BCD number. A 4-bit BCD adder may be
designed using two 4-bit binary parallel adders as shown in
Figure 2 (right). -e conventional 4-bit binary adder,
comprised of four full adders, is a serial adder that adds two
4-bit binary numbers in serial fashion. Each full adder gets
two bits (the augend and addend bits) and an input carry bit
and gives a sum bit and an output carry bit. -e output carry
of one full adder is given as input carry to the next one and
the input carry of the first (right most) adder is set to logic 0.
-e output carry of the last adder is the output carry of the
4-bit binary adder.

-e initial carry, given as input to the first adder,
propagates to the last adder, which results in a propagation
delay. To avoid this propagation delay in the binary adder, a
look-ahead carry generator [29] is used to predict the input

carries. -e look-ahead carry generator is a small-scale
integrated circuit added in front of the 4-bit adder to make it
fast. -e transformation avoids propagation delay; however,
no formal proof that the functional properties of the adder
are preserved is provided. In this section, we formally prove
that two implementations of the BCD adder (Figure 2), one
with and the other without look-ahead carry generator
circuit, are functionally equivalent.

First, we design a BCD adder using binary adders
without look-ahead carry generator. -e 4-bit parallel full
adder FA4bit is defined as a function in Listing 19. It applies
the full-adder function fa to the 4-bit pairs of the two 4-bit
numbers and input carry (inputs D–A, d–a and e), and
returns a 5 bit tuple. -e first bit in the tuple is the final carry
and the next four bits are the sum bits. -e binary adder
FA4bit is used to implement the BCD adder as shown in
Listing 20. -e let-expressions on lines 2, 3, and 4 calculate
the result of the first binary adder, output carry, and second
binary adder, respectively. -e additional circuitry between
the two binary adders is needed to generate the output carry
of the BCD adder and to adjust the sum of the first binary
adder to BCD sum.

To generate a BCD adder with look-ahead carry generator,
we must first design binary parallel adder with look-ahead

(1) Definition O′7(A B C D E:bool) : bool :� false.
(2) Definition O′6(A B C D E:bool) : bool :�

(3) ¬C +¬D +¬E.
(4) Definition O′5(A B C D E:bool) : bool :�

(5) B + C + D + E.
(6) Definition O′4(A B C D E:bool) : bool :�

(7) ¬B∗¬C + ¬B∗¬D∗¬E + B∗D∗¬E.
(8) Definition O′3(A B C D E:bool) : bool :�

(9) B∗C∗E + B∗D∗E.
(10) Definition O′2(A B C D E:bool) : bool :�

(11) ¬B∗¬E + B∗¬D + C∗¬D +¬D∗¬E + B∗C∗E.
(12) Definition O′1(A B C D E:bool) : bool :�

(13) ¬B∗¬C∗E + B∗C + B∗D∗¬E.
(14) Definition O′0(A B C D E:bool) : bool :�

(15) ¬B∗C∗¬D∗E + ¬C∗D + B∗¬C∗E + B∗C∗¬E.

LISTING 17: Simplified Boolean functions for ROM outputs.

(1) Definition ROM32x8_orig (A B C D E: bool): circuit :�

(2) O7 A B C D E::O6 A B C D E::O5 A B C D E::O4 A B C D E::O3 A B C D E::O2 A B C D E::
(3) O1 A B C D E::O0 A B C D E::nil.

LISTING 16: Formal definition of 32× 8 ROM chip.

(1) Definition ROM32x8_simpl (A B C D E: bool): circuit :�

(2) O′7 A B CD E::O′6 A B CD E::O′5 A B CD E::O′4 A B CD E::O′3 A B CD E::O′2 A B CD E::O′1 A B CD E::O′0 A B CD E::nil.

LISTING 18: Formal definition of 32× 8 ROM chip (simplified).
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carry generator. Formal definition of a 4-bit binary parallel
adder has been listed in Listing 21. -e definitions C2–C5
(lines 1–7) calculate the four output carries of the four full
adders in the binary adder. Unlike the adder FA4bit, every

internal output carry is independent of the output carry of the
previous full adder. -is allows every full adder to produce
output sum simultaneously without waiting for the output
carry from the previous adder. -e definitions S1–S4

Addend

Carry
in 

e4-bit binary adder
(with look-ahead carry)

Z1

KCarry
out

Output
carry 

0

4-bit binary adder
(with look-ahead carry)

Augend
d bc a D C B A

Z8 Z4  Z2

S8 S2S4 S1

(a)

Addend

e4-bit binary adderKCarry
out

Output
carry 

0

Augend
d bc a D C B A

4-bit binary adder

S8 S2S4 S1

Z1Z8 Z4  Z2

Carry
in

(b)

Figure 2: Block diagrams of two versions of a BCD adder. -e BCD adder on the left is with look-ahead carry generator and the one on the
right is without look-ahead carry generator [29].

(1) Definition fa (a A e: bool) : (bool∗ bool) :�

(2) (A∗ a+(A⊕ a)∗ e,A⊕ a⊕ e).
(3) Definition FA (f: bool⟶ bool⟶ bool⟶ (bool∗ bool)) (a A e: bool)
(4) : (bool∗ bool) :� fa a A e.
(5) Definition FA4bit (D C B A d c b a e: bool)
(6) : (bool∗ bool∗ bool∗ bool∗ bool) :�

(7) let ss1 :� snd(FA fa a A e) in
(8) let cc1 :� fst(FA fa a A e) in
(9) let ss2 :� snd(FA fa b B cc1) in
(10) let cc2 :� fst(FA fa b B cc1) in
(11) let ss3 :� snd(FA fa c C cc2) in
(12) let cc3 :� fst(FA fa c C cc2) in
(13) let ss4 :� snd(FA fa d D cc3) in
(14) let cc4 :� fst(FA fa d D cc3) in
(15) (cc4,ss4,ss3,ss2,ss1).

LISTING 19: Formal definition of 4-bit binary parallel adder (without look-ahead carry).

(1) Definition BCDadder (D C B A d c b a e:bool) : circuit :�

(2) let t1 :� FA4bit D C B A d c b a e in
(3) let outcarry :� FST t1 + (SND t1)∗ (TRD t1) + (SND t1)∗ (FRT t1) in
(4) let t2 :�

(5) FA4bit (SND t1) (TRD t1) (FRT t1) (FFT t1) false outcarry outcarry false e in
(6) [outcarry; SND t2; TRD t2; FRT t2; FFT t2].

LISTING 20: Formal definition of 4-bit BCD adder (without look-ahead carry).
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calculate the four sum bits in terms of the look-ahead carry
bits C2–C5 and initial carry e. Finally, the 4-bit binary parallel
adder with look-ahead carry generator is defined as a function
FA4bitLA (lines 17–20). As in BCDadder, two instances of
binary parallel adder FA4bitLA are combined together with
the additional circuitry for output carry to form a BCD adder.
-e formal definition of 4-bit BCD adder with look-ahead
carry generator has been shown in Listing 22. Readers are
advised to refer to books [29, 36] for further details about
BCD adder and look-ahead carry generator.

-e formal definitions BCDadderLA and BCDadder
model 4-bit BCD adders with and without look-ahead
carries, respectively. -eir functional equivalence is stated in
theorem check_equiv_BCD_adder in Listing 23. -e
theorem states that both adders produce equal outputs for
all equal inputs. -is theorem is proven using case analysis
on the input variables. -e formal proof of -eorem
check_equiv_BCD_adder demonstrates that our frame-
work can effectively be used to check equivalence of com-
binational circuits other than memory circuits.

6.3. Proof of Reversibility Property. To demonstrate that our
formal framework can also be used to verify properties other
than equivalence, we formally verify reversibility of a simple
circuit description. To this end, we prove that the circuit
Circuit defined in Listing 24 is reversible. -e theorem
reversible_circuit states that, for all different (2-bit)
inputs, the outputs are different. Additionally, this theorem
also states that the numbers of inputs and outputs are the
same. In this theorem, the lists [w; x] and [y; z] on line 4
in Listing 24 model the inputs.

7. Evaluation and Discussion

Automated tools, such as model checkers, sometimes stuck
due to memory or state explosion problems [38] and never
return. To evaluate the performance of Coq tool running
over our framework, we tested the Coq proof checker to
check proof scripts of functional equivalence of Boolean
functions with multiple Boolean variables. -e results in
Figure 3 show that the Coq proof checker takes around
12 seconds to check proof scripts for functional equivalence
with functions up to 45 variables (over a billion input cases).

-e formal model developed in Coq provides a formal
foundation for defining and reasoning about Boolean
functions and logic circuits using the calculus of con-
structions behind the Coq theorem prover.-e following is a
list of the major advantages of our formal model:

(i) Boolean function definitions or models of logic
circuits can be automatically checked (for type er-
rors) by the Coq type checker.

(ii) -e correctness of the mathematical manipulation
used in the analysis of Boolean functions can be
checked automatically.

(iii) Properties, such as principle of duality, functional
equivalence, and reversibility, of Boolean algebra

and (models of) logic circuits can be proven in-
teractively using the Coq theorem prover.

(iv) All the proofs carried out can be mechanically
checked by the Coq proof checker using computer.

Formal verification using proof assistant is very tedious
and requires expertise; however, many researchers have
recently used proof assistants to build formal languages and
frameworks for hardware verification [49–53]. Proof assis-
tants include benefits of both manual and automated the-
orem provers and are more powerful and expressive [50].
Our framework allows defining Boolean functions and
combinational circuits in a natural style similar to that used
in many popular textbooks [29, 36] and most of the proofs
can be carried out easily by applying Coq’s destruct tactic.

8. Related Work

-emost common approach to reliable digital circuit design
is to test designs using simulators such as VCS [54] and
Icarus [55] by providing all possible inputs. While simu-
lation-based verification can show presence of errors, it fails
to guarantee their absence [56]. Approaches based on formal
verification [57], such as model checking [32, 58, 59] and
theorem proving [49, 52, 53, 60, 61], are more popular in the
literature. Readers are recommended to refer to [62] for a
detailed comparison of simulation and formal method-
based approaches. Tools based on model checking can be
used to check equivalence of two functions (models);
however, they are constrained by the popular state explosion
[37, 38] problem. -ere is a body of research works in the
literature on formal verification of software systems [63–65];
however, literature review of hardware verification and
simulation tools for checking Boolean functions equivalence
is included in this section.

8.1. Formal Hardware Verification. As mentioned earlier,
tools and techniques based on formal methods can be used
to prove absence of faults in hardware components. Osman
et al. [51] defined a formal framework in the higher-order
logic of HOL theorem prover for proving reliability property
of combinational circuits. While their work is mainly tai-
lored towards checking reliability property, our framework
facilitates functional equivalence checking in a stronger and
expressive logic calculus of inductive constructions of Coq
theorem prover [50]. Kabat et al. [66] advocate the use of
automated theorem provers for the synthesis of combina-
tional logic. -ey used demodulation as the rewriting logic
to simplify canonical circuit structures. Automated theorem
provers are more popular in industry; however, they are not
as powerful and expressive as proof assistants. Proof as-
sistants, on the other hand, combine the benefits of auto-
mated and manual theorem provers and are currently
investigated and encouraged for hardware verification
[50, 51]. -e work in [50] highlights the effectiveness and
power of interactive theorem prover Coq in hardware
verification which further supports our framework em-
bedded in Coq for logic circuit verification.While their work
is more focused towards synthesis based on Coq’s code
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extraction feature, our work embeds Boolean algebra as a
gate-level description language for circuit’s description. Our
gate-level description language provides a general frame-
work for describing combinational circuits. Furthermore, we
build metatheory for expressing and proving duality prin-
ciple and carry out proofs of basic theorems of Boolean
algebra.

Meredith et al. [67] defined executable semantics for
Verilog by embedding it in the tool Maude [68] with

rewriting logic as the underlying logic. Inspired from
[67], Wilayat et al. [49, 69] introduced a formal language,
VeriFormal: a hardware description language with math-
ematical foundation. VeriFormal is a formal replica of
description language Verilog deeply embedded in Isabelle/HOL
theorem prover. VeriFormal and the formal simulator available
with it were used later to prove functional equivalence of
multiple logic circuits [70]. Braibant et al. [71] defined Fe-Si by
deeply embedding the simplified version of functional

(1) Definition C2(D C B A d c b a e: bool) :� A∗ a+(A⊕ a)∗ e.
(2) Definition C3(D C B A d c b a e: bool) :�

(3) B∗ b+ (B⊕ b)∗ (A∗ a) + (B⊕ b)∗ (A⊕ a)∗ e.
(4) Definition C4(D C B A d c b a e: bool) :�

(5) C∗ c+ (C⊕ c)∗ (B∗ b) + (C⊕ c)∗ (B⊕ b)∗ (A∗ a) + (C⊕ c)∗ (B⊕ b)∗ (A⊕ a)∗e.
(6) Definition C5(D C B A d c b a e: bool) :�

(7) D∗ d+ (D⊕ d)∗ (C4 D C B A d c b a e).
(8) Definition S1(D C B A d c b a e: bool) :� (A⊕ a)⊕ e.
(9) Definition S2(D C B A d c b a e: bool) :�

(10) (B⊕ b) ⊕ (C2 D C B A d c b a e).
(11) Definition S3(D C B A d c b a e: bool) :�

(12) (C⊕ c) ⊕ (C3 D C B A d c b a e).
(13) Definition S4(D C B A d c b a e: bool) :�

(14) (D⊕ d) ⊕ (C4 D C B A d c b a e).
(15) Definition FA4bitLA (D C B A d c b a e: bool)
(16) : (bool∗ bool∗ bool∗ bool∗ bool) :�

(17) (C5 D C B A d c b a e,S4 D C B A d c b a e,S3 D C B A d c b a e,
(18) S2 D C B A d c b a e, S1 D C B A d c b a e).

LISTING 21: Formal definition of 4-bit binary parallel adder (with look-ahead carry).

(1) Definition BCDadderLA (D C B A d c b a e:bool) : circuit :�

(2) let t1 :� FA4bitLA D C B A d c b a e in
(3) let outcarry :� FST t1 + (SND t1)∗ (TRD t1) + (SND t1)∗ (FRT t1) in
(4) let t2 :�

(5) FA4bitLA (SND t1) (TRD t1) (FRT t1) (FFT t1) false outcarry outcarry false e in
(6) [outcarry; SND t2; TRD t2; FRT t2; FFT t2].

LISTING 22: Formal definition of 4-bit BCD adder (with look-ahead carry).

(1) -eorem check_equiv_BCD_adder: forall D C B A d c b a e,
(2) BCDadder D C B A d c b a e � BCDadderLA D C B A d c b a e.

LISTING 23: Proof of equivalence of BCD adders (with and without look-ahead carry).

(1) Definition Circuit(w x: bool) : circuit :� [¬w; ¬x].
(2) -eorem reversible_circuit: for all w x y z,
(3) [w; x] < > [y; z] ⟶
(4) (Circuit w x) < > (Circuit y z)
(5) ∧ length [w; x] � length (Circuit w x)
(6) ∧ length [y; z] � length (Circuit y z).

LISTING 24: Proof of reversibility.
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hardware description language Bluespec in theorem prover
Coq. Building upon the concepts behind proof-carrying code,
Love et al. [72] implemented a framework by formalizing a
synthesizable subset of Verilog in proof assistant Coq. Some
researchers [52, 60] targeted programmable logic controllers
by formalizing the semantics of the programming languages
used in the controllers, while others specified circuits as
operations on bit-vectors. Coquet [53] is a high-level speci-
fication of circuits using deep embedding; however, this level
of abstraction is achieved through advanced types, such as
parametric types, which makes the formal definitions of
circuits short but with increased complexity. All these re-
search contributions add formal verification at higher level of
abstraction, while our work analyses the circuits at gate level.
Formal verification at higher levels, such as register-transfer
level, is equally important but the main focus of this paper is
to target circuits at gate level. Furthermore, in addition to
reasoning about digital circuits, our Coq framework can
effectively be used to reason about Boolean algebra as well.

8.2. Boolean Equivalence Checking Tools. -ere are a number
of other tools developed specifically for Boolean functions
manipulation. Ronjom et al. [23] developed an online data-
base of Boolean functions. -eir tool can be used to check
different properties of a Boolean function and convert be-
tween different representations. -e WolframAlpha com-
putational engine [21] translates logical function as input to a
truth table and different minimal forms. Moreover, the tool
generates a Venn diagram and logic circuit for the input
function. -e WolframAlpha engine has been included as
Boolean algebra calculator by the company TutorVista. An-
other tool [22] was developed to minimize Boolean functions
using Karnaugh maps [26]. -e function can be entered as a
sequence of notations or as a truth table (up to six variables).

Among the most recent tools is 32x8 [25] which has been
built for logic circuit simplification. It accepts a function (up
to eight variables) in the form of a truth table and returns a
Karnaugh map, Boolean function (as sum of product or
product of sums), truth table, and logic circuit for the input.
Lean andMarxel developed a solver, QMSolver [24], based on
Quine-McCluskey algorithm for simplification of Boolean
functions. -e solver gets number of minterm indices

(separated by spaces) and returns a simplified function. All
these tools manipulate circuits at gate level; however, none of
them have formal foundation and hence the manipulation of
circuit designs cannot be proven correct.

9. Conclusions

When (model of) a logic circuit is transformed or mathe-
matically manipulated (most often for optimization purposes),
it must be guaranteed that the transformation does not alter the
desired behaviour of the circuit. In this paper, a formal
framework for describing and verifying Boolean functions and
logic circuits at gate level was defined in the Coq theorem
prover. To demonstrate the significance of the framework, basic
theorems of the Boolean algebra and the duality principle were
proven. Furthermore, multiple basic hardware components
were described in the formal notations and functional equiv-
alence and reversibility properties were verified. Our formal
developments can be used to describe other logic components
used in critical systems and can be formally proven correct
using the Coq theorem prover tool.

As a future work, we plan to build a translator to au-
tomatically translate circuit designs as Boolean functions in a
natural style to the formalized (in Coq) Boolean algebra.
Furthermore, to complete a formal electronic design flow,
we intend to build a logic synthesis tool for translation from
formal register-transfer level representation of the circuit
(e.g., in VeriFormal, [49, 69]) to gate-level representation as
Boolean functions.
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1Ciberespacial Institute, Federal Rural University of the Amazon (UFRA), Belém, PA, Brazil
2Institute of Technology, Federal University of Pará (UFPA), Belém, PA, Brazil
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�e �ying ad hoc network (FANET) has emerged as an alternative access technology for regions that have no �xed infrastructure
or are hard to reach. �is new type of network is composed of devices called unmanned aerial vehicles (UAVs) that communicate
with each other, but there is no speci�c routing protocol to FANETapplications that allows e�cient communication between these
devices.�is paper proposes a FANETadaptive routing protocol based on the fuzzy system.�e validation of the FANETadaptive
protocol was performed through simulation using Network Simulator version 2 (NS-2) and, it was assessed by quality of service
(QoS) and quality of experience (QoE) metrics.

1. Introduction

In recent years, there has been a great deal of motivation in
the search for new wireless communication mechanisms,
with great growth due to new technologies or con�gurations
in aerial technologies, to monitoring hard-to-reach areas or
in case of disaster situations. In this context, FANETs (�ying
ad hoc networks) emerged, which are a type of ad hoc
network con�guration consisting of unmanned aerial ve-
hicles (UAVs). UAVs are responsible for monitoring a
speci�c area by capturing images and sending them to a base
ground station [1] in a process known as UAV-to-ground
(U2G) communication.

In this context of FANETs, new challenges arise unlike
the traditional infrastructure and cable challenges: (1) po-
sitioning the UAVs in a most appropriated way to monitor
regions, minimizing costs and maximizing the performance
of network; (2) reduce the negative e�ects of UAVs high
mobility; and (3) traditional routing protocols are not ca-
pable of handling, in an e�cient fashion, the �ying networks,
especially �ying ad hoc networks, due to features such as
high node mobility and topology changes. �is can com-
promise communication between UAVs and network per-
formance. Due to this, it is important to de�ne a strategy to

ensure adequate communication under these conditions,
providing resources that guarantee satisfactory and in-
telligent performance to reduce the selected challenges [2].

Another important point to consider in FANET/UAV
scenarios is that most mobile devices have an average �ight
time of approximately 30 minutes [3, 4] due to limited
battery capacity. �is fact draws the following conclusion: a
node, with a low battery charge, will stop being part of the
aerial network due to its “death,” requiring the network to
autocon�gure and restructure and reorganize its topology,
avoiding damages that could a�ect aerial wireless com-
munication. Because of this, it is necessary to determine and/
or predict which devices have low �ight autonomy or are
close to being incapacitated, in order to minimize the im-
pacts on communication quality.

UAVs need to have sensors attached to them to capture
real-time images of a certain area, and because of this, it is
necessary to evaluate the quality of the data and video
collected, which can be done by using QoE (quality of ex-
perience), that have equivalent direct measurements related
to the evaluation of multimedia streams, from the user
perception point of view, corroborating and complementing
traditional QoS (quality of service) metrics, which evaluate
objective measurements from the network point of view as
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throughput, delay, etc., but do not reflect the final user
experience with the video streams nor the final quality of the
received video [5].

As already commented, flight range and mobility are
influential factors that can severely alter the topology of the
aerial network. Because of this, it is of fundamental im-
portance to build a new routing protocol that can consider
these factors and exert a mutual interaction between them
and the topological changes of the network, especially since
currently there are no specific routing protocols for these ad
hoc network scenarios beyond traditional routing protocols
that date back to the emergence of the Internet such as Ad-
hoc On Demand Distance Vector (AODV) and optimized
link state routing (OLSR) that are neither adequate nor
efficient in these scenarios [6].

Taking the numerous problems encountered in FANETS
and air network scenarios, this paper proposes a routing
protocol adapted and implemented for these scenarios
created through a fuzzy system to enable the best com-
munication path between UAVs (a process known as UAV-
to-UAV communication—U2U).,e new routing protocols
will find the best route, with the best connection and longest
durability, improving network performance.

,e paper is distributed as follows: Section 1, presented
here, contextualized the work and introduced its contri-
bution. Section 2 discusses the related works and compares
them. Section 3 presents the state of the art of FANET
applications. Section 4 describes the proposed new routing
protocol and the details of the implemented system. Section
5 discusses the performance evaluation of the proposed
routing protocol, which is sequentially complemented by
Section 6 which concludes the work and presents its main
contributions.

2. Related Work

,is section examines the related work on the routing
protocol flying ad hoc networks (FANETs). ,e aim is to
demonstrate some gaps in related work and how the pro-
posed routing protocol addresses them.

In paper [7], through simulations in Network Simulator
3 (NS-3), performance of AODV, OLSR, and HWMP
protocols in FANETs was compared. ,e protocols were
evaluated using the QoS metrics and Gauss–Markov mo-
bility model. Despite the comparison, the paper proposed no
improvement to the protocols.

In paper [8], the authors devise a new mechanism for
data routing based on localization in GPS-denied or GPS-
challenged areas. ,is mechanism relies on a weighted
centroid localization technique, where the position of un-
known UAV nodes is calculated by means of fuzzy logic.
,is paper does not take into account that changes in to-
pology require new packet routing or the flight autonomy of
each drone.

In paper [9], the authors investigated a routing protocol
called predictive OLSR (P-OLSR), which is an extension of
the traditional OLSR protocol. ,e authors compared the
P-OLSR with OLSR by means of QoS metrics. However,
although the paper put forward a new routing protocol, it

did not compare it with the other routing protocols and
failed to evaluate it with the QoE metrics.

In paper [10], the authors recommended an energy-ef-
ficiency algorithm for drones that included the parameters of
the communication channel. ,is system reduced energy
consumption, but even though there were a number of
changes in the topology, the network was unable to identify
new routes in an effective way and thus maintain the re-
quired level of quality.

In paper [11], the authors carried out a survey of the
routing protocols for VANET and FANET. ,eir paper
discusses the use of optimization techniques (particle swarm
optimization, ant colony optimization, and bee colony
optimization) to improve the routing performance but did
not employ flight autonomy as a parameter or take QoE
metrics into account.

In paper [12], the authors discuss the use of hop-by-hop
communication between the drones as a means of increasing
the network coverage area. However, the paper does not
discuss to what extent the changes in the topology can have
an effect on the quality of transmission, while also failing to
address the need for an efficient routing protocol.

In paper [13], the authors introduced the use of the
multiple path OLSR (MP-OLSR) routing protocol into
FANET applications, especially in wildfires, to increase the
chances of rescuing victims. ,e work considered scenarios
with different speed ranges but did not address the flight
autonomy problem.

In paper [14], the authors proposed the use of contin-
uous Hopfield neural network (CHNN) to optimize the
routes found by the dynamic source routing (DSR) protocol
so that they would adapt to the high-speed movement of the
FANET nodes. Simulation using NS-3 showed that the
optimized DSR protocol improved the indicators such as
end-to-end average delay, throughput, and packet delivery
ratio. ,e authors did not address QoE and QoS metrics.

,e authors in [7–14] examine the techniques that are
used in FANET, but none of them set out a routing protocol
that provides an effective response to the changes in the
network topology. ,ese papers do not address flight au-
tonomy of the drones either and do not use a computer
intelligence system for decision-making.

,e proposed routing protocol, unlike those addressed
in the related work presented in the literature, considers the
needs and challenges of a FANET. Table 1 shows the related
work that broadly addresses FANET routing and its solu-
tions.,is paper proposes an alternative approach to routing
protocols already used in FANET by adopting fuzzy systems.
,e proposed routing protocol was validated by QoE
metrics.

3. Flying Ad Hoc Network (FANET)

,e increasing use of mobile ad-hoc networks (MANETs),
vehicular ad hoc networks (VANETs), and wireless sensor
networks, has led them to use new devices capable of moving
and flying autonomously, generating more complex systems.

In FANET, the devices are generally referred to as un-
manned aerial vehicles (UAVs). ,e use of UAVs has
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created new ways of operating innovative applications, by
introducing a new type of network paradigm known as
FANETs.

,e networks differ from their traditional predecessors
(MANETs in this case) as a result of the high mobility of
UAVs, their greater connectivity, expansion in application
areas, etc. In this respect, FANETs can generalize and ex-
trapolate the topologies from 2D to 3D through a free-
motion scheme, owing to the ability of the drones to fly
independently in three-dimensional space. ,is new context
has attracted researchers and industry as well as providing a
driving force for real-life applications.

FANETs are generally used to provide connectivity to
hard-to-reach places in regions where there have been
natural disasters or even for military applications. After a
catastrophic event (such as an earthquake, hurricane, tsu-
nami, and dam breach), traditional network infrastructures
can suffer damage and be subject to automatic shutdowns.
However, through a FANET configuration, they could be
employed to restore and provide sufficient connection and
communication to the network in isolated areas. Besides,
UAVs could be equipped with cameras and other types of
sensors and devices to provide a constant aerial view and
thus help rescue crews and firefighters to save lives.

In extensive coverage areas, it may be impracticable to
establish direct communication from the UAVs to the base
station on the ground at certain times. However, this
problem can be overcome through hop-by-hop communi-
cation, which requires the use of a routing protocol to
discover the best route/path from the source to the final
destination [15].

3.1. Problem Statement and Major Contributions. ,e high
mobility of UAVs means that network topology can change
over time, so discovering and maintaining routes becomes
one of the main issues to address [16]. For this reason, the

focus of this paper is to establish a specific FANETprotocol
that can perform this task more efficiently.

Routing protocols are responsible for finding, estab-
lishing, and maintaining routes between two nodes that wish
to communicate.,ese protocols should minimize overhead
and bandwidth consumption.

A routing protocol that targets FANETs is more complex
than fixed network protocols; this is due to several features of
these networks such as their dynamic topology algorithm,
mutual interference, restricted power, and the limited re-
sources available in the UAVs.

In a FANET, given UAV mobility, it may happen that
one aircraft is not close enough to another to establish
communication, so it will need to use routing information to
choose an alternate route. ,is communication can be done
in multiple hops through the collaboration of intermediate
nodes; that is, communication is not restricted to the radius
of action of each device individually, but the sum of the
radius of action of all devices (Figure 1).

,e mobility of UAVs and their spatial arrangement are
also very important for determining the communication
routes. As a result of the movement, these routes are usually
rearranged so that the interconnection between the UAVs
can be continued. For this reason, the routing must be
carried out dynamically by increasing the autonomy of the
UAVs and reducing the delay in data delivery between a
source node and a destination node [17].

Another main contribution of this paper is the adoption
of a new communication network model used to provide
connectivity in regions that are difficult to reach on land
(especially regions after natural disasters). FANETs are easily
established, as they are easily moved to a new region.

,e frequent updating of the control information can
ensure more accurate information; however, there is a need
for a greater use of energy since this reduces the autonomy of
the nodes. For this reason, this paper proposes a specific
routing protocol for FANETs where the received signal

Table 1: Related work.

Proposal Flight
autonomy Decision strategy Proposal focus

[7] No Using the Gauss–Markov mobility model Evaluate the traditional routing protocol in
FANETs

[8] No Mechanism for data routing based on
localization ,e position for UAV device

[9] No Extension of the OLSR protocol called P-OLSR Compare P-OLSR with OLSR
[10] No Energy-efficiency algorithm Reduce the energy consumption

[11] No Survey of the routing protocols Discuss the use of optimization techniques to
improve the routing performance

[12] No Discuss the hop-by-hop communication Number of UAVs necessary to network coverage
area

[13] No Routing based on multiple paths
Prove the efficiency of MP-OLSR in monitor
wildfire areas to increase the saving chances of

people victims of them

[14] No CHNN-DSR protocol Optimize routes to adapt them to high-speed
movement of nodes

Current
proposal Yes Routing protocol with fuzzy logic system

Select the best routing communication considering
flight autonomy with mobility and RSSI (received

signal strength indicator)
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strength indicator (RSSI), mobility level, and in particular
the flight autonomy of each UAV are employed as decision-
making metrics to ensure quality of service and quality of
experience for the network.

,is paper also proposes, as a contribution, the use of a
fuzzy system for the implementation of the routing protocol,
with a set of inputs composed of information collected, in
real time, from the network itself. ,e pieces of information
collected are flight autonomy, mobility level, and RSSI.
Based on such information, it is possible to establish
communication routes that will remain active for a longer
period. ,e objective is to discover routes with high flight
autonomy (longer service life), low mobility (fewer changes
in the topology), and better RSSI (better condition for data
transmission).

FANETs are commonly employed to monitor regions by
using sensors to capture images and/or videos. ,erefore, it
is very important that the quality of the video stream can be
assessed using QoE metrics to ensure that, in fact, good data
communication reflects a good user experience. ,erefore,
this paper performs a cross-layer evaluation involving the
network and application layers to verify it.

4. A Fuzzy Routing Protocol System

,e fuzzy system is a special kind of a knowledge-based
system that works through dynamic and inaccurate sets of
measurements. Fuzzy sets express the meaning of linguistic
values related to a linguistic variable. A linguistic variable
can be associated with a set of linguistic values, and that are

associated with fuzzy sets that express the corresponding
degree of relevance (truth value) of a linguistic variable.
Fuzzy sets are used to quantify the corresponding degrees of
uncertainty in evaluating a given concept (instance). Ele-
ments that belong to the fuzzy set may have degrees of
relevance in the range of [0.1].

,ese systems are widely used in dynamic scenarios,
such as vehicular network scenarios, being terrestrial or
aerial because, as the dynamics occur in the scenarios, the
values are changed, and, consequently, new solutions for the
network are found. ,is paper considers three input metrics
(language variables in the fuzzy system): mobility level, flight
autonomy, and RSSI.

,e level of mobility is linked to the speed metric, which
is an important measure as it can affect the quality of
communication/transmission because this measure in-
dicates how fast the drones are moving, consequently
changing the network topology as approach or distance from
a particular area. For the variable, three linguistic values
were defined: low speed (range 0 to 5m/s), average speed
(range 4 to 13m/s), and high speed (when velocity is greater
than 11m/s).

Another important metric is the flight autonomy,
directly linked to the battery capacity of the device; In this
case, which is related to the time that the UAV will be able
to fly over and monitor a particular region. ,e greater the
battery capacity, the longer the flight range, and therefore,
the longer the route, and network topology will remain
active. ,is metric is divided into three linguistic values
within this set: low range (0 to 600 seconds), medium

UAV-to-UAV (U2U)
communication

UAV-to-ground (U2G)
communication

UAV-to-ground (U2G)
communication

Source UAV Destination
UAV

Hop-by-Hop communication

Figure 1: Hop-by-hop communication in FANET.
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range (600 to 1200 seconds), and high range (over 1200
seconds).

,e third and last metrics used are linked to the signal
strength, which can also represent the signal quality and is
represented by the RSSI. ,e better the RSSI, the better the
communication between two or more drones. Inversely, the
worse the RSSI is, the worse is the signal quality between
airborne devices, and the worse is the communication be-
tween them. In this metric, three language variables were
defined for RSSI (dBi): low RSSI (− 125.1 to − 102.1 dBi),
average RSSI (− 111.1 to 63.1 dBi), and high RSSI (greater
than − 71.1).

With the support of the fuzzy system and the rule set
used, accurate results will handle inaccurate and vague
entries of input language variables, interpreted and classified
as follows: terrible path, regular path, good path, and ex-
cellent path.When the drone detects a new path/route, it will
provide the input variables collected for the embedded fuzzy
system, which after applying the inference equation and the
diffusion process, will indicate the quality level of the de-
tected paths/routes, qualifying the best for the routing
process of the air network.

In this paper, a Gaussian fuzzifier was used due to its
inherent ability to reduce the noise of input variables [18].
Fuzzification is the mapping of input variables to a set of
ranges that will be analyzed by a fuzzy rule base, the in-
ference machine, and their respective membership functions
of a set of linguistic variables, identifying which set it belongs
to. After 100 interactions of the simulation process, it was
concluded that the value of 0.6 would be considered for good
or excellent paths. In certain situations, an inference value
can be a part of two or more fuzzy sets at the same time (such
as 0.55). In this case, the metric that has the most relevance
according to the relevance function will be decisive in
identifying the output set (Figure 2).

For the implementation and construction of this fuzzy
system and after a set of tests and simulations, it was
concluded that the ideal communication between drone
devices would be in a scenario with high flight autonomy,
high signal strength (RSSI), and lowmobility level because in
this scenario/topology, the route is kept longer so that the
transmission stays longer and with fewer communication
problems. ,e greater the distance from this ideal scenario,
the fuzzy system can fetch the results that are closest to the
context, based on a table of rules and the inference machine
that can be dynamic and realistic in intelligent decision-
making.

Table 2 shows a set of fuzzy system rules defined for
performing this role. ,rough this set of rules and in
conjunction with the implemented inference engine, the
system finds the most appropriate decision to select the
route/path that will remain active for the longest, improving
and maintaining network performance with the best path
(Table 2), mostly choosing the EXCELLENT and GOOD
paths and very rarely the REGULAR and BAD paths.

,e final decision is made according to the fuzzy system
set inference values which qualify the highest inference value
for the choice. During the implementation of the fuzzy
system, it was observed that inference values equal to or

higher than 0.6 represented the best way in these scenarios
and therefore those with the highest probability of being
chosen (Figure 3).

In the 3D graphic image of Figure 4, the yellow areas
represent the routes/paths most likely to be chosen, as they
correspond to routes where drones have high flight au-
tonomy, low mobility, and high RSSI. ,e green-shaded
chart area corresponds to the average speed, average RSSI,
and average flight range drones, and in this situation, there is
little chance of the drone being chosen as the communi-
cation route. ,e last region, represented by the blue color
on the chart, represents a drone with high mobility, low
RSSI, and low flight range, in which case the drone will not
be chosen as the communication route (Figure 4).

Terrible Regular Good Excellent1

0.5

0

0
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 2: Output of the fuzzy system.

Table 2: A fuzzy rule-based system.

Mobility Flight autonomy RSSI Output
Low Low Low Terrible
Low Low Medium Regular
Low Low High Regular
Low Medium Low Regular
Low Medium Medium Good
Low Medium High Excellent
Low High Low Regular
Low High Medium Good
Low High High Excellent
Medium Low Low Terrible
Medium Low Medium Regular
Medium Low High Regular
Medium Medium Low Regular
Medium Medium Medium Good
Medium Medium High Excellent
Medium High Low Regular
Medium High Medium Good
Medium High High Excellent
High Low Low Terrible
High Low Medium Terrible
High Low High Terrible
High Medium Low Terrible
High Medium Medium Regular
High Medium High Regular
High High Low Terrible
High High Medium Regular
High High High Regular
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5. Results

,is section evaluates the performance of the FANET
protocol by proving the benefit of the proposed routing

protocol when compared to AODV (reactive protocol) and
OLSR (proactive protocol). ,e results were performed by
simulation through the network simulator version 2 and
multimedia applications. ,e video used was the “Sintel”
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Figure 3: Schematic representation of the proposal.
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which is high definition (HD 1280× 7200p) with 1200
frames.

,e propagation model used in the simulations was
shadowing because it is more realistic in signal attenuation
than the free-space model and two-ray ground models
(propagation models available in NS-2) [19]. ,e simulator
does not support three-dimensional scenarios, so it is as-
sumed that drones are at similar heights and with a line of
sight of communication. Table 3 shows the simulation pa-
rameters used for scenarios with 10 drones with random
mobility (random way point) and speed range from 2m/s to
20m/s in an area of 200m× 200m.

Due to the drones’ random mobility, they can fly closer
or farther from each other, considering the speed drones can
also get closer or fly slower or faster from each other.
Changes in the network topology due to drone mobility
require a fast response from routing protocols; if this re-
sponse does not occur efficiently, network performance will
be degraded.

,e FANET adaptive protocol outperformed other
protocols as shown in Figure 5. ,e AODV and OLSR
protocols, due to network topology changes, did not update
their routing tables quickly and efficiently and were unable
to maintain an active route, and consequently, both pro-
tocols interrupted their transmissions during the part of the
simulation. Unlike the others, the FANETadaptive protocol
updated its routing table quickly and efficiently always
keeping an active route for transmission and consequently
avoiding connection breakdown.

,e throughput average also shows that the FANET
adaptive protocol performed better when compared to
AODV and OLSR protocols. ,e proposed routing protocol
performed approximately 300% better than the other two
protocols, as shown in Figure 6.

In addition to evaluating through quality of service
metrics, this paper also evaluated the FANET adaptive
protocol using the quality of experience metric. ,e three
main QoE metrics are peak signal-to-noise ratio (PSNR),

Table 3: NS-2 simulation parameters.

Drones 10
Access technology IEEE 802.11 g
Propagation model Shadowing
Mobility type Random waypoint
Query Droptail
Number of simulations 100
Confidence interval 95%
Frequency 2.4GHz
Area 200m× 200m
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structural similarity (SSIM), and video quality metric
(VQM). PSNR evaluates the signal-to-noise ratio of the
video considering features such as brightness, noise, and
color. Figure 7 shows that the OLSR protocol had a PSNR
average of 18 dB (rated as the poor video), the AODV
protocol had a PSNR average of 28 dB (rated as the regular
video), and the FANET adaptive protocol had an average
PSNR of 42 dB (rated as the excellent video).

,e FANET adaptive protocol also outperformed OLSR
and AODV when evaluated using the SSIM metric. ,e
metric evaluates the video considering features such as
brightness, color, and contrast. ,e SSIM metric has a value
scale from 0 to 1, the closer to value 1, the better the video
quality. ,e OLSR protocol had an average SSIM of 0.43
(considered a bad video), the AODV protocol had an av-
erage SSIM of 0.61 (considered a regular video), and the

FANET adaptive protocol had an average SSIM of 0.91
(considered an excellent video), as shown in Figure 8.

,e comparison between the three protocols was also
made using the VQM metric, which also showed the su-
periority of the FANETadaptive protocol. ,e VQM metric
has a scale from 0 to 5, in which case the closer to 0, the better
the video quality. ,e metric evaluates the video considering
features such as color, brightness, intensity, and frame
distortion.,eOLSR protocol had a VQM average of 4.1, the
AODV protocol had a VQM average of 3.3, and the FANET
adaptive protocol had a VQM average of 1.4 as shown in
Figure 9.

,is paper also evaluated the protocols by visually
comparing frames received using the MSU Video Quality

0.09

Th
ro

ug
hp

ut
 av

er
ag

e (
M

bp
s)

0.08

0.07

0.06

0.05

0.04

0.03

0.02

0.01

0

OLSR 0.005282
0.02687

0.089507
AODV
FANET protocol

Figure 6: Average throughput.

PS
N

R 
(d

B)

50
45
40
35
30
25
20
15
10

5
0

Frames

OLSR
AODV
FANET protocol

1 64 12
7

19
0

25
3

31
6

37
9

44
2

50
5

56
8

63
1

69
4

75
7

82
0

88
3

94
6

10
09

10
72

11
35

11
98

Figure 7: PSNR values.

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0

1 61 12
1

18
1

24
1

30
1

36
1

42
1

48
1

54
1

60
1

66
1

72
1

78
1

84
1

90
1

96
1

10
21

10
81

11
41

12
01

SS
IM

Frames

OLSR
AODV
FANET protocol

Figure 8: SSIM values.

8 Wireless Communications and Mobile Computing



Measurement Tool software [20]. Visual comparison of
frames transmitted by each protocol also showed better
performance of the FANET adaptive protocol. Figure 10
shows a video frame transmitted by the OLSR protocol in
which it is possible to observe that the frame is distorted and
has pixel flaws.

Figure 11 shows a video frame transmitted by the AODV
protocol, in which there was a quality improvement when
compared to the previous frame. However, the video cannot
be rated as of excellent quality, and it has minor distortions
and flaws, so it is classified as a regular quality video.

,e video frame transmitted by the FANET adaptive
protocol has a better quality when compared to AODV and
OLSR protocols. Figure 12 shows that the frame has no
distortions or flaws being rated as an excellent quality video.

6. Conclusion

FANETs provide several benefits (as cited earlier), but there
are still some challenges to be studied, such as routing
between UAVs in the air network. For this reason, the flying
networks have been a research topic.

,ere is no specific routing protocol for air networks, so
this paper proposes a routing protocol for FANETs that uses
a fuzzy system to improve the route discovery process. ,e
FANET adaptive protocol takes into account RSSI, mobility
level, and flight autonomy.

,e FANET adaptive protocol was compared with
AODV and OLSR protocols (traditional ad hoc routing
protocols). ,e comparison was carried out by simulation
using QoS and QoE metrics, and the proposed routing
protocol had a better performance (around 35%) than the
other two routing protocols.

In future paper, the authors intend to develop new ar-
tificial intelligence techniques and include new parameters
for decision machine, as well as use a new wireless tech-
nologies (i.e., long-term evolution—LTE) and new propa-
gation models (i.e., air-to-ground path loss for low-altitude
platforms and air-to-ground path loss for high-altitude
platforms).

Data Availability

,e data used to support the findings of this study are
available from the corresponding author upon request.
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Nowadays, the popularity of the unmanned aerial vehicles (UAVs) is high, and it is expected that, in the next years, the
implementation of UAVs in day-to-day service will be even greater. ­ese new implementations make use of novel technologies
encompassed under the term Internet of ­ings (IoT). One example of these technologies is Long-Range (LoRa), classi�ed as a
Low-Power Wide-Area Network (LPWAN) with low-cost, low-power consumption, large coverage area, and the possibility of a
high number of connected devices. One fundamental part of a proper UAV-based IoT service deployment is performance
evaluation. However, there is no standardized methodology for assessing the performance in these scenarios. ­is article presents
a case study of an integrated UAV-LoRa system employed for air-quality monitoring. Each UAV is equipped with a set of sensors
to measure several indicators of air pollution. In addition, each UAV also incorporates an embedded LoRa node for com-
munication purposes. Given that mobility is key when evaluating the performance of these types of systems, we study eight
di�erent mobility models, focusing on the e�ect that the number of UAVs and their �ying speed have on system performance.
­rough extensive simulations, performance is evaluated via multiple quality dimensions, encompassing the whole process from
data acquisition to user experience. Results show that our performance evaluation methodology allows a complete understanding
of the operation, and for this speci�c case study, the mobility model with the best performance is Pathway because the LoRa nodes
are distributed and move orderly throughout the coverage area.

1. Introduction

­e Internet of ­ings (IoT) is gaining momentum. IoT
represents a heterogeneous network scenario with virtually
unlimited uses [1, 2]: Smart-Homes, Smart-Cities, Industry
4.0, Smart-Grids, etc. At the same time, unmanned aerial
vehicles (UAV), also known as drones, are becoming a very
interesting tool for tra¢c surveillance, crop monitoring,
border patrolling, disaster management, remote areas
control, or wild�re monitoring, and among others [3].
Examining the characteristics of both, IoT and UAVs, it can
be presumed that UAVs could become a natural symbiotic
element of the Internet of ­ings (IoT) [1]. Let us delve into
this idea.

On the one hand, UAVs can be classi�ed in terms of
several features such as size, communication capacity, �ight

mode, and wing types. UAVs can work isolated or in groups,
giving rise to a new type of communication network called
Flying Ad hoc Networks (FANETs) [4]. FANET can be seen
as an extension of Mobile Ad hoc Networks (MANETs) with
singular features in terms of mobility, topology, wave
propagation, and energy constraints. In contrast to other
communication networks as MANET or Vehicular Ad hoc
Networks (VANETs), the UAVs move freely in the air,
including a third axis (z) to the mobility of the devices (x, y)
considered so far. Mobility models used for UAVs are
usually classi�ed according to its nature and are either
created for other networks and then adapted to this new
environment or speci�cally introduced as mobility models
[5]. Mobility models are key for an optimal UAV de-
ployment [6]. Numerous factors have a notable e�ect on the
trajectory of UAVs such as energy constraints, collision
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avoidance, flight time, ground users’ demands, and the
specific service in use. For instance, UAVs employed for
extension coverage of wireless telecommunications network
(better connectivity to terrestrial networks) will need to
consider the Quality of Service (QoS) as a key element to
optimize their performance [7].

On the other hand, it is a common practice in IoT to use
small (and sometimes low cost) sensor devices to capture
data frommultiples sources.,en, these data are usually sent
by means of wireless technology to a gateway that provides
Internet connectivity to the cloud, where network servers are
located. Network servers are responsible for collecting and
processing the data and also making decisions or defining
specific actions to be carried out. Although there are several
technologies being used for the wireless part of this general
IoT communication architecture, Low-Power Wide-Area
Network (LPWAN) solutions are standing out [8]. Among
their benefits, we can highlight the following: energy effi-
ciency, low cost, possibility of dense deployments, and high
performance in a wide coverage area. However, it is im-
portant to note that the low data rate (DR) and the duty cycle
constraint (1%) make this technology not appropriate for
time-sensitive traffic. One of the most popular LPWAN
technologies is Long-Range (LoRa) [9]. LoRa uses a pro-
prietary modulation algorithm patented by Semtech [10] as a
derivative of chirp spread spectrum (CSS), operating in the
industrial, scientific, and medical (ISM) band and spreading
a narrowband signal over a wider channel bandwidth. ,e
communication architecture of LoRa (layers and protocols)
is defined by LoRaWAN [11, 12].

Consequently, these small sensors used in IoT together
with their communications capabilities could be easily
embedded in UAVs (e.g., Figure 1). By doing so, the UAVs
provide a new framework to deploy IoT-based services.
Although the maturity level of UAVs and LoRa/LoRaWAN
for IoT is higher and higher, there are some important
unsolved issues. From the UAV perspective, mobility is a
challenge. Specific mobility models have been proposed in
the scientific literature for UAVs and FANETs. However,
how to select the best mobility pattern for a given service is
still an open issue. From the IoTperspective, there is not yet
a standardized methodology for performance evaluation in
terms of quality [13].

In this paper, we address these two questions using a case
study. Particularly, we evaluate the performance of an IoT
air-quality monitoring system that integrates LoRa/LoR-
aWAN and UAVs. Each UAV incorporates an IoT device
that has sensors, which measure the quality of the air, and a
LoRa node for sending these data to a gateway. Eight dif-
ferent UAV mobility models are tested, namely, Random
Walk (RW), Random Waypoint (RWP), Random Direction
(RD), Gauss–Markov (GM), Reference Point Group Mo-
bility (RPGM), Pathway, Semi-Random Circular Movement
(SRCM), and Smooth Turn (ST). Performance is measured
using four quality components, namely, Quality of Data
(QoD), Quality of Information (QoI), Quality of user Ex-
perience (QoE), and Quality Cost (QC). ,ese quality
components encompass the whole process from data ac-
quisition to user experience and were introduced in previous

works [14, 15]. Observe that, for each mobility model, we
will measure the effect on performance of both the number
of UAVs, equivalent to the number of IoT end-nodes, and
the UAVs’ flying speed. ,rough intensive computer sim-
ulations, we find out the best mobility model to be used for
this IoT system. Results show that the mobility models that
orderly cover all the areas obtain the best performance for
the service under study.

,e rest of the paper is organized as follows. A review of
the state-of-the-art literature is included in Section 2. Section
3 describes the materials and methods used in this study.
Simulation results are shown and discussed in Section 4.,e
paper ends with a conclusion in Section 5.

2. Related Work

,ere are many proposals in the scientific literature
addressing the trade-off between resource optimization and
performance in UAV deployments. It is well known that the
mobility model is one of the key factors with a high impact of
performance. ,erefore, in this section, we first review
previous works related to optimal location, distribution, and
trajectories of UAVs.,en, we focus on studies that analyzed
the impact of UAV mobility in the performance of the
system in terms of quality metrics. Finally, we explore those
works that have proposed the combined used of IoTwireless
communication technologies, e.g., Wireless Sensor Net-
works (WSN) or LoRa, and UAVs.

In [3, 16], authors studied mobility models in UAVs.,e
goal was to identify the best mobility model in order to
achieve higher WLAN coverage without decreasing per-
formance. ,ey took into account the qualitative and
quantitative communications needs and used the number of
drones as the main investigated parameter. Similarly, Chen
et al. [17] suggested maximizing QoE at the expense of
minimizing the total transmitted power by each UAV
considering the channel communication constraints be-
tween the deployed devices and the base station (or base
stations). Gao et al. [18] proposed a high energy-efficient
resource allocation scheme considering the mobility of the
UAVs andmeasuring the performance of devices in terms of
QoE in dynamic aerial channel conditions and different
transmission DR. Vashisht et al. [19] analyzed the impact of
the increase of peripherals into UAVs; the idea was that only
needed peripherals should be fixed in drones with limited
resources to perform all the tasks in an energy-efficient way
and increasing as much as possible the flight time.

Cheng et al. [20] proposed a security alternative re-
garding UAV trajectories and time scheduling with an it-
erative algorithm solving a convex optimization problem.
Similarly, Zhao et al. [21] solved an optimization problem
for UAV trajectories and Non-Orthogonal Multiple Access
(NOMA) precoding by erasing the interference from the
base station to UAVs or minimizing to a given threshold.
Also coupling with QoE, contributions [17, 22, 23] resolved
different optimization problems to guarantee the QoE re-
quirement using the minimum transmission power in the
UAV. In this case, the goal was to provide wider coverage for
all nodes in a particular area maintaining QoS requirements

2 Wireless Communications and Mobile Computing



in the 3D deployment or maximizing the number of nodes in
the coverage area but always being aware of energy effi-
ciency. Other studies [18, 19, 24] addressed different chal-
lenges such as high node mobility, fluid topology, or low
node density. As an example, Bouachir et al. [24] studied the
Random Waypoint (RWP) mobility pattern, having a great
impact on QoS metrics, mainly due to interference and
packet collisions [25].

Regarding the combination of UAVs and IoT, several
studies are addressing the use ofWSN in these scenarios. For
instance, in [3], the authors studied the features and con-
ditions in a UAV network using different metrics to guar-
antee connectivity, security, and scalability. Other authors
[26–29] evaluated the use of WSN to acquire raw data from
the environment and employed LoRa/LoRaWAN to trans-
mit the data to the server, assuming that LoRa covers a range
up to 30 km. In [30, 31], the authors integrated WSN with
UAVs and proposed an optimal trajectory design, mini-
mizing the total path length, passing close to the main in-
teresting points, and ensuring a minimal delay in the
communication. Sharma et al. [32] tested a LoRaWAN
network using UAVs for urban surveillance focusing on
stress areas, being able to preserve 40% of the network
energy consumption.

From a more complete perspective, Yuan et al. [1]
assessed and compared the performance in rural and urban
environments of UAVs equipped with LoRa, WiFi, and
Long-Term Evolution (LTE) networks; results showed that
LoRa achieved the best performance with greater swarm
density and longer coverage range when LTE was not
supported. Kirichek and Kulik [33] addressed the use of
different elements in the networks as WSN acquiring data
from terrestrial segments. In their proposal, LoRa/LoR-
aWAN devices transmitted the data acquired from the WSN
to a UAV gateway. ,en, the UAV acting as a gateway and/
or as a repeater forwarded the data to reach the LoRa base
station, which, in turn, forwarded the data to a network
server. Finally, Trasviña-Moreno et al. [34] developed a

complete system with buoys equipped with WSN for ma-
rine-coastal environment monitorization and transmitted
the acquired data using LoRa technology. ,is provided an
easy-to-use and low-power solution with a large coverage
area, one of the main features of LoRa. In parallel, a UAV
with LoRa technology acted as a gateway to collect the data
up to forwarding to the server that processes it. Finally,
security is also one important concern because these devices
could be an easy target. Some contributions addressed this
issue using an efficient resource management and planning
the strategy in accordance with QoS [19, 35, 36].

Despite existing many contributions that evaluated the
performance of different mobility models in UAV or the
incorporation of LoRa to UAV deployments, they have
based the performance analysis only on two quality com-
ponents, namely, QoS and QoE. For QoS, the examined
metrics are the classic ones: delay, jitter, throughput, and
packet losses. However, the QoE component does not have a
standardized model for IoT services. Consequently, the
metrics used to assess QoE in the state of the art are ex-
tremely unalike. With this paper, we verify a proposal that
harmonizes the performance evaluation of IoTservices using
a complete UAV/LoRa/LoRaWAN deployment as a case
study. ,e novelty resides on the use of multiple quality
dimensions (QoD, QoI, QoE, and QC).

3. Materials and Methods

In this section, we describe the main features of the mobility
models used in UAV deployments. ,en, we describe the
characteristics of the simulation framework that we have
used in this study as well as the performance evaluation
methodology.

3.1.MobilityModels. Dynamic topology, high mobility, etc.,
are significant challenges in the design of UAV networks and
services. Taking into account that testing with real devices is
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Figure 1: Example of an IoT deployment integrating LoRa/LoRaWAN and UAVs.
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costly and depends on region restrictions, Camp et al. [25]
suggested the use of mobility models under simulation to
assess the performance of UAV networks and FANETs. ,e
mobility of UAVs is largely different to the mobility of
vehicles placed in the ground, so in most cases the MANET
models are not directly applied. According to [5], two
primary groups can be found for mobility models in this
scenario: adapted mobility models and specific models de-
fined for FANETs.

On the one hand, Xie et al. [5] adapted and extended
traditional MANET mobility models from 2D to 3D clas-
sifying them into five categories: random, temporal de-
pendency, spatial dependency, geographic dependency, and
hybrid mobilities.

,e first category encompasses Random Mobility,
which, in turn, includes three models, namely, Random
Walk (RW), Random Waypoint (RWP), and Random Di-
rection (RD). In RW, the node randomly chooses the ori-
entation and speed during a time interval, and before it ends,
it chooses a new random orientation and speed for the next
period reflecting or wrapping from the boundaries. In RWP,
each node randomly selects a target in the coverage area and
the travelling speed. When the node achieves the target, it
waits for a random time; then, it chooses a new target and a
new speed to reach the new target. Finally, in RD, the node
chooses a course and speed moving to the border, where it
rests and after that chooses a new direction to go. ,e
difference among RD and RW is the travelling duration,
being constant or random, respectively. In contrast, the aim
of RWP model is to measure the influence of the range,
speed, the number of hops, and the density of nodes in a
FANET. Observe that despite the random mobility, the
destination position is always in the constrained area range.

,e second category is the temporally dependent mo-
bility models that claim to avoid sudden changes in direction
and speed, such as the Gauss–Markov (GM) [37] for
tracking trajectories of targets. ,e GM equations are found
in [5] and depend on heading speed, direction, and pitch,
avoiding abrupt changes close to the borders.,e GMmodel
has been largely used for network performance evaluation.
Smooth Random Mobility correlates the behavior of the
vehicles in the ground by the Stop-Turn-Go model.

,e third group is space-dependent, where the mobility
of a node depends on the available space and the behavior of
the closest nodes. One example is Reference Point Group
Mobility (RPGM) that follows the master-slave model,
where the members of a group follow the group leader [38].
Another example is Spatially Correlated Mobility, where the
behavior of a node depends on the actions of the other
nodes.

,e fourth category is the geographical dependence
classification, including the models with trajectory re-
strictions due to pathways or obstacles in the way [39].
Lastly, the hybrid models share at least two features of
different categories as the Free-way Mobility model that
relies on the present context (temporally dependent) and the
position of surrounding nodes restricted to lanes on high-
ways (space-dependent). Another case is the Disaster-Area
model where many mobility models are included [5].

On the other hand, many mobility models have been
specifically created for FANETs. First, in the Semi-Random
Circular Movement (SRCM) model, all UAVs are placed
around a fixed center and turn around it with a radius, speed,
and initial angle. ,is model is not suitable in MANETs
because these conditions are not feasible on ground due to
geographical or item restrictions. But it is possible in FANET
because of the available free space in the air. Second, the
,ree-Way Random Mobility assumes the heading speed
and three possible states defined on a Markov chain: going
straight, turning right, and turning left. ,ird, the Phero-
mone Repel model splits the area into small grids trying to
cover all the available networks. ,e behavior of ,ree-Way
Random and Pheromone Repel models close to the border is
similar to GM model, choosing to turn completely the di-
rection of the UAV pointing to the interior of the area.
Fourth, the Smooth Turn (ST) captures the free-space
mobility of the nodes making smooth trajectories with a
large radius as aircrafts in 2D and 3D. In the second case, the
3Dmodel has two versions, z-dependent and z-independent,
which vary in the correlation along z-dimension and the
plane (x, y). Fifth, the Flight-Plan (FP) mobility defines
flights where the initial and final point are known before-
hand (e.g., regular and commercial), not suitable for au-
tonomous UAVs. Finally, the Multi-Tier Mobility model use
different aircraft types that flight at diverse heights. Figure 2
contains a brief summary of the mobility models mentioned
in [5].

3.2. Performance Evaluation in LoRa. ,e simulation is
carried out using OMNeT++ [40], INET framework [41],
FLoRa framework [42], and Crypto++ [43]. ,e simulated
scenario is composed of one server (called for this purpose
Network Server, NS), four LoRa gateways (LoRaGWs), and a
variable number of LoRa nodes ranging from five to twenty
in the LoRa network. ,e scenario is depicted in Figure 1.
Each UAV incorporates a set of sensors, so that the UAV can
act as a mobile air-quality station. Specifically, each UAV
includes nine pollution metrics.

During simulations, the UAVs will move around the
coverage area at different speeds (10, 25, and 50 km/h). In
addition, given the favored characteristic of LoRa nodes,
these are also embedded into the UAVs to send the collected
data to the LoRaGW. In our scenario, we employ four
LoRaGWs to cover the complete area (40 km× 40 km), thus
maximizing the coverage area, but considering that dupli-
cated packets might be received. Behind the LoRaGWs, four
GWRouters (one for each LoRaGW), one InternetCloud,
one NSRouter, and one Network Server compose the
backhaul network (Figure 1). When a LoRaGW receives a
frame, it forwards it through the cloud to the Network
Server. ,is element processes the packet and obtains
valuable information for decision-making. In summary,
each UAV in the topology represents an air-quality station
with sensors that acquire data from the environment where
the UAV is flying, and the embedded LoRa node transmits
the raw data to the Network Server through a LoRaGW.
Each LoRa node generates packets randomly using an
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exponential distribution with mean 100 seconds. For a better
understanding, sensor measurements are obtained from a
real dataset [44] that corresponds to a suburban area. Table 1
and Figure 3 show the configuration parameters used in the
simulations.

Our goal is to evaluate the performance of eight different
mobility models: RW, RWP, RD, GM, RPGM, Pathway,
SRCM, and ST. For each model, we analyze the effect of the
number of LoRa nodes (i.e., the number of UAVs) and also
their motion speed. ,e evaluation is carried out using four
quality components introduced in [14, 15], each one cov-
ering a different dimension of the performance, and thus
avoiding overlapping. In this sense, these four quality
components are divided into two magnitudes: profit (QoD,
QoI, and QoE) and cost (QC). Each component assesses one
dimension:

(1) QoD: it measures the quality of raw data as acquired
by sensors. It is calculated as shown in (1) and it
refers to the precision of the sensor reading, the
truthfulness of the measurement (it is within range),
and the completeness of the measured data (if all
sensors work properly).

(2) QoI: it measures the quality of the obtained in-
formation after raw data have been processed in the
server. It includes seven metrics dealing with the

quality of the processed data, from the amount of
data received to the accuracy of these data. It is
obtained as shown in (2).

(3) QoE: it measures network performance (i.e., classical
QoS values) and the user experience. Initially, only
the use of the network interface of the LoRa gateway
is considered as a metric different from the well-
known QoS metrics used for performance evaluation
(delay, jitter, packet loss, and throughput). It is
calculated as shown in (3).

(4) QC: it measures the cost in terms of resources, e.g.,
energy consumption, computation capacity, and
duty cycle limitation (1%). Its expression is depicted
in (4).

Random mobility

Random Walk (RW)

Random Walk (RW)

Pathway Mobility

Obstacle Mobility

Free-way Mobility

Disaster-Area Mobility

Random Waypoint (RWP)

Random Direction (RD)

Gauss–Markov (GM)

Smooth Random

Reference Point group
Mobility (RPGM)

Specific to
FANET

Adapted to
FANET

Mobility
models

Temporal dependency

Spatial dependency

Geographic dependency

Hybrid

Semi-Random Circular Movement (SRCM)

Three-Way Random Mobility

Pheromone Repel Mobility

Smooth Turn Mobility (ST)

Flight-Plan Mobility (FP)

Multi-Tier Mobility

Figure 2: Mobility model classification.

Table 1: LoRa parameters used in simulations.

Parameter Values
Spreading factor (SF) Random (7, 12) uniform distribution

Transmission power (TP) Random (2, 14 dBm) uniform
distribution

Bandwidth (BW) 125 kHz
Coding rate (CR) 4/5
Time to first/next packet Exponential (100 s)
Number of grids 5× 5
dmax, dmin suburban {12148.93m, 999.71m}
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QoD � completeness · precision · truthfulness, (1)

QoI � quantity · precision · recall · accuracy
· timeliness · detail · validity,

(2)

QoE � jitter · delay · packet delivery rate
· throughputbps · gatewayavailability,

(3)

QC � energy consumption · interface usage. (4)

It is important to observe that each quality component is
the product of several metrics, previously normalized, as

shown in (1)–(4). ,erefore, QoD, QoI, QoE, and QC are
also normalized values [0-1], being 1 the best possible
performance and 0 the worst one. Quality components will
be calculated at time intervals, called Teval, at the network
server.,is evaluation period (Teval) is customized according
to the monitoring needs. In this paper, we use Teval � 500 s.

4. Results and Discussion

In this section, we show the results obtained after extensive
simulations.,e eight mobility models have been tested with
a variable number of UAVs/LoRa nodes {5, 10, 15, and 20}
and different speeds {10, 25, and 50 km/h}. Results are
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Figure 3: Specific parameters used in simulations for the mobility models.
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obtained for QoD, QoI, QoE, and QC.,e term QoX will be
used in this section to refer to any of these quality
components.

Generally, the performance in terms of quality com-
ponents QoX improves as the number of LoRa nodes/
UAVs increases. ,is result applies to all the evaluated
mobility models. ,e only exception is for RPGM because
all flying nodes are usually located into a small part of the
studied area; therefore, at each Teval, the system only re-
ceives packets from one or two grids. ,is entails the worst
value for QoI when the number of LoRa nodes/UAVs is
higher in RPGM. In the situation where the number of
flying devices is constant and we only change the speed of
the devices, the different mobility models obtain similar
results with a slight performance enhancement as the speed
increases. As we commented previously, the QoI compo-
nent of the RPGMmodel is highly affected by mobility, due
to the coverage; therefore, the faster the movement, the best
the results for this model.

Now, we discuss the particular results for each QoX
component. In relation to the data acquisition process, we
have measured the quality of the raw data obtained by the
UAV-incorporated sensors. Because we are focusing on
collecting data, the QoD component penalizes pollution
measurements that are not taken. If we observe how QoD
varies as a function of the number of nodes, we can see
that, in general, the more the number of UAVs, the better
the performance (Figure 4). In the scenario with 5 nodes,
the raw data obtained by the first LoRa node (node0) is
weaker because it has not all the sensors to obtain all the
air-quality values. ,is fact penalizes the QoD in this
scenario. As the number of UAVs increases, this “poor”
UAV goes unnoticed because the rest of UAVs collect a
high number of measurements, thus increasing the value
of QoD. ,e QoD value is practically the same with a
constant number of UAVs, though with a certain variance
due to the random message generation by each UAV. On
this component, the speed at which the UAV moves
within the coverage area does not have any influence on

the results. Lastly, the scenario with 20 UAVS is slightly
better than others in terms of QoD for all mobility models
because the effect of that “poor” UAV is lower. ,e
performance for all mobility models are quite similar
because the QoD metrics only depend on the raw data,
which is obtained from the same dataset that is shared by
all the tested mobility models. ,e best performance is
acquired by RPGM and RW models (Figure 4) and the
worst by RWP and RD (Figure 5).

After the data acquisition process, the QoI component
measures the quality of the obtained information. QoI de-
pends on seven metrics, as shown in (2), which make it very
volatile. In other words, mobility has a higher impact on QoI
than in QoD. To this particular case, the better the per-
formance, the faster the nodes because the Network Server
receives packets from all grids (i.e., more data are available to
monitor all grids in the studied area). ,e recall metric is
responsible for measuring this effect on QoI. ,e mobility
model with the best performance for this quality component
is Pathway Mobility due to the orderly arrangement of the
UAVs in the coverage area (Figure 6). ,is means that once
processed the data, the Network Server assesses information
from all the monitored areas, which is very important for
decision-making.

,e use of four LoRaGWs guarantees that there are no
hidden or “blank” areas without LoRa coverage. ,erefore,
the performance in terms of QoE is very similar for all the
mobility models. ,e only metric that varies a little bit more
is gatewayavailability, see (3). ,e reason is that this metric
evaluates how busy is the gateway because of the need for
sending data, which could create a bottleneck in specific
congested scenarios (which is not the case). All mobility
models obtain similar results with RD as the best one
(Figure 7); this is because this model looks for the edge of the
area to change the direction, coinciding with the location of
LoRaGWs, so the ratio of delivery packets is higher than in
other mobility models. ,e speed of the flying LoRa nodes/
UAVs does not affect performance in the QoE quality
component.
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Figure 4: (a) RW and (b) RPGM models obtain the best QoD.
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Figure 6: Continued.
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Figure 5: (a) RWP and (b) RD mobility models obtain the worst QoD.

8 Wireless Communications and Mobile Computing



Finally, we discuss the QC quality component. ,e
energy consumption depends on the state of the transceiver
(higher consumption in transmitting state). Due to a

random message generation when the number of UAVs is
lower, the number of times that transceiver is in transmitting
mode is different for each Teval. ,is fact makes this
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Figure 6: Performance results of the eight mobility models for the QoI quality component: (a) ST, (b) SRCM, (c) RWP, (d) RW, (e) RPGM,
(f) RD, (g) Pathway, and (h) GM mobility models.
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Figure 7: Performance results of the best ((a) RD) and the worst ((b) RPGM) mobility models for the QoE quality component.
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component unstable because the consumption is highly
fluctuating between two time intervals Teval.,e best result is
obtained for the GM model and the worst for RPGM model
(Figure 8), although the difference is small.

5. Conclusion

,e combination of technologies to design a multifaceted
system is a current trend with greater impact on future smart
services. UAVs, as well as LoRa, is a very flexible technology
with an increasing number of applications. However, today,
there is still not a standard to evaluate the performance of
these technologies (or combination of them). ,erefore, we
used a model based on different quality components that
address different dimensions of the operation of the service.
We compared the results obtained for eight mobility models
(Random Walk, Random Waypoint, Random Direction,
Gauss–Markov, Reference Point Group Mobility, Pathway
Mobility, Semi-Random Circular Movement, and Smooth
Turn). From the results, we found out that whereas QoD and
QC components hardly vary among models because these
quality components do not depend on communication
factors, some variation is perceived in terms of QoI andQoE.
,ese two quality components, QoI and QoE, depend on
wireless and wired network conditions, and thus, the pro-
vision and the movement of the flying nodes across the
network have a direct impact on performance. On the one
hand, the QoI component achieves a better performance for
those mobility models whose UAVs move orderly through
the network. On the other hand, QoE relies on network
conditions and the best results were achieved for the RD
mobility model which minimizes network metrics such as
delay, jitter, and packet delivery rate. As future work, we plan
to improve the quality model to find out the best relationship
among quality components.
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[28] J. Petäjäjärvi, K. Mikhaylov, A. Roivainen, T. Hänninen, and
M. Pettissalo, “On the coverage of LPWANs: range evaluation
and channel attenuation model for LoRa technology,” in
Proceedings of the 14th International Conference on ITS
Telecommunications (ITST), pp. 55–59, Copenhagen, Den-
mark, December 2015.

[29] C. A. Trasviña-Moreno, R. Blasco, R. Casas, and Á. Asensio,
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Federal Aviation Administration (FAA) of the United States is considering Remote ID systems for unmanned aerial vehicles
(UAVs). �ese systems act as license plates used on automobiles, but they transmit information using radio waves. To be useful,
the transmissions in such systems need to reach long distances to minimize the number of ground stations to capture these
transmissions. LoRaWAN is designed as a cheap long-range technology to be used for long-range communication for the Internet
of�ings. Several manufacturers make LoRaWANmodules, which are readily available on the market and are, therefore, ideal for
the UAVs Remote IDs at a low cost. In this paper, we present our experiences in using LoRaWAN technology as a communication
technology. Our experiments to identify and locate the UAV systems uncovered several issues of using LoRaWAN in such systems
that are documented in this paper. Using several ground stations, we can determine the location of a UAV equipped with a
LoRaWANmodule that transmits the UAV Remote ID. Hence, it can help identify UAVs that unintentionally, or intentionally, �y
into restricted zones.

1. Introduction

According to the Federal Aviation Administration (FAA),
around seven million unmanned aerial vehicles (UAVs) will
be sold in the United States by 2020 [1]. UAVs have great
potential in many civilian and military applications. Nev-
ertheless, they can hinder public safety and privacy when
�ying in unauthorized areas. Governments may restrict or
forbid UAVs �ying in certain areas without prior permis-
sion. Such areas include airports, borders, and many others.
In 2016 alone, around 1,800 violations were reported, in-
cluding UAVs approaching airplanes and disturbing their
safety [2–4]. �is number has increased by more than one-
third compared to 2015. Although no catastrophic accident
has happened, it is essential to ¡nd a solution to reduce these
violations.

Many solutions have been proposed for UAV surveil-
lance such as the mandatory registrations in the FAA reg-
istry, geolocation systems, drone guns, signal jammers,
sound recognition systems, and visual perception systems.
�e FAA started a UAV registry in 2015 to locate the owners

of UAVs violating any rules [5, 6]. UAV manufacturers use
the global positioning system (GPS), which is a satellite-
based navigation system owned by the United States, to
detect the UAV’s location and prevent it from �ying in
restricted areas [7, 8]. Two drone guns, “Dronegun” and
“DroneDefender,” have been o©ered by two di©erent
companies to bring down UAVs causing problems [9, 10].
�ese guns are used to override the signal between the UAV
and its remote control, and the UAV is then controlled by
the gun controller. However, drone guns require the UAV to
be in the line of sight (LoS) of a human with the gun to ¡nd
the same frequency used by the UAV’s remote control to
control it. Signal jammers have been used to prevent UAVs
from being controlled by their owners when the UAVs enter
restricted areas. �is forces the UAVs to go back to their
con¡gured home point if they lose their control signal.
However, jamming a©ects other wireless devices that use the
same frequency band that the UAVs use. �is includes
2.4GHz used by Wi-Fi, which makes this approach in-
convenient in most places. UAVs can also be detected by
their propeller sound; hence, two di©erent UAV sound
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recognition systems were purposed by Shi et al. and Anwar
et al. [11, 12]. )e issue with these systems is that it may not
efficiently work if an audio jammer device is attached to the
UAV. Visual perception systems like humans’ vision,
cameras, and proper monitoring may be easier to enforce
security in the restricted areas, but these come with cost and
maintenance difficulties.

One of the solutions that are being considered by the
FAA is to require all the UAVs to have a Remote ID [13, 14].
)ese IDs will serve as license plates that transmit in-
formation to allow authorities to determine the owners of
the UAVs and may detect their locations. Remote ID
transmission needs a long-haul wireless technology that is
cheap enough for low-cost UAVs but still reaches several
miles.We believe LoRaWAN is one such technology that can
reach from 9 to 18 miles (15 to 30 kilometers) in optimal
cases [15, 16]. Hence, deploying a system that uses LoR-
aWAN protocol can help track the UAVs.

We have developed a prototype and have experimented
with LoRaWAN protocol on UAVs. Our goal was to find the
feasibility of using this protocol to locate and identify the
UAVs. Finding the location of any UAV required us to
determine the 3-dimensional (3-D) location of the UAV
using several ground stations (GSs) listening to the ID
broadcasts from the UAV. Upon reception, each GS esti-
mates the distance between itself and the UAV. A minimum
of four GSs are required to estimate the location of the UAV
in 3-D. A system like this can help law enforcement to be
alerted when any UAV flies in a restricted area. We found
several issues with using the LoRaWAN protocol in such
systems. )ese issues include the variability of using dif-
ferent LoRaWAN modules, the module’s antenna direction,
and the battery capacity to run these modules.

)e rest of the paper is organized as follows: Section 2
provides background and related work; Section 3 discusses
system architecture; and Section 4 shows the experimental
implementation and results in detail. )e critical issues
discovered by our experiments are discussed in Section 5.
Finally, conclusions and future work are presented in Sec-
tion 6.

2. Background and Related Work

)is section gives a brief background on the technologies
used in the paper. Besides, we discuss some of the earlier
related works.

2.1. LoRaWAN. A UAV is controlled by a ground-based
remote controller via a radio frequency (RF) communication
protocol [17]. RF technologies such as LoRaWAN, Zigbee,
and 6LoWPAN can be used for communications [18–21].
LoRaWAN is a relatively new technology that is suitable for
UAV communications due to its low power, low cost, and
long-range reachability. )e medium access control (MAC)
protocol for LoRaWAN has been standardized by the LoRa
Alliance. It uses the LoRa physical layer that enables it to
reach long ranges with low-power consumption using the
chirp spread spectrum modulation [18, 22]. We selected

LoRaWAN for location estimation due to its low cost and
long-range reachability. Further description of LoRaWAN
can be found in [15].

2.2. Distance and Location Estimation. Different methods
have been explored in the literature for distance estimation.
)ese methods include the time of arrival (ToA), time of
flight (ToF), and received signal strength indication (RSSI)
[23–26]. ToA method uses elapsed time between sending
and receiving a signal between two nodes to measure the
distance between them. For instance, GPS uses the ToA
between a client node and a satellite to measure the distance
between them [8]. )e ToF method measures the time for
radio signals to bounce back to the GS after being sent to the
UAV.)is method has been used in aircraft since 1950 [27].

RSSI is a measure of the quality of the signal and can be
used for distance estimation. It measures the power level of
the received signal [28]. Its value is measured in decibel (dB)
and has multiple applications in wireless communication.
One of these applications is distance estimation between two
nodes, such as the UAV and the GS [29].

Location estimation of any UAV requires knowing its
distance from several GSs with known coordinates. For
locating the UAV in 2-dimension (2-D), distances from at
least 3 GSs are required. For location estimation in 3-D,
distances from four GSs are required. Given the coordinates
of the required number of GSs and by estimating the dis-
tance using one of the previously stated methods, the lo-
cation of the UAV can be estimated. For example, the ToA
method is being used in GPS, which consists of around 31
satellites [8]. Each satellite broadcasts its location and time.
By knowing how far the UAV is from one satellite, the UAV
knows its distance from that satellite and knows that it is
located on a sphere with the estimated distance as a radius.
Adding at least two more satellites’ information can help the
UAV estimate its location in 2-D by finding the points where
the three satellites’ spheres intersect. Further, adding more
satellites’ information to the equation can pinpoint the
UAV’s location and reduce the uncertainty (error) to a few
meters.

2.3. Related Work. Most prior works in UAV location es-
timation use GPS. UAVs can be used for many applications
such as delivering products and acting as a flying ad-hoc
network for broadband wireless access during emergencies
[30–32]. Most of these applications need to know the lo-
cation of the UAV, and they use GPS coordination for that.
However, GPS is not always available and not usable for
identification. )us, investigating other alternative locali-
zation solutions with an identification feature is desirable for
UAV localization in all applications.

Wang et al. investigate a UAV rescue system, named
GuideLoc, that helps to rescue people during a natural di-
saster using UAVs [33]. GuideLoc captures the average RSSI
value of a wireless device signal such as a mobile phone
carried by a trapped person. )e system uses the antennas
attached to the UAV to capture the average RSSI value. If the
average RSSI value is less than a threshold, the angle of
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arrival of the signal gets updated to find the location of that
person and to record the GPS coordinates of the trapped
person. )e angle of arrival is determined by the strength of
the average RSSI value. Lee et al. utilize the same technique
to localize the sensor nodes in the wireless sensor networks
[34]. Our system differs from GuideLoc by relying only on
the RSSI values to estimate the UAV location and not the
GPS.

Raimundo et al. examine the possibility of using the
LoRaWAN communication protocol for a UAV location
system [35]. )e system consists of a UAV that uses a global
navigation satellite system (GNSS) receiver to gather the
GNSS data and then sends them by a LoRaWAN module
attached to the UAV. GNSS receivers can connect to dif-
ferent satellite-based systems such as GPS and other navi-
gation systems [36].)e LoRaWANmodule sends the GNSS
positions to a base station on the ground. In our system, the
UAV is located and identified using the RSSI values and a
message that is broadcasted using the LoRaWAN
technology.

UAVs have been used by Ferreira et al. to find the
network distribution and coverage in remote areas or hazard
locations [37]. )e proposed system uses the UAV’s center-
modem to detect the network access points (APs) using the
RSSI values broadcasted by the APs in the network. )e
system uses these RSSI values to estimate the AP locations
based on knownUAV locations in different reference points,
during the UAV flying path, and the estimates distance to
these APs. )e free-space propagation model is utilized in
the system for distance estimation, and three different lo-
cation methods are tested [38]. )ey conclude that Bound
Box method has the lowest estimation error with a low
variance when increasing the number of reference points.
Another system by Greco et al. is similar to that by Ferreira
et al., but they rely on radio-frequency identification (RFID)
tags instead of APs to be located by the UAVs [39].

One of the issues facing location-based systems is to
locate objects or UAVs in indoor environments. Tian et al.
introduce the HiQuadLoc system that uses Wi-Fi access
points to locate a UAV in an indoor environment [40].
Twenty APs are utilized in the system in an area of 1100m2.
)e system uses two phases: an offline phase and an online
phase. )e offline phase divides the indoor area into cubes
with known RSSI values to correctly help detect the UAV
location in the online phase. )e system achieves an average
error of 1.64m. )e UAV speed is varied up to three meters
per second. )ey conclude that the location error increases
as the UAV speed increases.

Cheng et al. propose a system that can locate a nonline of
sight (NLOS) UAV in an indoor environment [41]. )e
system uses RSSI values in the NLOS identification algo-
rithm to identify the propagation conditions. Also, they use
particle swarm optimization-based maximum joint proba-
bility algorithm to find the UAV’s 2-D coordinates. )e
system achieves an average error of 0.85m.

Our system also uses RSSI values for distance estimation;
however, we target outdoor environments rather than in-
doors, and we use LoRaWAN to allow location estimation
over much longer distances.

3. System Architecture

In this section, the system components, distance estimation
modeling, and location estimation for the RSSI method are
discussed. )e discussion also includes the modeling
methods used to estimate the distance from the RSSI values,
along with graphs that illustrate that method.

3.1. Prototype Components. As shown in Figure 1, our
prototype system consists of five main components: LoR-
aWANmodules, GSs, antennas, a battery, and a UAV. In the
following, we briefly discuss these components:

(i) LoRaWAN Modules. Two different modules are
used—Moteino LoRa and Seeeduino LoR-
aWAN—for our prototype, as shown in Figure 1.
Seeeduino module uses 433/868MHz frequency
bands while the Moteino module uses the 915MHz
band. Both modules can report the RSSI values
while the Moteino module has an external antenna
for longer ranges. )e details of these modules can
be found in [42, 43]. Alternatively, we could have
used Libelium LoRaWAN module [44]. However,
we have used Seeeduino and Moteino as shown in
the distance estimation modeling since they meet
our requirements such as reporting RSSI values
where Libelium module lacks this feature.

(ii) GS. For each GS, we use a regular computer con-
nected to a LoRaWAN module. )e computer is
used to program the LoRaWANmodule and record
the data.

(iii) Antenna. Moteino LoRa module requires a separate
directional antenna to work, while the Seeeduino
LoRaWAN module has a built-in wire antenna on
the module.

(iv) Battery. Any power bank is sufficient to power the
LoRaWAN module connected to the UAV.

(v) UAVs. We use two different UAVs for the pro-
totype: DJI Phantom 2 and DJI Phantom 4 Pro. As
discussed earlier, a LoRaWANmodule and a battery
have been attached to each UAV.

3.2. Modeling for Distance Estimation. Using the configu-
ration shown in Figure 1, we estimate the distance between
one of the GSs and the UAV using the RSSI values, and the
log-distance path loss model as will be discussed. For each
LoRaWANmodule, twomodules are used: one is attached to
the UAV and powered by a battery and the other is con-
nected to a computer to control and record the data and
serves as the GS.

For distance estimation, the UAV continuously broad-
casts amessage that has its ID.)e interval time of successive
messages is two seconds, which is the minimum interval
time for the LoRaWAN modules to avoid losing messages
[45]. )e message length and its effect are explained later in
Section 4.

)e log-distance path loss model states that [46]
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RSSI � − 10∗ L∗ log10(d) − C, (1)

where RSSI is the RSSI value measured at the destination, d is
the distance, L is the path loss exponent, and C is a constant.
Given (1), the distance between the UAV and the GS can be
measured as follows:

d � 10− ((RSSI− C)/10L)
. (2)

However, the measured RSSI values can fluctuate, and
thus, using one value is not sufficient to estimate the dis-
tance. Typically, multiple values need to be used. In our
experiments, we used an average of five RSSI values to
measure the distance. Five is chosen arbitrarily as a tradeoff
between the time and the fluctuation in the RSSI values.

)at is, the distance between a GS and the UAV can be
estimated as follows:

d � 10− ((meanRSSI− C)/10L)
. (3)

Here, meanRSSI is the average RSSI value of five RSSI
values.

Even though C and L are constants in (1), their values are
initially unknown and depend on the environment, as
discussed by Sherazi et al. [47]. To estimate these parameters,
we need meanRSSI values and their corresponding distances
for a few known positions. )erefore, a model is needed to
estimate these values using (1). To do so, we fit a linear model
to the meanRSSI values. In the resulting linear model, the
slope is − 10∗ L (thus, L� − slope/10), and it can be calculated
as follows:

slope �
􏽐 xy − nxy ​

􏽐 x2 − nx− 2 ​􏼠 􏼡, (4)

where x is the meanRSSI value at a known position or a
known distance, y is the log10(d) value corresponding to the
meanRSSI value, n is the number of RSSI values included in

that mean, and x and y are the mean over all meanRSSI
values and the mean over all log10(d) values, respectively.

In the resulting linear model, the intersection point is − C
(thus, C� − intersection) which can be calculated from the
linear model as follows:

intersection � y − slope × x. (5)

To get the distances between the UAV and the GS, we
tried to use a laser meter to measure the distance between the
two ends. However, it becomes difficult to do such mea-
surements when the actual distance gets above 200m. In
such a case, the UAV gets smaller and harder to detect by the
laser meter. Hence, as shown in Figure 2, we measure the
ground distance (GD) between a ground point (GP) and the
GS to compute the slant distance (SD) between the GS and
the UAV, which equals d in (3). )e measurement is rela-
tively accurate, as will be shown in Section 4. )e slant
distance can be estimated as follows [48]:

SD �

����������������������������

GD2 + H2 − (2∗GD∗H∗ cos(β))

􏽱

, (6)

whereH is the height of the UAV, which is set to 50m, GD is
the ground distance between the GP under the UAV and the
GS, and β is the angle between the GS and the UAV. )e
height is fixed to take the distance as the only variable
parameter to simplify the measurements. )e GD and its
corresponding angle are measured using the laser meter.)e
GP is selected to be directly below the UAV. )us, the angle
between the UAV and the GP is 90 degrees, and it is
measured using the laser meter, which is attached to a tripod.
)e angle α between the GP and the GS is measured with the
laser meter. Note that, β can be calculated by subtracting α
from 90 degrees:

β � (90 − α). (7)

Using the above technique, one can estimate the values
for the parameters C and L. )ese parameters can then be
used with the measured meanRSSI value to estimate dis-
tances at other UAV positions.

3.3. Location Estimation. In the first stage of our experi-
ments, the Seeeduino LoRaWANmodule is used to estimate
the location of the UAV using the RSSI method.)e location
system consists of four GSs and one UAV, as illustrated in
Figure 3.

Seeeduino LoRaWAN module is attached to each of the
GSs and the UAV. In addition, a battery to power the
LoRaWAN module is also attached to the UAV. In each GS,
there is a computer that records the meanRSSI values re-
ceived from the module connected to it. In this stage, the
data are manually collected from all the four GS computers
and transferred to a fifth computer called the central
computer, which is not shown in Figure 3. )e transferred
data are processed based on three elements: the GSs’ 3-D
locations, the distances between each of the four GSs, which
is 200m, and the meanRSSI values received from the four
GSs.

LoRaWAN
module∗

Lo
Ra

W
A

N

Ground station (GS)

LoRaWAN
module∗+

UAV

Battery

(∗) Moteino LoRa or Seeeduino LoRaWAN.

+

Figure 1: System architecture for distance estimation. Two LoR-
aWAN modules, Moteino and Seeeduino LoRaWAN, are used for
distance estimation.
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)e location estimation uses the SD between the UAV
and four GSs. As explained earlier, the Seeeduino module
requires an interval time of two seconds between successive
messages. To satisfy this requirement and that we need to
use the mean of 5 RSSI values, the UAV must stay in one
spot for at least 10 seconds. Trilateration technique is used
to determine the location of the UAV [49, 50]. )is
technique has been used to estimate the location in [51–53].
It allows us to determine the exact 3-D location of any
object using its distance from at least four points with their
known 3-D locations. In our case, the UAV is the object
whose location and height need to be determined, while the
four GSs are the points with known locations, as shown in
Figure 4.

)e UAV is on the surface of a sphere with radius (ri)
centered at GSi. )e ri is equal to SDi for each GS. )e
location of the UAV is a 3-element vector w� {x, y, z}. It can
be computed as the intersection of the four spheres. Each
sphere consists of the 3-D location of each GS and the radius
value between itself and the UAV. )e radius value repre-
sents the estimated distance, SD, from the previous sub-
section. )erefore,
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We can expand out the squares in each one, as shown in
the following equation:
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By subtracting the 4th equation (r4) from the first three
equations in (9), we get the following:
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(10)

Putting (10) in a matrix form, we get (11) where A is the
coefficient matrix, w is a vector of variables to be estimated,
i.e., (x, y, z) in (10), and b is the right-side vector.

2 (x4 – x1) 2 (y4 – y1) 2 (z4 – z1) r1
2 – r4

2 – x1
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2 + y4
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2
2 (x4 – x2) 2 (y4 – y2) 2 (z4 – z2)
2 (x4 – x3) 2 (y4 – y3) 2 (z4 – z3)

A

x
y

w b.
z

 =

 =

.

(11)

Note that w is the UAV 3-D location that we need to
determine given other values in (11). To find w, the closed-
form of the least squares method can be used to solve the
equation in one step, as shown in the following equation:

w � ATA􏼐 􏼑
− 1
ATb. (12)

If the height for all the GSs is the same, the last column of
matrix A will be all zeros, and the matrix becomes non-
invertible. )is step can be taken care of by removing the last
column of matrixA, computing only x and y values from the
above equations, and separately determining z as in (13) by
substituting z4 value in (8) with zero and solving for z. Here,
z represents the height of the UAV, while x and y represent
the 2-D location of the UAV.

z �

���������������������

r24 − x − x4( 􏼁
2

− y − y4( 􏼁
2

􏽱

. (13)

4. Experimental Implementation and Results

In this section, the experimental implementation and results
are discussed. We present the steps to prepare the software
and hardware for the experiments. Also, we show some
statistical results for the location estimation method.

4.1. Distance Estimation Using RSSI Method. Two different
outdoor environments were used to model and validate our
experiments. All the nodes in the experiment used the
Seeeduino LoRaWAN module, which is based on Arduino
Zero bootloader with LoRaWAN protocol embedded in it;

UAV

Estimated GD

GS

H
 =

 5
0 

m

GP

α
β

SD
 = eq

uati
on 4

Figure 2: Slant-distance estimation technique. )is technique is
used if the distance between the two nodes is larger than 200m.
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thus, no additional module was needed [43]. Seeeduino
provides a library and examples to use their module. Using
these examples, we found that it is possible to vary the
contents and formats of the transmitted messages. Hence,
three messages with different lengths and formats were
tested, as shown in Table 1.

Initially, our test was based on using two nodes
mounted on two tripods and not attached to the UAV with
distances ranging from 100 to 500m. As shown in Fig-
ure 5, we fitted a linear model to show the relationship
between a set of meanRSSI values and their corresponding
distances using different message lengths. Also, we cal-
culated the confidence interval for each distance and
message length to see if different meanRSSI values for
different distances use one message overlap or not. From
Figure 5, we can see that as the message length gets larger,
the meanRSSI value increases. )is finding is essential
since with lower meanRSSI values, different distances

using different meanRSSI values overlap, causing a sig-
nificant error in distance estimation. For example, by
using message 2 (M2), we may get a meanRSSI value that
could be 100 to 300m away, resulting in an error of 200m.
Based on this realization, the most extended message
among the three messages, M3, was used with the Seee-
duino LoRaWAN module to complete the rest of this
experiment.

For the second stage, we calculated the SDs for six
different positions with nominal distance ranging from 100
to 600m, as shown in Table 2. )e SD values were those
computed using (6). Notice that the calculated SDs were
close to the nominal distances.

After getting the SDs, we performed a statistical analysis on
the collected data, as shown in Table 3 using the methods
described in [54]. )e measurements consist of six meanRSSI
values, each of which consists of 125 samples in each of the six
distance ranges. Initially, the height for the UAV was fixed to
50m to keep the analysis simple. )en, we conducted another
experiment to check if the meanRSSI values were the same for
different heights up to 100m.)en, we decreased the GD and
correspondingly we increased the UAV height to keep the
same SD. Results showed that the meanRSSI values were the
same as long the SDs were the same; that is, the meanRSSI
values were not affected by the height.

As shown in Table 3, the sample variance decreased as the
distance increased. To find the two unknown parameters, L
and C, we used the linear regression model discussed earlier in
Section 3.2. )e results are shown in Figure 6. Note the de-
creasing variance (and hence narrower confidence interval) as
the distance between the UAV and the GS increases. Overall,
the model resulted in an R2 value of 97%, which showed that
the linear regression model was a good fit.

)e confidence interval is essential to see if any mean-
RSSI value for any distance was overlapping with another
meanRSSI value. After calculating these confidence in-
tervals, we found that their values for 300/400m values
overlap. )is overlap showed that the meanRSSI values for
these two distances were not statistically different. In other
words, given a meanRSSI value and the calculated L and C,
we may estimate the distance with an error of 100m, which
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LoRaWAN

module

GS

Seeeduino
LoRaWAN

module
Battery

Seeeduino
LoRaWAN

module

GS

LoRaWAN

LoRaWAN

LoRaWAN

LoRaWAN

Seeeduino
LoRaWAN

module

GS

Seeeduino
LoRaWAN

module
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Figure 3: System architecture for the location estimation.

x1, y1, z1 x2, y2, z2

x3, y3, z3

x, y, z

x4, y4, z4

r1 r2

r3 r4

GS1 GS2

GS3 GS4

UAV

Figure 4: Trilateration system architecture. A minimum of four
GSs 3-D locations are required to find the UAV 3-D location.
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is a drawback. At this point, we decided to check the
meanRSSI value with the other LoRaWAN modules (i.e.,
Moteino LoRaWAN).

As shown in Table 4, the Moteino module produced
meanRSSI values for different distances that overlap with other
distance ranges from 100 to 800m; hence, it is not a perfect
candidate for the linear regression model to find L and C
parameters. We found that the perfect length of the message
for the Moteino module was M2 (shown earlier in Table 1).

Longer messages, e.g., M3, were transmitted in several frag-
ments. Hence, we ended up using M2 instead of M3.

4.2. Location Estimation Using RSSI Method. Location es-
timation stage consisted of four GSs and one UAV.)eUAV
used in this stage was DJI Phantom 4. )e GSs were 200m
away from each other where all antennas’ directions were
pointing up since that impacts the meanRSSI values,
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Figure 5: MeanRSSI values for different message lengths at different distances.

Table 3: Statistical characteristics of meanRSSI values using the Seeeduino LoRaWAN module.

Nominal distance 100m 200m 300m 400m 500m 600m
Sample variance 4.78 2.34 2.62 1.46 1.30 1.22
Sample standard deviation 2.19 1.53 1.62 1.21 1.14 1.10
Sample standard error 0.20 0.14 0.14 0.11 0.10 0.10
Sample mean (x) − 79.41 − 82.94 − 85.81 − 85.58 − 87.93 − 88.32
95% confidence interval (− 79.79, − 79.03) (− 83.21, − 82.68) (− 86.09, − 85.52) (− 85.79, − 85.37) (− 88.13, − 87.73) (− 88.52, − 88.13)
L 1.165
C − 56.134
R2 0.97

Table 2: Calculated SDs.

Nominal distance Ground distance (GD) Height (H) UAV-GS angle (β) GP-GS angle (α) Slant distance (SD)
100m 100.0m 50m 79.1° 10.9° 102.97m
200m 200.2m 50m 81.7° 8.3° 199.19m
300m 299.8m 50m 83.3° 6.7° 298.19m
400m 400.3m 50m 84.0° 6.0° 398.15m
500m 500.5m 50m 84.7° 5.3° 498.34m
600m 600.7m 50m 84.9° 5.1° 598.29m

Table 1: Different message lengths and formats list.

# Message No. of bytes Format
M1 FF 31 2 Hexadecimal
M2 FF1 3 String

M3 FF1 is the UAV ID number that is being used to
identify this UAV 66 String

Wireless Communications and Mobile Computing 7



according to Wadhwa et al. [55]. )e UAV antenna had a
spring shape facing down, as shown in Figure 7. )e battery
that was used to power-up the LoRaWAN module attached
on the UAV was under the module itself as shown in the
figure.

)e measured and estimated SD with UAV at the height
of 50m are shown in Table 5. )e real SDs were measured
using the GPS, while the estimated SDs were based on the
meanRSSI values.

After we calculated the distance error based on the
difference between the estimated SDs and real SDs, we found
that GS2 showed a distance error of 127%. )is error is
discussed further in the next section.

5. Issues and Challenges

Although LoRaWAN can be used for distance estimation
using RSSI method, we run into several issues that are
important and are the main results of this paper. )ese are

(1) LoRaWANModule. LoRaWAN is designed for low
cost and; therefore, there is significant variability
in the results using different modules. Each
module has its peculiarities. Further work is re-
quired to make either a standard module for
consistent results or a standard that when
implemented by different manufactures results in
similar results.

(2) RSSI Model Accuracy. MeanRSSI values fluctuate
and depend upon the LoRaWANmodule. As shown
in Figure 6, our distance estimation model could be
considered accurate except at distances between 300
and 400m. Designing a better method or using a
better module can resolve this problem.

(3) Battery Capacity. Different battery capacitates to
run the UAV’s LoRaWAN module cause different
meanRSSI values for short distances (below 300m);
hence, we recommend using the same battery ca-
pacity throughout the whole set of measurements.

(4) Antenna Direction. )e module antenna direction
and position affect themeanRSSI values captured by

Figure 7: Seeeduino LoRaWAN module with the battery attached
to the UAV. )e shape of the antenna and the battery location is
essential since the meanRSSI values are affected by them.

Table 5: Statistical characteristics of location determination using
the Seeeduino LoRaWAN module.

GS1 GS2 GS3 GS4
MeanRSSI (dB) − 80 − 86 − 79 − 81
Estimated SD (m) 112 366 92 136
Real SD1 (m) 146 161 140 155
Distance error2 (%) 23 127 34 12
1Using Google Maps “measure distance” feature. 2)e error is calculated
based on the difference between the estimated SDs and real SDs.
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Figure 6: Linear regression model. )ese measurements are based on the use of the Seeeduino LoRaWAN module.

Table 4: Statistical characteristics of meanRSSI values using the Moteino LoRaWAN module.

Distance 100m 200m 300m 400m 500m 600m 700m 800m
Sample mean − 104.48 − 103.68 − 103.51 − 104.97 − 105.06 − 104.86 − 104.62 − 104.65
Confidence
interval

(− 104.61,
− 104.36)

(− 103.81,
− 103.55)

(− 103.61,
− 103.40)

(− 105.03,
− 104.90)

(− 105.11,
− 105.00)

(− 104.93,
− 104.80)

(− 104.72,
− 104.52)

(− 104.75,
− 104.56)
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the GSs. )us, when building the distance model,
the position and direction of the antenna need to be
fixed for all UAVs during the distance estimation
modeling and location estimation stage. Otherwise,
C and L factors will change, resulting in inaccurate
estimation of the distances, and thus, wrong
locations.

(5) Seeeduino LoRaWAN Module Power Cable. We
found that the cable used to provide the power to
the module attached to the UAV should be in the
opposite direction of the antenna to balance the
power in all directions. )is issue is due to the fact
that the cable can act as a second antenna for the
Seeeduino LoRaWAN module, which affects the
meanRSSI values for the modules in that direction
of the UAV.

(6) Battery Location. )e battery used with the LoR-
aWAN module attached to the UAV needs to be
under the module; otherwise, the meanRSSI values
will be higher from the battery side, resulting in
inaccurate distance estimation models.

(7) Environments. Different environments affect the
meanRSSI values because the model is based on a
specific environment. )is factor also results in
different L and C values and thus different distance
estimation models. As a result, the values of L and C
need to be calibrated to fix the difference in the
meanRSSI value between the two environments.

(8) Modeling Range. )e meanRSSI values for shorter
distances (less than 100m) are not useable because
of their high variability. If there are GSs located
throughout a city, some GSs will be more than
100m distance from a UAV; hence, it may not be a
problem.

(9) Movement. We had to keep the UAV stationary for
at least ten seconds to get the meanRSSI value to be
used for distance estimation. )is factor is because
our LoRaWAN module required at least two sec-
onds interval between successive messages and we
need five such messages to compute the meanRSSI
value. A better module design may allow to over-
come this and continuously measure the location.

(10) Underestimation. In our experiments, we had the
minimum number of GSs required for the 3-D
location. In such cases, it is possible that the esti-
mated distances are lower than actual, and the four
spheres do not intersect. Mathematically, this shows
up as a negative value under the square root
resulting in “imaginary” height for the UAV.

6. Conclusions and Future Work

Remote IDs on UAVs will allow law-enforcement author-
ities to determine the ownership of the UAVs. Making the
UAVs simply broadcasting their GPS-determined location
may not be sufficient in all environments. In some situations,
determining the location using the reception on ground

stations is appropriate. In this paper, we proposed LoR-
aWAN as one possible wireless technology to use for Remote
ID transmission and showed how ground stations could use
meanRSSI values to determine the 3-D location of UAVs.
We developed a prototype using commercially available low-
cost LoRaWAN modules to identify and locate the UAVs,
and we uncovered several issues that were documented in
Section 5.)ese are the main contributions of this paper.We
plan to do further work to address these issues in the near
future.

Data Availability

)e LoRaWANmodule configurations, Arduino IDE setups,
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In this paper, we consider a ground terminal (GT) to an unmanned aerial vehicle (UAV) wireless communication system where
data from GTs are collected by an unmanned aerial vehicle. We propose to use the ground terminal-UAV (G-U) region for the
energy consumption model. In particular, to ful�ll the data collection task with a minimum energy both of the GTs and UAV, an
algorithm that combines optimal trajectory design and resource allocation scheme is proposed which is supposed to solve the
optimization problem approximately. We initialize the UAV’s trajectory �rstly. �en, the optimal UAV trajectory and GT’s
resource allocation are obtained by using the successive convex optimization and Lagrange duality. Moreover, we come up with an
e�cient algorithm aimed to �nd an approximate solution by jointly optimizing trajectory and resource allocation. Numerical
results show that the proposed solution is e�cient. Compared with the benchmark scheme which did not adopt optimizing
trajectory, the solution we propose engenders signi�cant performance in energy e�ciency.

1. Introduction

With series of features such as low cost, long duration, high
�exibility, and high adaptability, extensive research en-
deavour has been rendered to exploring the application of
UAV. In [1], the authors made a survey on autonomous
cargo pickup with an UAV helicopter by designing systems
including self-tracking, payload pickup, and deployment of
cargo. In [2], the UAVs are employed to airborne maritime
surveillance, which commits to monitoring of the marine
environment, safeguarding national security, sovereignty,
and as sea rescue. Anwar et al. [3] studied the framework of
detecting and classifying sounds of amateur aircraft out in
noisy environment by leveraging machine learning to
maintain public safety. �ey also [4] proposed a disaster-
resilient architecture including centralized control and edge
computing for disaster areas, which can reduce delay ef-
fectively. Moreover, UAV networks are developing rapidly
embracing the wireless technologies such as IEEE 802.11n,
IEEE 802.15.4, and 3G/LTE [5–9]. However, UAVs will also
face many challenges in its application. Researchers are also
trying to solve these problems. In particular, it can not only

be hired for delivery of goods, but also serve as low-altitude
aircraft to improve the coverage and rate of wireless net-
works in di§erent scenarios. First, placement/deployment
optimization is a major challenge for quasistatic drones
[10–14]. In [10], coverage was optimized by adjusting the
height of the platform. In [11], the authors characterize the
performance and trade-o§s of UAV with underlaid device-
to-device communication. Compared with terrestrial base
stations, UAV has more advantages as airborne static base
stations, for its excellent capability to have line-of-sight
communication links (LOSs) to the ground terminal, which
will achieve the maximum communication coverage of the
ground terminal. �us, in [12], the authors propose an ef-
�cient deployment method based on circle packing theory,
using minimum transmit power and maximizing the total
coverage area. Bor-Yaliniz et al. [13] emphasized the per-
formances of drone-cell placement problem by designing it
as a 3D placement that leads to maximum revenue of the
network. Second, UAV’s energy e�ciency and resource
management are crucial factors in its communication sys-
tems. �ere are many di§erences between traditional
wireless communication system and UAV communication.
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Energy efficiency maximization of traditional wireless
communication systems is to save energy of communication,
but in the UAV communication system, the energy for
communication is much lower than that of the UAV itself.
So, the UAV’s energy consumption is the main factor that
needs to be considered toward high efficiency and energy
saving [14–16]. Inspired by this, trajectory optimization of
energy-efficient UAV communication has been studied, in
which sequential convex optimization techniques are ap-
plied to deal with the nonconvex trajectory optimization
problems [17], despite its research object being single UAV
and a ground user, but the frame can extend to a joint
trajectory and communication design in multi-UAVs
wireless network. Motivated by this, the joint optimization
problem of user scheduling, transmit power, and UAV
trajectories was studied in the multi-UAV system [18]. In
IoT networks, an efficient mobile scheme of uplink data
collection was studied [19]. Wu and Zhang [20] consider the
user communication delay requirements, maximizing the
system total throughput via joint resource allocation and
UAV trajectory. Furthermore, energy saving has been rec-
ognized as a vital target in designing future wireless com-
munication system [21]. In particular, UAV communication
systems are considered. In [22], the author proposed a
throughput-delay trade-off in a new cyclical multiple access
scheme in UAV communications. In the previous work, we
have investigated an energy trade-off between a UAV and
single ground user [23], with results being extendable to
UAV-enabled multiuser communication networks.

As we discussed previously, energy efficiency is a factor
that cannot be ignored for UAV due to the limited on-board
power. He et al. [24] investigated the throughput by jointly
optimizing the UAV’s flying altitude and antenna beamwidth
in case of downlink multicasting, downlink broadcasting,
and uplink multiple access models without considering
energy consumption. Lyu et al. [25] optimize the deployment
of the UAV to provide wireless coverage for ground terminal
which does not study the issue of energy efficiency. Zeng et al.
[26] aim to design trajectories to minimize the mission
completion time and also hardly consider energy con-
sumption. Zeng and Zhang [17] study energy efficiency by
trajectory optimization, but only a UAV and a user included.
For a UAV communication system, besides coverage, UAV’s
energy efficiency and resource management is necessary to
investigate, especially in multiuser UAV communication.

In this paper, a flexible UAV is deployed to collect data
from a group of ground terminals at known location in
ground terminals to a UAV (G2U) system. Intuitively, the
study needs to jointly consider the uplink transmission
energy of GTs and the UAV’s propulsion energy con-
sumption. To obtain the most fundamental insights, we
focus on a G2U wireless communication system, where a
group of ground terminals are collected data by a UAV, as
shown in Figure 1. Specially, an efficient algorithm that
combines optimal trajectory design and resource allocation
scheme is proposed to approximately solve the optimization
problem. For optimal trajectory design and resource allo-
cation, we gain the optimal GTs transmit power and UAV
trajectory, respectively. Numerical results evaluate the trade-

off involved in the proposed designs. A special case where a
G2U communication scheme considering two ordinary
UAV trajectories with circular and straight trajectories has
been studied in [23].

/e rest of this paper is organized as follows. Section 2
introduces the systemmodel, and problem formulation for a
high-mobile UAV is deployed regularly to total ground
nodes for data collection. In Section 3, we first formulate the
optimization problem to describe the Pareto boundary of the
energy region. An efficient iterative algorithm is proposed by
combining optimal trajectory design and resource allocation
scheme; then the numerical results are solved in Section 4.
Finally, we conclude the paper in Section 5.

2. System Model and Problem Formulation

2.1. SystemModel. We consider a wireless system consisting
of K ground nodes, denoted as U1, . . . , Uk, where the co-
ordinate of Uk is denoted as qk � [xk, yk]T. We assume that
each of the ground node Uk periodically generates data of size
􏽢Rk for each period of duration Ts, which need to be regularly
uploaded to the fusion center for data processing. /is could
correspond to the practical periodic sensing applications. We
assume that there is no established communication link
between the ground nodes and fusion center due to their long
separation distance as well as the high cost in deploying fixed
communication infrastructure such as relays. Instead, we
assume that a high-mobile UAV is despatched regularly to fly
over the ground nodes for data collection and then brings it
back to the fusion center for off-line processing.

We assume that the UAV flying at a fixed altitude H
around the ground terminals for data collection for a finite
time horizon T. Note that T is the time required for the UAV
to complete the data collection task 􏽢Rk􏽮 􏽯 for each period Ts.
In practice, we usually have T≪Ts (e.g., dozens of minutes
versus several days) since the data are only generated in-
termittently. We denote the time-varying coordinate of the
UAV’s horizontal location as w(t) � [x(t), y(t)]T, 0≤ t≤T.
/us, w(t) represents the UAV trajectory, which is to be
optimized. We assume that the initial and final locations of
the UAV are predetermined, which are denoted as w0 and
wF ∈ R2×1, respectively. Furthermore, we assume that the
maximum UAV speed and acceleration is Vmax and amax,
respectively. /us, the UAV trajectory must satisfy

H

y

z D(x(t), y(t))

x

Uk (xk, yk )

Figure 1: A UAV-enabled data collection system.
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‖v(t)‖≤Vmax and ||a(t)||≤ amax, where v(t) � _w(t) and
a(t) � €w(t) denotes the instantaneous velocity and accel-
eration, respectively.

We assume that the channels between the UAV and the
ground nodes are dominated by LoS links. Furthermore, we
assume that the Doppler effect due to the UAV mobility can
be perfectly compensated./us, the channel coefficient from
the ground terminal Uk to the UAV at time t can then be
expressed as

hk(t) � β0d
− 2
k (t) �

β0
H2 + qk − w(t)

����
����
2, k � 1, . . . , K,

(1)

where β0 denotes the channel gain at the reference distance

d0 � 1 meter, and dk(t) �

���������������

H2 + ‖qk − w(t)‖2
􏽱

represents
the distance between ground node Uk and the UAV. Denote
by B the total bandwidth assigned for the uplink data col-
lection system, which is assumed to be dynamically allocated
to the K ground terminals for orthogonal multiple access.
Specifically, denote by 0≤ αk(t)≤ 1 the fractional of the
spectrum bandwidth that is assigned to Uk at time t. Note
that, in practical implementation, αk(t) is determined by the
number of subbands allocated for Uk normalized by the total
number of frequency subbands, which has discrete values in
general. However, we assume that the number of subbands is
sufficiently large so that αk(t) can be approximated to have
continuous values between 0 and 1 for simplicity. Denote by
Pk(t) the transmit power of Uk at time t. /en, the maxi-
mum transmission rate for the uplink from Uk to the UAV
can be expressed as

Rk(t) � αk(t)B log 2 1 +
Pk(t)hk(t)

αk(t)BN0
􏼠 􏼡

� αk(t)B log 2 1 +
Pk(t)c0

αk(t) H2 + qk − w(t)
����

����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠,

(2)

where N0 is the noise power spectrum density in Watts/Hz,
and c0 ≜ (β0/BN0) represents the reference SNR. It is ob-
served from (2) that the data collection rate for Uk is a
function of αk(t), Pk(t), as well as the UAV trajectory w(t).
/e aggregated transmission throughput over the time
horizon T for Uk can be presented as

Qk T, αk(t), Pk(t),w(t)􏼈 􏼉( 􏼁

� 􏽚
T

0
Rk(t)dt

� 􏽚
T

0
αk(t)B log2 1 +

Pk(t)c0

αk(t) H2 + qk − w(t)
����

����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠dt,

(3)

where the total rate Qk of each ground terminal Uk should be
larger than the data collection task 􏽢Qk: Qk ≥ 􏽢Qk.

/ere are two parts of energy consumption in the UAV-
enabled data collection system:

(1) Ground Terminal Energy Consumption. /e total
energy consumption EGT for ground terminals can
be written as

EGT T, Pk(t)( 􏼁 � 􏽘
K

k�1
􏽚

T

0
Pk(t)dt. (4)

(2) UAV Energy Consumption. /e UAV energy con-
sumption of the considered data collection system
consists of two main components. /e first one is the
energy consumption related to the communication
functions, such as circuitry and signal processing.
/e other component is the propulsion energy
consumption, which is required for the UAV to
remain aloft as well as for supporting its mobility. In
practice, the communication-related energy is much
smaller than the propulsion energy and hence is
neglected in this paper.

For fixed-wing UAVs, the total propulsion energy
E( w(t){ }) as a function of the trajectory w(t) can be
modelled as [21]

E( T,w(t){ }) � 􏽚
T

0
⎡⎣c1‖v(t)‖

3

+
c2

‖v(t)‖
1 +

‖a(t)‖2 − aT(t)v(t)( 􏼁
2/‖v(t)‖2

g2
⎛⎝ ⎞⎠⎤⎦ dt

+
1
2

m ‖v(T)‖
2

− ‖v(0)‖
2

􏼐 􏼑,

(5)

where c1 and c2 are the parameters depending on the air-
craft’s weight, wing area, air density, etc,m is the mass of the
aircraft including all it payload, and g denotes the gravi-
tational acceleration with nominal value 9.8m/s2, and v(t)

and a(t) are the instantaneous UAV velocity and acceler-
ation vectors, respectively, which are related to its trajectory
w(t){ } as

v(t)≜ _w(t),

a(t)≜ _v(t).
(6)

/e energy consumption EUAV for UAV can be
expressed as

EUAV � E(T,w(t)). (7)

Note that the achievable data rate for each ground
terminal is a function of total operating time T, spectrum,
and power allocation α(t), Pk(t)􏼈 􏼉, as well as UAV trajectory
w(t). Denote by S the set of strategies in terms of the re-
source allocations and UAV trajectories such that the data
collection requirement 􏽢Rk can be fulfilled. /e set can be
expressed as
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S≜ 􏼈 T, Pk(t), αk(t),w(t)( 􏼁 ∣ Qk T, Pk(t), αk(t),w(t)􏼈 􏼉( 􏼁≥ 􏽢Qk,

k � 1, . . . , K􏼉.

(8)

Consider the data collection system which both ground
terminals and UAV would consume energy to support the
data transmission and UAV flying. /ere are two parts of
energy consumption: (1) ground terminal energy EGT and
(2) UAV energy EUAV. It is seen that the optimal strategies
for minimizing the transmitting power of ground terminals
and UAV energy consumption for flying are in general
different. For data transmission, UAVwould be slowly flying
when it is near to the ground terminals. On the other hand,
for UAV’ flying, the steady level flight would be a better
choice for energy decreasing. It thus motivates our in-
vestigation of the following question: what are the optimal
UAV flying trajectory strategies for data transmission and
UAV flight energy consumption? To answer this question,
we propose to use ground terminal-UAV (G-U) region for
the energy consumption model to characterize all the
ground terminal transmit power and UAV energy con-
sumption pairs under a given data collection rate constraint.
We define the feasible energy region to be the set of all energy
pairs of ground terminal and UAV that can be achieved
using the wireless resource and trajectory vector s ∈ S that
satisfy the rate constraint. It can be presented as

ε≜ ∪
s∈S

EGT(s), EUAV(s)􏼈 􏼉. (9)

/e outer boundary of this region is called the Pareto
boundary, because it consists of operating points
(EGT, EUAV) for which it is impossible to decrease one of the
energies, without simultaneously increasing one of the other
energies. More precisely, we define the Pareto optimality of
an operating point as follows:

Definition 1. An energy pair (EGT, EUAV) is Pareto optimal
if there is no other energy pair (UGT, UUAV) with (QGT,

QUAV)≤ (EGT, EUAV) and (UGT, UUAV)≠ (EGT, EUAV) (the
inequality is component-wise) can meet the rate constraints
for the data collection system.

/e Pareto boundary of the energy region characterizes
that the minimum energy consumption for UAV and
ground terminal for data collection task. It can be adopted to
evaluate the trade-off of the energy consumption in the data
collection system. It is an interesting topic to investigate the
UAV trajectory strategy and resource allocation scheme for
UAV and ground terminals to finish the data collection task
cooperatively.

3. Multiple Ground Terminals with UAV
Arbitrary Flight

In this section, we address the data collection system in a
general scenario where there are multiple ground terminals
which is served by a flexible flying UAV. We first formulate
the optimization problem to describe the Pareto boundary of

the energy region. /en, we investigate the optimal solution
of the optimization problem for this scenario, fromwhich we
obtain an upper bound for the achievable energy con-
sumption pairs in the G-U region. /en, we propose an
alternating iterative method to derive the optimal resource
allocation scheme and optimal trajectory design strategy.

3.1.ProblemFormulation forOptimalResourceAllocationand
Trajectory Design. In order to characterize the trade-off of
the energy region effectively, we adopt the strategy to
minimize the ground terminal energy consumption with
fixed UAV energy consumption. By traversing EUAV, the
Pareto boundary of G-U region can be obtained. In this case,
the design objective for data collection system is to minimize
the energy consumption for ground terminals with the fixed
UAV energy consumption. /e optimization problem can
be formulated as

(P2) Minimize
T, w(t){ }, Pk(t){ }, αk(t){ }

EGT � 􏽘
K

k�1
􏽚

T

0
Pk(t)dt,

subject to Ca1 : Rk αk(t), Pk(t),w(t)􏼈 􏼉( 􏼁≥ 􏽢Rk, ∀k,

Ca2 : E(w(t))≤EUAV,

Ca3 : w(0) � w0,w(T) � wF,

Ca4 : v(0) � v0, v(T) � vF,

Ca5 : ||v(t)||≤Vmax, ∀t,

Ca6 : ||a(t)||≤ amax, ∀t,

Ca7 : 􏽚
T

0
αk(t)dt � 1, 0≤ αk(t)≤ 1, ∀k, t.

(10)

/e constraint Ca1 is the data collection requirement for
each ground node, which 􏽢Rk denotes the total amount of data
to be collected for Uk. Ca2 is the energy consumption con-
straint for UAV, with EUAV denoting the total available energy
consumption for UAV. Ca3 − Ca6 represent the UAV’s initial/
final location and velocity constraints, respectively. It is noted
that the amount of available energy for UAV is larger than the
minimum energy consumption for UAVflying from the initial
location to final location. Without considering the UAV’s
energy consumption, the minimum transmit power for
ground terminal is the situation that the UAV would be se-
quentially located above each ground terminal during the data
collection time T. However, the optimal solution to the above
problem is difficult to be directly solved.

3.2. Linear Discrete State-Space Approximation. Note that
the problem (P2) is difficult to be directly solved since the
trajectory w[n] is a continuous variable respect to the op-
timization problem and its first- and second-order de-
rivatives. To tackle the problemmore tractable, we utilize the
linear discrete state-space approximation to reformulate the
optimization problem (P2).

For ease of exposition, the time horizon T is discreteized
into N + 2 equally spaced time slots with step δt, where δt is
chosen to be sufficiently small so that the UAV location can
be assumed to be approximately constant. /erefore, the
UAV trajectory can be represented by the sequence w[n]{ }.
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Moreover, v[n] and a[n] are the instantaneous UAV velocity
and acceleration vectors, respectively. Considering the re-
lationship between w[n] and v[n], w[n] and a[n] are first-
and second-order derivatives, respectively. /en, applying
Taylor approximation, the velocity v[n] and acceleration
v[n] are related to its trajectory w[n]{ } as

v[n + 1] � v[n] + a[n]δt,

w[n + 1] � w[n] + v[n]δt +
1
2
a[n]δ2t .

(11)

Correspondingly, the spectrum and power allocation
αk(t), pk(t) can be expressed as αk[n], pk[n] for the
discretization.

For the problem (P2), the objective is to minimize the
total ground node transmit power while satisfying the data
collection requirements of all the ground terminals, subject
to a fixed UAV energy consumption. It should jointly op-
timize the operation period N with fixed step size δt, the
UAV trajectory w[n]{ }, and spectrum and power allocation
αk[n], pk[n]􏼈 􏼉. /e problem (P2) can be reformulated as

(P3) Minimize
N, w(n){ }, Pk[n){ }, αk[n]{ }

EGT � 􏽘
K

k�1
􏽘

N

n�1
Pk[n],

subject to Cb1 : Rk αk[n], Pk[n],w[n]􏼈 􏼉( 􏼁≥ 􏽢Rk, ∀k,

Cb2 : E(w[n])≤PUAV,

Cb3 : w[0] � w0,w[N + 1] � wF,

Cb4 : w[n + 1] � w[n] + v[n]δt +
1
2
a[n]δ2t , n � 0, . . . , N,

Cb5 : v[0] � v0, v[N + 1] � vF,

Cb6 : v[n + 1] � v[n] + a[n]δt, n � 0, . . . , N,

Cb7 : ‖v[n]‖≤Vmax, n � 1, . . . , N,

Cb8 : ‖a[n]‖≤ amax, n � 0, . . . , N,

Cb9 : 􏽘
K

k�1
αk[n] � 1, 0≤ αk[n]≤ 1, ∀k, n.

(12)

/e constraintCb1,Cb2,Cb9 are the discrete mode for the
data collection requirement for each ground node, energy
consumption constraint for UAV, and spectrum allocation
constraint for ground terminals, respectively. Cb3 to Cb8
represent the UAV’s initial/final location and velocity
constraints, respectively. It is noted that the amount of
available energy for UAV is larger than the minimum energy
consumption for UAV flying from the initial location to final
location.

Problem (13) is nonconvex; hence, it cannot be directly
solved by standard convex optimization techniques. In the
following sections, we propose an efficient algorithm to find an
approximate solution to (13) via iteratively optimizing trajectory
and resource optimizations.

3.3. Combining Optimal Trajectory Design and Resource Al-
location Scheme forMultiuser UAVNetwork. In this section,
an efficient algorithm that combines optimal trajectory
design and resource allocation scheme is proposed to ap-
proximately solve the original optimization problem. /e
sequential convex optimization method is applied to meet

the optimized goal by iteratively obtaining the optimal
trajectory and allocating the wireless resource to the ground
terminals.

/e original optimization problem can be classified into
two subproblems: (1) wireless resource allocation issue for
the multiple ground nodes and (2) the UAV trajectory
optimization problem. To make the optimization problem
more trackable, we propose to adopt the iteratively opti-
mization method which assumes that one issue is de-
termined when the other issue is considered to be optimized,
and vice versa.

3.3.1. Minimizing Energy Consumption for Constrained UAV
Flight. Firstly, we should find a feasible solution for the
UAV flight trajectory from the initial point to the final
location by the predefined available energy PUAV. In other
words, we should examine whether the UAV can finish the
flight under the initial/finial location, velocity constraints
within the N + 2 operation time slots without considering
any rate constraints of ground terminals. /e optimization
problem can be formulated as
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(P3.1) Minimize
w[n]{ }

EUAV � E w(n){ },

subject to Cc1 : w[0] � w0, w[N + 1] � wF,

Cc2 : w[n + 1] � w[n] + v[n]δt +
1
2
a[n]δ2t , n � 0, . . . , N,

Cc3 : v[0] � v0, v[N + 1] � vF,

Cc4 : v[n + 1] � v[n] + a[n]δt, n � 0, . . . , N,

Cc5 : ‖v[n]‖≤Vmax, n � 1, . . . , N,

Cc6 : ‖a[n]‖≤ amax, n � 0, . . . , N.

(13)

It is noted that the constraints Cc1 − Cc6 are convex sets.
However, the objective function is nonconvex. /e problem
cannot be directly solved with the standard convex opti-
mization techniques. We should adopt some relaxation
method to construct the standard convex form and solve the
problem (P3.1) efficiently.

/e UAV energy consumption of the objective function
can be upper-bounded by the following equation:

E( w[n]{ })≤ 􏽘

N

n�1
c1‖v[n]‖

3
+

c2

v[n]
1 +

‖a‖2

g2􏼠 􏼡􏼢 􏼣δt

+ ΔK ≜Eub( w[n]{ }),

(14)

where ΔK ≜ (1/2)m(||v[N + 1]||2 − ||v[0]||2) denotes the
amount of the UAV’s kinetic energy variation, which would
be determined as a constant value by the initial and final
velocity constraints Cc3. It is noted that the energy con-
sumption upper bound is tight for the circular flight mode,
in which case a[n]v[n] � 0./erefore, the objective function
can be approximately formulated as

(P3.1.1)Minimize Eub( w[n]{ }) . (15)

Considering the function is still a nonconvex set for the
variable v[n], we propose to introduce a slack variable ξn to
reformulate the objective function as

P3.1.2 Minimize E
ub

v[n]{ }, ξn( 􏼁 � 􏽘
N

n�1
c1‖v[n]‖

3
+

c2

ξn

1 +
‖a‖2

g2􏼠 􏼡􏼢 􏼣δt + ΔK
⎛⎝ ⎞⎠,

subject to Cc1 − Cc6,

Cc7( 􏼁 : ‖v[n]‖2 ≥ ξ2n.

(16)

It can be shown that we must have ξn � ||v[n]||, ∀n, for
all n $ at the optimal solution for (P3.1.2), since otherwise
one can always increase ξn and decrease v[n] when the UAV
near the ground terminal to decrease the objective function
value and obtain a strictly lower energy consumption. Until
now, the objective is a convex with respect to [ v[n]{ },

a[n]{ } ξn􏼈 􏼉], but with a new nonconvex constraint Cc7.
Similarly, to tackle the nonconvexity of the constraint, a local
convex approximation is adopted to tackle this issue. For any
given local point vj[n], we have the following expression by
applying the first-order Taylor expansion:

v[n]≥ vj[n]
�����

����� + 2vT
j [n] v[n] − vj[n]􏼐 􏼑≜φlb(v[n])􏼚 , (17)

where the equality holds at the point v[n] � vj[n]. /e
function φlb(v[n]) is a linear function. /en, the new
constraint is a convex set, which can be expressed as

Clb
c7 : φlb(v[n])≥ ξ2n, ∀n. (18)

/en, the inequality in first-order Taylor expansion
shows that the new constructed convex constraintClb

c7 always
implies the nonconvex constraint Cc7, but the reverse is not
true in general.

/en, the optimization problem (P3.1) can be refor-
mulated as
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P3.1.3 Minimize E
ub

v[n]{ }, ξn( 􏼁 � 􏽘

N

n�1
c1‖v[n]‖

3
+

c2

ξn

1 +
‖a‖2

g2􏼠 􏼡􏼢 􏼣δt + ΔK
⎛⎝ ⎞⎠

subject to Cc1 − Cc6,

Clb
c7􏼐 􏼑 : φlb(v[n])≥ ξ2n, ∀n.

(19)

Based on the previous discussions, the optimal solution
of (P3.1.3) is the upper bound to that of problem (P3.1).
Fortunately, the optimization problem (P3.1.3) is a standard
convex optimization problem with the convex objective
function with all convex constraints. It can be solved effi-
ciently via the bisection method or the standard Dinkel-
bach’s algorithm.

3.3.2. Optimal Resource Allocation with Fixed Trajectory.
For the wireless resource allocation issue, it is proposed to
minimize the ground nodes transmit power under the fixed
UAV trajectory w∗[n] assumption. /en, the optimization
problem for wireless resource allocation can be formulated as

(P3.2) Minimize
Pk[n]{ }, αk[n]{ }

􏽘
K

k�1
􏽘

N

n�1
Pk[n],

subject to Cd1 : Rk αk[n], Pk[n],w∗[n]􏼈 􏼉( 􏼁≥ 􏽢Rk, ∀k,

Cd2 : 􏽘
K

k�1
αk[n]≤ 1, 0≤ αk[n]≤ 1, ∀k, n.

(20)

/is subproblem may correspond to the practical sce-
nario when the UAV’s trajectory is predetermined due to

other tasks (e.g., surveillance) rather than data collection. In
this case, the optimal solution of the subproblem (P3.2) can
minimize the transmit power of the ground nodes and
extend the life time of the node.

Since the trajectory w∗[n] is fixed, the constraint Cd1 is a
convex set combined with respect to Pk[n], αk[n]􏼈 􏼉. It can be
verified that the subproblem (P3.2) satisfied the Slater’s
condition. Using the dual Lagrangian method, the optimal
power allocation P∗k [n] can be expressed as

P
∗
k [n] �

λkBδt

ln 2
−

1
c∗k [n]

􏼢 􏼣

+

α∗k [n], (21)

where c∗k [n] � c0/(H2 + ‖qk − w∗[n]‖2), λk is the
Lagrange multiplier (or dual variable) associated with the
constraint.

􏽐
N
n�1Rk Pk[n], αk[n],w∗[n]􏼈 􏼉≥ 􏽢Rk; α∗k [n] is the optimal

frequency band allocation factor. /is is one instance of the
water-filling solution to the optimal power allocation.

Substitute the optimal P∗k [n] in the equation, the optimal
frequency band allocation factor α∗k [n] can be obtained as
equation (22):

α∗k [n] �

1, if
λkBδt

ln 2
−

1
c∗k [n]

􏼢 􏼣

+

− Bδtλk log2 1 +
λkBδtc

∗
k [n]

ln 2
− 1􏼢 􏼣

+

􏼠 􏼡 + μn􏼠 􏼡< 0,

a∗k , if
λkBδt

ln 2
−

1
c∗k [n]

􏼢 􏼣

+

− Bδtλk log2 1 +
λkBδtc

∗
k [n]

ln 2
− 1􏼢 􏼣

+

􏼠 􏼡 + μn􏼠 􏼡 � 0,

0, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(22)

where μn is the Lagrange multiplier (or dual variable)
associated with the constraint 􏽐

K
k�1αk[n]≤ 1; a∗k can be any

real number between 0 and 1, which can be calculated by
satisfying the constraints Ca1 and Ca2. Generally, the

optimal solution for αk[n] is binary solution if the amount
of time slot n is large enough. Otherwise, a∗k is adopted to
fine-tune the resource allocation solution to meet the
constraint.
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It is proposed to adopt an iterative subgradient method
(Algorithm 1) to optimize the dual variable λk, μn: the
subgradient for λk of ground node k is given by gk � 􏽢Rk −

􏽐
N
n�1R
∗
k [n] and for μn of each time slot is given by

tn � 􏽐
K
k�1αk[n] − 1. /e update procedure of Lagrangian

dual variables are performed as

λ(l)
k � max λ(l− 1)

k + β(l)
gk, 0􏽮 􏽯,

μ(l)
n � max μ(l− 1)

n + θ(l)
tn, 0􏽮 􏽯,

(23)

where β(l), θ(l) are the step size for the iterative search
process. Several step size rules have been proven to guar-
antee convergence under some general conditions.

/e optimal solution includes two steps: (1) each of
subproblem in slot n can be solved with fixed Lagrangian
multipliers using the combinatorial method, (2) the con-
vergency updates of Lagrangianmultipliers are performed to
meet the constraints. For the optimal dual variables opti-
mization, it can also adopt the ellipsoid method to find the
optimal solution. Our proposed procedure above is con-
venient for the transceiver processing for both UAV and
ground nodes.

3.3.3. UAV Trajectory Optimization with Fixed Resource
Allocation. Since the ground node has been allocated with
fixed frequency band and power resource, we should adopt a
dual problem to achieve the optimization goal by optimizing
the UAV trajectory. In this section, we consider the issue to
maximize the total rate of ground nodes by optimizing the
UAV’s trajectory with fixed frequency band and power al-
location. It is noted that maximizing the total rate of ground
nodes canminimize the total energy consumption of ground
nodes with the rate constraints. /ey are dual problems with

each other. /e optimization subproblem (P3.3) can be
formulated as

(P3.3) Maximize
w[n]{ }

􏽘
K

k�1
Rk α∗k [n], P

∗
k [n],w[n]􏼈 􏼉( 􏼁,

subject to Ce1 : Rk α∗k [n], P∗k [n],w[n]􏼈 􏼉( 􏼁≥ 􏽢Rk, ∀k,

Ce2 : w[0] � w0, w[N + 1] � wF,

Ce3 : w[n + 1] � w[n] + v[n]δt +
1
2
a[n]δ2t ,

n � 0, . . . , N,

Ce4 : v[0] � v0, v[N + 1] � vF,

Ce5 : v[n + 1] � v[n] + a[n]δt, n � 0, . . . , N,

Ce6 : ‖v[n]‖≤Vmax, n � 1, . . . , N,

Ce7 : ‖a[n]‖≤ amax, n � 0, . . . , N,

Ce8 : E(w[n])≤PUAV.

(24)

It is noted that the constraints Ce2 − Ce7 are convex sets.
However, the constraint Ce1 and Ce8 are nonconvex, and the
objective function is nonconvex neither. /e problem
cannot be directly solved with the standard convex opti-
mization techniques. We should adopt some relaxation
method to construct the standard convex form and solve the
problem (P3.3) efficiently.

Firstly, to tackle the nonconvexity of the objective
function, for any local point wj[n], define function
Rk,lb( w[n]{ }) for each ground node as

Rk,lb( w[n]{ }) � Bδt 􏽘

N− 1

n�1
ηj,k[n] − ψj,k[n]􏽨 􏽩

· qk − w[n]
����

����
2

− qk − wj[n]
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼒 􏼓,

(25)

where

ηj,k[n] � α∗k [n]log2 1 +
P∗k [n]c0

α∗k [n] H2 + qk − w[n]
����

����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠,

ψj,k[n] �
log2 e( 􏼁P∗k [n]c0

α∗k [n] H2 + qk − wj[n]
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼒 􏼓 + P∗k [n]c0􏼒 􏼓 H2 + qk − wj[n]
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼒 􏼓

.

(26)

Note that Rk,lb( w[n]{ }) is a concave function with re-
spect to w[n]. /en the upper contour set Rk,lb( w[n]{ })≥ 􏽢Rk

is convex set. Moreover, as mentioned in [21],
Rk( w[n]{ })≥Rk,lb( w[n]{ }) holds true for any given wj[n].
/e lower bound equation is the first order Taylor expansion

of a convex differential function which is its global
underestimator. Both Rk( w[n]{ }) and Rk,lb( w[n]{ }) have an
identical gradient.

/erefore, the optimization problem (P3.3) can be ap-
proximately solved by maximizing the lower bound as
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(P3.3.1) Maximize
w[n]{ }

􏽘
K

k�1
Rk,lb α∗k [n], P

∗
k [n],w[n]􏼈 􏼉( 􏼁,

subject to Clb
e1 : Rk,lb α∗k [n], P∗k [n],w[n]􏼈 􏼉( 􏼁≥ 􏽢Rk, ∀k,

Ce2 − Ce7 :

Ce8 : E(w[n])≤PUAV,

(27)

where the constraint ofCe1 is reformulated as a convex setClb
e1.

Secondly, considering the constraint set is still a non-
convex set for the variable v[n]. Just like the approximation
method as in minimizing energy consumption for con-
strained UAV flight, we propose to introduce a slack variable
ξn to reformulate the constraint Ce8 as

Ce8 ≜

Cub
f8􏼐 􏼑 : Eub v[n]{ }, ξn( 􏼁

� 􏽘
N

n�1
c1‖v[n]‖

3
+

c2

ξn

1 +
||a||2

g2􏼠 􏼡􏼢 􏼣δt + ΔK
⎛⎝ ⎞⎠,

Ce9( 􏼁 : φlb(v[n])≥ ξ2n, ∀n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(28)

/en, all the constraints are convex set. Until now, we
reformulate the optimization problem for any given local
point wj[n], vj[n]􏽮 􏽯, and it can be written as:

(P3.3.2) Maximize
w[n]{ }

􏽘

K

k�1
Rk,lb α∗k [n], P

∗
k [n],w[n]􏼈 􏼉( 􏼁,

subject to Clb
e1 : Rk,lb α∗k [n], P∗k [n],w[n]􏼈 􏼉( 􏼁≥ 􏽢Rk, ∀k,

Ce2 − Ce7 :

Cub
e8 : Eub(w[n])≤PUAV,

Cub
e8 : Eub(w[n])≤PUAV,

Clb
e9 : φlb(v[n])≥ ξ2n, ∀n,

Ce10 : ξn ≥ 0, ∀n.

(29)

Based on the previous discussions, the optimal solution
of (P3.3.2) is the lower bound to that of problem (P3.3).
Fortunately, the optimization problem (P3.3.2) is a standard
convex optimization problem with the convex objective
function with all convex constraints. It can be solved effi-
ciently via the bisection method or the standard

Dinkelbach’s algorithm. /en, the nonconvex problem
(P3.3) can be solved by iteratively optimization (P3.3.2) with
local point updated in each iteration. It can be summarized
as the following table (Algorithm 2).

In summary, through adopting the relaxation method
and sequential convex optimization technique, an efficient

(1) Initialize λ(l)
k

, μ(l)
n􏽮 􏽯. Let l � 0

(2) repeat
(3) Obtain the optimal power P∗k [n] and α∗k [n] from the equations (21) and (22).
(4) Get the subgradient gk and tn for all n
(5) Update the dual variable according the equation (23) for all n.
(6) Update l � l + 1.
(7) Until Converges to a prescribed accuracy.

ALGORITHM 1: Iterative subgradient method for (P3.2).

(1) Initialize w0[n], v0[n]􏼈 􏼉. Let j � 0
(2) repeat
(3) Solve problem (P3.3.2) under the given local point wj[n], vj[n]􏽮 􏽯, and obtain the optimal solution as w∗j [n], v∗j [n]􏽮 􏽯.
(4) Update the local point wj+1[n] � w∗j [n], vj+1[n] � v∗j [n]􏽮 􏽯, ∀n.
(5) Update j � j + 1.
(6) Until Converges to a prescribed accuracy

ALGORITHM 2: Sequential convex optimization for (P3.3).
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solution is proposed to solve the UAV trajectory optimi-
zation problem which is guaranteed that the optimal point is
fulfill the Karush–Kuhn–Tucker conditions of the original
nonconvex problem (P3.3).

3.3.4. Iterative Method for Optimal Resource Allocation and
UAV Trajectory Design. Until now, we have solved the is-
sues of UAV trajectory optimal design and resource allo-
cation for ground terminals when one of them is fixed. In
order to obtain the optimal solution for the original opti-
mization problem (P3), we propose an alternate iterative
solution to optimize the UAV trajectory and resource

allocation, based on the methods mentioned in Sections
3.3.1.–3.3.3.

/e proposed optimal solution can be summarized as
follows (Algorithm 3).

Note that the solution for problem (P3.2) adopts an
iterative subgradient method in Algorithm 1 whose com-
plexity is O(lN) where l is the iteration time. As Algorithm 2
requires to solve convex optimization problems, it has a
polynomial complexity in the worst case each iteration [27].
/us, the complexity of Algorithm 3 combining Algo-
rithms 1 and 2 is the polynomial complexity because
polynomial complexity multiplied by iterations is still
polynomial complexity which is affordable.

(1) Feasible solution check: Solve the problem (P3.1) to calculate the minimum energy consumption Pmin
UAV for UAV flight from initial

point to final location.
If Pmin

UAV ≤PUAV;
Set: /e initial UAV trajectory with minimum energy consumption as wFix

0 [n], vFix0 [n]􏼈 􏼉.
Let l � 0;
Go to Step 2;

Otherwise, /ere is no feasible solution, End
(2) repeat
(3) Solve problem (P3.2) under the fixed trajectory wFix

l [n], vFixl [n]􏼈 􏼉 by Algorithm 1, and obtain the optimal resource allocation
solution as α∗k,l[n], P∗k,l[n]􏽮 􏽯,∀n .

(4) Update the fixed resource allocation solution αFixk,l [n] � α∗k,l[n], PFix
k,l [n] � P∗k,l[n]􏽮 􏽯;

(5) Solve problem (P3.3) under the fixed resource allocation αFixk,l [n], PFix
k,l [n]􏽮 􏽯 by Algorithm 2, and obtain the optimal UAV trajectory

as w∗g,l[n], v∗g,l[n]􏽮 􏽯, ∀n
(6) Update the fixed UAV trajectory wFix

l+1[n] � w∗g,l[n], vFixl+1[n] � v∗g,l[n]􏽮 􏽯, ∀n
(7) Update l � l + 1.
(8) Until Converges to a prescribed accuracy

ALGORITHM 3: Alternate iterative solution for original optimization problem (P3).
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4. Simulation Results and Analysis

In this part, we provide numerical results to prove the
reliability of the proposed algorithm. We assume that K �

10 ground users are randomly distributed in this system
with an area of 1 × 1 km2. Other reference values are as
follows: UAV’s altitude is H � 100m. /e communica-
tion bandwidth is B � 1MHz and noise power is assumed
to be σ2 � − 150 dBm. Besides, we set that c1 � 9.264 × 10− 4

and c2 � 2250, the maximum speed of UAVs are assumed
as Vmax � 100m/s, and the maximum acceleration of
UAVs are assumed as amax � 30m/s2 and 􏽢Qk � 100Mbits
(Mb).

Firstly, we evaluate the energy trade-off between the
consumption of ground terminals and UAV.

We consider a certain trajectory. Multiple ground ter-
minal and UAV energy region are shown in Figure 2.We can
see clearly from the figure that the energy consumption of
the ground user decreases as the drone energy consumption
increases with different data collect requirement of 􏽢Qk. More
concretely, when increasing the UAV’s energy from
22 kJoule to 31 kJoule under the requirement of
􏽢Qk � 80Mbits (Mb), the GTs energy consumption would be
significantly reduced from 32 Joule to 27 Joule.

By comparing with the resource allocation optimi-
zation shown in Figure 3, the solution we propose that
optimizes the resource allocation and trajectory jointly
delivers significant performance in energy efficiency.
Specifically, the GTs’ energy consumption of combined
resource allocation optimization is 27 Joule when the
UAV’s energy consumption is 35 kJoule, while that of
resource allocation optimization only is 86 Joule. It can be
observed that the total energy consumption for ground
terminals achieved by the proposed algorithm dramati-
cally decreases with the number of iterations and the
algorithm converges in about 4–6 iterations from Fig-
ure 4. /us, the solution we propose is able to converge

fast and the computational complexity is suitable for
practical implementation.

Next, we study the UAV trajectory optimization.
As shown in Figure 5, the UAV flies to the top of each GT

eventually to fulfill the communication task. It is observed that
the obtained trajectories tend to be converged for comparing
the trajectory of fifth iteration and that of seventh iteration
proposed by the algorithm. We also show the scheduling of
every GT in Figure 6 where the UAV maintains communi-
cating with GT all the time in order to save the energy.

We also collect the UAV trajectory optimization results.
In multiuser scenario, we obtained the UAV trajectory
under the constraints of limited flight energy and data
collection rate, minimizing the energy consumption
problem of user communication. /e UAV trajectories
under different UAV energy consumption are shown in
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Figure 7. With the increase of ΔK, the UAV hovers around
more on the top of GTs so as to save that of the GTs but
consume energy of the UAV. It is beneficial for energy-
limited GTs.

5. Conclusions

In this paper, we have studied the optimal resource al-
location scheme and optimal trajectory design strategy
for multiple ground terminals with UAV arbitrary flight.
First, UAV’s energy consumption and GT’s energy

consumption are derived, and we describe their Pareto
optimal trade-offs and adopt the strategy to minimize the
ground terminal energy consumption with fixed UAV
energy consumption and consider rate constraints of
ground terminals. Second, through calculating minimum
energy consumption for constrained UAV flight, we gain
the initial UAV flight in the G-U system. Next, we
propose to get the optimal resource allocation under the
fixed flight. /en, through maximizing the total rate of
ground nodes by optimizing the UAVs trajectory with
fixed frequency band and power allocation. Finally, we use
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an alternate iterative solution to optimize the UAV trajectory
and resource allocation. Simulation results show the alternate
solution we proposed can significantly improve the perfor-
mance in energy efficiency compared with the scheme without
optimizing trajectory./rough this paper, we consider a point-
to-point G2U communication scheme formerly [23], extending
to a UAV to multiusers on designing energy-saving UAV
communication.We hope that there will be more development
in the future wireless communication.
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Internet of things (IoT) is a new challenging paradigm for connecting heterogeneous networks. However, an explosive increase in
the number of IoT cognitive users requires a mass of sensing reporting; thus, it increases complexity of the system. Moreover,
bandwidth utilization, reporting time, and communication overhead arise. To realize spectrum sensing, how to collect sensing
results by reducing the communication overhead and the reporting time is a problem of major concern in future wireless
networks. On the other hand, cognitive radio is a promising technology to access the spectrum opportunistically. In this paper, we
propose a contention-window based reporting approach with a sequential fusion mechanism. �e proposed reporting scheme
reduces the reporting time and the communication overhead by collecting sensing results from the secondary users with the
highest reliability at a fusion center by utilizing Dempster-Shafer evidence theory.�e fusion center broadcasts the sensing results
once a global decision requirement is satis�ed. �rough simulations, we evaluate the proposed scheme in terms of percentage of
the number of reporting secondary users, error probability, percentage of reporting, and spectral e�ciency. As a result, it is shown
that the proposed scheme is more e�ective than a conventional order-less sequential reporting scheme.

1. Introduction

Wireless communication networks have tremendous prog-
ress in the last 30 years to support the growth of the appli-
cation devices from 1G to 4G LTE-Advanced wireless
network [1]. Each generation has played its role to enhance
data rate, reliability, latency, etc. During the past years,
connecting each device with another device at anytime and
anywhere is a big challenge in wireless communication
networks. In a line of evolution, 5G will provide an un-
expected contribution and a big step forward toward the
spectrum management, public safety, energy e�ciency, high
data rate, low latency, and so on [2–5].

On the other hands, unmanned aerial vehicle (UAV) is
expected to be an important component of the upcoming
wireless network, i.e., 5G, because of its countless applica-
tions such as public safety, health, management, and re-
motely services [6, 7]. In [8], the authors deployed a UAV-

based cognitive system to maximize energy e�ciency by
optimizing the transmit power. Similarly, in [9], the authors
studied resource allocation and trajectory design for an
energy-e�cient secure UAV communication system, where
a UAV base station serves multiple secondary users in the
presence of the potential eavesdroppers. One of the potential
UAV applications is to remotely deploy and monitor sensor
devices for future Internet of things (IoT) networks.

IoT was �rst mentioned by Ashton, who introduces a
technological revolution to bring heterogeneous networks
under a single umbrella of the IoT [10]. IoT is a promising
subject of technical, social, and economic implications; it can
be presumed that IoT has a strong andmeaningful impact on
daily life in the near future, such as automation, improvised
learning, logistic, intelligent transportation, e-health care,
and so on [11, 12]. Technically, the most focused area of
paradigm is computing, communication, and connectivity
in IoT. Among them, the connectivity and management
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spectrum are more challenging and of great concern. Ad-
ditionally, it is noteworthy to mention that with the rapid
increase in connecting devices, a lot of spectrum are required
for coverage and capacity of these connecting devices in IoT.
Femtocell can be a promising candidate to meet the demand
for capacity and coverage of the growing IoTdevices [13, 14].
As over 50 billionwireless devices will be connected by 2020, all
of which will demand a lot of spectrum resources [15]; the
authors in [16] argued the importance of the cognitive capa-
bility, that is, without comprehensive cognitive capability, IoT
is just like an awkward stegosaurus: all brawn and no brains.
-e static management and allocation of spectrum resources
are not efficient to meet requirements of wireless devices and
applications. With static allocation of spectrum resources,
some of them are heavily overloaded, whereas another part of
the spectrum is rarely used. According to the report revealed by
Federal Communication Commission (FCC), the spectrum
usage varies from 15% to 85% in some cases [17].

One of tempting solutions against the spectrum shortage
is cognitive radio technology (CRT), which has yield ex-
tensive studies on spectrum allocation and management for
decades [18]. CRT can be integrated with IoT to provide a
more intelligent and efficient networking and resource
utilization [19]. CRT allows wireless devices to sense the
spectrum bands, search for suitable frequency channels, and
reconfigure their parameters to meet channel requirements
while minimizing energy consumption [20]. In CRT,
spectrum sensing plays a vital role to find a spectrum hole
and efficiently utilize the spectrum while avoiding in-
terference to primary users (PUs) [21]. In [22, 23], the
authors have presented a detailed survey for the key enabling
techniques, such as detection, localization, tracking, and
controlling. A number of various detection techniques such as
energy detection, matched filtering, and cyclostationary have
been utilized to detect the existence of the PU in the network
[24, 25]. Among these techniques, the energy detection is one
of the most engaging techniques, thanks to its ease of
implementation and no requirement on prior information of
the PU. However, a major drawback of the energy detection is
weakness of the received signal strength induced by fading,
shadowing, and hidden terminal problem.

-e fading and hidden terminal problems can be
overcome by cooperative spectrum sensing (CSS) [26]. CSS
mainly consists of three steps: sensing, reporting, and global
decision. In [27], the authors considered a centralized CSS
mechanism to make a firm decision for the status of the
channel and broadcast it to the others in the network; the
authors also optimized the number of secondary users (SUs)
and threshold to get the best result with minimum resources.
In [28], the authors proposed a novel CoMAC-based CSS
scheme that allow cooperative SUs to encode their local
statistics in transmit power and to transmit sequence in-
formation of the modulated symbols to a fusion center (FC)
for making a final decision on the existence of the PU. -e
authors in [29] have improved the sensing performance by
adjusting parameters such as decision threshold, sensing
frequency, and the number of sensing operations.

In this paper, we propose an ordered-sequential reporting
mechanism based on contention window and D-S evidence

theory IoTs in order to reduce the reporting time and
communication overheads, which ultimately reduce costs
such as control channel bandwidth and energy consumption.
Once sensing is performed by utilizing energy detection
techniques, SUs determine its basic probability assignment
and reliability. -en, SUs wait for listening to the medium
(control channel) and contents for the channel access.-e SU
with the highest reliability wins the contention and reserve
time slots for transmitting sensing reports to the FC.-en, the
FC broadcasts a burst of report messages in the whole me-
dium (control channels) if the global requirement is satisfied.
-rough simulations, we demonstrate that the proposed
scheme achieves better performance than a conventional
order-less sequential reporting scheme. -e main contribu-
tions of this paper are summarized as follows:

(i) We propose a contention-window based mecha-
nism, in which SUs content for the channel access.
-e SU with the highest reliability wins and access
the channel for reporting sensing information to the
FC.

(ii) We propose an ordered-sequential reporting
scheme instead of conventional order-less sequen-
tial reporting scheme, which ultimately enhances
the performance of the system including reduced
reporting time.

(iii) To this end, we utilize Dempster-Shafer evidence
theory in combining reports at the FC to decide the
existence of PU in the network.

(iv) We evaluate the proposed scheme in terms of
percentage of number of sensing reports, error
probability, percentage of reporting, and spectral
efficiency. -rough simulations, we demonstrate
that the proposed scheme outperforms the order-
less sequential reporting scheme.

-e remainder of this paper is organized as follows. In
Section 2, we present related work. In Section 3, we discuss
the cooperative spectrum sensing and sequential fusion. In
Section 4, we provide a detailed description of the proposed
contention-window based reporting scheme. In Section 5,
the numerical results are shown. Finally, the paper is con-
cluded in Section 6.

2. Related Work

In recent years, reporting in CSS has drawn much more
attention. In [30], the author proposed a random-access
mechanism, in which the author discussed how to collect local
sensing reports in CSS. A backward induction approach is
applied to decide the optimal stopping time of the collection
period. Similarly, in [31], the authors designed a reporting
channel scheme based on random-access protocols including
slotted ALOHA and reservation ALOHA to measure the
performance of the probability of detection and probability of
false alarm. In [32], the author proposed a CSS scheme for
cognitive radio networks (CRN) with limited reporting. Two
kinds of CSS approach with limited reporting in a centralized
CRN have been proposed: a soft combination approach with
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threshold-based reporting and a soft combination approach
with contention-based reporting. In [33], the authors
designed a reporting channel structure based on a random-
access protocol, which is introduced for SUs and FC; in
addition, k-out-of-N rules are implemented at FC to de-
termine the global detection.

A data fusion scheme for CSS based on Dempster-
Shafer (D-S) theory was first proposed in [34].-is scheme
has significantly improved the probability of detection and
the probability of false alarm. -e performance of D-S
evidence theory can be enhanced to obtain a larger gain of
combination by utilizing the signal-to-noise-ratio (SNR)
of the PU [35]. However, the advantages of performance
enhancement cost overhead in traffic control signaling;
which results in consuming more communication re-
sources such as reporting time delay, control channel
bandwidth and transmission energy. -e resource de-
mands drastically increase with the increasing of the number
of SUs. However, only few researchers have addressed these
problems. In [36], the authors proposed a sequential test to
control the number of reporting bits and average detection
time. Similarly, in [37], the authors proposed a cooperative
sequential detection scheme to reduce the sensing time.
However, these schemes do not utilize an ordered-sequential
approach for fast detection with a limited number of reports.
Our proposed approach is ordered-sequential contention-
window based reporting by the SU with the highest reliability,
which significantly reduces reporting time and the error
probability, and after all, it is more efficient than a conven-
tional order-less sequential reporting scheme.

3. Cooperative Sensing and Sequential Fusion

We consider a cooperative sensing scenario in a CRN, in which
each SU conducts local sensing by utilizing energy detection
technique and collects basic information about the PU status in
the network. After local sensing, each SU measures its basic
probability assignment (BPA) and reliability and reports this
information to FC. Figure 1 shows the cooperative sensing
scenario and a frame structure consisting of sensing period,
reporting period, and transmission.

At the beginning, each SU performs local spectrum
sensing in a distributed manner. -e local spectrum sensing
can be represented as a binary hypothesis testing of the
presence or absence of PU in the network and is measured as

yi(n) �
z(n), H0,

hi(n)s(n) + z(n), H1,
􏼨 (1)

where H0 is the absence, H1 is the presence of the PU, hi(n)

is the fading coefficient, z(n) is the additive white Gaussian
noise (AWGN), s(n) is the PU signal, and yi(n) is the signal
received at the i-th SU, respectively.

Each SU measures test statistics of the received signal by
utilizing an energy detection technique, given as

XEi(n) � 􏽘

NT

k�1
yk(n)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
, (2)

where NT � 2TW, in which T is the sensing time and W is
the bandwidth, and yk is the j-th sample of the received
signal. When NT is large enough, by central limit theorem
(CLT), XEi can be well approximated as a Gaussian distri-
bution [26].

After performing local sensing, each SU measures its
self-assessed credibility, which is equivalent to BPA for H0
and H1 hypotheses. BPA is defined as a form of cumulative
distribution function, given as [35]

H0 : mi H0( 􏼁 � 􏽚
∞

XEi

1
2πσ0i

e
− XEi − μ0i( )

2/σ20i dx,

H1 : mi H1( 􏼁 � 􏽚
∞

XEi

1
2πσ0i

e
− XEi − μ1i( )

2/σ21i dx,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(3)

where mi(H0) and mi(H1) are the BPAs of hypothesis H0,
the absence of PU, and hypothesis H1, the presence of PU.

According to D-S evidence theory, the BPAs of each SU
at the FC are combined as

m H0( 􏼁 �
􏽐A1∩A1∩...AN�H0

􏽑N
i�1mHi Ai( 􏼁

1 − K
,

m H1( 􏼁 �
􏽐A1∩A1∩...AN�H1

􏽑N
i�1mHi Ai( 􏼁

1 − K
,

whereK � 􏽘
A1∩A1∩...AN�∅

􏽑
N

i�1
mHi Ai( 􏼁,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Sensing

Sensing period

Time slot (T)

Transmission

TxTs

Reporting period

SU detection SU reporting

PU

Sensing stage

SU1

SU2

SU3
SUM

FC
Reporting stage

Figure 1: System model.
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where (Ai) is one of the elements of a set H0, H1,Ω􏼈 􏼉, in
which Ω is the ignorance hypothesis that either hypothesis
H0, H1􏼈 􏼉 can be true.

-e main problem of D-S evidence theory as well as
other schemes is that it requires a large amount of resources
for reporting sensing results.

In order to reduce the overhead, processing time and
reporting time, and energy consumption, we consider an
ordered-sequential fusion CSS. After local sensing, each SU
measures its BPA. At FC, the BPAs are combined sequen-
tially according to their reliability.

It is noteworthy that the combined results of the pro-
posed ordered-sequential fusion are equal to nonsequential
one when all SUs send reports to FC. -erefore, instead of
keeping threshold 0, we adopt a threshold (η). -e threshold
is set to a large enough value so that the cooperation gain is
equivalently maintained even if the number of combined
sensing results is lower.

-e final sequential decision is based on the following
strategy.

-e following two strategies are applied to FC to make a
global decision. When the number of reports k at the FC is
less than the total number of SUs, the global decision can be
determined as

Fd �

H0 : rk,global < − η,

H1 : rk,global > η,

no decision: − η< rk,global < η,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

where the condition − η< rk,global < η denotes that the reports
at the FC are not enough to declare a global decision and
wait for more sensing reports. rk,global represents the global
decision reliability at the k − th report expressed as

rk,global �
mk,global H1( 􏼁

mk,global H0( 􏼁
􏼠 􏼡, (6)

where mk,global(Hj) � mk− 1,global(Hj)⊕mk,global(H j) is the
order of sequential combination of the BPAs j � [0, 1], and
mk,global(Hj) and mk− 1,global(Hj) are the k-th and (k − 1)-th
global BPA hypotheses Hj, respectively.

When the number of reports k is equal to the total
number of SU at the FC, the global decision can be de-
termined as

Fd �
H0 : rk,global < 0,

H1 : rk,global > 0.

⎧⎨

⎩ (7)

4. Proposed Contention-Window Based
Reporting Scheme

In this section, we first describe the conventional order-less
sequential fusion reporting scheme and then discuss the
proposed contention-window based reporting scheme.

At the beginning, each SU performs spectrum sensing,
measures its BPA information, and waits for the FC request
to send their information to the FC.

In the conventional order-less sequential fusion reporting
scheme, the FC sends a request to SUs in a predefined order.

-en, the requested SU responds its own sensing report to the
FC.-e FC accumulates the sensing reports of the current SU
with the previous SU and verifies whether the decision re-
quirement is satisfied or not. If the required decision is
satisfied, the FC sends the stop reporting message to all SUs,
and further reporting is stopped. If the decision is not sat-
isfied, FC sends a request to next SU in the predefined order,
and the process is repeated until the decision requirement is
satisfied. -e overall process for the conventional order-less
sequential reporting scheme is shown in Figure 2.

In the proposed reporting scheme, instead of reporting
in a predefined manner, we consider a contention-window
based reporting scheme, in which the SUs report to the FC
according to their sensing data reliability given in (6). -e
sensing data reliability of each SU depends on the offset time
for accessing the medium (control channel) for reporting to
the FC for its turn. As in this mechanism, SUs content to
access medium (control channel) for a specific time to report
its sensing information to the FC; thus, it is named as the
contention-window based reporting scheme.

In the reporting period, from the beginning of the con-
tention slot, each SU listens to themedium (control channel). If
there is no signal till toffset for SUs, then it is assumed that SU
wins the contention slot tcon. -e winner SU generates a burst
signal to the medium (control channel) for reservation of the
channel and reports in the next reporting slot. It is worth
noting that the offset is in the range of tslot < toffset < ttcon

− tslot.
-e first tslot is reserved for the SU with higher priority for the
transmission to the FC. Whenever the global decision re-
quirement is satisfied, the FC sends a burst message signal in
the whole medium (control channel). -e overall proposed
contention-based reporting scheme is shown in Figure 3.

In the k-th contention slot, the value of the offset time
toffset is calculated as follows:

toffset �
tcon − 2tslot

rk,max − rk,min􏼐 􏼑
rk,max − ri􏼐 􏼑 + tslot, (8)

where tslot is the slot time corresponding to the time required
by the radio layer carrier sensing to function and tcon is the
length of the contention slot. rk,max and rk,min are the
maximum and minimum values of the data sensing re-
liability at the k-th contention slot, respectively. -e values
of rk,max and rk,min are first time defined by the FC and then
updated automatically after every reporting slot.

-e average reporting time Tavg_rep for the order-less
sequential reporting scheme can be determined as

Tavg_rep � M · Ppoll · treport + tpoll􏼐 􏼑, (9)

where M is the number of SUs and Ppoll is the percentage of
the number of reporting SUs.

-e average reporting time for the proposed contention-
window based reporting scheme, Tavg_rep_prop, is determined as

Tavg_rep_prop � M · Pcon · treport + tcon􏼐 􏼑, (10)

where Pcon is the percentage of the number of reporting SUs
for the proposed contention-window based reporting scheme.

-e overall flowchart of the proposed contention-win-
dow based reporting scheme is shown in Figure 4.
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5. Numerical Evaluation

In this section, we present simulation results for the pro-
posed contention-window based reporting scheme in

consideration with the ordered-sequential fusion and
compare its performance with the conventional order-less
sequential reporting scheme. We consider IEEE 802.22
standards; it is assumed that the existence of the PU is 0.5

 Sensing period

Reporting period

treport

Transmission period

FC defines
reliability range

at begining

FC burst

Global decision
broadcast if the final
decision is satisfied

Contention slot (tcon)

tslot
tslotSU burst

toffset

Figure 3: Proposed contention-window based reporting.

FC sends a request to
SUs in a predefined

order

The requested SU sends
sensing report to FC

FC collects reports from
SUs

FC
accumulates and verifies

decision criteria
satisfied?

No

Yes

All SUs stop further
reporting to FC, and broadcast

the global decision

Move to the next SU for
collecting report

Figure 2: Conventional order-less sequential fusion reporting scheme.
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and the used bandwidth is 6MHz. -e simulation envi-
ronment is developed by utilizing MATLAB as an imple-
mentation tool. -e parameters for the numerical evaluation
are summarized in Table 1.

Figure 5 shows the percentage of the number of reporting
SUs against the different value of SNRs (− 20 to − 10dB). It can
be observed from Figure 5 that as the number of SUs in the
network increases, the percentage of the number of reporting
SUs decreases for the proposed contention-based ordered-

sequential fusion for a specific threshold value (threshold
η� 15). Specifically, it is shown in Figure 5 that with the order-
less sequential reporting scheme, approximately 37% of the
number of reporting SUs is required to satisfy the global de-
cision requirement, whereas the proposed scheme requires
approximately 14% of the number of reporting SUs, when 100
SUs are considered in the network. -e reason is obvious that
instead of the SU reporting in an order-less manner, only SU
with the highest reliability reports to FC to satisfy the global
decision requirement, which ultimately reduces the number of
reports. -e proposed contention-window based reporting
scheme requires less percentage of the number of reports
compared with the order-less sequential reporting scheme. It is
noted that as the SNR value increases, the reports for the
proposed scheme decrease. Also, it is worth noting that as the
value of the threshold increases, the percentage of the number of
reporting SUs increases.

Figure 6 shows the performance comparison of the pro-
posed scheme in terms of error probability for varying average
number of reporting SUs. It can be observed from Figure 6 that
error probability of the proposed contention-window based
reporting scheme is smaller than the order-less sequential
reporting scheme, and it becomes identical to that of the order-
less scheme as the average number of reporting SUs increases. It
is obvious that in the beginning of the proposed contention-
window based reporting, the highly reliable SUs report to FC;
thus, its global requirements converge and the error probability

Radio environment

BPA/mass value
measurement by each

SU

SU measures its
reliability values

FC defines reliability
ranges at the begining

SU contents to access
the control channel

Winner SU bursts in
channel for reporting in

the next slot

FC collects reports from
SUs

FC, global decision
satisfied?

SU updates reliability
range

FC bursts global decision
to all SUs

Yes

No

Figure 4: Flow chart for the proposed contention-window based
reporting scheme.

Table 1: Simulation parameters.

Parameter Value
Number of SUs 100, 150, 200
Probability of PU appearance 0.5
Bandwidth 6MHz
Slot time tslot 20 μsec
Poll time tpoll 200 μsec
Contention slot tcon 200 μsec
Reporting slot interval treport 1msec
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Figure 5: Percentage of the number of reporting SUs vs. SNR.
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is smaller than the order-less sequential fusion scheme. How-
ever, as the average number of reporting SUs increases, more
SUs will report to FC to meet the required global decision and
converges, and thus the error probability decreases. As a result,
at a large average number of reporting SUs, the error probability
is low and almost the identical for both schemes.

Figure 7 shows the percentage of reporting for varying
threshold value. It is worth noting that the proposed con-
tention-window based reporting scheme requires a smaller
number of SUs for reporting than the conventional order-
less reporting scheme. Also, it is important to mention that
as the number of threshold value increases, the percentage of
reporting increases. It is well justified because more SUs
report to FC in order to satisfy the global decision re-
quirement. After all, it is shown that the proposed con-
tention-window based reporting scheme is more effective
than the conventional order-less sequential fusion reporting
scheme.

Figure 8 shows the spectral efficiency for varying de-
tection probability. As the detection probability increases,
spectrum availability for the SUs decreases; thus, the spectral

efficiency of the system decreases. However, the proposed
scheme achieves better performance than the conventional
order-less scheme. As a result, the proposed scheme is also
more effective in the perspective of spectral efficiency.

6. Conclusion

-e integration of cognitive radio technology and the In-
ternet of things seems to shift future wireless networks (5G).
Cognitive radio technology has the potential to efficiently
utilize the spectrum via cooperative sensing. However, the
rise in cooperative sensing users increases the average
reporting time, bandwidth utilization, and communication
overhead. In this paper, we proposed an ordered-sequential
fusion scheme with contention-window based reporting for
Internet of things to reduce the reporting time and the
communication overhead, which ultimately reduces cost
and bandwidth utilization. Secondary users content to access
the shared control channel and report their information to
FC based on reliability to reduce the reporting time duration
by satisfying the global decision requirement. -e effec-
tiveness of the proposed contention-window based report-
ing scheme is shown through simulations by considering
percentage of the number of reporting SUs, error proba-
bility, percentage of reporting, and spectral efficiency. -e
results showed that the proposed ordered-sequential con-
tention-window based reporting scheme outperforms the
conventional order-less sequential reporting scheme in
various aspects.
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