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Deep neural networks (DNNs) have been widely adopted in many felds, and they greatly promote the Internet of Health Tings
(IoHT) systems by mining health-related information. However, recent studies have shown the serious threat to DNN-based
systems posed by adversarial attacks, which has raised widespread concerns. Attackers maliciously craft adversarial examples
(AEs) and blend them into the normal examples (NEs) to fool the DNN models, which seriously afects the analysis results of the
IoHTsystems. Text data is a common form in such systems, such as the patients’ medical records and prescriptions, and we study
the security concerns of the DNNs for textural analysis. As identifying and correcting AEs in discrete textual representations is
extremely challenging, the available detection techniques are still limited in performance and generalizability, especially in IoHT
systems. In this paper, we propose an efcient and structure-free adversarial detection method, which detects AEs even in attack-
unknown and model-agnostic circumstances. We reveal that sensitivity inconsistency prevails between AEs and NEs, leading
them to react diferently when important words in the text are perturbed. Tis discovery motivates us to design an adversarial
detector based on adversarial features, which are extracted based on sensitivity inconsistency. Since the proposed detector is
structure-free, it can be directly deployed in of-the-shelf applications without modifying the target models. Compared to the
state-of-the-art detection methods, our proposed method improves adversarial detection performance, with an adversarial recall
of up to 99.7% and an F1-score of up to 97.8%. In addition, extensive experiments have shown that our method achieves superior
generalizability as it can be generalized across diferent attackers, models, and tasks.

1. Introduction

Recently, the fast development of deep neural networks
(DNNs) has resulted in DNN-based models being applied in
many scenarios around the Internet of Tings, such as smart
transportation [1, 2], intelligence healthcare [3], social
networks [4], and information encryption [5, 6]. At the same
time, the rapid proliferation of attacks against DNN-based
models has raised greater security concerns [7]. Among
them, adversarial attacks, which are novel and powerful,
have caused harmful efects on model performance. In this
paper, we study the security problems of the Internet of
HealthTings (IoHT) systems against adversarial attacks. As

text data is a commonly adopted form in IoHTsystems, such
as the patients’ basic information, medical records, and
prescriptions, we focus on the security problems that may
exist in such DNN-based textual analysis models.

As textual adversarial attacks exist in various forms and
implement discrete perturbations, it has been a tough challenge
to defend against such attacks in the DNN-based IoHTsystems.
Some defense methods against adversarial attacks have been
proposed to address this challenge. Te current approaches
mainly focus on adversarial training [8, 9] and adversarial data
augmentation [10, 11], which typically require retraining target
models and extensive prior knowledge of attacks. Another type
of defense method is input reconstruction [12, 13], which can be
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directly deployed into unmodifed target models but hurts ac-
curacy. In contrast, adversarial detection is a more direct de-
fensive strategy that only detects adversarial examples (AEs)
without correcting them [14–16]. In practical applications, this
strategy has a high value because it alerts to threatening inputs
and then rejects or submits them to other processing, rather than
expecting the target model to give ambiguous and unreliable
outputs. Obviously, adversarial detection is more appropriate in
IoHT systems due to the hardware constraints. Unfortunately,
very little attention has been paid to detection, and the available
detection techniques are still limited in performance and
generalizability.

In this work, we focus on adversarial detection. Te goal
of this study is to improve detection performance and
generalizability. Based on sensitivity inconsistency to per-
turbation, we employ adversarial features, which are
extracted from the shift of predicting labels and the simi-
larity of probability distributions, to train a detector. Te
proposed method is efcient and high-transferable, which
can catch AEs even in the circumstances of attack-unknown
and model-agnostic.

We understand the diference between AEs and normal
examples (NEs) in terms of geometric translation. An
adversarial example can be regarded as a normal example
changing along the adversarial direction. Geometrically, the
adversarial direction usually points to the region where the
decision boundary is highly curved [17]. Meanwhile, a study
has pointed out that AEs easily lead to diferent classifca-
tions if fuctuations are caused at highly curved regions in
the image domain [18]. Considering the goal of the attack,
the adversarial examples are distributed centrally around the
decision boundary to ensure low modifcation and imper-
ceptibility. Tereby, we point to a common phenomenon:
the AEs are boundary-sensitive. If we perturb the sensitive
part of the AEs, it is extremely easy to cross the decision
boundary. We consider important words (IWs) that con-
tribute signifcantly to the decision as sensitive parts. As
shown in Figure 1, if we intentionally perturb the IWs in
examples, AEs easily lead to the target model making dif-
ferent predictions, while NEs maintain consistent behavior
with the original.

To confrm this conjecture, we perturb the most
important word in a set of AEs and NEs separately and
illustrate the change in predictions of the model in
Figure 2. As the result shows, in the NEs, perturbation of
the most signifcant word leads to a shift in the proba-
bility values, but none crosses the decision boundary.
However, in AEs, the same perturbation leads to pre-
diction label changes in most examples. Further, the
results show that even though the predicting labels of
NEs change, the probability is closer to the decision
threshold. It indicates that in NEs, the probability dis-
tributions in the Softmax layer are much closer before
and after IWs are perturbed than those in AEs.

Tis preliminary work inspired us to design a detector
trained with adversarial features that are extracted from
perturbation-sensitive inconsistencies between NEs and
AEs. We conclude that the sensitive inconsistency between
NEs and AEs manifests in two parts: (1) whether the

predicting label is changed after perturbing IWs; and (2) the
inconsistency of the degree of change in probability dis-
tributions before and after perturbation. We combine the
two points of sensitive inconsistency as the fnal adversarial
feature. Our major contributions can be summarized as
follows:

(1) We propose an adversarial feature extraction
method, named Sensitive Inconsistency Feature
(SIF). As SIF is obtained from the universal difer-
ences between NEs and AEs, it can be generalized to
diferent attack scenarios, even if they have never
been known before.

Perturbed NEs of class B
Perturbed AEs of class B
Perturbed NEs of class B

NEs and AEs of class A
NEs and AEs of class B
Decision boundary
Perturbed AEs of class A

Figure1: A visual illustrative example for sensitivity inconsistency
of NEs and AEs against perturbing important words (IWs). Te
black arrow points to the direction of example movement (relative
to the decision boundary) after IWs are perturbed.Te fgure shows
that the perturbed AEs cross the decision boundary with high
probability, but the NEs do not.

1.0

0.8

0.6

0.4

0.2

0.0
0.5 0.6 0.7 0.8 0.9 1.0 1.1

NEs
AEs

Figure 2: Visualization of probabilities values of NEs and AEs to
the predicting label before perturbation. Te AEs are generated by
TextFooler attacking the CNN-based model. Te x-axis and y-axis
indicate the probability values for the true label before and after
perturbation. Since the red line is y � 0.5 and the IMDB dataset is
a binary classifcation, the elements below the red line are examples
that the predicting label changes.
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(2) We implement the adversarial detection method
using SIF and machine learning mechanisms, named
SIF Detector (SIFD). Te experiments show our
detection recall rate is up to a maximum of 99.7%,
and the F1-score is 97.8% on IMDB, demonstrating
its superiority over current advanced methods.

(3) We present that SIFD exhibits transferability capa-
bilities. In the most challenging settings (i.e., all of
the confgurations in the learning and detection
phases are inconsistent), the F1-score and recall rates
remain above 85%. All the codes to reproduce our
experimental results are open source at https://
github.com/AuroraHuan/SIFD-adversrial-detection
and we hope they facilitate future research.

Te remainder of this paper is organized as follows:
Section 2 reviews the existing studies on adversarial attacks
and defenses. Section 3 describes the proposed detection
method, SIFD. Experimental details, results, and analysis are
given in Section 4. Finally, in-depth discussions and con-
clusions are given in Sections 5 and 6.

2. Related Work

Tis section briefy reviews adversarial attacks and defenses.
As a hot research topic in recent years, there has been a lot of
work on adversarial attacks. We focus on word-substitution
attacks, which have received more attention as they perform
better in semantic preservation and semantic correctness.
Compared to other categories of attacks, word-substitution
attacks better balance aggressiveness and concealability. As
mentioned in the frst section, we divide adversarial defenses
into three categories, and in this section, we pay particular
attention to adversarial detection, which is most relevant to
our study.

2.1. Adversarial Attack. Given a text x, the attacker adds
imperceptible perturbation δ to x to generate the adversarial
example xadv � x + δ and aims to make the pre-trained
model F misclassify, where the perturbation includes add-
ing, deleting, and replacing characters or words.

2.1.1. Gradient-Based Attack. As images are encoded as
numerical vectors, perturbations generated by gradient sign
methods are easily transformed into corresponding images
[19–22]. However, these methods are not compatible with
the textual domain because of the natural discreteness of
texts. Terefore, for NLP tasks, gradient-based methods are
usually combined with heuristic algorithms to generate
adversarial examples, including the utilization of the value of
the gradient to determine important words [23], sentences
[24], or the ranking of perturbed substitutions [20, 25].

2.1.2. Confdence-Based Attack. In this category, the attacker
can obtain the classifcation confdence of each label. A
common attack process includes two steps: (1) score the
words according to confdence and sort them in descending

order; and (2) sequentially perturb the sorted words until the
attack succeeds or stops when it reaches the perturbation
limit. Te greedy search strategy is widely used to fnd
optimal replacements in confdence-based attacks
[10, 11, 26–28]. Besides, the genetic algorithm and bean
search are also common search strategies [29, 30].

2.1.3. Decision-Based Attack. Te most challenging attack
scenario is when the attackers only have access to the
predicted labels of the target model. In this case, the attackers
usually generate a weak adversarial example, followed by
optimizing it until it generates a strong AE that is most
similar to the original text [31, 32].

2.2. Adversarial Defense

2.2.1. Robustness Enhancement. Gradient-based adversarial
training is widely used for defense in the vision feld [19, 21]
with satisfactory efects, while in the natural language feld it
is efective in improving the accuracy and generalization of
models [8, 33] but has weak gains in adversarial robustness.
As a result, virtual adversarial training is widely used for
textual adversarial robustness [9, 34, 35]. In addition,
adversarial data augmentation [10, 27, 36] and virtual
adversarial data augmentation [37] also efectively improve
the adversarial robustness of models, but such methods are
prone to decrease model accuracy. Zhu et al. [38] proposed
a combination of friendly data augmentation and gradient-
based adversarial training that can improve the adversarial
robustness of models while maintaining their accuracy.

2.2.2. Input Reconstruction. Discrete text is transformed
into embedding vectors before input to the model, so many
defense methods utilize reencoding to defend against
spelling error attacks [36] and synonym attacks [39]. In
addition, text-level reconstruction methods [12, 13] have
been used to defend against word-substitution attacks.
Among them, except for the method proposed in [13], the
rest of the methods are efective for specifc attacks and are
not generalizable.

2.2.3. Adversarial Detection. Diferent from the two types of
defense methods mentioned above, adversarial detection
only reports anomalies without correcting them. Although
detections have been well used in the image domain
[17, 40, 41], there are scarce studies on textual adversarial
learning. Zhou et al. [14] trained a perturbation detector to
detect potential perturbations and an embedding estimator
to restore perturbations based on the BERTmodel [42], but
trained by special AEs makes it difcult to generalize and the
training of the BERTmodel is time-consuming. Mozes et al.
[15] proposed detecting AEs through a simple and efective
feature-word frequency, but this approach is only applicable
to word-level attacks. Mosca et al. [16] trained a logit-based
adversarial detector and achieved the best detection results
in text classifcation so far.
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3. Method

3.1.Overviewof SIFD. Focusing on adversarial detection, the
core of our idea is to extract distinguishable adversarial
features and train a detector based on these features, and the
overall process is shown in Figure 3.Te intuition behind the
approach is that even though AEs and NEs are extremely
similar in semantics and visuals, they react inconsistently
when important words are perturbed, i.e., the target model
difers dramatically in output changes for AEs and NEs. Te
proposed method is divided into three steps: frst, we inspect
whether the predicting label has changed and mark it as
a label inconsistency (S(x, f) in Figure 3); then we calculate
the similarity of the probability distribution of the Softmax
layer (J(x, f) in Figure 3); last, we combine features and
train a detector.

3.2.TeFeatureof Sensitivity Inconsistency. For a given input
text x � w1, w2, . . . , wn, including n words and the target
model F, the process for extracting features is shown in
Algorithm 1, including three main steps:

(1) Ranking words and extracting IWs. We design an
importance scoring function to rank the words in the
text and select a specifed number of IWs to par-
ticipate in subsequent feature extraction.

(2) Marking the word sensitivity signals. We defne the
concept of sensitive words for IWs and assign dif-
ferent values to sensitive and nonsensitive words.

(3) Calculating the similarity of the probabilities dis-
tribution before and after perturbing IWs. Detailed
explanations of the three steps are given in Sub-
section 3.2.1, 3.2.2, and 3.2.3, respectively.

3.2.1. Ranking Word Importance. For attackers, regardless
of the variations in themeans of generating AEs, the ultimate
goals are the same: minimizing the modifcation rate and
maximizing the semantic similarity between AEs and their
corresponding NEs, which are defned as the basic condi-
tions of satisfying the adversarial example. To achieve these
goals, attackers usually pick important words and perturb
them, rather than make meaningless modifcations to some
unimportant words. Terefore, important words are pow-
erful signals of the diference between the AEs and NEs,
which consequently become the most critical features for
adversarial detection.

Important words contribute much to the predicting of F

so that the prediction probability changes signifcantly after
removing it from x. We denote the contribution of a word wi

to x in model F by I(wi, x, f) which is usually expressed as

I wi, x, f( 􏼁 �
x\wi

, yi􏼐 􏼑 − f x, yi( 􏼁 + f(x, y) − f x\wi
, y􏼐 􏼑, f  if  yi ≠y,

f x, yj􏼐 􏼑 − f x\wi
, yj􏼐 􏼑, others,

⎧⎪⎨

⎪⎩
(1)

where x\wi
is text x that removes wi, f(x, yj) is the prob-

ability value of x to class yj, y is the predicting class of x

according target model F, and yi is the predicting class
of x\wi

.
However, for a long text which consists of multiple

sentences, this processing is time-consuming as it requires
n forward calculation on F, where n is large. Our goal is to
improve the efciency of the processing. Following the
study in [19, 23], we use the gradient magnitude to estimate
the contribution of each word to prediction. Te direction
of gradient descent is the optimization signal to assist the
model to obtain the minimum loss in the training phase;
therefore, the word whose direction is close to the gradient
contributes much to predicting F. According to this, we
measure the importance of words by only 1 inquiry to F.
Specifcally, we utilize dot product to represent the angle
between wi and gradient on wi, which is calculated as

I wi, x, f( 􏼁 � Vwi
∙∇wi

J(θ, x, f(x)), (2)

where Vwi
is the embedding of wi, v is the embedding di-

mension, and J is the loss function of F.
After ranking all words in x by equation (2), we further

flter stop words from NLTK (https://ww.nltk.org/) and
SpaCy (https://spcay.io/) libraries. Furthermore, we use
NLTK to flter parts of speech, keeping only verbs, adverbs,

adjectives, nouns, and their derived expressions, which cor-
respond to the 16 lexical properties in NLTK. Finally, we
select the most important k words as the feature source of text
x for subsequent feature extraction, which is denoted asC(x).

3.2.2. Marking Sensitivity Signals. AEs and NEs respond
diferently to the perturbing IWs. Te predicting labels of
AEs are highly susceptible to change due to the boundary
sensitivity of AEs. In contrast, the probabilities for NEs in
each class change, but the fnal predicting label remains
relatively stable, which is similar to the principle of partial
distortion of images without afecting the decision of the
model [40]. Based on reaction inconsistency, we propose
a method to defne the sensitivity of the input x: for each
word in C(x), we obtain the prediction classes before and
after the word is removed, and then we defne the word
with diferent prediction classes as the sensitive word, and
vice versa as a nonsensitive word. More precisely, the re-
moval operation indicates the replacement of the original
word as <MASK> for the pretrained models such as BERT
and RoBERTa and <unk> for the traditional DNNs model
such as LSTM and CNN. Furthermore, the set of signals
based on sensitive words is adopted as the measure of the
text sensitivity to F, denoted as S(x, f), which is formalized
as
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S(x, f) � sw x, x\wi
, f􏼐 􏼑􏽮 􏽯 s.t. wi ∈ C(x), (3)

where sw(x, x\wi
, f) is a word-sensitive signal that is cal-

culated as

sw x, x\wi
, f􏼐 􏼑 �

1, if f(x) � f x\wi
􏼐 􏼑,

−1, if f(x)≠f x\wi
􏼐 􏼑.

⎧⎪⎨

⎪⎩
(4)

3.2.3. Distribution Diference of Softmax Layer. It is not
enough to rely on sensitivity signals alone to distinguish AEs
and Nes, as discrete signals make it easy to cause many NEs to
be incorrectly recalled as AEs. Furthermore, this error is more
explicit in short-length texts because IWs in NEs are sensitive

to perturbation. To solve this problem, we employ the in-
consistency of the changes in probability distribution (i.e., the
confdence scores of x predicted by F to all classes) of the
Softmax layer as another feature. It signifes a more nuanced
diference between AEs and NEs.Terefore, we use the Jensen-
Shannon Divergence (JSD) to calculate this feature, which is
expressed as

jsd x, x\wi
, f􏼐 􏼑 �

1
2
KL fs(x)‖M( 􏼁 +

1
2
KL fs x\wi

􏼐 􏼑‖M􏼐 􏼑,

(5)

where fs(x) is the Softmax output, and M � (1/2)(fs(x) +

fs(x\wi
) and KL is the Kullback–Leibler divergence, for

which the formula is

Input: Text x, target model f

Output: Feature matrix E

(1) Initialization: feature matrix E⟵ [0], scores of words S←None
(2) Get the predicting label y⟵f(x)

(3) S[wi]⟵Vwi
∗ ∇wi

J(θ, x, f(x)) for each valid wi in x

(4) S⟵ sort S

(5) C(x)⟵ most important k words according S

(6) for each w in S do
(7) j⟵ jsd(fs(x), fs(x\wi

)) by (5)
(8) if f(x) � f(x\wi

) then
(9) s⟵ 1
(10) else
(11) s⟵ − 1
(12) end if
(13) add j∗ s to E

(14) end for

ALGORITHM 1: Feature extraction based on sensitivity inconsistency.

top_k words

C (x)x gradients

backward
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Figure 3: Te workfow of the proposed detection method SIFD.
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KL(p‖q) � 􏽘 p(x)log
p(x)

q(x)
. (6)

For each word in C(x), we calculate the JSD values
according to equation (5) and use these values as the dis-
tribution variance features of x, denoted as

J(x, f) � jsd x, x\wi
, f􏼐 􏼑􏽮 􏽯s.t. wi ∈ C(x). (7)

3.3. Training Detector

3.3.1. Extracting of Distinguishable Features. Te fnal input
feature is calculated by combining the sensitivity fags
S(x, f) and JSD values J(x, f)

E(x, f) � S(x, f)∗ J(x, f). (8)

Tus, the input features for the adversarial detector are
a set of continuum vectors of size k, and the labels are binary,
0 for NEs and 1 for AEs. In the training phase, we divide the
data into a training set and a test set in the ratio of 8 : 2. In the
test phase, the input features are computed by querying the
target model k + 1 times. Compared to the work in [16],
which requires n queries, we save time costs in feature
extraction and consider more distinguishable features. In
Subsection 5.2, the advantages of combined features are
demonstrated by ablation experiments.

3.3.2. Design of the Detector. Following Mosca et al. [16], we
do not fx detector architecture, and we train multiple ma-
chine learning models and evaluate their efects. Notably, our
method does not depend on a specifc model or a specifc
classifcation task, i.e., the detector can be deployed as a plug-
and-play add-on to the target model to improve robustness.
Moreover, although our detection method depends on the
adversarial corpus, it is not limited to a specifc attack method
because the adversarial feature extractionmethod we design is
based on the generic characteristics of AEs. Our proposed
adversarial detection method is generalizable, which mani-
fests in model agnostic, attack transportability, and data
compatibility. In Subsection 4.4, we conduct an all-around
analysis of the generalizability of our proposed method.

4. Experiments

4.1. Experiment Setup

4.1.1. Datasets and Tasks. We adopt three popular classif-
cation benchmark datasets for our experiments: Internet
movie reviews from IMDB [43], news articles on the web
from AG’s news [44], and the Yelp dataset challenge with
polarity label [44]. As all of them are without a standard split
for train/dev/test, we divide the original training set into
training set and development set in a ratio of approximately
9 :1. Te statistics of them are shown in Table 1.

4.1.2. Models. We adopt four DNN models that achieve
state-of-the-art performance on text classifcation: BERT
[42], RoBERTa [45], CNN [46], and LSTM [47]. Specifcally,
we use the pretrained BERTmodel and RoBERTamodel with
12 transformer layers, 12 self-attention heads, and a hidden
size of 768. We set dropout as 0.1 and epochs as 10, and fne-
tune them with a batch size of 64 for AG’s news and 32 for
the others. Te CNN model contains three convolutional
layers with flter sizes of 3, 4, and 5. Te LSTM model has 1
bidirectional layer and 128 hidden units. Te inputs are
initialized as embeddings by 300-dimensional pretrained
word embeddings Glove [48] (https://github.com/
stanfordnlp/GloVe) in LSTM and CNN. And the batch
size is 256, the number of epochs is 20, and the dropout rate
is 0.1 for both CNN and LSTM.

4.1.3. Attack Methods. We employ four well-established
attack methods: PWWS [26], TextFooler [10, 28], and
BAE [27]. PWWS and TextFooler are the strong baselines for
natural language attacks based on the black-box set and
generate perturbation with synonym replacement; Deep-
wordbug crafts visual-similarity adversarial examples with
a little number of typos; and BAE generates more semantic
natural AEs by using the BERTmasked language model. To
ensure the consistency of attacks, we set the important
parameters following the study in [8, 38]. Te word mod-
ifcation rate is 0.2 for AG’s news and 0.1 for the others,
depending on the text length of the diferent datasets, and
the threshold of the minimum similarity between AEs and
NEs is 0.84 to ensure the reasonableness of AEs.

4.1.4. Detection Baseline. We compare our proposed method
SIFDwith two other state-of-the-art detectionmethods FGWS
[15] and WDR [16] under diferent combinational settings of
datasets, models, and attacks. For FGWS, we follow all the
detection settings of the original paper and determine the key
parameter, threshold c, which is the minimum value of the
confdence diference for AE identifcation. For the IMDB
dataset, we use the default threshold of 0.9 in the source code
(https://github.com/maximilianmozes/fgws); for AG’s news,
referring to the tuning method and criteria in the original
paper, we select c � 0.85 with the best true positive rate under
the premise that no more than 10% of NEs are judged as AEs.
Given that both our method andWRD are detector-based, we
used a process similar to SIFD to train and test WRD. Te
architecture of the WRD detector is XGBoost [49], and the
parameter settings are the same as those in the original paper.

4.1.5. Evaluation Criteria. We employ several performance
criteria to evaluate detection. We treat the AEs as positive
examples (P) and the NEs as negative examples (N) for
detection. Hence, TP denotes the number of P predicted as
P, FP denotes the number of N predicted as P, TN denotes
the number ofN predicted asN, and FN denotes the number
of P predicted as N. Te criteria utilized in the experiment
are as follows:
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Recall �
TP

TP + FN
,

Accuracy �
TP + TN

TP + TN + FP + FN
,

F1 − score �
2∗ Precision∗Recall
Precision + Recall

,

Precision �
TP

TP + FP
.

(9)

4.2. Detector Architecture Selection. We utilize multiple
machine learning models as candidate architectures for the
detector and compare their performances to select the model
with the optimal detection performance for subsequent
experiments. Specifcally, we use BERT as the target model
and fne-tune it on IMDB and AG’s news, and then 1,500
adversarial examples generated by TextFooler for IMDB and
PWWS for AG’s news, separately. We extracted features
from these AEs and their corresponding NEs, then divided
the training, validation set, and test sets in proportions 8 :1 :
1. Finally, we train and test fve classifer models, including
Random Forest [50], XGBoost [49], LightGBM [51], SVM
[52], and AdaBoost [53].

As shown in Table 2, all the models achieve competitive
detection performance, provided that all settings are iden-
tical. Among them, XGBoost performs slightly better, so we
choose it as the detector architecture in the subsequent
experiments. Te main parameters of XGBoost include: the
maximum depth is 3, the learning rate is 0.2, the gamma is
0.6, and other settings are disclosed in our open source code.

4.3. Detection Performance Comparison and Analysis. We
compare SIFD with two advanced detection technologies.
More specifcally, we train and test the detectors in the same
process as in Subsection 4.2, and for the nontrained FGWS,
we test their performance in the tuned parameter settings.
Although random sampling causes diferent examples to be
selected each time, three detection methods compare their
performance on the same examples in each confguration. As
Deepwordbug is a character-level attack and FGWS de-
tection is just designed for word-level attacks, we do not
perform FGWS to detect adversarial examples generated by
Deepwordbug.

As Table 3 presents, our proposed method outperforms
the baseline method in 21 confgurations (24 confgurations
in total). Even in the worse 3 confgurations, the efect of our
method is close to the optimal method. In addition, we
observe that the efects of all detection methods on IMDB

always outperform those on AG’s news. To further clarify the
causes of this phenomenon, we conduct a more detailed
analysis in Subsection 5.3.

4.4. Transferability Evaluation. Te transferability of the
detector is a very important metric, as the data andmodels in
the real-world defense phase are unpredictable and highly
likely to be inconsistent with them in the training phase. In
this subsection, unlike Subsections 4.2 and 4.3, we randomly
sample 1000 texts (500 AEs and 500 NEs) to test the de-
tection capability of the model for each confguration.

We frst test the transferability of the detector on various
attacks. Specifcally, we frst train the detector with the AEs
generated by one attack and then test its ability to detect the
AEs generated by other attacks. Te detection efects with
identical settings in the training and testing phases are seen
as the baseline, which is called the default efect, and cor-
respond to the row where the “∗” sign is located in Table 4.

As we can see from Table 4, our method always performs
well in the migration from one attack to another. Both F1-
score and adversarial recall rates difer from the default efect
by a maximum of no more than 3%, and are always around
± 1% and even sometimes better than the default efect.

Additionally, we test the transferability of diferent
models. As shown in Table 5, LSTM and BERT exhibit
remarkable transferability for each other, but the perfor-
mance of CNN is relatively weak. We give a possible ex-
planation for this phenomenon. We conjecture that the
decision boundary of the trained CNN is more curved, and
the convex region is steeper compared to the other two
models. Terefore, the probability distributions vary greatly
from AEs to their corresponding NEs. Terefore, the de-
tectors learn features from these AEs that are signifcantly
distinguishable and obtain excellent detection performance,
but they struggle to detect more challenging AEs generated
by other models. In addition, we observe that the attack
success rate of various attack methods against the CNN
model is higher than the others, and the adversarial recall
ratio of detectors based on CNN is higher, which is con-
sistent with our conjecture.

Furthermore, we consider the most challenging situation
to be one in which all settings in the detection phase are
diferent from those in the training phase. We select the
detector trained by IMDB+BERT+TextFooler from Sub-
section 4.3 as the baseline detector and test it in two datasets,
two models, and three attack methods. We trained the de-
tector with IMDB+BERT+TextFooler and tested its de-
tection performance with inconsistent datasets, models, and
attack methods; the results are shown to the left of the pa-
rentheses in Table 6. As Table 6 shows, the scores for the two
metrics are above 85% for various combinations of settings. It

Table 1: Summary for datasets. #train, #dev, and #test count the number of texts in the train/dev/test set, respectively, #avg length is the
average length of all the texts for each dataset, and #classes is the number of classes.

Dataset #train #dev #test #avg length #classes Task
IMDB 23,000 2,000 25,000 268 2 Sentiment analysis
AG’s news 1,08,000 12,000 7,600 43 4 News classifcation
Yelp 5,00,000 60,000 38,000 152 2 Online reviews
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is worth noting that in some settings (bold in Table 6), the
detection efect is better than the default efect (the values in
parenthesis in Table 6), which needs further exploration.

5. Qualitative Results and Discussion

5.1. Impact of Important Words. We choose the most im-
portant k words to represent the input text for feature ex-
traction. In this subsection, we study the efect of varying the
value of k on the detection efect. As shown in Figure 4, for
IMDB, recall and F1-score remain high at k ∈ [15, 30], and
then decline; for AG’s news, scores reach the highest point at
k � 5.Te results show that the best k values are diferent for

texts and are tied to text length, and we suggest a range of
[0.1n, 0.2n] and n is the length of text.

5.2. Impact of Features. We consider the efects of selecting
top k IWs, sensitivity signal marking, and probability dis-
tribution diferences on the fnal detection performance. We
use TextFooler + BERT as the invariant setting of the ex-
periment to test the detection efectiveness on AG’s news
and IMDB with diferent feature selections. Table 7 shows
the results of the ablation experiments, demonstrating that
both the sensitivity signal and Softmax distribution in-
consistency are efective as independent signals.

Table 3: Detection performance of three detection methods. Te model, dataset, and attack method are consistent for the training and
testing phases. As Deepwordbug is a character-level attack and FGWS detection is just designed for word-level attacks, the experimental
results of Deepwordbug detection with FGWS are not meaningful, and “—” in the table indicates that the experiment is not conducted.

Model Dataset Attack
Recall (%) F1-score (%)

FGWS WDR SIFD FGWS WDR SIFD

BERT

AG’s news

TextFooler 81.5 83.0 91. 87.5 86.1 90. 
PWWS 85.1 87.9 91.9 89.7 90.5 92.2
BAE 49.7 80.0 86. 57.2 81.2 84.5

Deepwordbug — 75.4 85.0 — 78.3 85.6

IMDB

TextFooler 79.9 95.5 9 .2 86.6 95.8 96.4
PWWS 82.5 92.7 95.5 85.8 94.2 96.0
BAE 56.7 90.3 96.2 67.8 93.1 96.3

Deepwordbug — 92.0 94.2 — 92.7 94.8

CNN

AG’s news

TextFooler 82.9 92.0 95.5 86.2 89.7 91.5
PWWS 86.8 91.0 94.0 91.2 86.0 90.6
BAE 56.7 88.2 92.4 62.1 85.5 88.5

Deepwordbug — 91.0 92.4 — 86.3 84.9

IMDB

TextFooler 75.9 89.9 99. 85.3 91.5 9 .8
PWWS 80.2 87.2 99.0 86.0 87.2 96.5
BAE 59.8 88.9 98.2 70.1 87.1 96.5

Deepwordbug — 91.2 9 .9 — 89.6 95. 

LSTM

AG’s news

TextFooler 86.2 91.3 96.2 90.1 87.8 91.2
PWWS 84.7 84.6 94.5 90.4 86.8 88.5
BAE 62.2 88.2 91. 67.9 88.8 90.3

Deepwordbug — 83.4 88.6 — 83.3 84.1

IMDB

TextFooler 77.4 94.8 9 .8 83.8 95.0 95.4
PWWS 70.5 92.5 92.0 80.0 92.4 92. 
BAE 48.8 95.5 96.9 57.4 95.5 9 . 

Deepwordbug — 92.0 92.2 — 93.6 91.5
Bold values indicate the optimal results among three defense methods.

Table 2: Detection performance of diferent machine learning model architectures. Bold values indicate the optimal results.

Dataset Machine learning model Accuracy (%) Recall (%) F1-score (%)

IMDB

Random forest 95.7 96.0 95.1
XGBoost 96.1 9 .2 96.4
LightGBM 96.3 94.1 95.8

SVM 92.3 93.2 92.1
AdaBoost 95.2 96.0 94.9

AG’s news

Random forest 89.5 88.1 89.0
XGBoost 92. 91.9 92.2
LightGBM 91.7 80.4 91.3

SVM 90.4 90.0 89.1
AdaBoost 88.8 88.9 88.8
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Nevertheless, the best results are achieved by combining
them. Individual sensitivity signs alone do not work well in
short texts; by contrast, Jensen-Shannon divergence calcu-
lated by Softmax distribution diferences plays a greater
infuence. In addition, the selection of top k IWs improves
detection performance by 5 − 8%.

5.3. Impact ofDatasets. Given the inconsistent capability of the
detectors trained on IMDB and AG’s news, we further explore
exactly the key factor for this diference.Te length of texts and
the number of classes are two factors that are considered. In
addition to the three datasets mentioned in Subsection 4.1, we
add the SST-2 dataset as a reference experiment and split 5000
samples from the training set as the test set. Using four datasets
and two baseline settings, we report the result in Table 8.

We observe a negligible diference in detection performance
caused by the number of classes, but the data length matters
detection performance a lot. We give a possible explanation for
this phenomenon. In short-length texts with a small number of
words, each word plays a more important role as texts have
a small tolerance for information loss. As a result, perturbing
each word in NEs afects higher fuctuations, so distinguishing
between AEs and NEs becomes more challenging.

5.4. Challenges and Limitations. We propose the universal
feature of AEs: sensitivity inconsistency to important words
being perturbed. However, various still exist in examples
reacting to perturbation across diferent datasets and tasks.
We acknowledge that the detection efect is somewhat
weakened in short-length texts. We argue that fuller features

Table 5: Transferability evaluation of diferent models. Bold values indicate the better scores among two target models that model∗
migrate to.

Model
TextFooler PWWS BAE Deepwordbug

Recall (%) F1-score (%) Recall (%) F1-score (%) Recall (%) F1-score (%) Recall (%) F1-score (%)
CNN∗ 99.2∗ 96.3∗ 98.1∗ 95.2∗ 98.2∗ 95.8∗ 98.6∗ 95.5∗
LSTM 82.6 86.8 86.6 84.1 88.4 90.9 81.8 89.6
BERT 89.2 93.8 91.6 92.6 90.4 88.7 89. 92.5
CNN 98.5 95.1 99.9 94.6 9 .5 94.8 99.4 93.7
LSTM∗ 97.5∗ 95.4∗ 92.1∗ 92.2∗ 96.5∗ 95.5∗ 92.3∗ 91.6∗
BERT 97.2 95. 95.0 95.2 91.8 93.3 94.8 94. 
CNN 99.1 96.1 100.0 93. 9 .1 96.3 98. 96.0
LSTM 95.4 95.2 92.2 91.4 96.2 95.5 95.4 94.7
BERT∗ 97.0∗ 97.0∗ 97.4∗ 96.5∗ 95.5∗ 95.5∗ 95.9∗ 95.9∗

Table 4: Generalization evaluation of diferent attacks. Rec is recall, F1 is F1-score, R is the variation of the current adversarial recall rate
relative to the default efect, and F is the variation of the current weighted average F1-score relative to the default efect. ∗ denotes the
baseline, which is the experimental setup for training the detector, followed by testing the detector against other attack methods with the
same dataset and model.

Attack
CNN LSTM BERT

Rec (%) &R
(%) F1 (%) &F

(%) Rec (%) &R
(%) F1 (%) &F

(%) Rec (%) &R
(%)

F1
(%)

&F
(%)

TextFooler∗ 99.2 ∗ 96.3 ∗ 97.8 ∗ 95.4 ∗ 97 ∗ 97 ∗

PWWS 98.2 +0.1 96.0 +0.8 91.7 −0.7 91.8 −0.4 95.4 −2.0 96.8 +0.3
BAE 99.2 +1 96.3 +0.5 96.5 −0.1 95.0 −0.8 93.2 −2.8 94.6 −0.9
Deepwordbug 97.4 −0.8 94.8 −0.4 92.0 0 91.8 +0.4 93.2 −3.0 94.9 −1.0
TextFooler 99.0 −0.2 95.5 −0.8 97.4 −0.4 95.8 +0.4 97.5 +0.5 96.2 −0.8
PWWS∗ 98.1 ∗ 95.2 ∗ 92.4 ∗ 92.2 ∗ 97.4 ∗ 96.5 ∗

BAE 98.8 +0.6 94.7 −1.1 97.2 +0.6 94.6 −1.2 95 −1.0 95.3 −0.2
Deepwordbug 97.8 −0.4 94.8 −0.4 92.2 +0.2 91.2 −0.2 94.6 −1.6 94.3 −1.6
TextFooler 98.8 −0.4 95.9 −0.4 96.9 −0.9 95.5 +0.1 97.4 +0.4 96.3 −0.7
PWWS 97.6 −0.6 96.4 +1.2 94.6 +2.4 93.9 +1.7 95.6 −1.8 95.7 −0.8
BAE∗ 98.2 ∗ 95.8 ∗ 96.6 ∗ 95.8 ∗ 96 ∗ 95.5 ∗

Deepwordbug 97.0 −1.2 94.7 −1.1 91.0 −1.0 91.9 +0.5 95.6 −0.6 95.3 −0.6
TextFooler 99.4 +0.2 96.3 0 95.8 −2.0 95.1 −0.3 97.8 +0.8 96.6 −0.4
PWWS 97.6 −0.6 95.6 +0.4 93.6 +1.2 91.7 −0.5 95.0 −2.4 95.7 −0.8
BAE 98.6 +0.4 95.3 −0.5 95.1 −1.5 94.3 −1.5 93.8 −2.2 93.9 −1.6
Deepwordbug 98.2 ∗ 95.2 ∗ 92.0 ∗ 91.4 ∗ 96.2 ∗ 95.9 ∗
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are benefcial to further improve the performance of the
detector.

IWs play a big role in prediction, so attackers utilize
them to craft AEs, which is a common pattern of attack.
While SIFD contains rich information from IWs to identify
AEs, its detection performance will be severely limited if
a stronger attack method breaks this pattern in the future.
Aiming to escape this cat-and-mouse game, our future work

includes exploring certifable defense methods with formal
guarantees.

Te proposed method, SIFD, can work not only as
a detection plug-in to assist the target model but also in
combination with others. Teoretically, the generality of
SIFDmotivates it to be combined with robustness training to
jointly enhance adversarial robustness from inside and
outside the model. In further research, we will explore more
application potentials of detection against adversarial
attacks.

6. Conclusions

We propose an adversarial detection method named SIFD
based on sensitivity inconsistency features (SIF) against
perturbing important words, which contain rich in-
formation for identifying AEs in DNN-based IoHT systems.
Diferent from previous methods that identifed features of

Table 6: Generalization evaluation in the toughest scenario. Te values in parentheses are default efect. Bold values denotes that the
detection performance under transferability is better than the default efect.

Dataset Model
PWWS BAE Deepwordbug

Recall (%) F1-score (%) Recall (%) F1-score (%) Recall (%) F1-score (%)

Yelp LSTM 86.2 (91.6) 85.7 (90.5) 90.6 (94.5) 91.5 (93.2) 92.8 (91.2) 89. (87.4)
RoBERTa 87.4 (94.7) 89.6 (92.6) 87.3 (92.0) 87.9 (92.7) 85.9 (92.8) 87.0 (89.1)

AG’s news LSTM 90.3 (94.4) 87.1 (88.5) 93 (91.7) 93.5 (90.3) 91.4 (88.6) 89.2 (84.1)
RoBERTa 90.8 (91.3) 87.6 (85.4) 87.0 (89.9) 85.7 (91.2) 88.9 (86.6) 90.0 (87.5)
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Figure 4: Detector performance under diferent value of k, which is equivalent to the input dimension.

Table 7: Detection performance of diferent features. None means features dimensionality is 300 for IMDB and 100 for AG’s news; in top k

settings, k � 20 for IMDB and k � 5 for AG’s news.

Top k IWs Sensitivity fags Softmax distribution
IMDB AG’s news

Recall (%) F1-score (%) Recall (%) F1-score (%)

None
✓ 80.0 89.5 78.6 72.3

✓ 92.4 94.1 84.9 87.6
✓ ✓ 92.0 91.5 90.1 90.5

k

✓ 84.4 92.4 76.9 77.5
✓ 95.2 96.1 89.4 90.7

✓ ✓ 99.8 9 . 95.5 91.5
Bold values indicate the best results in diferent feature settings.

Table 8: Performance of detector on diferent datasets.

Dataset
BERT+Deepwordbug LSTM+TextFooler

Recall (%) F1-score (%) Recall (%) F1-score (%)
IMDB 94.2 94.8 97.2 96.4
AG’s news 85.0 85.6 96.2 91.2
Yelp 90.1 92 95.5 93.4
SST-2 81.2 84.3 87.6 89.1
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detection from the whole text, we focused on only the
important parts, which are the key features of texts, and
achieved better distinguishable signals. Te proposed
method efectively enhances the adversarial robustness of
the DNN-based IoHT systems in analyzing textual data.

We evaluate SIFD with advanced adversarial detection
methods against four attack methods (both character-level
and word-level attacks are included), and the results show
the superiority of our approach over currently available
detection technologies. In addition, through a series of
ablation experiments, we reveal the remarkable trans-
ferability of SIFD and analyze the importance of each local
mechanism in SIF.

Data Availability

All the codes and datasets to reproduce our experimental
results are open source at https://github.com/AuroraHuan/
SIFD-adversrial-detection, and we hope they facilitate future
research.
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In Internet of HealthTings (IoHT) systems, there is a two-hop network structure between the authentication server TA, Internet
ofTings Connector (IotC), and wearable sensor (WS). Attackers can use the sensor layer network (the frst hop) between the IotC
and WS to steal patient’s health-related information and undermine the security of the system and the privacy of sensitive
information. To address this threat, this study proposes a lightweight identity authentication and key agreement protocol for
third-party authentication servers TA, IotC, and WS. Te results of the formal security proof, BAN logic analysis, and AVISPA
tool simulation show that the scheme proposed in this study has an ideal security performance and can meet the security
requirements of IoHT. In terms of performance, the proposed scheme could dynamically construct a sensor layer network (the
frst hop) and ofine networking according to the diagnostic needs of doctors. Compared with other related protocols, the
proposed scheme can signifcantly reduce the computing resource requirements of IotC and server TA and the resource re-
quirements of database I/O operation of server TA in the application scenario of concurrent access of multiple WS nodes.

1. Introduction

Te wearable technology market has reached US $116.2
billion in 2020 and is expected to increase to US $265.4
billion by 2026, with an annual compound growth rate of
18.0% [1]. Te rapid growth of the market scale of wearable
technology is also constantly promoting the integration of
wearable or implantable device technology with IoT, cloud
computing, and other information technologies into In-
ternet of Health Tings (IoHT) systems in the hospital
environment [2]. Tese new technologies can help medical
professionals obtain various types of health data information
of target patients faster and better [3] and help medical
institutions continuously improve the quality of medical
services [4].

Figure 1 describes the general network structure of IoHT
systems applied in the medical structure environment [5–8].
Its remarkable feature is the integration of the IoT, cloud

computing, wearable, or implantable device technology. As
shown in Figure 1, an IoHT system is composed of two
interconnected network units: a data service unit and IoT
unit. Tey are connected through a common set of cloud
data storage servers.

Te IoTunit is a two-hop network structure, similar to the
IEEE 802.15.6 Wireless Body Area Network (WBAN) stan-
dard description [9] and the industrial Internet ofTings [10].
Multiple wearable sensors (WSs) and Internet of Tings
Connectors (IotCs) constitute the frst hop of an IoHTsystem,
that is, the sensor layer network. Te IotC and local real-time
data monitoring terminal (LMT) or cloud data server form the
second-hop transport layer network. In terms of function, it
emphasizes the ability of real-time, fast, and accurate acqui-
sition and two-way data transmission of Patient Health In-
formation (PHI) [5, 8, 11], such as patient activity, blood
pressure, heart rate, electrocardiogram (ECG), temperature,
blood glucose, and blood oxygen level [12].
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1.1. Networking Requirements of Sensor Layer Networks.
Te main application environment of IoHT systems is the
medical institutions that provide public medical and health
services. Patients have a strong mobility and various other
conditions. Terefore, the IoHT systems must collect the
corresponding PHI data according to a patient’s condition
such as monitoring of blood glucose levels and blood
pressure. Some data require a high real-time performance,
such as heart rate data in intensive care or cardiac care
environments. Tese have put forward the following special
functional requirements or limitations for the network
structure of the sensing layer of the IoHT systems:

(i) WS and IotC are small in size, easy to carry, and
have limited computing resources; therefore, they
are not suitable for jobs with a high amount of
computing [13].

(ii) Te correspondence between the patients and IotC
was variable.Te IotC ownership in IoHTsystems is
a medical institution that has a corresponding re-
lationship with patients within a certain time range.

(iii) Te types and number of WS nodes are large, and
the server in the IoHT systems should have strong
equipment access capability.

(iv) Te WS nodes are rarely used in isolation. In most
cases, these groups were included. IotC should be
able to concurrently network multiple WSs.

(v) Te combination of IotC and WS must be built
according to the diagnostic needs of doctors [7].

(vi) To reduce the impact of remote network quality on
IoHT system availability, the IotC and WS should
have ofine networking capabilities.

1.2. Requirements of IoHT Systems Lightweight Authentica-
tion Strategy. Te correctness, timeliness, and credibility of
PHIs can support doctors’ decision making and help save or

prolong patients’ lives [14]. However, many theft events in
PHI data [4] make the security of PHIs a hot issue for
healthcare organizations. Te Health Insurance, Portability,
and Accounting Act (HIPAA) and Health Information
Technology for Economic and Clinical Health Act
(HITECH) require all healthcare organizations to ensure the
safety of health information.

Network attacks against IoT terminal devices, such as
webcams [15], small routers [16], bluetooth door locks [17],
intelligent thermostats [18], and theft of face recognition
data [19], have made people gradually realize that IoT de-
vices in IoHT systems may become a tool for attackers to
launch network attacks and destroy the stability of IoHT
systems or steal user-sensitive information.

Te mutual Authentication and Key Agreement (AKA)
mechanism between IoT access devices is an important link
for building a secure health system (SHS) [20]. Te VPN,
SSL, TLS, and other security mechanisms are based on the
Internet peer-to-peer communication mechanism, which
can ensure data security on both sides, for example, the
establishment of a secure data channel between the IotC and
the data server [21]. However, because of the two-hop
network structure of the IoT unit of IoHT systems and
the networking requirements of the sensor layer network, it
is very difcult to use VPN, SSL, TLS, and other protocols to
build a mutual AKA in the frst-hop network (sensor layer
network). Terefore, the IoHTsystems require a lightweight,
anonymous, and secure mutual AKA protocol, that is, more
suitable for network structures [22].

2. Related Work

Te special structure and functional requirements of IoHT
systems restrict their application in traditional security
protocols. To deal with the threat of malicious attacks,
improve the security level of IoHT systems, and meet the
functional requirements of portable and ultralow power
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Smart uniforms
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TA
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Figure 1: Network structure of the IoHT system.
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consumption of wearable sensors, various lightweight mu-
tual AKAs have been proposed.

In 2015, He and Zeadally proposed a lightweight three-
party authentication protocol to improve the identity au-
thentication ability of controllers in ambient-assisted living
systems [23]. Subsequently, in 2016, with the help of a third-
party authentication server, He et al. realized lightweight
identity authentication of users using a data aggregation
device in the smart grid [24]. Te two protocols are based on
the elliptic curve (EC) theory and realize the support of
third-party authentication servers; therefore, they have low
overall resource consumption and high security, but the
individual resource consumption of the controller is still
high, and the support for sensing devices is insufcient.

In 2017, Li et al. [9] proposed an anonymous lightweight
identity authentication and key agreement protocol for two-
hop wireless body area networks (WBANs). Te protocol is
based on a hash function and XOR computing, which
signifcantly reduces the demand for computing resources
for wireless sensor devices. A hub node must undertake
multiple functions, such as identity authentication, real-time
data monitoring, data storage, and remote cloud data for-
warding, which are not conducive to the implementation of
a security protection strategy, is easier to capture, and has
a single point of failure.

In 2018, Srinivas et al. [6] proposed a lightweight tri-
partite authentication scheme for WSs, users, and cloud
servers based on cloud computing and big-data technology.
Te security of the scheme is verifed using a formal real or
random (ROR) model and the automatic verifcation tool
AVISPA [25]. Tis scheme has signifcant advantages in
terms of the communication and computing costs.

However, Srinivas’ protocol must store the authentica-
tion information 〈HIDi, TCji2〉 of all possible users in the
memory of all the WSs in advance. Tis causes the wearable
sensor of the protocol to have a large demand for storage
resources and insufcient ability to resist WS theft attacks
[16]. Simultaneously, we found that the construction of the
sensor layer network of the protocol requires more manual
processing, which is more suitable for networks with stable
structures. Under the demand for on-demand construction
of an IoHT system sensor layer network, labor and system
maintenance costs will increase.

To enhance the ability of wearable devices to protect
sensitive data and resist WSs theft attacks, Das et al. [5]
proposed a lightweight tripartite authentication and session
key scheme between WSs and mobile terminals (MT) (i.e.,
smartphones) carried by the same user. Te security of the
protocol was verifed using a real or random model and
AVISPA tool. Compared with the previous scheme, this
method has certain advantages in terms of resource con-
sumption. However, Jiang et al. [26] pointed out that the Das
scheme does not resist ofine password-guessing attacks,
and attackers can use desynchronization attacks to destroy
the synchronizer of identity update between WS and MT
[26] and provided an improved scheme. Jiang’s scheme
ofers advantages in terms of security and resource con-
sumption. However, we also found that there were still some
problems with Jiang’s scheme.

(i) Tis method is suitable for application in personal
health monitoring. In Jiang’s scheme, the user is an
MT and the WS is the owner, who lacks the basic
function of adjusting the combination relationship
of the user, MT, and WSs according to the patient’s
condition and the doctor’s diagnostic needs.

(ii) Tere is a security risk in the denial-of-service (DOS).
In Jiang’s protocol, MT lacks the necessary verifcation
for messageM1, so attackers can use this to sendmany
wrong M1, thus exhausting the computing, commu-
nication, and server database I/O resources of MTand
the cloud server (CS) to achieve the purpose of DOS.

(iii) Te computing resource requirements for concurrent
MT access to multiple WS nodes must be improved.
When theMTneeds to access multipleWS nodes, the
MT and CS have more repeated calculations and
higher demand for computing resources.

(iv) Te capability of ofine networking between MTs
and WSs must be improved. In the process of
accessing the WS, the server CS must be online and
provide corresponding services.

(v) Te CS has a high demand for I/O database re-
sources. Each time the MT accesses the WS, at least
three queries and one database update operation are
required. In an IoHTsystem environment, this may
lead to a shortage of CS database resources, afect
the number of WS nodes accessed, and weaken the
server’s ability to resist DoS attacks.

To enhance the ability of identity authentication between
the Internet of Tings connector (IotC) and local real-time
data terminal, Srinivas et al. proposed a novel temporal
credential-based anonymous lightweight user authentication
mechanism for the Internet of Drones (IoD) environment
[27]. Te security of the scheme is proved using a real or
random (ROR) model and automated validation of Internet
security protocols and applications (AVISPA). However, this
scheme does not support the dynamic construction of a sensor
layer network. In 2020, Wang et al. [7] proposed a lightweight
WSs and WNC mutual authentication protocol based on the
elliptic curve cryptography (ECC) algorithm. With the help of
a cloud-assisted authentication service, the protocol can realize
mutual authentication and key negotiation of a wearable
network connector (WNC) access to WSs designated by
doctors. However, this scheme has shortcomings in terms of
protection against ID. Te attacker uses this to track the
specifed WSs and obtain sensitive data by analyzing the
communication frequency and data volume. However,
compared to the schemes of Srinivas, DAS, and Jiang, the
resource consumption of their sensing terminals remains high.

3. Preliminaries

3.1.EllipticCurve (EC). Let E be an elliptic curve over a fnite
feld Fp defned by the following equation: y2 � x3 + ax +

b(modp), where x, y, a, b ∈ Fp and (4a3 + 27b2)modp≠ 0.
E(Fp) represents a cyclic group constructed from points on
elliptic curve E and infnity ∞.
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3.2. Scalar Multiplication. When P ∈ E(Fp), there is a mul-
tiplication formula: t · P � P + P + . . . + P(t times) holds.

3.3. Elliptic Curve Discrete Logarithm Problem (ECDLP).
When P ∈ E(Fp) and integer t are known, it is easy to
calculate � t · P,where Q ∈ E(Fp). When Q and P are
known, it is very difcult to calculate the value of the
integer t.

3.4. Elliptic Curve Cryptography (ECC). A public-key algo-
rithm based on ECDLP security is called elliptic curve
cryptography (ECC). Compared with RSA, ECC requires
fewer computing and storage resources [28, 29].

3.5.EllipticCurveDife–HellmanDiscreteLogarithmProblem
(ECDHDLP). Assuming c, d ∈ Fp and G, c · G, d · G ∈ E

(Fp), when the values of c and d · G or d and c · G are known,
it is easy to calculate c · d · G ∈ E(Fp), but when c · G and
d · G are known, it is very difcult to calculate c · d · G.

3.6. Fuzzy Extractor (FE). Tis is a highly secure biometric
recognition method. It contains (δi, τi) � Gen(Bioi) and
δ’i � Rep(Bioi

′, τi) functions [5], where Bioi, δi, τi ∈ 0, 1l.
When the deviation between Bioi

′ and Bioi is less than t, δi �

δi
′ can be obtained.

3.7. Collision-Resistant Hash Function. Te hash function
can convert any long input string 0, 1∗{ into a fxed-length
value 0, 1L􏼈 . If the hash values of two diferent input strings
are the same, the two strings form a set of hash collisions.
AdvHASH(A) denotes the advantage of adversary A in
identifying hash collisions: when AdvHASH(A)≤ ε, ε is a real
number sufciently small to be ignored.Tis hash function is
called a collision-resistant hash function.

3.8. Parameters and Symbols. Table 1 lists the names and
descriptions of parameters, methods, and symbols required
by the proposed protocol. To prevent replay attacks, all
participants in the IoHT system network have their own
independent timing unit, T, and can maintain synchroni-
zation with the system clock of the IoHT systems.

4. The Proposed Scheme

Mutual authentication protocols between devices are typi-
cally based onmutually trusting secret information [30].Te
combined relationship between patients and IotC and be-
tween IotC and WS in IoHT systems often needs to be
changed, and the resources of IotC and WS are limited and
very diferent. In this case, the three-party mutual authen-
tication scheme, including the third-party server TA, has
clear advantages in terms of communication and storage
resources [30]. Terefore, based on the ECDLP and hash
function, we propose a lightweight AKA scheme that uses
anonymous third-party devices.

4.1. Devices Registration. Figure 2 describes the registration
process of IotC. At this stage, TA records the IotC identity
and generates a new authentication code TCi. Te numerical
numbers of (1), (2), . . ., (7) in Figure 2 are in the order in
which IotC and TA execute the protocol at this stage. To
enhance the fexibility of the administrator’s workplace, we
have strengthened the security protection of the commu-
nication process. For example, the tracking of equipment is
prevented by formulas ID∗i � IDi⊕h(B

����Ti1) and Di � ?I

D∗i ⊕h(Bx

����Ts1); TA calculates V � ?h(IDi

����PWi‖B‖Ti1), and
the identity authentication of IotC and administrator users is
realized. Te registration process of WS is similar to that
described in Figure 2.

4.2. IotC Binding to a Patient. Te corresponding relation-
ship between the patient and the IotC in the IoHTsystems is
variable. IotC has only a corresponding relationship with the
patient within a certain time range. To meet this demand,
this study proposed a strategy for binding IotCi to a patient.
During the validity period, IotCi and the server TA (PID,
PTC) were used to mark the correspondence between IotCi

and the patient. Figure 3 shows the detailed process of
binding IotCi receptor binding to a patient. Numerical
numbers such as “(1), (2), . . ., (5)” in Figure 3 are the ex-
ecution sequences of IotCi and TA in this stage.

(1) IotCi local authentication administrator.
(2) IotCi requests and determines the patient in-

formation. In this process, the formula
ID∗i � IDi⊕h(B

����Ti2) is used to encrypt the ID of
IotCi to prevent device tracking.

(3) TA authenticates IotCi. TA uses the formula B′ �

STA · A to calculate the ID decryption key of IotCi.
IotC identity is verifed using
V1 � ?h(IDi

′
����TCi‖A‖Ti2).

(4) TA binds a patient to IotCi. Te TA selects a user
userID and calculates PID � h(IDi

′
����userID‖c‖TS2)

and PTC � h(PID
����TCi‖TS2‖B′).

(5) IotCi binds a patient. After receiving message M4,
IotCi uses the information to calculate PID and PTC.
Subsequently, the key is calculated using the for-
mulas Gen(Bion) � (δn, τn) and UK � h(IDi

����δn),
and the PID and PTC are encrypted and saved using
the formula wn � EUK(PID,PTC′).

4.3. TA Authorizes IotC. Te ability of the sensor layer
network to support the patient’s condition and the doctor’s
diagnosis requires variable correspondence between a pa-
tient and multiple WS nodes. Tis relationship can be
replaced by that between IotCi and multiple WS nodes after
the patient is bound to IotCi.

Terefore, this study proposes a strategy for TA to au-
thorize IotC to access WS nodes and use (NID, AC [1, . . .,
n]) to mark the corresponding relationship between an IotC
and multiple WS nodes. Figure 4 describes the process of
IotCi obtaining the access authorization of a WS node.
When multiple WS nodes require access, the variable Acj is
an array.
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4.4. IotCOfineAccess toWSNode. IoHTsystems must meet
the needs of ofine construction of the sensor layer network
in real working scenarios. Terefore, this study proposes
a strategy in which TA authorizes once, and IotC can access
the specifed WS node ofine many times within the au-
thorization time range. Figure 5 describes the imple-
mentation process of the AKA policy of IotCi ofine access
to WSj.

(1) IotCi authenticates the users locally. IotCi verifes the
user’s identity by using the fuzzy extractor function
and decrypts and calculates the NID, Acj, and Ts3,
which are required to access WSj.

(2) Login WSj. IotCi calculates the variable values of
TID, Y, Ts3, and V5 in turn. Message M7 is combined
and broadcast to the sensor layer network.

(3) WSj verifes IotCi. After receiving message M7, WSj

uses the formula |Tj − Ts3|<△T, |Tj − Ti4|<△t to
verify the authorization validity △T and data
transmission validity △t, and △T is much greater
than △t. Ten, WSj uses the formula
h(TIDj

�����UID‖Acj‖Ts3‖Ti4‖h(y)) to verify the access
authorization of IotCi.

(4) Calculate the session key SK. After the identity au-
thentication of IotCi is successful, WSj uses the
formula SKij � h(h(x)

�����h′(y)‖Acj
′‖Ti4) to calculate

the session key SKij between WSj and IotCi. WSj

continues to calculate the values of variables X and
V6 and returns the message M8 to IotCi.

(5) IotCi authenticates WSj. After receiving the message
M8, IotCi uses the formula |Tj − Ti4|<△t to verify
the time validity of the message. If valid, IotCi using
TIDj in the current message, select Acj

′ corre-
sponding to sending message M7 and calculate
SK’ij � h(h′(x)

�����h(y)‖Acj
′‖Ti4) to obtain SK’ij.Ten,

calculate IDj, Tj, h′(y)􏽮 􏽯 � DSK(V6). If equation
h′(y) � ?h(y) holds, IotCi successfully authenticates
WSj identity.

4.5. IotC Online Access WS. In the proposed scheme, when
IotC obtains access authorization for the WS, the process of
accessing the specifed WS for the frst time can be regarded
as an online access. Tat is, after IotC completes all the
operations described in Figure 4 and obtains NID, Acj, and
Ts3, it can directly transfer to the number “(2)” in Figure 5,
mark the part, and begin to enter the WS node.

Figure 3: IotC binding patient process.

Figure 4: TA authorizes IotCi access to WS node.Figure 2: IotC registration phase.
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4.6. IotC Accesses Multiple WS Nodes Concurrently. In
a multi-WS access scenario, Figure 5 shows that the variable
Acj in the authorization process is an array AC [1, . . ., N].
AC [1, . . ., N] contains the access verifcation codes for
multiple WS nodes. At this time, IotC generates a corre-
sponding message TID and message M7 for each element in
AC [1, . . ., N], according to the operation described in
Figure 5. Te messages of multiple M7 structures were then
sent continuously.

After WSj receives the frst M7 structure message, WSj

starts to execute all operations in the “(3)” mark section in
Figure 5. Until V5 � ?h(TIDj

�����NID‖Acj
′‖Ts3‖Ti4‖h′(y))

meets the equality, stop receiving and go to the part marked
with “(4).”

In the case of multiple WS concurrent access, after IotCi

receives M8, IotCi uses the TID in M8 to select the corre-
sponding AC to improve the concurrent access capability of
IotCi.

4.7. Replacement and Change of WS Nodes. When the pa-
tient’s condition development or other conditions need to
adjust the IotC, this can be realized by sequentially executing
the process described in Figures 4 and 5. When only the WS
needs to be adjusted, this can be realized by sequentially
executing the process described in Figures 4 and 5.

5. Security Analysis

Tis section proves the security performance and antiattack
ability of the proposed protocol through formal methods.

5.1. Security Model. Te scheme proposed in this study
belongs to the identity authentication and key agreement
(AKA) protocol. Terefore, we provide the corresponding
security model and formal proof process based on [31–33].
In this model,P denotes the proposed scheme. I presents the
participants in the scheme, which can be TA, IotCi, or WSj.
Attacker A can be described by the following random
oracles:

(i) Excute(TA, IotCi, WSj): attacker A intercepts all
messages exchanged between any two parties

(ii) Send(I, m): attackerA sends forged messageM to I

and receives feedback form
(iii) Reveal(I): attacker A obtains the composition in-

formation of the session key and launches a known
key attack

(iv) Corrupt(I): attacker A can obtain the long-term
key of I to verify the strong forward security per-
formance of the session key SK

(i) Corrupt(IotC): attacker A can obtain
{IDi, TCi, } of IotC

(ii) Corrupt(WS): attacker A can obtain
IDj, TCj􏽮 􏽯 of WS

(v) Test(I): Attacker A uses a coin toss test to challenge
session key {SK}. When ρ � 1, the correct session key
SK is returned, and when ρ � 0, a random string is
returned.

(vi) Hash(m, h(m)): Attacker A calculates the hash
value of message M.

Defnitions and assumptions need to be used in the
defnition and false proof process.

5.1.1. Partnering. If a group of participants in the protocol,
the instances of IotCi and WSj, can pass the mutual identity
authentication and negotiate a consistent session key SK, we
call them partners.

5.1.2. Fresh. If a session is not disclosed, it is called a fresh
session.

5.1.3. Security. When attacker A destroys the security ad-
vantage Advp(A)≤ ε of protocol P, it means that P is secure
and satisfes Advp(A) � |2 Pr [Succ] − 1|, where ε is a real
number small enough to be ignored, and Pr [Succ] repre-
sents the probability that attackerA successfully destroys the
security of P.

Figure 5: IotCi ofine access to WSj node.
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Assumptions 1. Te basic algorithms used in the proposed
scheme, such as the elliptic curve discrete logarithm problem
(ECDLP), elliptic curve Dife–Hellman discrete logarithm
problem (ECDHDLP), fuzzy extractor (FE), hash function,
and symmetric-key encryption algorithm (Enc), are secure;
that is,AdvECDLP(A)≤ ε, AdvECDHDLP(A) ≤ ε,AdvFE

(A)≤ ε,AdvHASH(A)≤ ε,AdvEnc(A)≤ ε.

5.2. Security Proof

Theorem 1. Te advantage of A in P is given by

Advp(A)≤ 2
q
2
h

2l
+ 22

qh + qs( 􏼁

2l
+ 4

qs + 2Tm( 􏼁

2q + 2
qs

|H|

+ 2
q
4
h

22l+2 + 2AdvEnc(A) +
q
2
h

2l

max AdvECDLP(A),AdvECDHDLP(A)􏼈 􏼉.

(1)

In the above formula, q is the order of elliptic curve fnite
cyclic group E(Fp); |H| represents the length of the dictionary;
l is the length of the hash value, qe, qs,and qh, respectively,
represent the number of times A executes Excute(), Send(),
and Hash() queries, respectively, and Tm represents the cal-
culation times of elliptic curve scalar multiplication.

Proof. Tis process is similar to those in References [31–33]
and takes place over fve games G0 to G7. Succi represents
that A wins in the game Gi and successfully destroys the
security of protocol P.

G0: Tis game simulates that attacker A uses the
random oracle model to launch a real attack onP, so we
can obtain Advp(A) � |2 Pr [Succ0] − 1|.
G1: Tis game simulates attackerA launching a passive
attack on protocol P. Attacker A intercepts message
M3 − M8 through Excute(TA, IotCi, WSj) and stores it
in the list L. Because the key SK is not transmitted in the
above message, passive attacks will not increase the
advantage of attacker A. Tus, A can be obtained
Pr[Succ1] � Pr[Succ0].
G2: To improve the advantage, attacker A applies the
collision principle based on G1 and uses an oracle
Hash(m, h(m)) and Test(I) to launch multiple attacks.
In this case, attacker A guesses or collides with the key
SK, and the success probability is qs/|H| + q2h/2

l+1;
destroying the security of the symmetric-key algorithm,
and the success probability is AdvEnc(A). At this point,
the advantage of attacker A can be described as
Pr[Succ2] − Pr[Succ1]≤ qs/|H| + q2h/2

l+1 + AdvEnc(A).
G3: AttackerA indirectly attacks SK through Acj based
on G2: Attacker A can destroy the security of the
symmetric-key algorithm. Te methods and success
probability of attacker A are as follows:

(i) Attacker A collides with the value of Acj, and the
success probability is q2h/2

l+1.
(ii) AttackerA intercepts NID and Ts3 in M7, collides

with IDj and TCj values, and uses the formula
Acj � h(NID

�����IDj‖TCj‖Ts3) to calculate Acj,
with a success probability of q4h/2

2l+2.
(iii) Attacker A uses the formula Acj � Ej⊕h

(Q‖PTC‖Ts3) to calculate the value of Acj, where
Q and PTC are unknown variables, and the success
probability is max AdvECDLP􏼈 (A),AdvECDHDLP
(A)}q2h/2

l+1.

At this point, the advantage of attacker A can be de-
scribed as Pr[Succ3] − Pr[Succ2]≤ q2h /2l+1 + q4h/2

2l+2 +

max AdvECDLP(A),AdvECDHDLP􏼈 (A)}q2h/2
l+1.

G4: Tis game simulates that attacker A uses
Send(IotCi, M8) query to send a forged message M8 to
enhance his advantage. In this case, attacker A eval-
uates the success according to the message returned by
IotCi. Te simulator must check whether M8 is in the
list L. To verify the formula h′(y) � ?h(y), attacker A
must test the values of h(x), Acj

′, and SK’ij. Terefore,
attacker A can obtain Pr[Succ4] − Pr [Succ5]
≤ 3(qh + qs)/2l.
G5: Tis game simulates that attacker A uses
Send(WSj, M7) query to send a forged message M7 to
enhance its advantage. In this case, attacker A passes
the formula V5 � ?h(TIDj

�����NID‖Acj
′‖Ts3‖Ti4‖h′(y))

for verifcation, and the values of h(y), Acj
′, TCj, and

IDj need to be tested. At this point, the advantage of
attack A is Pr[Succ5] − Pr[Succ4]≤ 4(qh + qs)/2l.
G6: Tis game simulates that attacker A uses
Send(IotCi, M6) query to send a forged message M6 to
enhance his advantage. In this case, attacker A must
test the values of Q′, PID, and PTC. At this point, the
advantage of attack A is Pr[Succ5] − Pr[Succ4]
≤ (qs + 2Tm)/2q + 2(qh + qs)/2l.
G7: Tis game simulates that attacker A uses
Send(TA, M5) queries to send a forged message M5 to
enhance its advantage. In this case, attackerAmust test
the values of B, PID, and PTC. At this point, the ad-
vantage of attack A is Pr[Succ6] − Pr[Succ5]
≤ (qs + 2Tm)/2q + 2(qh + qs)/2l.

Terefore, combining the advantages of G0–G7 attacker
A, we can get Teorem 1. □

5.3. BANLogicProof of theProposedProtocol. In this chapter,
we use the Burrows–Abadi–Needham (BAN) logic
[30, 34, 35] to formally prove the security of the device AKA
protocol proposed in this study. We assumed that the
symbols P and Q represent participation in the commu-
nication session, X and Y are messages sent or received by
the participants, and K is the session key. Table 2 lists the
relevant symbols, descriptions, and logic rules often used in
the BAN logic. To save space, only Figure 5 is listed as
a formal proof describing the content.
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According to the functional characteristics of the pro-
tocol proposed in this study, the security of the AKA process
of IotCi accessing WSj can be decomposed into fve security
verifcation objectives under the BAN logic. Tey are, re-
spectively, G1: WSj trust TA, G2: WSj trust IotCi, G3: WSj

trust SKij, G4: IotCi trust SKij, and G5: IotCi trust WSj.

5.3.1. G1: WSj Authenticates TA. In BAN logic, the message
M7: TIDj,NID, Y, Ti4, Ts3, V5􏽮 􏽯 in Figure 5 is converted to
(TIDj,NID, Ti4, Ts3, Y, Ti4ACj, (TI Dj,NID, Ts3, Ti4, Y)ACj).
After receiving M7, WSj calculates ACj

′ � (NID, ID, Ts3)TCj,
and the target G1 can be represented by the formula
WSj ∣ ≡ TA ∣ ∼ ACj

′. When the equation V5 � ?h(TIDj�����NID‖ACj
′‖ Ts3‖Ti4‖Y) holds, ACj is not tampered with.

WSj gets WSj ∣ ≡ TA⟷
TCj

WSj, W Sj ∣ ≡ TA

∣ ≡ TA⟷
TCj

CjW Sj, WSj⊲(NID, IDj, Ts3)TCj

Uses R1: (WSj ∣ ≡ TA⇌
TCj

WSj, W Sj⊲(NID , ID,

TS3)TCj
/WSj ∣ ≡ TA ∣ ∼ (NID, ID, TS3)TCj

)

Gets G1: WSj ∣ ≡ TA ∣ ∼ ACj
′

5.3.2. G2: WSj Trust IotCi. In the protocol proposed in this
study, IotCi uses NID to mark the identity after binding with
patient information and obtaining WS access authorization.
Terefore, the target G2 can be represented by the formula
WSj ∣ ≡ NID.

WSj gets WSj ∣ ≡ TA⟷
TCj

WSj, WSj ∣ ≡ #Ts3,

WSj ∣ ≡ TA ∣ ⇒(NID, IDj, TS3)TCj

Uses R4: (WSj ∣ ≡ #Ts3/WSj ∣ ≡ #(NID, ID, TS3)TCj
)

Uses R2: (WSj ∣ ≡ #(NID, ID, TS3)TCj
, WSj ∣ ≡ TA ∣

∼ NID, ID, TS3)TCj
/WSj ∣ ≡ TA ∣ ≡ (NID, ID,

TS3)TCj
)

Uses R3: (WSj ∣ ≡ TA ∣ ⇒(NID, ID, TS3 )TCj
, WSj ∣

≡ TA ∣ ≡ NID, ID,

TS3)TCj
/WSj ∣ ≡ (NID, ID, TS3)TCj

)

Uses R5: (WSj ∣ ≡ (NID, ID, TS3)TCj
/WSj ∣ ≡ NID,

WSj ∣ ≡ IDj, WSj ∣ ≡ TS3)

Gets G2: WSj ∣ ≡ NID

5.3.3. G3: WSj Trusts SKij. SKij is calculated using the
formula SKij � h(h(x)

����h(y)), and its calculation security is
based on a collision-resistant hash function. h(x) is ran-
domly generated by WSj. G3 can be expressed using the
formula WSj ∣ ≡ h(y).

WSj gets WSj ∣ ≡ #Ti4, WSj⊲h(y), Ti4ACj, WSj

∣ ≡ TA ∣ ⇒h(y), Ti4ACj

Uses R1: (WSj ∣ ≡WSj⇌
ACj

TA, WSj ⊲h(y), Ti4ACj

/WSj ∣ ≡ TA ∣ ∼ (h(y), Ti4))

Uses R2: (WSj ∣ ≡ #Ti4, WSj ∣ ≡ TA ∣ ∼ (h(y), Ti4)

/WSj ∣ ≡ TA ∣ ≡ (h(y), Ti4))

Uses R3: (WSj ∣ ≡ TA ∣ ⇒h(y), Ti4ACj
, WSj ∣

≡ TA ∣ ≡ (h(y), Ti4)/WSj ∣ ≡ (h(y), Ti4))

Uses R5: (WSj ∣ ≡ (h(y), Ti4)/WSj ∣ ≡ h(y), WSj

∣ ≡ Ti4)

Gets G3: WSj ∣ ≡ h(y)

5.3.4. G4: IotCi Trusts SKij. In BAN logic, message M8 is
converted to (TIDj, IDj, Y′, TjSKij

, X, TjACj
, Tj). G4 can be

represented using the formula IotCi ∣ ≡ SKij.

IotCi gets IotCi ∣ ≡ Acj, IotCi ∣ ≡ Iot Ci⇌
ACj

TA, IotCi

⊲h(x), Tj}Acj
, IotCi ∣ ≡ h(y)

Uses R1: (IotCi ∣ ≡ IotCi⇌
ACj

TID, IotCi⊲ h(x), Tj}Acj
/

IotCi ∣ ≡ TID ∣ ∼ (h(x), Tj))

Uses R4: (IotCi ∣ ≡ #(Tj)/IotCi ∣ ≡ #(h(x), Tj))

Uses R2: (IotCi ∣ ≡ #(h(x), Tj), IotCi ∣ ≡ TID ∣
∼ (h(x), Tj)/WSj ∣ ≡ NID ∣ ≡ (h(x), Tj))

Uses R3: (IotCi ∣ ≡ TA ∣ ⇒IotCi ⇌
ACj

TA, IotCi ∣ ≡
NID ∣ ≡ (h(x), Tj)/IotCi ∣ ≡ (h(x), Tj))

Table 2: BAN logic notation and rules.

P ∣ ≡ X P believes the message X
P⊲X P sees the message X
P ∣ ∼ X P once said the message X
P ∣ ⇒X P has jurisdiction over the message X
#(X) Te message X is fresh
P⇌

Y
YQ Only P and Q know X

P↔K Q P and Q share key K
(X, Y) X or Y is a part of message (X, Y)
XK􏼈 X is encrypted with K

(X)K X is hashed with K

R1 Message meaning rule:
(P ∣ ≡ P↔K Q, P⊲XK/P ∣ ≡ Q ∣ ∼ X), (P ∣ ≡ P⇌

Y
YQ,P⊲ XY/P ∣ ≡ Q ∣ ∼ X)􏼈

R2 Nonce verifcation rule: (P | ≡ #(X),P| ≡ Q| ∼ X/P| ≡ Q| ≡ X)

R3 Jurisdiction rule: (P ∣ ≡ Q |⇒X,P ∣ ≡ Q ∣ ≡ X/P ∣ ≡ X)

R4 Freshness rule: (P ∣ ≡ #(X)/P ∣ ≡ #(X,Y)),

R5 Belief rule: (P ∣ ≡ X,P ∣ ≡ Y/P ∣ ≡ (X,Y)), (P ∣ ≡ (X,Y)/P ∣ ≡ X),
(P ∣ ≡ Q ∣ ≡ (X,Y)/P ∣ ≡ Q ∣ ≡ X)
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Uses R5: (IotCi ∣ ≡ (h(x), Tj)/IotCi ∣ ≡ h(x)),

(IotCi ∣ ≡ h(x), IotCi ∣ ≡ h(y)/IotCi

∣ ≡ (h(x), h(y)))

Gets G4: Uses IotCi ∣ ≡ SK’ij

5.3.5. G5: IotCi Trusts WSj. G4 can be represented by the
following formula IotCi ∣ ≡ IDj:

Uses R1: (IotCi ∣ ≡ IotCi⇌
SKij

TID, IotCi⊲IDj, h
′(y),

Tj}SKij
/IoTCi ∣ ≡ TID ∣ ∼ (IDj, h

′(y), Tj))

Uses R4: (IotCi ∣ ≡ #(Tj)/IotCi ∣ ≡ #(IDj, h
′(y), Tj))

Uses R2: (IotCi ∣ ≡ #(IDj, h
′(y), Tj), IotCi ∣ ≡ TID

∣ ∼ (IDj, h
′(y), Tj) /IotCi ∣ ≡ TID ∣ ≡ (IDj, h′(y),

Tj))

Uses R3: (IotCi ∣ ≡ TID ∣ ⇒IotCi⇌
SKij

TID, Iot Ci ∣
≡ TID ∣ ≡ (IDj, h

′(y), Tj)/IotCi ∣ ≡ (IDj, h
′(y), Tj))

Uses R5: (IotCi ∣ ≡ (IDj, h
′(y), Tj)/IotCi ∣ ≡ I Dj, Iot

Ci ∣ ≡ h
′(y), IotCi ∣ ≡ Tj)

Gets G5: IotCi ∣ ≡ IDj

At this time, this study successfully uses the BAN logic to
formally prove the security of the three-party AKA protocol
proposed in this study and achieves all the security
indicators.

6. Simulation of the Proposed Protocol

AVISPA [25, 36, 37] is an automated network protocol
security verifcation tool. It includes a constraint-logic at-
tacker search (Cl-AtSe) and an on-the-fy model checker
(OFMC), which are two types of network attack simulation
checkers.Te results of AVISPA evaluation showed a certain
degree of recognition. In this part, this study uses the
AVISPA tool set for Figure 4 authorized access and
equipment AKA process described in Figure 5 and conduct
simulation security verifcation.

Figure 6 shows the HLPSL simulation model of the
proposed protocol and the simulation attack process in the
AVISPA software. Attacker A was added to the simulation
process to verify the ability of the protocol to resist in-
termediate authentication attacks. Figure 7 evaluates the
results of the HLPSL model in AVISPA software using two
checkers: OFMC and Cl-AtSe. Te results show that the
proposed scheme is secure under the two inspector models
and meets all specifed security objectives.

7. Efficiency Evaluation and Comparisons

In this section, the requirements of computing resources and
server I/O resources that have a signifcant impact on system
stability are selected, and the lightweight three-party AKA
scheme proposed in this study is evaluated. For convenience
of description, we select the typical [5–7, 9, 23, 26] light-
weight authentication and key agreement protocols in some
recent studies for comparison.

7.1. Comparison of the Computation Cost. When the en-
cryption algorithm is fxed, the higher the security level, the
longer the key length, and more computing resources are
required to be consumed [28]. An objective analysis of the
resource consumption of the AKA scheme must be con-
ducted at the same security level. Terefore, Table 3 is
established by referring to the relevant experimental data
and the results in references [6, 9, 23, 38, 39].

Table 3 lists the approximate time multiple relationships
between the main mathematical calculation in some com-
mon security encryption algorithms and the SHA-1 hash
calculation, and the unit is Th. For the special Tfe, we have
not yet found convincing public data; Txor takes very little
time and can be ignored.

Table 4 compares the selected literature and the pro-
posed AKA scheme in terms of the theoretical consumption
of resources. Considering that IotC in the proposed scheme
can support ofine and concurrent access to multiple WS
nodes within the authorization time range, the corre-
sponding computing resource consumption is listed in
Table 4.

In the case of online access, the proposed protocols IotC
and TA must perform the authorization process described in
Figure 4. Terefore, when accessing the frst WS node, the TA
must perform three EC scalar multiplications and six hash
calculations, that is, 2Tsm + 6Th ≈ 151Th calculation time,
IotC requires 1Tfe+ 3 Tsm + 13Th + 3Tsym ≈ 233.5Th + 1Tfe

calculation time, and WS requires 5Th + 1Tsym ≈ 6Th calcu-
lation time. When the IotC ofine line accesses the secondWS
node, the proposed scheme no longer needs to perform the
authorization process described in Figure 4. Currently, IotC
requires only a calculation time of 5Th + 1Tsym ≈ 6Th, whereas
WS requires a calculation time of 5Th + 1Tsym ≈ 6Th.

Figure 8 shows a comparison of the schemes in Table 4
when only one WS node needs to be accessed. Te x-axis
represents the theoretically calculated resource demand
quantity, and the unit is Th. Te computational performance
of Li et al. [9] scheme is the best, and the proposed scheme
has certain advantages.

Figure 9 shows the proposed scheme and compares the
demand for computing resources with the protocol pro-
posed by Jiang et al. [26] for multi-WS node access. Te x-
axis represents the number of access WS nodes, and the y-
axis represents the theoretically calculated resource demand
in units of Th. Figure 9(a) describes the changes in the
computing resource requirements of IotC. Figure 9(b)
represents the change in computing resource demand of
server TA. Figure 9(c) describes the change in overall
computing resources. Te increase in the number of nodes
has little impact on IotC and the overall computing resource
requirements in the scheme proposed in this study, which is
better than Jiang’s scheme.

7.2. Server Database I/O Resources. Te number of WS,
IotCs, and users in an IoHT system is huge, and the nec-
essary information needs to be stored in the database. When
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Figure 7: (a) OFMC report. (b) Cl-AtSe report.

Table 3: Time requirement of the calculation method.

Signs Description Times (Th)

Th Hash function � 1
Tsym Symmetric encryption/decryption ≈1
TMAC Message authentication code ≈1
Tpa EC point addition ≈12.5
Tcrt Chinese remainder theorem (CRT) ≈20
Tme Modular exponentiation ≈60
Tsm EC scalar multiplication ≈72.5
Tsig Signature generation using ECDSA ≈92.5
TVer Signature verifcation using ECDSA ≈147.5
Tmap Map-to-point on ECC ≈450
Tpair ECC bilinear pairing ≈1500
Tfe Fuzzy extractor function —
Txor Time required for XOR operation Negligible

Figure 6: Simulation attack process of the proposed protocol.
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Figure 9: Computing resource requirements when multiple WS nodes are connected.

Table 4: Comparison of calculated resource consumption.

Protocol Server SGW/IoetC/HN STD/node Total
Das et al. [5] — 10 Th + 1Tfe 7 Th 17 Th + 1 Tfe

Srinivas et al. [6] 11Th + 1Tctr 16Th + 1Tme 12Th 118Th

Wang et al. [7] 377 Th 75.5 Th 163.5 Th 661 Th

Li et al. [9] — 5Th 3Th 8 Th

He and Zeadally [23] 77.5 Th 221.5 Th 149.5 Th 448.5 Th

Jiang et al. [26] 9Th + 1sm 8Th + 2Tsm + 1Tfe 4 Th 239.5 Th + 1Tfe

Ours online, 1st node 2 Tsm + 6 Th ≈ 151 Th 3 Tsm + 13 Th + 3 Tsym ≈ 233.5 Th + 1Tfe 5 Th + 1 Tsym ≈ 6 Th 390.5 Th + 1 Tfe

Ours online, 2nd node 1Th 5 Th + 1 Tsym ≈ 6 Th 5 Th + 1 Tsym ≈ 6 Th 13Th

Ours ofine, 1st node 0 8 Th + 2 Tsym + 1Tfe ≈ 10 Th + 1Tfe 5 Th + 1 Tsym ≈ 6 Th 16 Th + 1Tfe

Ours ofine, 1st node 0 5 Th + 1 Tsym ≈ 6 Th 5 Th + 1 Tsym ≈ 6 Th 12Th
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IotC is connected to WS, TA must perform the necessary
data reading or writing operations to verify the privileges of
users after IotC binding and authorize IotC to access the
specifed WS. Te operation of the database requires server
I/O resources. Tis operation is too frequent, which causes
insufcient input-output resources and seriously afects the
stability of the system.

In Jiang et al.’s scheme [26], privacy protection is realized
and device tracking is prevented by synchronizing a set of one-
time identity IDs between theWS and server CS.Tus, Tamust
perform three queries and one updated data operation during
the AKA process. Specifcally, an IotC identity query, a tem-
porary ID query of WS, avoids the repeated query of the one-
time ID of the newly generated WS at one time and an op-
eration to update the database with a new ID. Te proposed
scheme requires only one PID query and WS information
query. Moreover, when the number ofWS nodes increases, the
number of queries must be increased to be equal to the number
of authorized WS nodes. Figure 10 shows the changes in the
I/O operation resource requirements of the server TA database
in the case of multi-WS access in the proposed scheme and
Jiang et al.’s scheme [26].

8. Conclusions

Te rapid development of the Internet of Tings and
wearable sensing technology has continuously promoted
Internet of Health Tings (IoHT) systems in medical in-
stitutions. However, the IoHT systems not only provide
a more convenient and faster channel for health detection
data but also make sensitive Personal Health Information
(PHI) face many new security risks. Physical channel se-
curity between Internet of Tings Connectors (IotC) and
wearable sensors (WS) is an important link for building
IoHT systems into a secure health system (SHS).

Terefore, this study proposes a lightweight three-party
authentication and key agreement (AKA) protocol that
meets the characteristics of the two-hop structure and the
requirements of multi-WS network monitoring. Te results
of the formal security proof, BAN logic analysis, and sim-
ulation experiment of the AVISPA tools show that the
scheme proposed in this study can meet the expected

security requirements. Te results of the comparison with
relevant protocols show that the protocol has certain ad-
vantages in WS individual computing resource consump-
tion: in the scenario of multiple WS node applications, the
increasing trend of computing resource demand of IotC and
the server is not obvious, as the I/O operation resources of
the server are not afected by the number of WS nodes.

Acronyms

AVISPA: Automated validation of internet security
protocols and applications

AKA: Authentication and key agreement
BAN logic: Burrows–Abadi–Needham logic
CS: Cloud server
Cl-AtSe: Constraint-logic attacker search
DOS: Denial-of-service
EC: Elliptic curve
ECC: Elliptic curve cryptography
ECDLP: Elliptic curve discrete logarithm problem
ECDHDLP: Elliptic curve Dife–Hellman discrete

logarithm problem
FE: Fuzzy extractor
IoT: Internet of Tings
IoHT: Internet of Health Tings
IotC: Internet of things Connector
IoD: Internet of Drones
I/O: Input/Output
MT: Mobile terminal
OFMC: On-the-fy model checker
PHI: Patient health information
SHS: Secure health system
TA: Tird-party authentication server
WS: Wearable sensor
WNC: Wearable network connector.
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Te Internet of Tings (IoT) has demonstrated over the past few decades to be a powerful tool for connecting various medical
equipment with in-built sensors and healthcare professionals to deliver superior health services that also reach remote areas. In
addition to reducing healthcare costs, increasing access to clinical services, and enhancing operational efectiveness in the
healthcare industry, it has also enhanced patient health safety. Recent research has focused on using EEG to assist and com-
prehend brain changes in rehabilitation facilities. Tese technologies can spot fuctuations in EEG constraints during treatment,
which could result in more efective therapy and better functional outcomes. As a result, we have tried to use an IoT-based system
for real-timemonitoring of the constraints. Another unknown patient who is sufering from acute ischemic stroke may experience
stroke-in-evolution or an early worsening of neurological symptoms, which is frequently associated with poor clinical outcomes.
Because of this, managing an acute stroke requires early detection of these indications. Te present investigation work will act as
a standard reference for academic researchers, medical professionals, and everyone else involved in the use of IoMT. Tis study
aims to anticipate strokes sooner and prevent their consequences by early intervention using an Internet of Tings (IoT)-based
system. Also, this study proposes usage of wearable equipment that can monitor and analyze brain signals for improved treatment
and the prevention of stroke-related complications.

1. Introduction

As crucial as ongoing technical innovations are for improving
healthcare and lowering costs, they also provide a hurdle for
integrating new technologies into clinical treatment [1–3]. In
order to address the drawbacks of conventional healthcare
and satisfy the growing demand for high-quality healthcare,
a signifcant amount of research is presently concentrated on
intelligent healthcare. Traditional healthcare, wearable tech-
nology, biosensors, and intelligent quick action services are all
entities that can be included in the notion of smart healthcare.
For themajority of the people, medicinal plants are frequently
the only readily available alternative to conventional medi-
cines, which continue to be an essential part of our com-
prehensive health system. Indigenous people have
demonstrated historical continuity in material use and have
a thorough understanding of the intricate biological system

that surrounds their environment. Because of their ability to
deliver continuously, today’s research information in a variety
of healthcare-related applications through dynamic, non-
invasive measurements of chemical markers in biofuids,
wearable biosensors are generating a lot of interest. Early
research in this feld concentrated on using physical sensors to
track movement and vital signs. Experts are now focusing on
overcoming signifcant obstacles in healthcare applications,
moving away from monitoring the physical activity through
wearable devices. IoMT, a group of healthcare apps and
equipment that links to medical information technological
systems through the network, serves as the foundation of
innovative healthcare [4, 5]. One example of intelligent
healthcare is the automatic identifcation of epileptic episodes.

Recurrent spontaneous seizures characterize a neuro-
logical condition known as epilepsy. A seizure is an abrupt
disruption of brain activity that lasts for just a short time and
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may be accompanied by convulsions and loss of con-
sciousness [6]. Te quality of life for people with epilepsy
sufers signifcantly as a result. Sudden unexplained death
(SUDEP) is more common among people with epilepsy than
in the general population [7, 8], which minimizes the se-
verity of this disease. Seizures can be controlled using an-
tiepileptic medicines (AEDs), although 30% of epilepsy
patients are resistant to AEDs [9–11]. Only a very tiny
percentage of individuals with refractory epilepsy beneft
from surgery. Implantable technology in the brain has great
potential for seizure management. Predicting and detecting
seizures is crucial because early identifcation and warning
can lead to prompt treatment [12–14].

Technology for mass consumer electronic (CE) goods is
presented in this article as a type of neurosensory wearables
for intelligent biomedical systems. A medical-grade wrist-
watch for an illness related to neurological disorder warns
caretakers when a patient is experiencing an epileptic seizure
is one example of a wearable CE device [15, 16]. A predicted
57 billion USD would be spent on the Internet of Medical
Tings (IoMT)-driven smart healthcare sector [17]. Te CE
research that has already been carried out is efectively
advanced by this article. It should be mentioned that this
article presents the CE record of the technique and sample
with validation, using accessible healthcare information and
working with medical schools. Understanding the brain
function and dysfunction requires knowledge of the brain’s
many physiological states, which the EEG contains in
abundance. Visual inspection can identify seizures, but it
takes a lot of time and efort [18]. Te two stages of interictal
(between seizures) and ictal (seizure) are the main areas of
attention in epilepsy. Te accuracy of classifcation can be
signifcantly infuenced by the specifc information captured
by extracted features [19, 20]. Tis information is vital for
diferentiating EEG dynamics. Feature extraction is there-
fore essential for categorization. Te following are a few
instances: Chesti Altaf Hussain’s intelligent IoT and the
Android healthcare monitoring solution. Te above-
mentioned projects are the IoT-based systems [21] that
monitor people’s heart rates, body temperatures, and heart
attacks [22] with the aim to monitor and improve the
protective quality provided to population in backward areas
and provide information for good health maintenance
choices in severely adverse conditions.

In this study, we intend to contribute signifcantly in the
feld of neuroscience research.

Te architecture and fundamental components of the
Internet of Tings system are depicted in Figure 1. Te
topologies of the remote health monitoring system in the
medical industry consist of three layers: the layer for the
gathering of vitals data, the layer for transmission, and the
layer for analysis. Te collection layer is constructed out of
body area network (BAN) sensors. Te data collected by
sensors are transmitted to a gateway node by the BAN. Te
data are saved by the transmission layer, and threshold levels
are used to analyze it and report any irregularities. Tere is
also the possibility of the data being processed and stored in
the cloud. An intelligent system is one that can detect ir-
regularities and predict a patient’s health using techniques

such as machine learning and data mining. In the fnal step,
the data analysis is uploaded to a server located in the cloud.
A web-based interface allows medical practitioners to check
diagnostics and take the right action depending on their
fndings. Te software sector is currently evolving toward
artifcial intelligence. Every industry now relies on machine
learning to give machines intelligence. Machine learning, to
put it simply, is a group of algorithms that analyze data, gain
knowledge from it, and then use what they have learned to
make wise decisions. Traditional machine learning algo-
rithms have the drawback of remaining machine-like despite
their apparent complexity. Tey are only able to perform
what they are created for; nothing more, nothing less; they
require a lot of domain expertise and human intervention.

Figure 2 depicts the system that enables communication
across systems, applications, and devices that are all con-
nected to the same network. With the help of this system,
patients and their doctors will have an easier time keeping
track of and recording extremely important medical in-
formation pertaining to patients. A variety of various goods
now include a variety of diferent types of gadgets, such as
those for tracking positive metrics, wearable health bands,
exercise shoes, watches that are based on RFID technology,
and high-end video cameras. Applications that are created
specifcally for mobile devices, such as smartphones, make it
much simpler to keep a case history, complete with access to
emergency services and regular warnings. Te enormous
quantities of data that are produced by these interconnected
Internet of Tings devices have to be successfully managed
by the service providers, whichmay prove to be an incredibly
challenging task. Te process of storing and assessing sig-
nifcant volumes of data that is referred to as Internet of
Tings analytics (particle) is implemented. Tis is carried
out so that the problem can be solved. Te unprocessed data
are converted into information that is not only helpful but
also restoratively signifcant through the application of
methods such as information extraction and information
analytics. Te following are the prime contributions of the
article:

(i) Te purpose, restrictions, and potential future
application of research are highlighted in this ar-
ticle’s overview of earlier studies that have used IoT
in healthcare.

(ii) Tis research also suggests strategies to monitor
patients in real-time settings.

Smart things Networks Middleware Applications

Sensors Gateways

Figure 1: IoT architecture [23].
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(iii) Tis research focuses on using IOMT to make it
easier to continuously monitor potential patients’
health.

(iv) By ofering insights into or solutions to several
investigations, the research ofers an investigative
strategy.

(v) Current investigative article outlines a number of
obstacles faced by IoMT.

(vi) Te present investigation work will act as a stan-
dard reference for academic researchers, medical
professionals, and everyone else involved in the use
of IoMT.

(vii) To anticipate strokes sooner and prevent their
consequences by early intervention, we have
tried to establish real-time monitoring of a few
metrics using an Internet of Tings (IoT)-based
system.

(viii) Te current study aims to propose wearable
equipment that can monitor and analyze brain
signals for improved treatment and the prevention
of stroke-related complications.

Te rest of this article is structured as follows: Most
recent seizure detection research is described in Section 2
and the proposed research methodology used to select ar-
ticles is summarized in Section 3. An architectural review of
the suggested proposal is provided in Section 4. Te dis-
cussion of article is covered in Section 5. Conclusions and
recommendations for the further study are presented in
Section 6.

2. Literature Review

Rani et al. proposed a unique time-frequency spectrum
estimation approach for multichannel data [25]. Further-
more, it is applicable to the epileptic type of electroen-
cephalography (EEG). Smooth localized complex
exponential (SLEX) functions, which are time-frequency
localized variants of the Fourier functions, are used to
construct the approach. As a result, they are particularly well
adapted to studying nonstationary signals whose spectral
properties shift over time. Because the input signals are
generated using a projection operator rather than a window
or taper, the SLEX functions are orthogonal and concur-
rently confned in time and frequency [26].

Te domain of picture enhancement in digital image
processing is one of the most simple and pleasurable to work
in. Te goal is to highlight specifc details in an image or
certain attractive traits (Pandey et al. [27]).Te quality of the
deformed image may be improved by adjusting the lumi-
nance of the bone or the brain tissue in the input image [28].
Tis enhancement method uses a dualistic subimage his-
togram equalization methodology. A segmentation ap-
proach based on directional homogeneity and using an
improved metric has been created. Te two seed templates
must be uniformly orientated in opposed directions for this
procedure to operate. Tere are just a few directions in
which one can look for pixels. Te production of brain
image pixels is swift and accurate since just eight directions
are considered. A technique that requires less computer
efciency is used to compare the picture sections to the
templates [29]. Anderson are some of the authors con-
tributing to this study. A wearable helmet for humans could
be a crucial tool for monitoring employees’ health in the
mining industry. However, identifying human emotions in
hostile environments has received little research [30]. An-
other beneft of using this technique would be that the
hybrid model for anxiety levels has an appropriate follow-up
role in the unpleasant psychological shift [31]. Tis method
may be used to measure how much anxiety a person is
experiencing. Tis method can therefore improve opera-
tional safety and prevent incorrect miner operating. It is
now possible to collect behavioural, physiological, and social
activity indicators invisibly, thanks to the explosive ex-
pansion of integrated smart sensors that are found in mobile
devices and wearable technology [32]. Self-help applica-
tions, electronic cognitive behavioural therapy [33], re-
laxation aids, video-based instruction [34], virtual reality
[35], brain-computer interface (BCI) technologies, and
other methods might all be used to ofer many of these
treatments electronically [36, 37]. Te key elements of
a perfect sensor are selectivity, linearity, sensitivity, pre-
cision, repetition and reproducibility, calibrating, drift, and
fast response [38]. Machine learning approaches may help to
create a positive feedback loop that makes it possible to
continuously improve the therapeutic interventions for
a given patient [39]. Any digital item, including wearables
and hardware, with a variety of applications that spans many
facets of society can be an IoT device [40]. Te healthcare
sector is quickly adopting IoT-based solutions. Additionally,
an IoMT estimate for 2020 has been prepared. By 2022, it is
anticipated that the market for connected devices used for
patient care, monitoring, and diagnosis would increase from
$14.9 billion to $52.2 billion [41]. IoMTsecurity has become
extremely difcult since new security issues are emerging
while old security issues have intensifed along with its rapid
growth and diverse nature. To ensure integrity, validity, and
data privacy, data must be stored and transferred without
any unwanted access [42].

3. Publications Related to the Study

Reviewable research publications that stressed on the in-
tegration of Internet of Tings in healthcare have been

Blood
Pressure

nanosensor
Pulse

Oximetry
nanosensor

Gateway

Nano-micro
interface

ECG
nanosensor

Internet

Healthcare
provider

Figure 2: IoT building blocks [24].
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included. Te Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) criteria were used to
identify the publications for the investigation.

Using the fowchart given in Figure 3 for PRISMA, an
extensive choice of research articles is made at various phases.

(i) An inclusive examination of research articles on
freely available search engines such as Google
Scholar, PubMed, Web of Science, Science Direct,
and Scopus was carried out during June, 2022. Also,
some articles were short listed using hand searches.

(ii) Te keywords used for the selection of articles at
“IoMT,” “brain signals,” “stroke prediction,” and
“wearable sensors”.

Similar articles are eliminated in the frst step, leaving
only research works published after 2010 for the subsequent
screening stage. Te choice to include or omit the research
articles has been made after research publications have been
rejected at a later stage based on title, abstract, and full-text
readings at the eligibility stage. Te last and inclusion step
was when selected research articles were examined for the
current study taking into account all the inclusion criteria.

Trough the real-time modifcation of patient behavior
and health conditions, the IoMT bridges the gap between the
digital and physical worlds to improve patient health. IoMT
is a group of interconnected devices that provide online
health services. IoMT is a connected health system in-
frastructure that consists of medical tools, software pro-
grams, and services, and it strives to give patients and those
who are at risk of developing major health issues better
individualized or tailored care. More precisely, linking de-
vices and sensors enables the healthcare industry to boost
workfow management and clinical operations efciency
while also enabling remote patient health monitoring. Both
patients and clinicians are greatly impacted by the con-
nectivity of medically important devices. One of the key
benefts of IoMT-based remote health monitoring is the
ability for patients to perform routine tasks while their
health is being continuously monitored. Another important
beneft is the reduction in hospital costs. Traditional remote
monitoring systems are uncomfortable for patients due to
the size of the modules linked to the body and the frequent
charging or replacement of batteries. Deep learning algo-
rithms do not perform too well with little data. Tis is
because deep learning algorithms require a lot of data to fully
comprehend it. With each idea established in connection to
simple ideas and much more complex depictions computed
in terms of less abstraction ones, deep learning, a type of
machine learning, learns to depict the world as a layered
network of ideas. Many people believe that deep neural
networks are the be all and end all and that they should
completely replace existing methods. Before abandoning
conventional algorithms, it is critical to comprehend how to
combine the two to get forecasts that are more accurate. Te
IoTrevolution tackles the aforementioned issues by creating
compact, low-power sensor hardware and streamlining

communicationmethods.Te sensors and electronic circuits
in the portable patient monitoring device can collect vital
signs. Figure 4 depicts a schematic illustration of IoMT in
a live setting. Using an interactive interface, the doctor may
see the patient’s condition. Te remote health monitoring
system is made up of portable monitoring devices for pa-
tients and a real-time monitoring system at the hospital that
helps to make decisions.

Te most important sort of monitoring is cardiac
monitoring since it can reveal many diseases that are nat-
urally disguised, such as arrhythmia. In order to further
research and give patients new treatment options, IoMT-
based devices are being developed tomonitor the behavior of
mental patients. A textile-based autonomic nervous system
is one of the crucial parameter collection tools used for
remote monitoring of neurological and brain disorders.
Additionally, it ofers diabetes suferers remote monitoring
tools. A critical area of IoMT is the identifcation of falls in
elderly people who are being monitored in real-time. A
variety of sensors, including gyroscope sensors, acceler-
ometers, and respiration rate sensors, are included in the
data collection system. Several systems, especially for elderly
patients, use diferent arrangements of sensor nodes to fnd
out when a patient falls. In some hospitals, real-time sta-
tistical data are generated, shared on a public ledger, and
examined by the healthcare professional. Te doctor keeps
an eye on the patient using some wearable tracking gadgets.
Wearable technology detects changes in the patient’s body
and sends the doctor real-time data.Te patient is then given
advice by the doctor based on their health. Te patient’s
caregivers can also see the patient history. Every node in the
patient network can see the reports and therapy for the
patient that are shared on the public ledger. Table 1 presents
a list of efcient IOT-based sensors for the brain and ftness.

4. Discussion

By 2025, the market for IoT-based smart healthcare is ex-
pected to be worth 350 billion US dollars. Smart cabinets and
medicines incorporated into the IoT framework for the
healthcare industry are getting much attention. Several CE
systems have been presented for older health care [43, 44].
Data transfer from the corresponding sensors for electro-
cardiograms (ECG), electroencephalograms (EEG), and
electromyograms (EMG) has been suggested [45]. For on-
going geriatric monitoring, a wireless sensor network
(WSN) is provided. CE solutions for automated seizure
detection are nonetheless required for the IoT framework in
order to improve the state-of-the-art in intelligent medical
healthcare. Te suggested approach improves CE by in-
cluding epileptic seizure diagnoses and remote analysis of
health.

Epileptic seizure detection has been carried out using
several diferent techniques. Te approximate entropy
(ApEn) value considerably decreases during seizure activity,
according to research on a seizure detection algorithm based
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on ApEn [46]. According to a correlation dimension (CD)-
based technique, the epileptogenic zone has low CD values.
For identifying seizures, classifers based on artifcial neural
networks (ANN) have been suggested [47, 48], with better
classifcation accuracy. Seizure detection using a multilayer
perception neural network (MLPNN) [49] has improved
detection performance. For diferentiating between seizure
and nonseizure patterns, ANN and wavelet transform-based
feature extraction [49] was applied. Te smoothed-pseudo-
Wigner–Ville distribution is analyzed for feature extraction
in the short-term Fourier transform (STFT)-based technique
[50]. A multilayer perception network (MLP) and a radial
basis function (RBF) network have both been used to classify
seizures [51]. According to permutation entropy-based
categorization, a considerable decrease in permutation en-
tropy is seen during seizures [52]. Seizure detection has been
improved with an SVM-based technique, which was pro-
posed in references [53, 54]. Seizure detection accuracy was
increased and power consumption was decreased via a signal
rejection algorithm-based seizure detector [55, 56].

Figure 5 provides an illustration of a fundamental
overview of the system. Disorders associated with stress and
anxiety are becoming increasingly prevalent in today’s

society. Because of this, improper management of stress can
result in stress disorders, emotional sufering, and physical
diseases. Te authors created an IoMT-powered edge device
with deep learning stress management algorithms. Physio-
logical data are used to detect stress at the edge and
transferred to the cloud for deep learning analysis. Te
scientists created a wristband with sensors (contact-tem-
perature, humidity, and accelerometer) to detect stress
patterns in users. Using a deep neural network (DNN) al-
gorithm, Stress-Lysis sensor data generate discrete stress
values (low, normal, and high). Te authors applied their
algorithm to diverse datasets and tested its efciency using
real-time metrics to validate the proposed system’s accuracy.
Teir investigation shows that their proposed approach is
98.3%–99.7% accurate in identifying user stress. Te clas-
sifcation of food items is performed by a machine learning
model called Single Shot MultiBox MobileNet. To calculate
calories, researchers frst compare the data they acquire to
a nutrition database. User stress is detected by the extraction
and analysis of many features. Meal details, such as kind,
quantity, timing, and user sex, are all included. Table 2 il-
lustrates the fndings of the monitoring system for stress and
anxiety in the current state-of-art techniques.

Records identifed through database searching
Google scholar, PubMed, Web of Science, Science

Direct, and Scopus

Removing duplicate papers and those
published before 2010

Research Papers selected based on
abstracts and eligibility criteria

Research works focusing on
applications of IOT for brain

signals/stroke prediction

Research Studies included in
qualitative analysis

Research papers analyzed in the
current article

Papers excluded
Research works focusing on systems

other than based on IOT.
Research articles not focussing on

healthcare.
Research articles including less than 20
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Research articles written in language

other than English.
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Reference [58] suggests developing an Internet of Tings
(IoT)-based low-cost anxiety disorder monitor. Tis mon-
itor would deduce emotional aspects from physiological
indicators in a semi-immersive environment. Te IoT node
collects data on the user’s heart rate as well as their level of
physical activity. Tis information is then transmitted to
a Raspberry Pi 3, where it is preprocessed before being sent
to the IoT cloud. Te fndings of this system’s validation
revealed that it has an accuracy rate of 90% when it comes to
recognising anxiety disorders. Te proposed categorization
system is elected to take this technique [59] in order to
improve its overall accuracy. Tis ensemble strategy for
detecting the emotions of the user improves the classifcation
accuracy of emotion-aware IoMT-based architectures by
7–9%, according to the validation results of the system that
was proposed. A unique IoMT-based strategy for managing
chronic stress for females and the older adults has been
presented [60].

Te primary concept behind ML is that you create
a dataset, give it to ML algorithms to learn from, and af-
terwards the ML algorithms use the data analysis to produce
predictions or suggestions. One efect is that machines may
learn to be biased or act against a few people’s interests based
on the data input. Results from a machine algorithm that
include bias may not be in accordance with societal moral
norms. Long ofine/batch training is necessary to avoid real-
time, interactive or progressive learning, Poor integration,
reusability, and transferability of learning. Systems are
transparent, which makes them difcult to troubleshoot. As
an example of a machine learning (ML)-based smart gadget
that can be implemented in smart cities and enterprises, the

authors recommend iMirror [61]. Because this tool lowers
stress, it helps people with stress-related chronic conditions.
Mirror-mounted cameras can be used for facial recognition,
stress research, and app updates. When a user takes a pic-
ture, the device automatically identifes them and scans the
image to pull out information for an ML model that can
categorise the user’s stress level depending on the image. We
tallied up the number of cases with red eyes, pufy eyes,
dilated pupils, frown lines, and perspiration on the face. An
ML model (a lightweight and optimised version of SSD
Mobilenet) is fed to these features in order to characterize
the stress level and update the mobile app. Te technology is
useful since it customises therapies for individuals. Te
model had a 97% accuracy rate and an 81.2% precision, as
determined by experiments. In order to determine if
a person has a stress problem, it is important to keep track of
what they consume and how often they eat. Automatically
tracking a user’s dietary intake and then converting that into
an estimate of their stress level [62] makes use of the camera
on a smartphone or a single board computer equipped with
a camera. Edge computing devices can use the iLog deep
learning model to identify and measure the quantity of food
items on a plate. Using plate data, iLog can determine the
user’s stress level [63–65]. Te cutting-edge method de-
veloped by the researchers instantly tallies calories, recog-
nizes food, and establishes a connection between diet and
anxiety. Tis method uses IoMT to send images captured by
iLog glasses to a device at the network’s edge. Images are
broken up by the edge computing device, and the Tensor-
Flow Object Detection API is used to identify objects in the
images [66, 67].

Wearable Sensors

Physician
Health App

Ambulance

Electronic Medical
Records

Smart Wheel
Chair Diagnostic Centre

Monitoring
Health Records

Monitoring Patients
Health Data

Care Taker

Figure 4: IoMT application in real time.
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5. Conclusion

A few physical items have also been equipped with IoT
devices (sensors, actuators, etc.), enabling real-time moni-
toring and data transmission across diferent communica-
tion protocols, including Bluetooth as well as Wi-Fi. A
patient’s electroencephalogram (EEG), heart rate, and
electrocardiogram (ECG) are just a few examples of the
critical physiological data that these sensors are used to
collect in the healthcare industry. Tese sensors can be worn
on the body or embedded in clothing. In addition, envi-
ronmental information such as temperature, humidity, date,
and time can also be analyzed. Tis exemplifes the potential
and utility of IoT, especially related to smart health-based
industry. Everyone in society is currently so focused on
getting by that they are neglecting their health. With the
development of intelligent sensors, it is now possible to
continuously monitor a person’s behavior, record data, and
predict the onset of a heart attack even prior to the patient
feels its efects.Terefore, it is crucial to choose and apply the
appropriate sensors. Another decentralized method called
“block-chain storage” is developed to produce independent
yet distinct groups of data called “blocks.” As a result,
a network governed by patients as opposed to a third party is
created. Although still in its infancy, the use of edge cloud
and blockchain in the healthcare industry is developing as
a new topic for research.
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As one of the important applications of Internet of HealthTings (IoHT) technology in the feld of healthcare, wireless body area
network (WBAN) has been widely used in medical therapy, and it can not only monitor and record physiological information but
also transmit the data collected by sensor devices to the server in time. However, due to the unreliability and vulnerability of
wireless network communication, as well as the limited storage and computing resources of sensor nodes in WBAN, a lot of
authentication protocols for WBAN have been devised. In 2021, Alzahrani et al. designed an anonymous medical monitoring
protocol, which uses lightweight cryptographic primitives for WBAN. However, we fnd that their protocol is defenseless to of-
line identity guessing attacks, known-key attacks, and stolen-verifer attacks and has no perfect forward secrecy. Terefore, a
patient monitoring protocol for WBAN in IoHT is proposed. We use security proof under the random oracle model (ROM) and
automatic verifcation tool ProVerif to demonstrate that our protocol is secure. According to comparisons with related protocols,
our protocol can achieve both high computational efciency and security.

1. Introduction

Wireless body area network (WBAN) exists as a trans-
mission network for body monitoring. It has intellectual
network appliances, such as personal wireless terminals,
wearable devices, and wireless sensors. Individuals can
use network devices to build personalized health net-
works based on WBAN, and they are substantial par-
ticipants in the Internet of Health Tings (IoHT)
application. WBAN is widely used in patient monitoring,
physiological parameter measurement, and so on. Te
measured data are transmitted by the sensor to the de-
vices with a forwarding function in real time using
wireless network transmission and then stored in the
database of the remote server [1–3]. Using WBAN-based
systems, patient-specifc electronic medical records can
be established, and professionals can analyze medical
data through patient electronic records. Moreover, the
electronic data of patients can be used for later analysis
and diagnosis, and medical personnel can provide tar-
geted medical services based on these data [4].

Te communication and interaction ofWBAN are based on
an open wireless channel, so it is inevitable to face a series of
challenges. Attackers can eavesdrop, tamper, intercept publicly
transmitted information, and use the obtained information to
launch attacks and obtain patients’ privacy. Tis poses a great
threat to themedical IoHTand patient privacy [5, 6]. In addition,
the WBAN system requires real-time data transmission and
timely processing of a large number of communication requests,
which makes the energy consumption of infrastructures with
limited efciency very heavy [7]. However, most devices for
WBAN have limited computing power, so they cannot perform
traditional cryptographic calculations. Moreover, intensive
computation will bring about overblown network loads, which
will afect the performance of the system.Terefore, the medical
feld urgently needs a lightweight privacy-protected secure key
agreement to meet the above challenges.

In recent years, a lot of anonymous medical key
agreements have been proposed. An innovative dynamic ID-
based key agreement in telecare medical information system
(TMIS) was presented by Chen et al. [8]. However, Xie et al. [9]
state that Chen et al.’s scheme cannot defend against of-line
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password guessing attacks and impersonation attacks and has
no privacy protection and perfect forward secrecy. Xie et al.
[10] presented a novel authentication protocol for TMIS in
2014, which is considered to be pragmatic and secure. Rad-
hakrishnan and Muniyandi [11] submitted a two-factor key
agreement for TMIS based on elliptic curve cryptography
(ECC). In 2015, Wang and Zhang [12] solved the anonymity of
authentication inWBANusing bilinear pairs, and their scheme
could defend against known-key attacks and man-in-middle
attacks. However, according to the research of Jiang et al. [13],
the protocol cannot resist client forgery attacks, is not suitable
for practical applications, and may lead to nonsynchronization
of system logs. In 2017, Li et al. [14] proposed an anonymous
authentication scheme. It employs lightweight cryptographic
primitives (e.g., hash function operations) and asserts that it has
realized the mutual authentication of the sensor nodes worn by
patients and the hub node and has realized unlinkability and
anonymity. Later, Koya et al. [15] stated that it is not feasible
because their scheme assumes that the central node is entirely
credible. Moreover, it is defenseless to sensor impersonation
attacks. Soni and Singh [16] submitted a lightweight authen-
tication scheme employing low-cost operations for WBAN.
Based on the wireless medical sensor network, Jan et al. [17]
submitted a patient key agreement for the healthcare system to
realize secure and efcient communication between users and
sensors. Recently, Ullah et al. [18] submitted a hyperelliptic
curve and pragmatic IoT-based crossdomain authentication
scheme forWBAN. In addition, Ullah et al. [19–21] proposed a
multimessage signcryption protocol, anonymous certifcateless
signcryption protocol, and certifcate-founded signcryption
protocol for IoHT. Khan et al. [22] proposed an online-ofine
certifcate-less signature protocol for IoHT.

Wu et al. [23] designed an identity authentication scheme
using unilateral bilinear pairing technology which only performs
bilinear pairing at the access point (AP). After that, Chen and
Peng [24] declared that it cannot realize mutual authentication
and is also susceptible to client forgery attacks. Li et al. [25]
devised a key agreement founded on ECC to realize user an-
onymity. But Sowjanya et al. [26] found that their scheme not
only has the problems of clock nonsynchronization and ex-
cessive control power of users but also no perfect forward se-
crecy. Kalra and Sood [27] submitted a secure key agreement
that is not afected by time synchronization, which is based on
the password. In 2021, Chunka et al. [28] reviewed their scheme
and found that it had many security issues. For instance, due to
the defects in the gateway design, the scheme cannot confrm the
authenticities of sensor nodes, so it cannot resist the sensor
nodes captured attacks, and the gateway private key is prone to
be leaked. In addition, a large number of redundant multiple
hash calculations increase the computational burden on the
system. Xu et al. [29] raised an anonymous and lightweight
patient monitoring protocol using lightweight cryptographic
primitives.Te survey of Alzahrani et al. [30] shows that of-line
identity guessing attacks will wreck its anonymity, and it is also
defenseless to key compromise attacks and replay attacks.

1.1. Motivation and Contributions. According to the sum-
mary of the existing literature [30–33], we found that some
protocols using lightweight cryptographic primitives cannot

resist various attacks, andmany protocols based on asymmetric
cryptography have high time complexity. In 2021, Alzahrani
et al. [30] designed an anonymousmedical monitoring scheme.
Nevertheless, their scheme is defenseless to stolen-verifer at-
tacks, known-key attacks, and of-line identity guessing attacks
and has no perfect forward secrecy. To realize a secure and
lightweight authentication protocol in WBAN systems, we
propose a patientmonitoring protocol. Here, our contributions
are as follows:

(i) We reviewed Alzahrani et al.’s [30] protocol and
analyzed its drawbacks, for example, known-key
attacks, stolen-verifer attacks, and of-line identity
guessing attacks

(ii) A patient monitoring protocol is proposed to realize
the security and lightweight requirements ofWBAN
systems

(iii) Using the automated verifcation tool ProVerif and
formal security proof in ROM, we demonstrate the
proposed protocol is secure

(iv) Our protocol is relatively pragmatic and secure by
performance comparison

Te remaining section is constructed as follows: the system
model and preliminaries are given in Section 2. In Section 3, we
describe the review and drawbacks of Alzahrani et al.’s pro-
tocol. Section 4 proposes a patient monitoring scheme. Its
security is analyzed in Sections 5 and 6. Its security properties,
computation cost, storage cost, and communication cost be-
tween ours and some related protocols are evaluated in Section
7. Section 8 concludes the paper.

2. System Model and Preliminaries

In this section, we present the system model and attack
model. Concurrently, we describe the physically unclonable
function (PUF).

2.1. System Model. Figure 1 illustrates its system model. It
adopts the centralized two-hop architecture of WBAN, which
includes the following devices: sensor nodes (SNs), relay nodes
(RNs), and medical server node (MS). RN is the intermediate
node, and only needs to forwardmessages between SN andMS,
and it can add or delete its identity before forwardingmessages.
RN is always within the communication coverage of MS, and
SN is covered by at least one RN. Resource-constrained SN
monitors and collects patients’ medical health data by being
worn or embedded into patients.

2.2. Attack Model. Presuming the attacker (AR) maintains
the following capacities:

(1) AR can capture messages transmitted via open
channels and may eavesdrop, replace, replay, or
intercept the data in these messages

(2) AR can obtain verifer table stored in MS, but cannot
obtain its secret key
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(3) AR can capture SNj and RN and then retrieve all
data stored in their memory

(4) We adopt Dolev–Yao threat model [34] and assume
that the public channel is insecure

2.3. Physically Unclonable Function. As a hardware security
technology, a physically unclonable function (PUF) can be
regarded as the “digital fngerprint” of the chip [35]. It uses the
inherent physical diferences to produce a specifc unclonable
response to a given challenge. Terefore, it is difcult to be
predicted before production and cloned after production. It has
broad application prospects in the feld of security. According to
the same challenge, the response of PUF can remain unchanged
under diferent conditions. Any detection or observation of PUF
will change the circuit characteristics, and the output of PUFwill
also change.Terefore, PUF is often used to protect crucial data
in cryptography [36].

All notations in our paper are illustrated in Table 1.

3. Drawbacks of Alzahrani et al.’s Scheme

3.1. Review of Alzahrani et al.’s Scheme. We briefy review
Alzahrani et al.’s [30] anonymous authentication protocol, which
involves three steps: (1) system initialization; (2) device regis-
tration; (3) mutual authentication and key agreement. SA per-
forms step (1) and step (2) through a private channel as follows.

3.1.1. System Initialization

(i) SA generates a long-term master secret key KMS for
MS

(ii) Subsequently, MS reserves the master secret key
KMS

3.1.2. Devices Registration

(i) SA selects three random integers r, PR1, PR2, and an
identity idj for the sensor node SNj and reserves
tuple <idj, PR1, PR2> in the memory of MS

(ii) SA computes xNj � r⊕KMS, yNj � idj⊕h(KMS, r)
(iii) SA reserves tuple <idj, xNj, yNj, PR1, PR2> in the

memory of SNj

(iv) Finally, the verifcation table of MS is <idj, PR1, PR2,
idR>

Sensor Nodes Relay Nodes Medical Server

Access Points

Access Points

Medical
Server

Medical analysis

Medical professionals

Emergency aid

Internet

Figure 1: System model.

Table 1: Notations.

Notations Description
SNj jth sensor node
RN Relay node
MS Medical server node
SA Server administrator
AR Te adversary
idj, idR Identity of SNj/identity of RN

KMS, Q
Secret key and public key of MS, where

Q � KMS∙P
KSH Session key
r, PR1, PR2 Random integers
bj Random number generated by SNj

m, rnew Random integers generated by MS

aj, r, PR1, PR2 Random integers generated by SA

T, T1, T2, T3, T4 Timestamps
P Te base point of the elliptic curve
⊕ XOR operation
PUF(∙) Physically unclonable function
h(∙) Hash function
ΔT Te maximum transmission delay
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3.1.3. Mutual Authentication and Key Agreement. Te
communications between SNj and MS are as follows:

(i) SNj creates a current timestamp T1 and computes
the validation Vidj � h(idj, xNj, yNj, PR2, T1),
where idj is SNj’s identity, xNj � r ⊕KMS, yNj �

idj⊕h(KMS, r), PR2 denotes a random integer, and
the current timestamp is denoted as T1.

(ii) SNj submits Message1 tuple <xNj, yNj, Vidj, T1>
to RN.

(iii) RN appends its identity idR and forwards the
Message2 tuple <xNj, yNj, Vidj, T1, idR> to MS.

(iv) MS scans the identity idR and fnishes the session if
no record is found in its memory. Otherwise, MS
creates the current timestamp T2 and checks if |T2 −

T1|≤ΔT, and if not, fnishes the session. Otherwise,
MS computes r∗ � xNj⊕KMS, id∗j � yNj⊕h(KMS,

r∗). MS checks the validity of the identity id∗j , if so,
MS extracts the tuple <id∗j , PR1, PR2> from its
memory, computes Vid∗j � h(id∗j , xNj, yNj, PR2,

T1), and checks Vid∗j ? � Vidj. If so, MS generates
random nonce m and rnew and computes
s � id∗j⊕yNj, j � id∗j⊕xNj, v � m⊕s, xN

new
j �

rnew⊕KMS, yN
new
j � id∗j⊕h(KMS, rnew), g � h(m, s,

j, PR2), u � xN
new
j ⊕g, n � yN

new
j ⊕g, Δ � h(m, id∗j ,

s, xN
new
j , yN

new
j ), and the session key

KSH � h(m, j, PR1, PR2). Afterwards, MS sends the
Message3 tuple <v, u, Δ, n, idR> to RN.MS displaces
PR1 with PR2 and PR2 with KSH.

(v) RN removes its identity idR and forwards the
Message 4 tuple <v, u, Δ, n> to SNj.

(vi) SNj computes s∗ � idj⊕yNj, m∗ � v⊕s∗, j∗ � idj

⊕xNj, g∗ � h(m∗, s∗, j∗ PR2), xN
new+
j � u⊕g∗,

yN
new+
j � n ⊕g∗, Δ∗ � h(m∗, idj, s∗, xN

new+
j ,

yN
new+
j ). Afterwards, SNj checks Δ∗ ? � Δ. If so,

SNj computes the session key KSH �

h(m∗, j∗, PR1, PR2). SNj displaces xNj and yNj, with
xN

new+
j and yN

new+
j , and stores them in its memory.

Finally, SNj displaces PR1 with PR2 and PR2 with
KSH.

3.2. Drawbacks

3.2.1. Of-Line Identity Guessing Attack. Supposing an
adversary (AR) can eavesdrop on the conversation be-
tween SNj and MS. AR intercepts the frst round of xNj−1,
yNj−1, and the second round of xNj−2, yNj−2, where xNj−2
and yNj−2 are the frst round of xN

new+
j−1 and yN

new+
j−1 . AR

computes Δ∗ � h(m∗, idj, s∗, xN
new+
j−1 , yN

new+
j−1 ), where m∗ �

v⊕s∗, s∗ � idj⊕yNj. Only idj in Δ∗ is unknown, and AR
guesses idj to verify if Δ∗ ? �Δ. If so, AR obtains idj

successfully. Otherwise, guesses idj again.

3.2.2. Desynchronization Attack. If AR intercepts Message4
and drops it, the SNj will miss it. Te insecurity is that MS
has updated xNj, yNj, PR1, PR2, but SNj has not. Tis will

make every subsequent authentication process between SNj

and MS fail.

3.2.3. Stolen-Verifer Attack. If the verifer table <idj, PR1,
PR2, idR> of MS is stolen, AR can obtain all the data in it. AR
eavesdrops on the communication between SNj and MS,
intercepts Message1 tuple <xNj, yNj, Vidj, T1>, Message 4
tuple <v, u, Δ, n>, computes s∗ � idj⊕yNj, m∗ � v⊕s∗, and
j∗ � idj⊕xNj, and computes the session key
KSH � h(m∗, j∗, PR1, PR2).Tat is, AR can obtain the session
key.

3.2.4. Known-Key Attack. If the session keys of two con-
secutive rounds are leaked, AR will get PR1−3 and PR2−3 of the
third round. According to identity guessing attacks, AR
obtains the SN’s identity idj. In the third round of protocol
execution, AR intercepts message 1 and message 4 and
computes s∗ � idj⊕yNj−3, m∗ � v⊕s∗, g∗ � h(m∗, s∗,

j∗ PR2−3), xN
new+
j−3 � u⊕g∗, yN

new+
j−3 � n⊕g∗, KSH � h(m∗, j∗,

PR1−3, PR2−3). Terefore, the session key of the subsequent
round will be obtained by the AR.

3.2.5. No Perfect Forward Security. If the long-term secret
key KMS and short-term secret key PR1 and PR2 of the
Alzahrani et al.’s [30] scheme are leaked, AR calculates r∗ �

xNj⊕KMS, idj � yNj⊕h(KMS, r∗). Ten, AR calculates s∗ �

idj⊕yNj, m∗ � v⊕s∗, g∗ � h(m∗, s∗, j∗, PR2). Finally, AR can
compute the session key KSH � h(m∗, j∗, PR1, PR2). Tere-
fore, it doesn’t achieve perfect forward secrecy.

4. Proposed Protocol

A security-enhanced protocol is presented, which involves
three steps: (1) system initialization; (2) device registration;
(3) mutual authentication and key agreement. SA executes
initialization and registration steps through a private
channel as follows.

4.1. Initialization. SA executes as follows:

(1) Te master secret key KMS is generated by SA
(2) Subsequently, MS accepts the master secret key KMS

via a secure channel and keeps it secretly
(3) SA chooses an elliptic curve Ec(α, β) of large order. P

is a base point. SA computes Q � KMS∙P. After-
wards, SA chooses a hash function h(∙).

4.2. Registration. Te registration phase can be described as
follows:

(1) SA chooses the random integer aj and the identity
idj for the sensor node SNj, an identity idR for RN,
and reserves idj and idR in the memory of MS

(2) SA computes xNj � aj⊕h(KMS, Tj),
yNj � idj⊕h(KMS, aj, Tj), MHj � h(idj, KMS),
where Tj is the current timestamp, and KMS is MS’s
secret key
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(3) SA reserves the tuple <idj, xNj, yNj,MHj,Tj> in the
memory of SNj, and SNj generates a challenge Chaj

and computes Resj � PUF(Chaj),
STj � h(Resj)⊕MHj, where PUF is deployed in the
sensor node SNj

(4) Finally, SNj stores idj, xNj, yNj, STj,Chaj,Tj􏽮 􏽯, and
the verifcation table of MS is idR, idj􏽮 􏽯

4.3.MutualAuthenticationandKeyAgreement. Tis phase is
shown in Figure 2.

(1) SNj chooses the random integer bj and the
timestamp T1 and calculates
MHj � h(PUF(Chaj))⊕STj, A1 � bj∙P, A2 � bj∙Q,
Vidj � h(idj, xNj, yNj, A1, A2, h(A2, MHj), Tj, T1).

(2) SNj submits theMessage1 tuple <xNj, yNj, Vidj, A1,
Tj, T1> to RN.

(3) RN appends its identity idR and forwards the
Message 2 tuple <xNj, yNj, Vidj, A1, Tj, T1, idR> to
MS.

(4) MS scans the identity idR and fnishes the session if no
record is found in its memory. Otherwise, MS creates
the current timestamp T2 and checks if |T2 − T1|≤ΔT,
and if not, fnishes the session. Otherwise, MS computes
aj � xNj⊕h(KMS, Tj), id∗j � xNj⊕h(KMS, aj, Tj).
MS calculates A∗2 � KMS∙A1, Vid∗j � h(id∗j , xNj

, yNj, A1, A∗2 , h(A∗2 , h(id∗j , KMS)), Tj, T1) and checks
Vid∗j ?� Vidj. If so,MS creates randomnumbers ai and
bi. Next,MS computesA3 � bi∙P,A4 � bi∙A1,xN

new
j �

ai⊕h(KMS, T2), yN
new
j � id∗j⊕h(KMS, ai, T2),

μ � xN
new
j ⊕h(A∗2 , h(id∗j , KMS), T2),

λ � yN
new
j ⊕h(T2, A∗2 , h(id∗j , KMS)), the session key

KSH � h(A1, A∗2 , A3, A4, id∗j , T2), and
Δ � h(xN

new
j , yN

new
j , KSH, T2). Afterwards, MS sends

the Message3 tuple <μ, λ, Δ, A3, T2, idR> to RN.
(5) RN removes its identity idR and forwards the

Message4 tuple <μ, λ, Δ, A3, T2> to SNj.
(6) SNj creates the current timestamp T3 and checks if

|T3 − T2|≤ΔT, and if not, fnishes the session.
Otherwise, SNj computes A∗4 � bj∙A3,
xN

new∗
j � μ⊕h(A2, MHj, T2), yN

new∗
j � λ

⊕h(T2, A2, MHj), KSH � h(A1, A2, A3, A∗4 , idj, T2),
Δ∗ � h(xN

new∗
j , yN

new∗
j , KSH, T2). SNj checks if Δ∗ ?

�Δ. If so, SNj successfully establishes the session
key KSH with MS and updates <xNj, yNj, Tj> with
<xN

new∗
j , yN

new∗
j , T2>.

5. Informal Security Analysis

5.1. Of-Line Identity Guessing Attack. If an adversary(AR)
can eavesdrop on the open channel and guess idj of the
sensor node SNj, it is not feasible for him/her to verify
whether Vid∗j ? � Vidj is correct or not without knowing
A2, where A2 � bj∙KMS∙P, Vidj � h(idj, xNj, yNj,

A1, A2, h(A2, MHj), Tj, T1), MHj � h(idj, KMS). Because
of computational Dife–Hellman problem (CDHP), AR

cannot compute A2 � bj∙KMS∙P from A1 � bj∙P and Q �

KMS∙P. Terefore, of-line identity guessing attack is
infeasible.

5.2.DesynchronizationAttack. In the improved protocol, xNj

andyNj are updated as xN
new
j andyN

new
j on the side of theMS.

Even if AR intercepts the Message4, it has no impact on the
next session between the sensor node SNj and the MS.

5.3. Stolen-Verifer Attack. Stolen-verifer attack means that
an adversary can obtain verifcation table except the secret key
from MS by trespassing on the device or side channel attack
and then launch attacks. In the proposed scheme, the verif-
cation table of MS only contains the identities idj and idR of
SNj and RN. So the adversary cannot launch any attacks even
if he or she obtains these identities. Tus, the protocol defends
against stolen-verifer attacks.

5.4. Known-Key Attack. Assuming that AR knows the ses-
sion key KSH � h(A1, A2, A3, A∗4 , idj, T2), because KSH only
contained in Δ∗ � h(xN

new∗
j , yN

new∗
j , KSH, T2), so AR can-

not launch any attack.

5.5. Smart Card Lost Attack. By the side-channel attack, AR
is able to get all data reserved in the smart card when it is lost,
and then launch attacks. However, in our protocol, smart
card isn’t used, so the protocol defends against the smart
card lost attack.

5.6. SensorNodeCapturedAttack. In the improved protocol,
the sensor node SNj stores idj, xNj, yNj, STj,Chaj, Tj􏽮 􏽯,
where idj is SN1’s identity, xNj � aj⊕h(KMS, Tj),
yNj⊕idj⊕ h(KMS, aj, Tj), STj � h(PUF(Chaj))⊕MHj, Chaj

is the challenge of PUF, Tj is the timestamp, and KMS is the
secret key of MS. Assuming that the sensor node SNj is
captured by AR, he/she cannot obtain the secret parameter
MHj to impersonate SNj because of PUF. In addition, AR
cannot obtain the secret key KMS.Terefore, the sensor node
captured attack cannot infuence the security of nodes and
the sensor network.

5.7. Anonymity and Unlinkability. Te identity idj of the
sensor node SNj is inMessage 1 � xNj, yNj, Vidj, A1, Tj, T1􏽮 􏽯

and transmitted via an open channel, where
Vidj � h(idj, xNj, yNj, A1, A2, h(A2, MHj)Tj, T1), MHj �

h(idj, KMS), yNj � idj⊕ h(KMS, aj, Tj). So an adversary
cannot compute the identity idj of the sensor SNj because he
can not know the secret key KMS of MS. Tus, our scheme
achieves anonymity. Moreover, because each session will
generate new bj and Tj, the identity idj of the sensor node
SNj cannot be tracked by AR.

5.8. Perfect Forward Secrecy. If AR obtains all the secret
information of the sensor node SNj and the long-term
master secret key KMS of MS, because of CDHP, he/she still
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cannot successfully calculate KSH � h(A1, A2, A3,

A∗4 , idj, T2) without knowing A∗4 . Terefore, the protocol
achieves perfect forward secrecy.

5.9. Impersonation Attack. Tis attack means that AR can
impersonate a legal user to generate and send a message, and
the message can be passed through the authentication by the

Figure 2: Mutual authentication and key agreement phase.
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receiver. Tat is to say, the receiver confrms that the
message is initiated by a legitimate user. In our protocol, AR
impersonates the sensor node SNj to generate and send
xNj, yNj, Vidj, A1, Tj, T1􏽮 􏽯 to RN, where xNj � aj⊕

h(KMS, Tj), yNj � idj⊕ h(KMS, aj, Tj), Vidj � h(idj, xNj,

yNj, A1, A2, h(A2, MHj)Tj, T1), KMS is MS’s secret
key, and T1 is the timestamp.Te adversary cannot forge xNj

and yNj without knowing KMS. On the other hand, the
adversary cannot compute MHj even if he/she can obtain all
data stored in MHj due to the property of PUF. Terefore,
the adversary cannot generate the valid Vidj.

5.10. ReplayAttack. If AR can obtain a message and replay it
to the receiver, the message can be passed through the
authentication of the receiver. In the proposed scheme, the
timestamps and random nonce are used, so the protocol
defends against the replay attack.

6. Formal Security Analysis

6.1. Formal Verifcation Using ProVerif. As an automated
verifcation cryptographic scheme tool, ProVerif [37] is
founded on the Dolev–Yao model and Prolog language. It
verifes many cryptographic primitives, for example, public-
key cryptography, hash function, and equations. When
using ProVerif tool for verifying insecure cryptographic
protocols, the tool will give a corresponding attack sequence.

Te open channel, types, constants, variables, con-
structors, and destructors of our proposed protocol are
represented in Figure 3. We designed four events for the
improved protocol, which are BeginSNj(), BeginMS(),
EndSNj(), and EndMS() as depicted in Figure 4.
BeginSNj() represents that the sensor node SNj begins
the key agreement session with MS. BeginMS() repre-
sents that MS starts the key agreement session with SNj.
SNj successfully established a session key with MS, which
is indicated as EndSNj(). EndMS() represents MS suc-
cessfully established a session key with the sensor node
SNj.

Queries are shown in Figure 5. Figures 6 and 7 are
exhibiting the processes of the sensor node SNj and MS. Te
main process is represented in Figure 8.

For testifying the improved scheme’s correctness, we
propose some queries and fnally implement them through
simulation, as shown in Figure 9.

Results (1)–(4) proved that the secret parameters and
session key are secure, and sensor nodes are anonymous in
our protocol. Results (5)-(7) showed that the two processes
began and terminated successfully in sequence.

6.2. Formal Security Proof. After identifying the random
oracle model (ROM), we calculate the advantage of breaking
our protocolP by the adversary A. Te notions of ROM are
clarifed as follows.

Figure 3: Defnitions.
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6.2.1. Participants & States. Tree participants P is in P,
sensor node SN, relay node RN, and medical server node
MS. In i-th instance, P, SN, RN, and MS are recorded as
INSi

P, INS
i
SN, INS

i
RN, and INSi

MS, respectively. Te oracles in
ROM have only three states: Accept, Reject, and ⊥. Accept
represents a correct message that is received by an oracle. If
the message is illegal, the oracle in Reject. ⊥means both the
conditions above have not occurred.

If the oracle INSi
SN(INSi

MS) is in Accept, and the session
key Ki

SN(Ki
MS) has been agreed with INSi

MS(INSi
SN), then

INSi
SN(INSi

MS) gets the session identity SIDi
SN(SIDi

MS), and
its participant’s identity is PIDi

SN(PIDi
MS).

6.2.2. Partnering. If INSi
SN and INSi

MS are in Accept, the
session key is negotiated. Two partners meet below
requirements:

(1) Ki
SN � Ki

MS

(2) SIDi
SN � SIDi

MS

(3) PIDi
SN � INSi

MS, PID
i
MS � INSi

SN

6.2.3. Queries. Queries can emulate multiple attacks.

Execute(INSi
P)if the query is lunched by A, he/she gets

all the transcripts.
Send (INSi

P, Message): which simulates that Message is
sent to INSi

P. If the message is correct, INSi
P responses

A, else, the message is ignored.
Reveal(INSi

SN, INSi
MS)if INSi

SN and INSi
MS are in the

state Accept, the session key has been agreed, and the
query Test has not been executed yet. Ten, the
session key will be revealed by this query. Else, return
null.
Corrupt(INSi

SN)which simulates the attack of inter-
cepting SNj and returns the stored information
idj, xNj, yNj, STj,Chaj, PUF, Tj􏽮 􏽯 in it.
Test(INSi

SN)this query produces a random bit r, which
is performed no more than once. If r � 1 and the
session key has been agreed, the real session key is
returned to A, else, the query returns a random session
key.

Figure 4: Events.

Figure 5: Queries.

Figure 6: Te process of the sensor node SNj.
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Figure 7: Te process of MS.

Figure 8: Main process.

Figure 9: Results.

Journal of Healthcare Engineering 9



6.2.4. Freshness. If the ensuing requirements are met, INSi
P

can be defned as fresh.

(1) INSi
SN and INSi

MS are in the state Accept
(2) Reveal has not been executed
(3) Corrupt is executed at most once

6.2.5. Semantic Security. Te random bit r in Test query
determines the output of Test. Meanwhile, A generates a
random r′, if r′ � r, A knows if the output is session key.Te
advantage of guessing the correct bit is AdvA

P � |2 Pr [r �

r′] − 1| � |2 Pr [suc(A)] − 1|. P is secure when AdvA
P < η,

where η is sufciently small.
CDHP: the CDHP is specifed that given P, aP, and bP,

computing abP is computationally infeasible in probabilistic
polynomial time (PPT). P is the generator point, a, b ∈ Zp.
Subsequently, the advantage of solving CDHP is AdvCDHP

A �

Pr [A(P, aP, bP) � abP: P ∈ E(Fp); a, b ∈ Zp],
AdvCDHP

A < η.

Theorem 1. Suppose the adversary A tends to break the
proposed scheme P in PPT. Te queries Execute, Send, and
Hash are executed qE, qS, and qH times, respectively. Query
Test is allowed to be executed at most once. lh is the bit-length
of the hash operation’s the output. n � 2lt , where lt is the
average length of other transcripts. Te advantage of breaking
P by A in PPT can be expressed as follows:

AdvPA ≤
qS + qE( 􏼁

2

n
+

q
2
H

2lh
+ 2AdvCDHP

A + 2AdvPUFA . (1)

Proof. To simulate the attacks on P, we defne various
games Gamei(0< i< 3). Te event Successi

A(0< i< 3) cor-
responding to Gamei means that A completes his/her goal in
Gamei.

Game0: which simulates the real attack, at the frst, the
probability of A cracking P is

AdvPA � 2 Pr Success0A􏽨 􏽩 − 1
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 . (2)

Game1: which simulates that A launches Execute and Test
queries to verify the output according to the transcripts
Message1,Message2,Message3,Message4􏼈 􏼉. Among the
transcripts, A1,Δ, A3, T2􏼈 􏼉 are related to the session key.
However, A cannot fgure out the relation between them
the transcripts and the output of Test because of the
random numbers. Terefore, we have

Pr Success1A􏽨 􏽩 � Pr Success0A􏽨 􏽩. (3)

Game2: In this game, we simulate A computes the
session key KSH through the messages transmitted
openly. KSH � h(A1, A∗2 , A3, A4, id∗j , T2), which is
based on CDHP.Te advantage of calculatingKSH by A

is AdvCDHP
A . Terefore, we have

Pr Success2A􏽨 􏽩 − Pr Success1A􏽨 􏽩 � AdvCDHP
A . (4)

Game3:Tis game simulatesA performsCorrupt(INSi
SN)

to acquire the reserved information idj, xNj,􏽮

yNj, STj, Chaj, Tj} in SNj and try to calculate
Δ∗ � h(xN

new∗
j , yN

new∗
j , KSH, T2) to testify the KSH’s

correctness, where xN
new∗
j � μ⊕h(A2, MHj, T2),

yN
new∗
j � λ⊕h(T2, A2, MHj), and

MHj � h(PUF(Chaj))⊕STj. A has to break PUF to
obtain MHj. Te probability of breaking PUF is AdvPUFA .
Terefore, we have

Pr Success3A􏽨 􏽩 − Pr Success2A􏽨 􏽩≤AdvPUFA . (5)

Game4: which simulates Execute and Send queries are
executed by A to launch the collision attacks. In line
with the birthday paradox’s defnition, the possibility of
a hash collision is q2H/2lh+1. Meanwhile, the collision
probability of other transcripts is (qS + qE)2/2n. Hence,
we have

Pr Success4A􏽨 􏽩 − Pr Success3A􏽨 􏽩≤
qS + qE( 􏼁

2

2n
+

q
2
H

2lh+1 . (6)

Te random bit r ∈ (0, 1), the probability of guessing r is
1/2, which is equal to guessing the session key. Tat is,

Pr Success4A􏽨 􏽩 �
1
2

. (7)

Combining (1) with (6), we got

1
2
AdvPA ≤

qS + qE( 􏼁
2

2n
+

q
2
H

2lh+1 + AdvCDHP
A + AdvPUFA . (8)

(8) can be expressed as follows:

AdvPA ≤
qS + qE( 􏼁

2

n
+

q
2
H

2lh
+ 2AdvCDHP

A + 2AdvPUFA . (9)
□

7. Performance Analysis

We study and compare security and performance efciency
between ours with others. According to the comparison of
the security attributes which are given in Table 2, we earn
better security. In Windows 10 professional 64-bit, Intel(R)

Table 2: Security properties comparison.

Attacks/Properties [14] [25] [29] [30] Ours
Anonymity Yes Yes No No Yes
Mutual authentication Yes Yes Yes Yes Yes
Forger and impersonation attack No Yes Yes Yes Yes
Of-line identity guessing attack Yes Yes No No Yes
Sensor node capture attack Yes Yes Yes Yes Yes
Smart card loss attack Yes Yes Yes Yes Yes
Desynchronization attack Yes No Yes No Yes
Stolen-verifer attack Yes Yes Yes No Yes
Man-in-middle attack Yes Yes Yes Yes Yes
Replay attack Yes Yes No Yes Yes
Know-key attack Yes Yes No No Yes
Untraceability Yes Yes Yes Yes Yes
Perfect forward secrecy No No No No Yes
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Core(TM) i5-4590, we earn THS � 0.068ms (millisecond),
TEA � 2.501ms, TSE � 0.56ms [36], where THS is hash op-
eration, TEA represents ECC operation, and TSE is sym-
metric key encryption. As Table 3 revealed, we describe the
computational cost comparison between other protocols
and the proposed protocol. In [14], the server’s and sensor’s
total computation cost is 5THS + 3THS � 8THS(0.544ms).
Accordingly, the schemes [29, 30] both need 6THS + 4THS �

10THS(0.544ms), and scheme [25] needs
5THS + 5TEA + 3TSE(14.525ms), and ours is
18THS + 6TEA(16.230ms). Because our protocol is safer than
others and achieves perfect forward secrecy, so ours achieve
both high computational efciency and security.

According to [38], outputs of identity, timestamp, and
password are 32 bits, and a random integer, hash function,
or block encryption is 256 bits, and a point in the elliptic
curve is 160 bits. We calculate the storage overhead of the
devices participating in authentication. Storage costs
comparison is indicated in Table 4, ours maintain the
lowest storage overhead. In addition, messages in login
and mutual authentication are transmitted 4 times in our
scheme. We calculate our communication costs and
others, and ours is equivalent to other schemes from
Table 5.

8. Conclusion

We frst point out that Alzahrani et al.’s protocol can’t
defend against stolen-verifer attacks, desynchronization
attacks, known-key attacks, and of-line identity guessing
attacks and has no perfect forward secrecy. After that, we
design a patient monitoring scheme based on ECC for
WBAN in IoHT. We use verifcation tool ProVerif and
formal security proof to demonstrate the security of our
scheme. Trough comparative analysis, our protocol is safer
and more efcient to suit the lightweight and secrecy in
medical scenarios. In the future, we will research more
pragmatic and anonymous authentication protocol for more
complex WBAN scenarios.
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With the advancement of camera and wireless technologies, surveillance camera-based occupancy has received ample attention
from the research community. However, camera-based occupancy monitoring and wireless channels, especially Wi-Fi hotspot,
pose serious privacy concerns and cybersecurity threats. Eavesdroppers can easily access confdential multimedia information and
the privacy of individuals can be compromised. As a solution, novel encryption techniques for the multimedia data concealing
have been proposed by the cryptographers. Due to the bandwidth limitations and computational complexity, traditional en-
cryption methods are not applicable to multimedia data. In traditional encryption methods such as Advanced Encryption
Standard (AES) and Data Encryption Standard (DES), once multimedia data are compressed during encryption, correct de-
cryption is a challenging task. In order to utilize the available bandwidth in an efcient way, a novel secure video occupancy
monitoring method in conjunction with encryption-compression has been developed and reported in this paper. Te interesting
properties of Chebyshev map, intertwining map, logistic map, and orthogonal matrix are exploited during block permutation,
substitution, and difusion processes, respectively. Real-time simulation and performance results of the proposed system show
that the proposed scheme is highly sensitive to the initial seed parameters. In comparison to other traditional schemes, the
proposed encryption system is secure, efcient, and robust for data encryption. Security parameters such as correlation coefcient,
entropy, contrast, energy, and higher key space prove the robustness and efciency of the proposed solution.

1. Introduction

A fully automatic human occupancy information system has
various commercial applications [1], for example, passenger
counting, identifying hourly ofce patterns, and counting
shopping center footfall. Researchers have proposed various
occupancy measurement solutions through various sensors

over the last two decades [1]. Tese sensors include camera,
passive infrared (IR), ultrasonic, CO2, Wi-Fi, and radio
frequency (RF) identifers [2]. However, it is reported that
camera-based human occupancy techniques are more ac-
curate when compared to other sensor-based methods. Te
biggest issue with the camera-based occupancy is moni-
toring occupancy with privacy preservation [2, 3]. In such
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scenarios, encryption can play a vital role and can hide the
information and identity of individuals during the occu-
pancy process [3]. In video encryption, identity of indi-
viduals is concealed and only an authorized person who has
correct key information can decrypt the original video
contents [4].

Images and videos can be encrypted using traditional
schemes such AES and DES; however, these schemes are not
designed for multimedia data encryption [5–7]. Conven-
tional encryption schemes have some issues such as higher
computational complexity as images contain large amount
of data and strong correlation among pixels. As a result,
traditional encryption schemes fail to satisfy real-time
implementation constraints and thus have limited appli-
cations in the real-time multimedia applications [8]. To
overcome the aforementioned issues, chaotic maps can
provide highly secure encryption due to complex dynamics
and ergodicity.

Mathews introduced the concept of chaos-based en-
cryption algorithms [9], and since then many algorithms
using chaos theory have been proposed [10]. For example, a
novel image encryption scheme based on Henon and Ikeda
chaotic maps and a lattice model based on Arnold coupled
logistic map (ACLM) have been proposed in [11, 12]. In the
lattice model, the coupling coefcients are generated from
the logistic map that is further employed in difusion and
permutation processes. Moreover, ACLM is employed in key
generation and an efcient scheme is presented. Saiyma et al.
proposed a novel encryption algorithm using Rubik’s cube
puzzle and logistic chaotic map for pixel permutation and
difusion [13]. Another encryption scheme that utilizes
Rubik’s cube puzzle for the permutation of bits and XOR
operation for difusion was proposed in [14].

A key-based block ciphering method was presented in
[15] where pixel bytes are encrypted and shufed using
variable block sizes that enhance the difusion property.
Zhao and Ren [16] employed infnite-dimensional hyper-
chaotic multi-attractor (HCMA) Chen system that was
generated by a linear time-delay feedback control for the
encryption of digital images. In [17], piecewise linear chaotic
map (PLCM) and S-Box transformation are applied on
original plaintext image. Furthermore, an XOR operation is
applied to the difused image pixels. Elements for XOR
operations were based on mixing of chaotic logistic random
sequence. A hybrid chaos-based random stream and
blockwise encryption algorithm with a key stretching
method for the enhancement of security was presented in
[18]. Chai et al. [19] proposed an image compression and
encryption scheme by combining a parameter-varying
chaotic system, elementary cellular automata (ECA), and
block compressive sensing (BCS). Musanna et al. proposed a
secure image encryption using multi-chaotic maps and
multi-resolution singular value decomposition (MR-SVD)
for secure image encryption [20].

In [21], fractional Fourier transform (FRFT), DNA se-
quencing, and chaos theory have been used for image se-
curity. However, there are several issues in DNA-based
image encryption [22]. Tese issues were higher computa-
tional complexity and inappropriate implementation. In

order to address the drawbacks of DNA-coding-based en-
cryption algorithms, a new technique was introduced in [22]
which is based on the integer wavelet transform (IWT) and
global bit scrambling (GBS) for image encryption. Previ-
ously, video and image encryption schemes have been
proposed, but they are either insecure or impractical.

2. Preliminaries

2.1. Chaotic Maps. Any mathematical function that exhibits
chaotic behavior is known as chaotic map. A close associ-
ation between chaos and cryptography has been widely
reported in literature since many decades. Tis close rela-
tionship is due to high sensitivity of initial conditions, de-
terministic dynamics, and attack complexity of chaotic map.
Logistic map shown in equation (1) is an example of one-
dimensional (1D) chaotic map [23]:

Zn+1 � μZn 1 − Zn( 􏼁, (1)

where the initial parameters are

Z0 ∈ (0, 1),

μ ∈ (0, 4).
(2)

Te bifurcation diagram of logistic map is shown in
Figure 1. It is clear from Figure 1 that the logistic map has
chaotic behavior for the range 3.57≤ μ≤ 4. Any variation of
μ within this range results in a random output of the logistic
map. Range of μ is low and hence an intruder can apply
exhaustive key search attack.

Te key processes of an image encryption technique are
confusion and difusion. In our proposed scheme, Cheby-
shev and intertwining chaotic maps are employed in con-
fusion and difusion processes. Mathematically, Chebyshev
map can be defned as [24, 25]

Tk(A) � cos(k × arc cos(A)), (3)

where k is an integer and A ∈ [−1, 1]. It is proposed that k � 4
for less computation requirements [25].

Te intertwining map can be written as [26]

Xn+1 � λ × A1 × Yn × 1 − Xn( 􏼁 + Zn( 􏼁mod(1),

Yn+1 �
λ × A2 × Yn + Zn

1 + Xn+1( 􏼁
2

⎛⎝ ⎞⎠mod(1),

Zn+1 � λ × Xn+1 + Yn+1 + A3( 􏼁 × sin Zn( 􏼁mod(1),

(4)

where Xn, Yn, and Zn ∈ (0, 1), 0≤ μ≤ 3.999,
|A1|> 33.5, |A2|> 37.9, |A3|> 35.7. Key space of intertwining
logistic map is 1060 ≈ 2200 which reduces the possibility of
brute force attack.

2.2. Substitution Box. In symmetric key cryptography,
substitution is a nonlinear bijective function. Generally, m

bits are given as an input to substitution box (S-Box), and as
a result, n bit output is produced [27, 28]. In case of digital
images, the bijective function F: I⟶ S maps each image
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pixel I to a unique value S as shown in Figure 2. In many
traditional algorithms such as AES and DES, S-Box is the
only nonlinear part of ciphertext. In our previous research, it
has been highlighted that substitution-only image encryp-
tion scheme is highly vulnerable to various types of attacks.
Tus, the use of a single S-Box in image encryption algo-
rithms is not a good choice due to weaker security. Instead of
a single fxed S-Box, we have used three S-Boxes known as
AES S-Box [29], Khan’s S-Box [30], and Tayseer’s S-Box [31],
respectively. Due to higher nonlinearity and good resistance
against diferent attacks, we have selected these S-Boxes in
our proposed scheme. Tese S-Boxes are outlined in

Tables 1–3. In the proposed scheme, S-Box is randomly
selected using logistic map. Te selection of S-Box is based
on logistic map which is further explained in later part of the
paper.

2.3. Discrete Cosine Transform. Discrete cosine transform
(DCT) is a widely used transform for image compression.
Te DCTand inverse DCTof a plaintext image P is shown in
equations (5) and (6), respectively. Te DCT Δ(u, v) of a
plaintext image P is written as [32]

Δ(u, v) �
2

�����
A × B

√ Γ(u)Γ(v) 􏽘

A−1

x�0
􏽘

B−1

y�0
P(x, y)cos

(2y + 1)uπ
2A

􏼢 􏼣 × cos
(2x + 1)vπ

2B
􏼢 􏼣, (5)

P(x, y) �
2

�����
A × B

√ Γ(u)Γ(v) 􏽘

A−1

x�0
􏽘

B−1

y�0
Δ(u, v)cos

(2y + 1)uπ
2A

􏼢 􏼣 × cos
(2x + 1)vπ

2B
􏼢 􏼣, (6)

where n × n is the size of image and Γ(u) and Γ(v) can be
written as

Γ(u) � Γ(v)

�

1
�
2

√ , for
u

v
� 0,

1, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(7)

An encryption scheme is divided into two types: (i) full
encryption and (ii) partial encryption. In full encryption, the
complete image is encrypted, while in partial encryption,
only a part of the image is encrypted. Partial encryption
efectively reduces computational complexity. When an
image is converted to frequency domain such as applying
discrete cosine transform (DCT), less attention is given to
higher frequency components.

3. The Proposed Real-Time Secure Occupancy
Monitoring System

Te proposed scheme uses multi-chaos for the encryption
of real-time frames obtained from an overhead 2.0 meg-
apixels Logitech camera installed at a height of 1.7m above
the foor in T10 ofce at Glasgow Caledonian University,
United Kingdom. Figure 3 shows real-time frames with
one, two, and three occupants, respectively. In order to
protect these frames from eavesdropper, a novel light-
weight secure occupancy monitoring system is proposed.
Flowchart of the proposed encryption-compression system
is depicted in Figure 4. It can be seen from Figure 4 that
after discrete cosine transformation (DCT), a block starting
from direct coefcient (DCT-DC) is selected and then
encrypted through confusion (scrambling) and difusion
(substitution) processes. A part of DCT values is selected

Substitution Box Transformation

I0 S0

S1

S2

S255

I1

I2

I255

Image Pixel Substitution Box

Figure 2: Bijective mapping of substitution box.

1

1 1.5 2
μ

Z

2.5 3 3.5 4
0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

Figure 1: Bifurcation diagram (μ spacing is 0.0005).
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and then encrypted. Let the output after DCT be η and the
selected block be λM×N; then, it is multiplied with an or-
thogonal matrix ψ and the result is stored in Φ. Te values

obtained in Φ are forwarded to the confusion and difusion
stage. Due to the lightweight nature of Chebyshev and
intertwining maps, they are deployed in the confusion and

Table 1: AES S-Box [29].

99 124 119 123 242 107 111 197 48 1 103 43 254 215 171 118
202 130 201 125 250 89 71 240 173 212 162 175 156 164 114 192
183 253 147 38 54 63 247 204 52 165 229 241 113 216 49 21
4 199 35 195 24 150 5 154 7 18 128 226 235 39 178 117
9 131 44 26 27 110 90 160 82 59 214 179 41 227 47 132
83 209 0 237 32 252 177 91 106 203 190 57 74 76 88 207
208 239 170 251 67 77 51 133 69 249 2 127 80 60 159 168
81 163 64 143 146 157 56 245 188 182 218 33 16 255 243 210
205 12 19 236 95 151 68 23 196 167 126 61 100 93 25 115
96 129 79 220 34 42 144 136 70 238 184 20 222 94 11 219
224 50 58 10 73 6 36 92 194 211 172 98 145 149 22 , 121
231 200 55 109 141 213 78 169 108 86 244 234 101 122 174 8
186 120 37 46 28 166 180 198 232 221 116 31 75 189 139 138
112 62 181 102 72 3 246 14 97 53 87 185 134 193 29 158
225 248 152 17 105 217 142 148 155 30 135 233 206 85 40 223
140 161 137 13 191 230 66 104 65 153 45 15 176 84 187 22

Table 2: Khan’s S-Box [30].

129 148 14 206 208 63 95 219 86 242 69 254 152 215 53 104
47 138 93 200 161 75 230 110 133 103 24 251 106 159 38 167
181 179 31 218 74 155 153 43 249 0 57 52 162 144 243 235
61 108 164 82 117 213 130 99 228 49 39 12 199 189 78 13
116 175 58 180 123 3 194 232 105 22 65 160 5 84 54 102
56 196 66 182 171 212 131 115 183 67 90 64 15 191 60 178
216 204 248 70 73 118 100 146 7 198 207 137 141 94 92 165
202 221 197 127 23 128 85 252 168 233 68 201 174 76 81 124
220 173 170 225 16 62 25 107 145 46 20 41 122 17 192 187
45 244 247 227 156 157 101 214 71 79 222 226 112 139 30 72
210 172 37 253 239 89 119 35 88 147 97 83 154 33 149 11
4 36 50 176 21 224 120 158 184 51 87 9 114 246 231 217
241 42 240 211 229 250 236 125 136 48 190 237 8 98 27 29
203 193 1 205 188 91 245 143 6 177 96 166 80 142 185 40
140 111 113 55 28 195 26 234 209 135 32 186 134 151 126 132
169 223 10 163 34 19 77 150 44 255 2 121 109 59 238 18

Table 3: Tayseer’s S-Box [31].

9 47 204 29 78 208 201 73 23 174 118 109 77 176 227 154
232 42 173 97 179 8 192 161 248 61 60 107 66 49 131 79
146 254 22 25 101 224 30 202 18 134 251 19 213 215 40 102
135 178 184 167 36 105 113 48 3 114 199 164 76 217 89 236
55 156 126 159 75 142 147 58 218 219 7 38 168 45 175 234
214 186 41 5 133 221 228 63 225 1 144 235 162 50 207 163
103 81 108 88 209 165 31 127 11 80 194 187 10 198 120 153
132 98 110 148 0 100 46 250 253 57 33 32 151 14 28 150
52 12 242 252 149 106 13 95 26 96 237 177 205 243 82 85
2 239 190 140 43 203 181 6 139 238 116 64 83 44 56 245
125 70 15 51 183 27 196 39 230 121 143 35 223 128 4 21
229 244 90 111 20 62 93 145 137 67 141 185 206 233 182 59
226 249 119 160 166 200 197 240 17 117 72 37 180 171 91 74
189 222 123 122 112 169 155 193 71 212 124 24 247 129 210 170
104 255 130 152 241 65 68 99 195 136 87 53 92 231 86 34
191 84 211 188 16 138 216 172 220 69 54 246 157 115 158 94
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difusion process of encryption. After the encryption-
compression phase, encrypted pixels are transmitted over
the channel.

Let the size of a plaintext image P be A × B. In this work,
k represents iteration number and ranges from k � 1 to N,
where N is the total number of iteration. When k � 1, the
secure hash algorithm (SHA-512) is applied to the plaintext
image P for the generation of initial keys for the Chebyshev
map. Detailed steps of the proposed scheme are outlined as
follows:

(1) Apply DCT on plaintext image P to get η.

(2) Select DCT coefcients from η, staring from the
DCT-DC coefcient to get λ. Te dimensions of the
selected coefcients matrix can be same or diferent
as compared to the original image. Let the size of λ
be M × N.

(3) Iterate a M × N Chebyshev map to get random
matrix Λ.

(4) Apply the Gram–Schmidt algorithm to the random
matrix Λ to get an orthogonal matrix Φ.

(5) Multiply λ and Φ and get a new matrix ϕ. Repeat
steps from 3 to 5 for N times. In each iteration,

(a) (b)

(c)

Figure 3: Real-time video frames with diferent number of occupants. (a) One person. (b) Two persons. (c) Tree persons.
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Figure 4: Flowchart of the proposed encryption-compression scheme.

Journal of Healthcare Engineering 5



values of initial conditions are slightly changed and
σ is added in original initial value, where σ � 0.001.

(6) Apply inverse DCTand map the values to the 0–255
range to get ω.

(7) Iterate a intertwining map M × N times to get a
random row vector f.

(8) Multiply the row vector f with 1014 and apply mod
operation using the following equation:

α � 1014 × f􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌mod(256), (8)

where | · | is the absolute value. Reshape row matrix
α into M × N and get β.

(9) Perform XOR operation between ω and β to get a
new matrix ζ.

(10) Randomly select a S-Box using logistic map and
apply S-Box on ζ to get the fnal ciphertext C. Te
output of logistic map is multiplied with a factor
1014 to get ψ and apply Mod 3 operator to get Ψ. If
the value inΨ is 0, 1, and 2, then AES S-Box, Khan’s
S-Box, and Tayseer’s S-Box are selected,
respectively.

Decryption is the reverse process of encryption and all
steps can be applied in the reverse process to get the original
plaintext image.

4. Security Analyses

Results of the proposed encryption scheme are shown in
Figures 5–8. In the frst test (Figure 5), the size of DCT block
is the same as plaintext image size, and hence both plaintext
and ciphertext image frames have same sizes. From Figure 5,
one can see that the proposed scheme hides the original
contents of the frame and hence the number of occupant
information is also concealed. Te decryption results are
shown in Figure 6. In the second test, the size of DCT block
is selected as M × N/2 × 2, and as a result, the size of
encrypted image is 4 times less than the plaintext size. Te
encryption and decryption results are shown in Figures 7
and 8, respectively. In Figure 7, it can be seen that size of
ciphertext is 4 times smaller than the plaintext image and
still correct decryption (see Figure 8) is possible. Tis type of
compression is not possible in traditional encryption. From
the visual inspection in Figures 5 and 7, it is evident that the
proposed scheme encrypts the original information; how-
ever, the security of an encryption algorithm should be
statistically proved.

4.1. Correlation Coefcient. Degree of similarity between
two variables can be measured via correlation coefcient
metric. In image processing, correlation is the degree of
similarity between two images. One can also check the
correlation between two adjacent pixels (horizontal,
vertical, and diagonal) through selection of random
pairs. Te lower the value of correlation coefcient, the
higher the security of image encryption scheme.

Te correlation coefcient can be computed using the
following mathematical formula:

r �
Covariance(x, y)

Sx × Sy

, (9)

where Sx and Sy are standard deviation at pixel positions x

and y, respectively. Covariance is written as

cov(x, y) �
1
N

􏽘

N

i�1
xi − E(x)( 􏼁 yi − E(y)( 􏼁,

Sx �
�����������
Variance(x)

􏽰
,

Sy �

�����������

Variance(y)

􏽱

.

(10)

In order to check the strength of the proposed en-
cryption scheme, we evaluated correlation coefcients in
horizontal, vertical, and diagonal directions, for Figures 3
and 5, respectively. Correlation plots in diagonal direction
are shown in Figure 9. From these plots, it can be seen that
original images have correlated distribution in diagonal
direction but encrypted images have uncorrelated distri-
bution for all test images. Similar results were obtained for
horizontal and diagonal directions. Te correlation values
between −1 and 1 are shown in Table 4. From the table, it is
clear that when compared to the plaintext image, encrypted
image has low correlation values.

4.2. Entropy. Te term entropy refers to statistical measure
of randomness or uncertainty. In image processing, entropy
calculates the distribution of gray values. For a gray scale
image with 256 gray levels, ideally the information entropy
must be 8 bits for a complete random image. Mathemati-
cally, entropy is defned as

H(m) � 􏽘
L−1

i�0
p mi( 􏼁log2

1
p mi,( 􏼁

, (11)

where L � 2g. Te value of g is 8 for gray images. Te
entropy values of plaintext and ciphertext images are shown
in Table 5. When an image is encrypted using the proposed
scheme, the entropy value is close to 8.

4.3. Encryption Quality. One of the important aspects in
image security evaluation is to check the quality of en-
cryption. One can check the quality of encryption via visual
inspection; however, the security of encryption scheme
should be mathematically proved. To check the quality of
encryption, a wide range of attributes must be considered
during the designing stage of an encryption scheme. Most of
the attributes are outlined in our previous work [33–36]. An
image encryption is considered good if it hides a wide range
of those attributes. Out of many attributes, deviation in pixel
values between the original and encrypted images is a robust
parameter to evaluate the quality of encryption. Encryption
quality is better if deviation between plaintext and ciphertext
is maximum and irregular.Tree diferent parameters can be
considered to check the deviation of pixels, i.e., maximum
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(a) (b)

(c)

Figure 5: Real-time encryption with DCT size same as plaintext size. (a) One person. (b) Two persons. (c) Tree persons.

(a) (b)

(c)

Figure 6: Decryption results of Figure 5. (a) One person. (b) Two persons. (c) Tree persons.

(a) (b) (c)

Figure 7: Encryption results with DCT size M × N/2 × 2. (a) One person. (b) Two persons. (c) Tree persons.
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deviation (MD), irregular deviation (ID), and deviation from
uniform histogram (DUH).

4.3.1. Maximum Deviation (MD). MD measures the devi-
ation between original and encrypted images. A higher value
of maximum deviation indicates higher deviation. Maxi-
mum deviation is calculated in three steps:

(1) Calculate histograms for the original plaintext image
P and the encrypted image C.

(2) Compute the histogram diference (HD) where HD
is the absolute deviation (diference) between the
histograms calculated in Step 1.

(3) Finally, compute MD as given below:

MD �
HD0 + HDN−1

2
+ 􏽘

N−2

i�1
HDi, (12)

where HDi is the diference histogram at index i.

4.3.2. Irregular Deviation (ID). ID reveals how much of the
deviation induced by the encryption algorithm on the ci-
phertext image is irregular. Lower value of irregular devi-
ation indicates good encryption quality. Steps involved in
the calculation of irregular deviation are given as follows:

(1) Compute the average sum of histogram values.
(2) Take the absolute diference (AD) between the av-

erage sum of histogram (Avg) and amplitude of
histogram at index i(hi). Mathematically, it is written
as

AD � Avg − hi. (13)

(3) Finally compute ID as

ID � 􏽘
N−1

i�0
AD. (14)

4.3.3. Deviation from Uniform Histogram (DUH). A uni-
form histogram of an encrypted image is desired for good
encryption quality. Less deviation from uniform histogram
shows better quality of encryption. For gray scale images,
ideal histogram (ID) and the deviation from uniform his-
togram (DUH) are measured as [37]

IHi �

A × B

256
, 0≤Ci ≤ 255,

0, elsewhere.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(15)

Using the above concept, Abd El-Samie et al. proposed a
new metric [37] (DUH) for measuring the quality of
encrypted images. DUH is calculated as [37]

DUH �
􏽐

255
i�0 IHi − HC

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

A × B
, (16)

where HC is the actual histogram value of ciphertext image.
Te MD, ID, and DUH are shown in Table 6. All values

confrm the higher security of the proposed scheme.

4.4. Energy. Gray-level co-occurrence matrix (GLCM) is a
statistical analysis of texture measurement that refects the
spatial property of image pixels. A squared sum of GLCM
elements is energy. For plaintext images, some pixels have
large values in gray-level co-occurrence matrix due to which
the energy values are high but for ciphertext images, the
values of energy are smaller because of the distributed energy
values. Te energy analysis can be done using the following
equation.

(a) (b)

(c)

Figure 8: Decryption results with DCT size M × N/2 × 2. (a) One person. (b) Two persons. (c) Tree persons.
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E � 􏽘
i,j

p(i, j)
2
, (17)

where p(i, j) is the position of pixels in gray-level co-oc-
currencematrix. For a constant image, energy value is equal to
1. Lower values indicates higher randomness in image pixels.
Te energy values of the plaintext images and the

corresponding ciphertext images are shown in Table 7 which
shows that the energy values of the ciphertext images are very
small.

4.5. Contrast. Contrast measures the variation in GLCM.
With the help of contrast, a viewer can diferentiate
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Figure 9: Plot of correlation coefcients in diagonal direction. (a) Original image (Figure 3(a) correlation plot). (b) Encrypted image (Figure
5(a) correlation plot). (c) Original image (Figure 3(b) correlation plot). (d) Encrypted image (Figure 5(b) correlation plot). (e) Original
image (Figure 3(c) correlation plot). (f ) Encrypted image (Figure 5(c) correlation plot).
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Table 4: Correlation coefcient values for horizontal, diagonal, and vertical directions.

Images
Plaintext image Encrypted image

H-D D-D V-D H-D D-D V-D
1 0.9049 0.8347 0.9068 0.0108 −0.0134 0.0085
2 0.9081 0.8631 0.9480 0.0190 0.0253 0.0179
3 0.9580 0.9020 0.9467 0.0212 −0.0268 −0.0108

Table 11: Encryption/decryption time analysis with diferent DCT sizes.

DCT size Encryption time (sec)
M×N/2×2 0.0212
M×N/4×4 0.0117
M×N/8×8 0.0095
M×N/16×16 0.0092

Table 5: Entropy analysis.

Images Original image Encrypted image
1 6.6776 7.9960
2 6.8434 7.9962
3 7.1017 7.9966

Table 6: Encryption quality analyses.

Images MD ID DUH
1 5.8515×104 40046 0.0253
2 5.9088×104 37658 0.0292
3 4.8168×104 36622 0.0280

Table 7: Energy analysis.

Images Original image Ciphertext image
1 0.2631 0.0156
2 0.2487 0.0156
3 0.2159 0.0156

Table 8: Contrast analysis.

Images Original image Ciphertext image
1 0.4274 10.4808
2 0.6047 10.5440
3 0.3435 10.6562

Table 9: Homogeneity analysis.

Images Original image Ciphertext image
1 0.9351 0.3892
2 0.9210 0.3894
3 0.9394 0.3875

Table 10: Structural content and average diference analysis.

Images SC AD
1 0.8228 −2.6914
2 1.0104 9.5119
3 1.1119 16.8750
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between the diferent objects of an image. A higher value of
contrast is required for an encrypted image. For a constant
image, the value of contrast is 0. Contrast of an image is
measured as

C � 􏽘
i,j

|i − j|
2

× p(i, j), (18)

where p(i, j) indicates the number of GLCM. Te values of
contrast for plaintext images and ciphertext images are
tabulated in Table 8 which clearly indicates that the contrast
values of the ciphertext images are very large as compared to
the contrast values of plaintext images.

4.6. Homogeneity. Another parameter that can be deduced
from GLCM is homogeneity. Homogeneity is the closeness
of element distribution in the GLCM. For an efcient image
encryption algorithm, the homogeneity values should be
low. For determination of homogeneity, the equation used is

HOM � 􏽘
i,j

p(i, j)

1 +|i − j|
, (19)

where p(i, j) represents the gray-level co-occurrence ma-
trices in GLCM. Te homogeneity values of the test images
are shown in Table 9. It is clear from Table 9 that the
proposed scheme provides higher security for plaintext
images as the values of homogeneity are lower for encrypted
images.

4.7. StructuralContent andAverageDiference. To determine
the similarity between plaintext image and its corresponding
ciphertext image, the structural content test can also be
applied. It indicates their level of similarities. When the two
images are totally diferent from one another, the value of

structural content is 0 and a value of 1 means identical
images. In case of image encryption, the value of structural
content should be near 0. Mathematical expression for
structural content is

SC �
􏽐

M
i�1 􏽐

N
j�1 O(i,j)􏼐 􏼑

2

􏽐
M
i�1 􏽐

N
j�1 E(i,j)􏼐 􏼑

2 , (20)

where O(i,j) is the original image and E(i,j) is the encrypted
image. Values of structural content can be observed from
Table 10.

4.8. Key Space Analysis. Te strength of an encryption
technique is hidden in secret key parameter.Terefore, key is
the most critical feature of a cryptosystem. Smaller key space
may lead to expose the full key or a part of key. In digital
image encryption, larger key space indicates resistance
against the brute force attack. In this work, we have used
three chaotic maps and total initial conditions are 8, and as a
result, key space (KS) is written as

KS � 1015 × 1015 × 1015 × 1015 × 1015 × 1015 × 1015 × 1015

� 10120 ≈ 2400.
(21)

From the above KS analysis, one can see that the pro-
posed scheme provides sufcient larger key space and hence
it is resistant to a number of exhaustive key search attacks
and brute force attacks.

4.9. Computational Complexity Analysis. Te proposed
scheme is tested and implemented in MATLAB R2019b on a
PC with 2.70GHz CPU and 8GB RAM. When the size of
selected DCT block and plaintext image is same, encryption

(a) (b)

(c) (d)

Figure 10: Efect of diferent DCT sizes. (a) DCT size M × N/2 × 2. (b) DCT size M × N/4 × 4. (c) DCT size M × N/8 × 8. (d) DCT size
M × N/16 × 16.
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takes approximately 0.063 seconds. Decryption is the reverse
process of encryption and it also takes 0.063 seconds. It is
clear from Table 11 that when size of DCT block reduces,
encryption time also reduces. In other traditional encryption
schemes, the aforementioned feature is not available.
However, one can see from Figure 10 that when size of DCT
block reduces, decryption quality also reduces.

5. Comparison with Other Traditional Image
Encryption Schemes

In this section, the proposed encryption scheme is compared
with other state-of-the-art encryption algorithms. As cam-
eraman (shown in Figure 11) image is most widely used in
the area of image processing and image security, we have
considered cameraman image in this section. Te size of the
cameraman image is 256 × 256 in this paper. Table 12 shows
that the proposed technique outperforms other encryption
techniques in all security metrics except MD and ID where
the MD and ID are in favor of reference [38]. However, only
these two metrics are not sufcient for the security. Results
of all other security metrics show that the proposed tech-
nique is secure and real-time applicable.

6. Conclusion

A novel chaos-based encryption scheme is presented in this
paper which can be deployed in the application of camera-
based real-time secure occupancy monitoring system. Te

system initially transforms plaintext image to DCT coef-
cients and then a block from the coefcients is selected for
confusion-difusion processes. Te ciphertext image size is
obviously much smaller than the plaintext size, and hence
the compressed ciphertext can be transmitted over a
bandwidth-constrained channel. Experimental results reveal
that the proposed encryption-compression system reduces
overhead for channels and the ciphertext is also highly
secure. Moreover, the quality of reconstructed plaintext
image reduces with the size reduction of DCT coefcients.
Comparison with other schemes highlighted that the pro-
posed scheme is highly secure against a number of attacks.
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Figure 11: Cameraman image.

Table 12: Security comparison.

Security parameter Reference [39] Reference [40] Reference [38] Proposed
Correlation coefcient 0.1156 −0.0012 0.4952 0.0010
Entropy 7.7015 7.9884 7.2825 7.9969
Maximum deviation 6.8×104 5.6×104 8.1×104 6.2×104
Irregular deviation 3.9×104 3.6×104 6.0×104 3.7×104
Deviation from UH 0.2629 0.0407 0.4690 0.0273
Energy 0.0174 0.0159 0.0594 0.0156
Contrast 8.9473 9.9797 1.6256 10.5064
Homogeneity 0.4587 0.3973 0.6217 0.3890
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