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This study signifies the need for a smart integrated decentralized solar energy system in Pakistan. Since the outlook of energy is
highly dominated by its power sector, policy measures must be adopted to ensure its penetration in the system of any country.
After the industrial, the housing sector is the major energy-consuming sector. The goal of this study is to assess energy
generation through a smart integrated decentralized solar energy system in the power hub of a commercial area in Taxila,
Pakistan. Model development involves a hypothetical model built on LabVIEW which allows the user interface a way to
intermingle with the source code. It permits the user to the transformation of the values sent to the source code and sees the
information that the source code calculates. The proposed system is a collaborative sharing integrated decentralized solar
system that credits sunlight-based energy framework proprietors for the power they add to different buildings due to the
collaborative sharing mechanism at Rs.10 per kWh. This low-cost electricity is available at your doorstep that you can share
according to the collaborative sharing basis that will not range any certain variable. Results from the literature describe that
30% of the cost associated with the commercial price of electricity amounts to distribution cost. This system of the utilization
of energy would be applied at a local level to achieve the maximum power generation from solar panels through blockchain
use of solar systems, especially in regions that have no entrance to traditional power with little odds of getting associated in the

next 5-10 years.

1. Introduction

The utilization of diverse types of energy is added to the
exponential improvement of human personal satisfaction
during the most recent two centuries. During this cultural
development, petroleum products have driven all energy-
based advancements. Since the coal-period appearance, the
world’s interest in power kept on heightening and has kept
on doing as such till date. Truth be told, measurements con-
firm that during the following couple of decades, the social
and mechanical advancement of China will prompt a huge
development in China’s power request; more noteworthy
than the absolute current interest in the United States of
America and Japan took together [1]. Besides, the dispersion

of new power-based advancements, for example, electrical
vehicles, will build the power request in industrialized
locales, for example, Europe and the United States, also
which will prompt a general multiplication of power
requests on the planet [2]. The expansion in power utiliza-
tion is a vital issue that instigates to assume and design the
amount and in this manner the sort of energy assets to use
inside what is to come. Truth be told, the utilization of reg-
ular energy assets is over and over addressed due to its var-
ious hurtful ramifications on the general public and
condition [3]. The dependable and prudent availability of
these assets has turned into a reason for worry for some
nations around the globe. Truth be told, nonrenewable
energy sources are found uniquely in limited locales on the
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earth and are exposed to political understandings and rela-
tions. Their accessibility and value regularly reflect political
strains between significant topographical districts and repre-
sent an enormous hazard for both created and creating
nations the same. Also, in the course of the most recent
decades, extraction of customary energizes has turned out to
be progressively harder and frequently prompted immense
discussion between governments, tree huggers, extraction
organizations, and well-being specialists [4].

Talks on hold water contamination and man-initiated
tremors because of shale gas extraction are a flow model.
Besides, the examinations of the outcomes of climatic change
are creating tremendous open and political mindfulness and
instigating in these entertainers the need to take activities in
this viewpoint. Prohibition of ecological variables can never
again be managed while taking political and monetary choices.
Henceforth, many created nations have chosen to fix an atmo-
sphere objective to restrain the earth from warming more than
2°C [5]. In 2016, the carbon dioxide outflows from the power
division in the USA alone had added up to around 1 million
and 800 thousand metric tons, which records for about 35%
of the complete emanations in the USA [6]. Furthermore, sta-
tistics suggest that a huge part of these emissions originate
from coal-based technologies.

Hence, this study identifies the major challenges in the
adoption of renewable energy systems in Pakistan through
a decentralized solar system.

L.1. Research Motivation. The overall energy deficiency has
upset the budgetary viewpoints, society, progression of the
nations, and circumstances through ozone-exhausting sub-
stances (GHGs) and by grabbing carbon credits. The creat-
ing enthusiasm for power over the world is being future
and recorded to be exponential. Nonattendance of advantage
with out-of-date framework system, ecological variation, and
increasing fuel costs has come about inefficient and dynam-
ically flimsy electrical structure. Accordingly, the overall
concern has raised certain fundamental centers whereupon
the energy change for a green and sustainable future is cer-
tain and came about in Figure 1.

1.2. Energy Efficiencies. The new system for energy unergy
utilization should get political help [8]. The test ahead will
require inventive power structure planning including both
new types of progress and better approaches for dealing with
the system to guarantee an understanding between contrasts
in energy requesting and supply [9]. The key pieces of this
new power structure arrangement are little scale cross seg-
ments, awe-inspiring grids, and a convincing gigantic scale
super framework, which could expect a stand-out movement
in patching up the general energy situation with elements like
systems, principle, and productivity of market with costs, good
conditions, and organizations which in like way regulates the
power and energy advance with the decay of carbon impres-
sions and foot pulling the GHG discharges [10].

1.3. Problem Statement. The economic activities of a country
are highly driven by its power sector. Despite having a gen-
eration capacity greater than demand, the country’s power
system is incapable to meet the electricity demand due to
transmission losses and management lacks. These days’
renewable energy technologies have been cost-effective in
many parts of the world.

A society can be made more cost-effective by using
decentralized solar power systems. This study investigates
the merits of collaborative sharing of decentralized solar
power systems connected as small networks. The underline
research finds the pathway to reduce the technological gaps
for small networks of a solar power system. The literature
suggests that decentralized solar power systems reveal more
cost-effective solutions to society. In case of transformation
towards renewable energy centralized solar power systems,
we must face some disadvantages—massive land used, big
transmission loss, and high maintenance cost in comparison
to decentralized solar power systems.

1.4. Research Questions. How to integrate the decentralized
solar power system into small networks?

What are the drawbacks of a decentralized solar power
system?
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How can the technological gaps be overcome to develop
a small network of solar PV systems for collaborative
sharing?

How societies can be made more cost-effective by imple-
menting the strategies of solar PV networks?

The main aims and objectives of this project are as
follows:

(i) Develop an integrated simulation model of decen-
tralized solar PV system for small networks

(ii) Develop a better technical model for collaborating
sharing mechanism

(iii) Develop a better finical model for small networks

The remainder of this paper is organized as follows: Sec-
tion 2 provides a survey of the literature on current research
work on this topic. The suggested architecture and approach
are described in Section 3. Section 4 presents experimental
data as well as a comparison of classification techniques.
Finally, Section 5 discusses the paper’s conclusion.

2. Literature Review

Pakistan, especially considering the rural areas that are in a
state of neglect concerning an electrification perspective,
has been in an energy-related crisis for over the last two
decades. Research shows that rural electrification is possible
through the implementation of a decentralized system of
electrical generation using PV, wind, or even a hybrid of
PVs, and diesel-powered generational alternatives. However,
no research or attention has been paid to the system and has
not been implemented.

To deal with the drawbacks, the implementation of a sys-
tem of decentralized generation has been proposed based on
the generation of solar energy previously implemented in
several countries. The system works over the process of gen-
eration of electricity on a relatively smaller scale, however,
designed to power a specific locale without connections to
an electrical grid [11].

The distributed and decentralized generation scheme has
proven to overcome the shortcomings of the centralized gen-
eration and distribution model with special regard to rural
electrification; however, it comes with slight drawback as
given in [12]. [13] conducted a study concerning rural elec-
trification and proposed the implementation of decentra-
lized, off-the-grid solutions towards that end and described
it as being beneficial in contrast to the government/public
preference towards centralized electrification due to a bad
track record. The study is conducted to test the feasibility
of decentralized, renewable electrical generation systems,
resulting from which it can be concluded that they do not
fit into any of the available models concerning electrical gen-
eration; however, they have demonstrated their feasibility,
and their local ownership ensures sustainability. [14] imple-
mented a comparison of other countries using distributed
generation (DG) as an electrical generational method for
its feasibility, especially focused on rural areas in Indonesia.
According to the study, “The elementary impression is

to change “self-governing rural power creators”. The goal
is not just the creation of power, but also to aid in the finan-
cial growth of townships.” It was analyzed that DG does
prove to have some problems such as the high costs of
implementation; however, solutions towards that end exist,
and it is concluded that DG does prove to be an ample solution
for rural areas subject to geographical disadvantages [15], enu-
merated benefits of off-grid, renewable energy solutions espe-
cially concerning rural, and geographically challenged areas.
This study is aimed at rural areas where connections from
the central grid are extensively unfavorable due to factors such
as high costs and line losses (up to 30%). From the results of
the study, for target areas, power services provided through
low-cost solar PVs should be accompanied by diesel and
microhydro systems to form a hybrid system for areas that
have a higher demand for power.

The study also validates the use of neural networks for
the allocation of energy in the country. [16] conducted an
analysis of the efficiency of emergent systems for the gener-
ation of electricity using renewable, decentralized, solar
methods showing their efficiency and increasing demand.
The study dictates an implementation of a system based on
main power system evolution based on a model by CIGRE
using open database data. While taking the European and
COP21 standards as a reference, the study concludes that
decentralization also comes with regulatory frameworks.
To support obstacles towards the shifting of duty and roles
towards the development of the system [17], the examina-
tion exhorts a unique estimating philosophy that offers a
market-based intention to drive decentralized energy to
improve monetary advantage through the investigation of a
value-responsive model for the appropriated wellsprings of
energy. A versatile 3-level system is structured that incorpo-
rates adjusting of small-scale networks, booking of the
aggregator, just as exchange advancement that advances
the spot costs for the members. From the aftereffects of the
examination, it very well may be seen that the plan can dis-
tinguish a successful win system to understand the improve-
ment of small-scale matrices and appropriate [18]. This
examination is gone for a survey of the boundaries that pri-
vate division organizations face in cooperation I decentra-
lized jolt extends just as measures taken against these
obstructions. From the consequences of the investigation, it
is resolved that a more noteworthy comprehension of the
elements that impact rustic interest for energy and how they
react to evaluating plans would improve potential. Focused
on the provision of a cost-effective solution for the electrifi-
cation of Kenya, the study focuses on the comparison of grid
extensions with standalone photovoltaic systems using
microdata from common households. It can be seen from
the results that a decentralized system of PVs can make an
important impact over an area electrical status (more effi-
cient than grid extensions). 17% of the total population will
have access to cost-effective electricity through off-grid PV
systems by 2020. The examination is led to propose a sun-
based power age figure to help the evaluation of the opera-
tional save for ongoing planning, with respect to the decen-
tralized, sun-based controlled microgrids. An execution of
control is seen regarding a DC microgrid that is inserted into



an elevated structure of the urban territory that creates a
375V current on gauge. The consequences of the examina-
tion direct that a DC microgrid is increasingly reasonable
towards the age in the accompanying case.

2.1. Generation over Centralized Power Plants. The plan of
action of the electric business stayed unaltered for over a
century, utilizing incorporated power stations to create all
the power and conveying it to singular clients with transmis-
sion and dissemination arrangements. Notwithstanding little
scale age frameworks, for example, sun-powered photovoltaic
exhibits presently permit age at the purpose of utilization, and
this is carrying exceptional changes to the power part. With
private and business universes, power purchasers can likewise
move toward becoming makers. Any age achieved nearby is
subtracted from the power bill, and surplus kilowatt-hours
can be sent out in return for a feed-in tax.

Another financial [19] preferred position of dissemi-
nated age is decreasing the weight on the transmission foun-
dation. Think about that the power system has possession
costs: activity, upkeep, and capital consumption in a new
foundation. Power networks are expensive for countries.
Electrical cables are the best energy transmission strategy
in the world, regarding both speed and effectiveness. Never-
theless, systems are not immaculate, and some energy is dis-
persed as warmth during transmission and dissemination.
These misfortunes speak to age that has an expense however
is never offered to end clients and influences organizations
to repay by adding system charges to power duties.

Power systems are costly because their ability must be
sufficient for the most appeal expected in the entire year.
Sadly, these power service organizations put resources to a
limit that is just utilized occasionally.

The most popular, for the most part, happens just during
the most smoking, long stretches of summer when cooling
frameworks are working at full yield [20-22]. The develop-
ment of new power stations can be postponed, and arranged
limit redesigns can likewise be deferred. Therefore, with
decreased interest in the new foundation [22], transmission
and circulation charges in power bills are balanced out. System
misfortunes are likewise decreased, since a noteworthy bit of
the power devoured is presently being created for utilization.
Expecting a power framework could depend 100% on con-
veyed age; the system would, in any case, be significant, yet
its jobs would change. Provide auxiliary administrations to
keep the power supply steady, for example, voltage and recur-
rence guidelines [23]. Energy exchange between organizing
clients: owners of appropriated age with a surplus limit can
offer their yield to different clients. Solar power can adjust to
any property while having the absolute most reduced age costs
on the planet. If photovoltaic innovation is joined with energy
stockpiling, alongside other age frameworks that can be
depended on around evening time or on shady days, dispersed
age is feasible as the essential wellspring of power [24].

3. Methodology

The major energy consumer in the residential sector con-
sumes up to 40% of the world’s energy. All the developed

International Journal of Photoenergy

and developing countries use sustainable methods to meet
the required energy in the residential sector [26]. Pakistan
is suffering from major energy crises due to electricity theft,
transmission, distribution losses, and lack of sustainable
resources also lacks technology and planning. Given such
circumstances, it was necessary to develop and introduce a
new innovative electricity generation system and methodol-
ogy to reduce the electricity crisis in Pakistan (Figure 2).

3.1. Policy Review. Research shows that rural electrification is
possible through the implementation of a decentralized sys-
tem of electrical generation using PV, wind, or even a hybrid
of PVs and diesel-powered generational alternatives. How-
ever, no research or attention has been paid to the system
and has not been implemented. Centralized system of electi-
city generation is preferred mode by government [22].

3.2. Identify Problems. To deal with the drawbacks, the
implementation of a system of decentralized generation has
been proposed based on the generation of solar energy [26].

3.3. Technological Review. Solar power plants with substa-
tions are needed, and the transmission lines should be kept
running over long separations to get that perfect sun-based
power into the lattice and the customer [27].

3.4. Socioeconomic Review. Sun-based energy does not
depend on mining crude materials, it does not bring about
the obliteration of woods and eco-frameworks that happens
with numerous nonrenewable energy source activities. So,
this system is a more compatible and reasonable form of
green energy as compared to other energy sources.

3.4.1. Analysis of Proposed Scheme Model. As per the field
model study and their energy consumption requirements,
the proposed model of sustainable green energy shows a tre-
mendous output of saving energy. They have recorded
energy consumption analysis of WAPDA and solar energy.
Solar energy gives highlights, brilliant offers, loads of prefer-
ence, and future viewpoints [28].

3.4.2. Data Collection. The experimental data collection is
from the installed four solar panels on the experimental
basis to study the generation and consumption at the other
end [29].

3.4.3. International Sources. Power systems are costly on the
grounds because of their losses, installation, and insufficient
at some point to reach diverse areas.

3.4.4. Implementation of Scheme Model. The capacity of this
framework is not unique concerning bought together
sunlight-based energy framework. So, every one of the com-
ponents can be utilized by willing at all. A framework is
interconnected to the dispersion arrangement that provi-
sions power to a restricted gathering of clients. This model
is preferable for the business sector and residential sectors
as well.

3.4.5. Financial Model. After this experimental research now,
we can compare our results data to previous existing models
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FIGURE 2: Experimental procedure [25].

like WAPDA on a monthly or yearly basis to justify the
whole gap between power and economic consumption and
give a better finical model to the investors and consumers.

3.4.6. Results. This solar system is focusing on those areas
which have no access to conventional energy lines and mini-
mal possibility of getting associated with the framework near
future. Also, this system-utilized energy is to be applied at
the local level to achieve maximum power generation from
solar panels through blockchain use of the solar system.

3.5. Solar System. Monocrystalline PV solar panel consumes
sunlight as a source of energy to produce power. A mono-
crystalline photovoltaic (PV) module is a blend of photovol-
taic sun-based cells accessible in various voltages and
wattages. It is established of a variety of photovoltaic system
that produces and supplies sun-based power in business and
nearby areas. It has modules that involve wafer-based
crystal-like silicon compartments or wobbly film cells [30,
31] (Figure 3).

The cells are associated electrically in arrangement to
each other to an ideal voltage and after that in parallel to
expand ampere. The voltage and amperage of the module
are increased to make the wattage of the module (Figure 4).

A PV connection box (ensure connections and give well-
being hindrances) is connected to the back of the solar panel,
and it is its produce interface. PV modules use an MC4 con-
nector’s sort to encourage simple weatherproof connections
with the framework. Module connections are made in
arrangement to accomplish an ideal produce voltage or in
parallel to give an ideal current ability (amperes) of solar
panel. The directing wires that take the current oft the mod-
ules are estimated by the limit. Sidestep diodes are utilized
remotely for halfway module sharing to boost the yield.
Sun-powered boards additionally utilize metal casings com-

FIGURE 3: Solar panels [31].

prising racking segments, sections, reflector shapes, and
troughs to bolster the board structure more readily.

3.5.1. Decentralized System. The decentralized solar power
system is likewise an energy arrangement with less or no
voltage misfortunes. It alludes to littler energy frameworks
that produce energy on location or close to the site. The
shopper regularly claims the framework and straightfor-
wardly gets the money-related advantages of the framework.
This framework can be more unreservedly worked in any
geographic area.

3.5.2. Working. In this system, I will propose a research
model to begin the research methodology on the chosen
topic. This model will further be integrated to perform the
research. I collected the data from four house buildings
which we selected earlier to run the proposed system. The
solar systems have been implanted in these four house
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buildings after the data collection. This gathered data was
recorded and monitored in the next process. Then, I ana-
lyzed the recorded data. Furthermore, I inspected the behav-
ior of almost 1-year data. Based on the behavior of the
inspected data, I examined the performance of my system
according to the Global Horizontal Irradiance (GHI). Using
the SAM model and LabVIEW generated the hypothetical
model for the project and scanned the resulting outcome
from the data. So, in this entire description regarding the
collection of data, recording, monitoring, and analysis of
data, I have explained all the major processing regarding
my project of decentralized solar energy system; every one
of the components can be utilized by the willing [32] of
the buyer. It relies upon the heaps whether it will control
for both day and night or likewise in capricious circum-
stances. The present innovation has progressed to the point
that numerous devices and gadgets have been imagined that
can keep running by sun-powered legitimately. On the off
chance that a buyer possesses those advances, he/she needs
not bother with additional energy to run them for quite a
while. Subsequently, the loads can be wiped out, and energy
can be spared.
Examples:

(i) Decentralized. Solar-based energy
(ii) Decentralized. Solar-based road lighting network
(iii) Decentralized. Solar-based energy traffic control

(iv) Devoted solar charging pac

3.6. Experimental Setup. The capacity of this framework is
not unique to brought together sunlight-based energy

framework. Every one of the components can be utilized
by a willing buyer. It relies on the condition that it will con-
trol for both day and night additionally [33]. A smaller than
usually coordinated framework alludes to a lot of power age
and energy stockpiling. Frameworks are interconnected to
the dispersion arrangement that provisions power to a
restricted gathering of clients. Smaller than expected coordi-
nated frameworks are bigger than miniaturized scale. The
kinds of burdens that are served on a smaller scale are typi-
cally private or are extremely little businesses while a scaled-
down incorporated framework can serve huge businesses
and little industrial burden [34].

Under this experimental setup, we have four buildings
that have monocrystalline solar panels of 250 W power.
These buildings have smart integrated decentralized solar
energy systems. They are integrated and working on a col-
laborative sharing mechanism of load sharing and balancing
with the help of a controller [35]. This system has a tripped
alarm that will begin when there will be a trip in power.
Generation capacity is shown on the right side of the figure
during different hours of the day [36]. There is also a simu-
lation stop button to stop the simulation. The power capac-
ity of the building and total load according to a requirement
are shown with overall Global Horizontal Irradiance.

3.6.1. PV System Designing.

@ Power consumption (who/day) (1)

= X (watt of appliances * hours used).

PV panel capacity (Wp) = (total power consumption =
1.5 /power generation factor)
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TaBLE 1: Collaborating on sharing electricity bills.
Collaborating on sharing electricity billings monthly basis
3 Electnc‘lty Electricity Requ.lrf:d Surpll us Shar.e(.i Remaining surplus  Total bill unit
Sr.# Buildings  generation consumed electricity electricity electricity electricity (kWh)  s*10 = RS PKR
(kWh) (kWh) (kWh) (kWh) (kWh) ¥ -
1 B1 266 138 128 16
Bl shared 112
2 B2 245 357 112 units with B2 1,120
B4 shared 100
3 B3 354 454 100 units with B3 1000
4 B4 225 100 125 25

(i) Here, 1.5 = energyloss in the system

(ii) Power generation factor (PGF) is used in calculating
PV panel size, and it varies from location to location
depending upon the climate condition of the site

No.of PV panels needed = (watt — peak/panel rating)
Total watt of appliances = X watt of appliances

(iii) Inverter size should be larger than 25-30% of the
total watt of appliances

Battery capacity (Ah) = total watt — hour per day * days
of autonomy

(iv) Battery loss*DODsnominal battery voltage

Charge controller rating = total short- circuit current of

PVarray *1.3

(v) Solar panels adjust on an aluminum frame; there are
3 frames on the rooftop with an angle inclination
(182 degree south or zero degree north). Each frame
consists of two 250-watt solar panels

3.7. Capacity. The capacity of the building is 1500 watts for
buildings 1, 2, and 4 whereas building no. 2 is 2000 watts.

Depending on the power of the building, we have differ-
ent no. of panels for each building as follows:

No. of panels for 1500 W buildings = 1500/250 = 6
panels
No. of panels for 2000 W buildings =2000/250 = 8

panels.
Thus, buildings 1, 2, and 4 have six monocrystalline solar
panels whereas building 4 has 8 panels.

4. Result and Discussion

The process is done based on a collaborative sharing system
of individuals where each of them would share the electric-
ity load. This collaborative sharing model is highly recom-
mendable to dig maximum benefits out of solar energy.
The leading prospect of this project is the collaborative
sharing of the energy where the surplus light of each house
would be traveled to the houses with less light compara-
tively. This could be rated as the foremost emerging busi-
ness model as well.

4.1. Decentralized Integrated System. This system has worked
on the principle of a collaborative sharing mechanism as the
buildings are integrated. Due to integration, there will be no
wastage of electricity. These buildings share the extra
amount of electricity that will be recorded by our
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decentralized solar energy system. In this way, there is max-
imum usage of solar electricity.

4.1.1. Good Business Model. Due to maximum usage of
energy and cost minimization, this system is a good individ-
ual and industrial business model. Similarly, it has maxi-
mum efficiency and a minimum lifetime of 25 years when
the load is 80%.

4.1.2. Surplus Power Generation and Utilization. Our system
has efficiently recorded the power generation and utiliza-
tion by all the buildings. Similarly, any building has sur-
plus power that will also show in our record. The
following figure shows the complete data including power
generation, utilization, and surplus power. There are
energy meters attached to each home in the entire build-
ing and an energy meter overall for a building. These
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meters calculate records of energy used, and an overall
meter calculates the energy produces utilized and surplus
power. Similarly, there is also a recording unit shared by
a building with another building. Due to the integrated
system, the surplus power is shared between all the build-
ings depending upon their requirements and is recorded
by our system. Smart integrated decentralization is a busi-
ness model; it is a billing mechanism that credits solar
energy system owners for the electricity they add to the

other buildings due to a collaborative sharing mechanism.
For example, on the off chance that a private client has a
PV framework on their rooftop, it might create more
power than the home uses during sunlight hours.

How much does a smart integrated decentralized solar
energy system saves consumers?

To help clients understand how much they will save
from this system, we are providing a simple formula to cal-
culate your savings.
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Saving formula : solar panels installed (watts)

(2)

X (surplus power per day (units)

x electricity unit rate (Rs.).

Installing 1000-watt (250 watt x 4 pcs) solar panels (Al
brand) by applying the power factor of (1.5 % 1000) = 1500
watts (250 watt x 6 pcs) will generate consumers an average
of 4,000 watts per day; this equals savings of 4 electricity
WAPDA units per day as shown in Figure 5.

Similarly, installing 2000-watt solar panels will generate
consumers (Al brand) by applying the power an average
of 7425 watts per day; this equals to savings of 7.4 electricity
WAPDA units per day on average. However, solar power
generation is likely to increase during summers when we
receive a sample amount of sunshine.

4.2. Collaborative Sharing Financial Model. The recent elec-
tricity bill of Islamabad Electric Supply Company (IESCO)
WAPDA is calculated. The calculated weight of consumed
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units is as follows: they consumed three hundred units that
were rated at Rs.10.20 per unit, and seventy-one units were
calculated at Rs.17.60 per unit. According to these calcula-
tions, the total sum was Rs.4309.6. These readings are exclud-
ing the taxes yet. It means that the WAPDA bill has quite
different ratings every month. And if we include the taxes in
these readings, we get the total amount of Rs.5707. This entire
calculation is considered to aware the consumer that the
WAPDA bill deviates every month. Per unit, the rate is
increased as well. If we divide the total amount of Rs.5707 by
the total unit consumed 371, we can get a per unit cost that
is Rs.15.23. If we compare the WAPDA rate with my intro-
duced decentralized solar energy system, the WAPDA rate is
much higher. I have fixed the rate at Rs.10 per unit in my
newly launched business model. There will be no additional
charges, duty charges, or hidden taxes. So, the electricity I
am selling at the fixed rate of Rs.10 per unit is ridiculously
cheap in the market. This low-cost electricity is available at
your doorstep that you can share according to the collabora-
tive sharing basis that will not range any certain variable.

This financial model included the comparison of
WAPDA electricity bills which were chosen from the IESCO
market with my proposed cost per unit. These calculations
are to make sure that proposed system is much better than
WAPDA system.

4.2.1. Collaborating on Sharing Electricity Billings Monthly
Basic. Table 1 explains the process through which the con-
sumers will utilize the electricity on a collaborative sharing
basis. Building one is generating 266 kWh electricity, con-
suming 138 kWh with the surplus electricity of 128 kWh. If
we look at the remaining surplus electricity, its reading is
16 kWh. Coming towards the second building, it is generat-
ing 245 kWh powers; its electricity consumption is 357 kWh,
and the required electricity is 112kWh. As building two has
less power generation in comparison to building 1, the elec-

tricity load of building 2 is greater than its generation, so
required 112kWh. Building one will share 112 units with
building 2. The total bill will be paid by building two at the
end of the month which is calculated at Rs.1120 according
to the fixed per unit rate of Rs.10. Building three is generat-
ing 354 kWh, its electricity consumption is 454 kWh, and the
required electricity is 100kWh which is not enough for
building 3 so it will fulfill its need from building 4 by sharing
100 kWh, whereas building four generates 225kWh units
and its consumption is 100 kWh with the surplus light of
125kWh. A remaining surplus would be 25kWh, and the
total bill will be paid by building three which is calculated
to be Rs.1000.

4.3. TMY File and Irradiance. Taking the exact data of Taxila
and attached a TMY file with it and checked the irradiance
of Taxila. According to that irradiance, we have installed
the setup, and our performance is based upon that. I have
compared the Global Horizontal Irradiance (GHI) to find
out the actual performance of buildings. That comparison
is shown in the graphs.

4.3.1. Performance of Building 1 w.r.t GHI. Providing the
load on the system of building 1 and due to irradiance, the
performance of the building is as follows: here, on the x
-axis, we have irradiance (GHI), and on the y-axis, we have
a performance of the building concerning the GHL

This graph explains the performance of Figure 6 con-
cerning irradiance.

4.3.2. Performance of Building 2 w.r.t GHI This graph
explains the performance of building 2 concerning irradi-
ance (Figure 7).

4.3.3. Performance of Building 3 w.r.t GHI. Similarly, like
other buildings, by providing the load on the system of
building 3 and due to irradiance, the performance of the
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building is as follows: here, on the x-axis, we have irradiance
(GHI), and on the y-axis, we have a performance of building
concerning the GHL

This graph explains the performance of building
(Figure 8) concerning irradiance.

4.3.4. Performance of Building 4 w.rt GHIL This graph
explains the performance of building 9 concerning irradi-
ance (Figure 9).

4.4. Building Performance on Hourly Basis. During the
measurement of the performance of buildings, I also have
calculated their performance on an hourly basis for a day.
It is a one-day generation of solar panels according to the
impact of irradiance of the TMY file. The following graphs
explain the performance of the building on an hourly basis
of a day.

4.4.1. Performance of Building 1 on an Hourly Basis. This
graph explains the Bl performance of a day on an hourly
basis (Figure 10).

4.4.2. Performance of Building 2 on an Hourly Basis. This
graph explains the B2 performance of a day on an hourly
basis (Figure 11).

4.4.3. Performance of Building 3 on an Hourly Basis. This
graph explains the B3 performance of a day on an hourly
basis (Figure 12).

4.4.4. Performance of Building 4 on an Hourly Basis. This
graph explains the B4 performance of a day on an hourly
basis (Figure 13).

Societies can be made more cost-effective by using this
smart integrated decentralized solar energy system; people
will get the benefit of using cheap electricity at their door-
step. By implementing the strategies of solar energy systems

in small networks, the society will get a chance to buy the
cheapest electricity in the town at the fixed rate of Rs.10
per unit (kWh) which will inspire a better idea of electricity
consumption at a lower rate.

5. Conclusion

I started comparing among the unit consumers monthly and
yearly for 2018 and 2019. After this field, study data also cal-
culated the unit’s prices of WAPDA with a comparison of
our system. The Arduino Mega 2560 microcontroller has
been used in this project. This microcontroller is used for
this system for data monitoring and data recording and
working efficiently for surplus light and shared with other
buildings. The leading prospect of this project is the collab-
orative sharing of the energy where the surplus light of each
house would be traveled to the houses with less light com-
paratively. This could be rated as the foremost emerging
business model as well.

The generation of kWh from this decentralized inte-
grated solar energy system and the working process of the
system are listed below:

(i) The basic reason and working process is to read out
the power generated and then deliver this informa-
tion to the controller

(ii) All that process will resume after judging, monitor-
ing, and specifying the data

(iii) Some relay switches deal with the function of mon-
itoring the data inflow and outflow on the meter

(iv) After that, the energy will be traveled to the house
where there would be a need for extra units through
these relay switches



International Journal of Photoenergy

Integrated decentralized solar energy system will offer
cheaper and fixed electricity rates than regular market rates
offered by WAPDA to the layperson which will create a
massive change in the electricity bills. The power will be gen-
erated and utilized by all the buildings. Similarly, if any
building has surplus power that will also be shown in our
record, it will be shared with the required house that will
have less electricity generation. Due to maximum usage of
energy and cost minimization, this system is a good indus-
trial business model.

Data Availability
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As the world trend is going towards renewable energy, solar photovoltaic (PV) energy shines the most due to the low generation
cost especially by using the latest PV cell technologies and materials, although the conventional silicon cell has an efficiency in the
range of 15-16%. A PV tracking system (PVTS) could be a considerable method to increase electrical PV efficiency. In this study,
the performance enhancement of the daily output power and energy has been experimentally investigated using single- and dual-
axis tracking mechanisms for flat-plate conventional PV panels under the insolation conditions of the Eastern province of Saudi
Arabia (SA). In the current study, the active PVTS has been designed and implemented with PID controllers and controlled in
real-time with an embedded system. The fixed-tilt (FTPV), single-axis solar tracking system (SAST), and dual-axis solar
tracking system (DAST) were tested simultaneously under clear-sky conditions. The PV electrical energy balance has revealed
that the energy consumed by the electrical controllers of the SAST and DAST is 3.4% and 3.9%, respectively. In addition, the
energy losses due to the actuators of the SAST and DAST are 7.8% and 13.0%, respectively, where they contributed mainly to
the energy losses. However, the PV energy production by the DAST was high enough to compensate for the higher actuating
mechanism losing rate compared to the SAST and performed incremental net energy output of around 8.64%. On other hand,
the DAST and SAST were more efficient than the FTPV recording higher net energy increase by 28.98% and 18.73%, respectively.

1. Introduction

As the human population grew alongside technology, the
energy demand increased rapidly day after another, which
led to the industrial revolution at the end of the 19th cen-
tury, causing a vast consumption of fossil fuel. Although it
is a dependable energy source, it has many drawbacks such
as greenhouse gas emissions, transportation adversity, and
exhaustibility [1-3]. Due to these flaws, in the last decade,
renewable energy sources like wind, solar, and geothermal
became relevant as they are infinite and most importantly
eco-friendly [1-4].

Solar energy is the most used and promising renewable
energy source since solar energy technologies have shown
considerable improvements in performance and reduction
in cost in the past few years [5, 6]. In addition, the annual

energy potential received from the sun is approximately
8000 times more than the average energy usage of the whole
world [7]. There are three main solar systems: photovoltaic
(PV) system, solar thermal system, and hybrid system [8],
where a photovoltaic system produces electrical energy, a
solar thermal system produces thermal energy, and a hybrid
system produces both electric and thermal energy [9].
Recently, energy generated from PV systems became domi-
nant in the market considering that it is noise-free, highly
efficient, and inexpensive in production and maintenance
costs [3, 10, 11].

Overall, the efficiency of a PV system is affected by many
factors, including environmental conditions, such as the PV
cell temperature, the amount of solar irradiance, and soiling
effect [12-15]. One approach to enhance the overall effi-
ciency of a PV system is by increasing the amount of solar
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irradiance that the system receives [12, 14]. The amount of
solar irradiance depends significantly on the angle between
the sun rays and the normal of the module (incidence angle),
so as long as the panel is fixed, it can only receive the max-
imum amount of irradiance when the sun is perpendicular
to the module’s surface. Thus, a PVTS tends to improve
the PV system efficiency via detecting the direction of the
sun rays and adjusting the orientation of the PV module to
minimize the incidence angle [16-18].

Solar tracking systems (STS) have three main categories:
solar trackers based on driving technique, solar trackers
based on movement degree of freedom, and solar trackers
based on control method [9]. The first category is solar
trackers based on driving techniques with two main types
of driving techniques: passive STS and active STS [5, 19,
20]. The second category is solar trackers based on the
degree of freedom of the motion, which in general are
divided into two subcategories, single-axis solar tracking sys-
tems (SAST) and dual-axis solar tracking systems (DAST)
[21, 22]. The third category is solar trackers based on the
control method, and they have three primal types of control
scheme, open-loop, closed-loop, and hybrid (combined)
control systems [9, 23, 24]. Various control algorithms can
be implemented in solar tracking (ST) techniques, for exam-
ple, simple on-oft, PID, fuzzy, and LQR controllers [25-28].
[29] states that the on-off, fuzzy, and PID controllers are the
most used controllers with a utilization percentage of
57.02%, 10.53%, and 6.14% of STS, respectively, while
26.31% of STS are other types of control algorithms.
Although all these controllers are used to optimize the PV
system power consumption, there are still some concerns
regarding the ST technology, such as shading effect, perfor-
mance under different weather conditions or different
regions, initial cost, and maintenance cost.

da Rocha Queiroz, J. et al. [22] assembled a DAST based
on Arduino integrated development environment in process
language. The DAST has shown a 67.28% total gain and
63.22% net gain while on a cloudy day the total gain was
37.84% and the net gain was equal to 28.99%. In the case
of a rainy day, 11.71% total gain is recorded and 19.47% loss.
That shows the effect of different weather conditions on the
DAST PV system, even though the DAST shows a perfor-
mance improvement when appropriately applied.

Du, X. et al. [30] highlighted that DAST technology fab-
rication cost is almost 40% of the total cost of the whole PV
system. Furthermore, DAST with an active driving tech-
nique consumes more energy than SAST to alter its position
regarding the sun since it usually consists of two motors that
might consume more power than gained, causing the net
efficiency to drop. The cost of the DAST may lead to a
greater economic-friendly alternative, and that is the SAST.

Ngo, X. C. et al. [31] studied the efficiency of the SAST in
Vietnam (Quang Tri Province) while considering the track-
ing system energy consumption on different weather condi-
tions. The performance on a sunny day showed an increase
of 33.3% in energy generation and an efficiency increase of
about 30.3%. While on a cloudy day, a huge efficiency drop
accrues compared to a sunny day, where the net increase in
efficiency is measured to be 3.2%. The worst-case scenario is
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when it is rainy; although there is a power generation differ-
ence of 6.7%, the net efficiency drops to about -2% since the
power consumed via the tracking is more than the energy
gained by the solar system itself.

Ruelas, J. et al. [32] made a low-cost PV SAST by using
the efficiency as a function of time technique (EFO) at Mex-
ico (Cd. Obregon). The prototype was designed with specific
parameters to maintain the cost of production and mainte-
nance low, while its working principle is based on three-
point motion control with azimuth angles of 30°, 90°, and
120°. It was found that the system achieved an increase in
the collection efficiency of about 24% and a price of 27%
lower than the traditional commercial trackers. It is notice-
able that the STS has different outcomes depending on the
weather conditions of where it is installed, which needs to
be further studied.

Eldin, S. A. S. et al. [16] studied the effects of extreme
exposure to solar irradiance and how it affects the PVTS
temperature and performance. The results of the study
showed a 39% gain in electrical energy in a cold environ-
ment (Berlin, Germany). On the other hand, results of the
same PV STS in the hot environment (Aswan, Egypt)
showed an electrical energy gain that does not exceed 8%.
The study concludes that the energy consumption from the
tracking system was considerable, where the tracking system
would not be as useful in hot weather areas as it is in cold
weather areas.

In the literature, few studies were conducted in the Arab
Gulf countries regarding the feasibility of STS, and most of
them are simulation-based ones. In effect, [33] studied the
effect of different STS configurations and adjustment periods
on the power production in the western region of Saudi Ara-
bia (in Makkah city, SA). The simulation study found that
the DAST and SAST produced 34% and 20% power more
than the FTPV, respectively. Similarly, [34] investigated the
effect of STS on multiple performance indicators in 32 sites
in SA. The simulation-based results concluded that DAST
is an infeasible choice for the region from an economical
point of view, since the difference in energy production
between SAST and DAST is only 3-4.5%, and SAST pro-
duces 28-33% energy more than the FTPV. Another simula-
tion work was elaborated by [35] in Kuwait, and it was
found that using SAST and DAST, the annual energy yield
could be increased by 24.7% and 29%, respectively. Further-
more, [36] experimentally carried out a study in order to
optimize and investigate the performance of SAST in Bah-
rain using a micro-controller-based system. The optimized
STS has shown that the energy yield might be increased up
to 40% compared to FTPV using the proposed STS. [37]
compared the experimental average power production of
the FTPV and STS systems against their simulation results
using the local weather conditions of the United Arab Emir-
ates (UAE). The obtained results showed that there is an
increase in the output power of the PV modules of 17.28%
compared to FTPV by using an azimuthal STS. The simula-
tion results showed a good agreement with the experimental
ones, and the mean relative error was about 2.7%. Moreover,
another work was conducted in UAE [38] to evaluate the
rate of output power increment that can be achieved by
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TaBLE 1: The electrical setup for the experiment.
Component Model Specification Qty
Input: 5V
Frequency: 80 kHz
Current sensor ASC712 Sensitivity: 185 mV/A 6
Error: 1.5%
Input: 12V
Motor driver L298N Operating current: 0-36 mA 2
Peak current: 2 A
. Input: 5V
Secure digital (SD) SDHC Operating current: 0.2-200 mA 2
Real-time clock (RTC) DS3231 Input: 5V 1

Power resistor JIANXIN-09-13-318-02

On/off switch —
LDR —

Arduino Mega ATmega2560

Linear motor —

PV module —

Battery —

Frequency: 100 kHz
Power rating: 100 W
Resistance value: 8 Q 3
Tolerance: 5%
Rating: 3A/6A 250V
Electrical life: 10° cycles
Input: 5V 6
Input: 12V
Frequency: 16 MHz
Input: 12V
Max. speed: 20 mm/s
Pmax=542W
Imax=3.28W
Vmax=16.54 W
Efficiency = 14.24 W
Capacity: 100 Ah 1

integrating the STS to a PV panel and Fresnel linear concen-
trating system. The simulation results revealed that tracking
the sun-azimuth can increase the electrical output power by
14.8% and 15.3% compared to the FIPV panel and linear
PV concentrator, respectively. Finally, [39] designed a cheap,
high-accuracy, and closed-loop DAST using a sun position
algorithm with the aim of studying the feasibility of the sys-

tem in Qatar. The results demonstrated that using such a
system may lead to an increase in the PV power generation
by 13.9% with respect to the FTPV.

In all the studies mentioned above, researchers have car-
ried on the gain in instantaneous and integrated power
yields over a typical measurement time frame that was made
by solar tracking mechanisms with respect to FTPV.
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FiGURE 3: Electrical block diagram for SAST and DAST.

However, the contribution of the actuators and particularly
the controllers in the energy consumption and therefore
the net output power of the tracked flat-plate PV panels have
never been analyzed and discussed in detail. Furthermore,
the improvement rates in power and energy of the tracking
systems have neither been numerically nor experimentally
investigated under the local weather conditions. This is
because no previous research studies have experimentally
analyzed the net electrical energy of a self-consumption fixed
or tracked PV panel under the Saudi environmental condi-

tions and more particularly of Dammam city (26°26'03"
N, 50°06'11" E).

2. Materials and Methods

2.1. Mechanical Design. The mechanical design of SAST and
DAST is firstly made using a computer-aided design (CAD)
software and underwent many enhancements and improve-
ments to the mechanical structure of the trackers (as seen in
Figure 1). The design had to be flexible enough to give
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FIGURE 5: SAST and DAST working principle’s flow chart.

effective degrees of freedom; in addition, it has to be stable
under windy weather conditions or any other external dis-
turbances. The actual models have been fabricated and man-
ufactured in the mechanical workshop at Imam
Abdulrahman Bin Faisal University (IAU).

2.2. Electrical Setup. To make the mechanical model of SAST
and DAST functional, linear actuators have been integrated
to give movement for the 50 W PV modules. The linear actu-
ators receive signals via the motor drivers from an embed-
ded controller (Arduino Mega) based on the light
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dependent resistor (LDR) readings. In addition to the elec-
trical setup of SAST and DAST, an electrical set up for the
measurement and acquisition of the sensors’ signals has
been constructed to achieve the goal of this experimental
study as seen in Table 1 and Figures 2 and 3. The current
measurements generated via each PV module have been
recorded using a current sensor. At the same time, the cur-
rents consumed by each motor and the electrical control sys-
tem have been measured using current sensors also.
Furthermore, real-time-clock (RTC) has been used to give
the time and date of the collected experimental data.

2.3. Control Schema. The controller used to manipulate the
closed-loop system is a proportional integral derivative
(PID) controller tuned experimentally to achieve an accu-
rate, smooth, and power-friendly response based on equa-
tion (1). The STS under investigation has no input; instead,
LDRs act as the sensors that provide the feedback signal to
the PID controller upon which error calculations are made,
following equation (2), equation (3), and equation (4), and
orientation adjustments are decided (based on the highest
intensity direction). After that, the microcontroller sends a
signal to the actuators (linear motors) accordingly
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(Figures 4 and 5).

PID = (K, * E) + (K, * iE) + (K, * dE), (1)
E = CMD - feedback, (2)
iE =E # dt + iE_Prev, (3)
E - E_Prev
E=—_ Y 4
d = (4)

where K, is the proportional component, E is the error, K is

the integral component, E; is the integral error, K, is the
derivative component, E; is the derivative error, CMD is
the command, and Prev is the previous.

2.4. Tracking System Resolution. An indoor experiment was
implemented to determine the accuracy of the experiment’s
tracking systems. In this test, angles were given to the system
as a command, and then, the actual tilt angles of the PV
module were measured using an accelerometer sensor. After
that, the actual angle measured was compared to the com-
mand given to the systems. Results of the resolution test
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showed a high accuracy achieved by the developed tracking
mechanism of about 0.35" as seen in Figure 6.

2.5. Experimental Procedure. The experiment presented in
this study was conducted at IAU, in the city of Dammam,

SA (26.4° latitude). The data is collected on June 8, 2021,
on a sunny, clear day. To set up the experimental platforms
for testing, the FTPV, single, and dual STS were placed and
examined simultaneously to increase the reliability of the
comparison as seen in Figure 7. The FTPV and SAST were
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TaBLE 2: Energy generated, consumed, and net energy via each
system.

Energy generated (kJ)

FTPV 398.6
SAST 536.3
DAST 615.4
Energy consumed (kJ)

Electrical control system 423
SAST_actuator 42
DAST actuators 80.2
Net energy (k])

FTPV 398.6
SAST 4732
DAST 514.1

initially oriented toward the optimal yearly tilt angle
(OYTA) which is about 23°, since the latitude is between
25° and 50° and according to equation (5) [40]. In addition,
as SA is located in the northern hemisphere, both FTPV and
SAST were placed to face the south.

OYTA = ( latitude * 0.76) + 3.1. (5)

3. Results and Discussion

3.1. Power. The power production and consumption of
FTPV, SAST, and DAST have been calculated throughout
the day. The measurements for the power production of
PV modules were recorded by utilizing the current measure-
ments through power resistors acting as dummy-load (this
strategy enables to measure the power without any voltage
sensor), while the measurements of the power consumption
through the actuators and the controllers were acquired via
utilizing the current measurements with the known input
voltage.

3.1.1. Power Production. The results of the power production
showed expected outcomes since DAST showed the highest
power production throughout the day. On the other hand,
the FTPV showed the lowest power production, and the
SAST power production was somewhere in between
Figure 8. Furthermore, the power generation of SAST and
DAST was almost the same at the beginning and the end
of the experiment, while a significant difference occurred
between these times. Also, the graph shows that the huge dif-
terence between FTPV and the PVTS is at the early and late
hours of the day.

Figure 9 shows the difference in power generation
between DAST and SAST. Remarkably, the highest differ-
ence in power generation occurs after the starting point by
a few minutes as same as before the ending point by a few
minutes. However, the average difference in power is about
3.9W; although that seems low, the accumulation of this
power with time leads to a high energy difference.

11

3.1.2. Power Consumption. In regard to power consumption,
most papers claim that most of the power wasted is due to
the actuators (motors) not the electrical system and that is
what is studied in this section. The data collected from the
experiment proved that the dominant power waste is due
to the actuators (Figure 10) which is the same as what previ-
ous studies suggested.

The difference in power consumption between DAST
and SAST, which is shown in Figure 11, proves that the dif-
ference in power consumption is not high (between 1 W and
3.5 W), although this slight difference leads to high energy
consumption at the end of the day. Additionally, it is notice-
able that the difference in power consumption starts to
increase from the beginning and then starts to decrease after
12:30 approximately. And in terms of average value, the
average difference of power consumption was about 2'W.

3.1.3. Net Power. To calculate the net power of SAST and
DAST, the power produced by each system has been sub-
tracted from the consumption of the motors and the electri-
cal control system. Both SAST and DAST show positive net
power as expected in Figures 12(a) and 12(b), which led to
the understanding that both of these systems are beneficial.
The increase in power (power improvement) of SAST and
DAST was maximum at the beginning and the end of the
test since the FTPV produced the lowest power in these
times; however, it was minimum in the noon (Figure 12
(c)). In addition, the comparison between the net power of
SAST, DAST, and FTPV shows similar results, since the
net power of both SAST and DAST was maximum in com-
parison to FTPV at the beginning and end of the day
(Figure 12(d)), while the net power was almost the same
for all systems from 9 AM to 2:30 PM.

3.2. Energy. The energy can be calculated via taking the inte-
gration of any power VS time curve, and that was the
approach to calculate the energy in this paper. Energy gener-
ated, consumed, and net energy of all systems are listed in
Table 2. The energy generated from the FTPV was about
399Kk]J, while SAST and DAST generate 34.6% and 54.4%
more energy, respectively. On the other hand, the energy
consumed via SAST is about 7.8% of its total generated
energy, while DAST is about 13.0% of its total generated
energy. Furthermore, the energy consumed from the SAST
and the whole electrical control system was almost similar
to each other, and the energy consumption for the DAST
is almost equal to the sum of the energy consumed by both
SAST and the control system, while the energy consumed
via the electrical control system of SAST is about 3.9% of
its total energy production, and the electrical control system
of DAST consumed about 3.4% of its total energy
production.

Most importantly, the increase in the net energy (INE) of
SAST and DAST compared to FTPV has been calculated
using equation (6). As a result, DAST achieves 28.98% INE
while the SAST achieves 18.72% INE.

(Ec +Ey)) » IEE (6)

INE = (Epg —
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where INE is the increase in net energy of SAST or DAST,
Epg is the energy generated by SAST or DAST, Ej is the
energy generated by FTPV, and E, is the total energy con-
sumed by SAST or DAST. Figure 13 shows the net power
and energy of SAST, DAST, and FTPV. This graph is capa-
ble to show the power and the accumulation of energy
throughout the day. A critical point in the energy curve is
point (A) since the graph demonstrates that the net energy
of each system from the highest to the lowest was as flows:
FTPV, SAST, and DAST. In contrast after point (A), the
graph shows the opposite order of net energy production.

The energy difference demonstrated at the beginning of
the day between the FTPV, SAST, and DAST is due to the
actuation mechanism compared to the production of the
modules. After a few hours, the accumulation of energy for
all three systems meets at point (A) (Figure 13) starting from
which the DAST starts to have the most energy accumula-
tion since it has the highest net power production. Also,
the DAST has the highest power consumption since it has
two actuators to adjust its orientation. Therefore, the energy
curve of the DAST starts at the bottom and ends at the top.
Additionally, point (A) clarifies that if DAST and SAST were
exposed to the sun for an insuflicient time (e.g., from 8 AM
to 11 AM), both systems would be useless and cause negative
INP.

4. Conclusion and Future Work

To sum up, in this study, the assembly and mechanization of
single-axis and dual-axis microcontrolled PV tracking sys-
tems are demonstrated in order to determine the most effi-

cient PV system for the region. Additionally, a unique
investigation for the net energy generated and consumed
by each system is carried out in the study.

The PVTS is actuated using linear motors and controlled
via PID controllers in order to reorient 50 W PV modules to
the direction of the sunlight. The algorithms of the PVTS
were able to trace the sunlight with a resolution of 0.35".
The sheer amount of energy produced via the PVTS has
recorded massive increases in comparison to the FTPV with
an increase in energy production of 34.5% and 54.4% for
SAST and DAST, respectively. However, after considering
the power consumption of different components in the
PVTS (the actuators and the electrical control setup), the
net increase in energy is recorded to be about 18.72% and
28.98% for SAST and DAST, respectively, which demon-
strates that DAST, SAST, and FTPV are the most efficient
systems for the region, respectively. It is concluded that most
of the energy consumption is due to the actuation mecha-
nism, since SAST consumed about 7.8% of its total energy
production, while DADT consumed 13.06% of its total
energy production. The energy consumed by the electrical
control system was 3.4% and 3.9% of the total energy pro-
duction from SAST and DAST, respectively.

Although the result shows that DAST and SAST are
compatible with the region in terms of increase in net
energy, a financial analysis must be one to determine if the
increase in energy production would cover the cost of
manufacturing and maintenance, especially for DAST.
Moreover, in order to further optimize the mechanical of
the PVTS, a study of the wind profile should be made to
investigate the effect of the wind force on the energy



International Journal of Photoenergy

consumption of the actuators. Furthermore, an investigation
of various STS control algorithms on the consumption of the
actuators should be carried out.

Abbreviations

PV: Solar photovoltaic

PVTS: Solar photovoltaic tracking system
FTPV: Fixed-tilt photovoltaic system
SAST: Single-axis solar tracking system
DAST: Dual-axis solar tracking system
STS:  Solar tracking systems

CAD: Computer-aided design

LDR: Light dependent resistors

RTC: Real-time clock

Qty:  Quantity

K, Proportional component
E: Error

K;: Integral component

E;: Integral error

K, Derivative component
E;: Derivative error

CMD: Command

Prev:  Previous.
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Thermal photovoltaic systems are used to harness solar energy to generate electricity and thermal at the same time. In this
technology, electrical efficiency is very low compared to thermal efficiency; as the cell surface temperature rises, the electrical
efficiency decreases, so one of the ways to achieve high efficiency is exergy analysis. Exergy analysis of a process or system
shows how much of the ability to perform the work or input exergy has been consumed by that process or system. In this
research, an ordinary thermal photovoltaic panel with air cooling has been examined for exergy. To do this, it has identified
the effective performance variables from a mechanical point of view, which are inlet air temperature, inlet air flow, and length
(number of modules that are connected in series). The effect of changing each of the variables based on Saveh weather
conditions has been simulated using MATLAB software. The results show that the exergy efficiency of the panel decreases with
the inlet air temperature increasing. It was also observed that the optimal airflow is 0012 (kg/s) and will have the highest

efficiency per 8.8 m length.

1. Introduction

Energy is a basic need for continued economic development,
human welfare, and comfort. World energy consumption
has increased from 10 Gtoelyr crude oil to 14 Gtoelyr by
2020 and is projected to multiply in the near future. Will fos-
sil energy sources meet the world’s energy needs for survival,
growth, and development in the next century [1-3]? Rising
air pollution, including carbon dioxide, has left the world
with irreversible and threatening changes, with conse-
quences such as global warming, climate change, rising sea
levels, and escalating international conflicts [4-6]. On the

other hand, due to the destruction of fossil resources and
the prediction of rising prices, policymakers and researchers
should think about controlling the environment and renew-
able sources because these resources are compatible with
nature and there is no end to them. Other features of these
resources, their dispersion, expansion around the world,
the need for less technology, and renewable energy have
become more attractive, especially for developing countries
[7-10].

Therefore, renewable energy sources have been given a
special role in international programs and policies, including
UN programs, for sustainable global development. But
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adopting renewables, with the current system of world
energy consumption, it is still associated with problems that
have been addressed by a significant amount of world scien-
tific research in recent decades [11, 12]. Wolf introduced the
basic concepts of PVT collectors in 1970 [13]. Zhang et al.
used a computer simulation of the amount of solar radiation
absorbed and the amount of infrared emission in thermal
photovoltaic transducers working with weather-working
fluid to be less than the type working with water-carrying
fluid [14]. Researches examined the exergy performance of
a greenhouse-connected photovoltaic module and provided
an exergy efficiency of 4% for the system [15, 16]. The exergy
and energetic analysis of a thermal photovoltaic cell without
a glass cover was conducted. The use of a glass cover is suit-
able for the photothermic process. If the use of cover is not
suitable for the photovoltaic process and due to various
applications, it is not possible to determine exactly which
one is more economical to use [17, 18]. The electrical and
thermal efficiency of a PVT collector with air-operated fluid
was determined. They supplied the required power to the fan
directly from the photovoltaic panel and showed that there is
the highest efficiency for the two collectors in the case of
using two fans [19, 20]. Researches evaluated and optimized
the performance of a photovoltaic array from the perspective
of exergy. They show that the best state occurs when the
temperature of the photovoltaic modulus is close to the
ambient temperature [21-23]. Finally, different exergies of
each component of PVT/water are calculated and a relation-
ship is obtained based on loss of exergy [24-26].

The purpose of this study is to investigate the
photovoltaic-thermal system with air cooling, in which
exergy analysis has been performed to achieve high effi-
ciency. In this regard, factors such as inlet air temperature-
inlet flow and system length are problem variables. The
impact of each of these factors has been evaluated for a sam-
ple area.

2. Materials and Methods

2.1. Fundamentals of Exergy Analysis. Exergy is the maxi-
mum useful work that results from a certain amount of
available energy or flow of materials. In exergy analysis, the
main purpose is to determine the location and amount of
production of irreversibility during different processes of
the thermodynamic cycle and the factors affecting the pro-
duction of this irreversibility. In this way, in addition to eval-
uating the efficiency of different components of the
thermodynamic cycle, ways to increase the efficiency of the
cycle are also identified. Exergy analysis tries to obtain the
most work produced in the cycle by simultaneously applying
the first and second laws of thermodynamics and using the
environment as a reference state.

2.2. Principles of Exergy Analysis of Thermal Photovoltaic
Panels with Air Cooling. This study is aimed at analyzing
the exergy of a photovoltaic-thermal collector with air cool-
ing. Exergy analysis is a new and alternative method to older
methods. This method is based on the concept of exergy.
Exergy is defined with a bit of negligence as the ability to
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do work or the quality of different types of energy in a given
environment. Exergy analysis of a process shows how much
input or exergy functionality has been consumed by that
process or system or, in other words, wasted. Contrary to
current performance criteria, the concept of irreversibility
is based on both laws of thermodynamics. The relation used
for exergy analysis is obtained by combining the steady-state
energy equation (first law) with the entropy production rate
(second law).

However, the second law is not explicitly used in the
analysis of exergy. But as stated, using the above method to
evaluate the system implicitly requires applying the results
of the second rule. The study of different forms of irrevers-
ibility gives a better understanding of it compared to the
mere study of relevance and formulas related to the second
law. Figure 1 shows the energy balance of the focal area of
a thermal photovoltaic system.

The high efficiency of a system is not always a sufficient
condition for its feasibility and cost-effectiveness. Factors
such as initial costs, maintenance costs, and fuel consump-
tion can affect whether or not a project is viable. In general,
PVT collectors can be evaluated in two main ways: (a)
exergy analysis and (b) energy analysis. Figure 2 shows the
outline of a PVT.

Exergy balance for the collector of the following form is
suggested:

ZEXOut = ZEXthermal+ZEXelectrical' (1)

Table 1 shows the functional characteristics of the
modeling photovoltaic cell.

2.3. Exergy Balance in General for PVT. As can be seen from
the above relation, the input exergy caused by solar radiation
minus the thermal exergy and electrical exergy will be equal
to the exergy loss. Also, the exergy balance for the above col-
lector is in the following form:

rate of solar rate of heatloss from
energy availabel | = | top surface of solar cell
on solar cell to ambient
rate of heat transfer rate of

+| fromsolarcellto |+ | electrical energy

flowing fluid, i.e.,air produced

The above relationship is the basis for future relation-
ships that will be expanded below. In general, we have pre-
sented two basic equations above. These two equations are
the basis of energy analysis and exergy analysis of PVT col-
lectors. Finally, with their help, more practical equations can
be achieved. In this research, we have tried to perform the
analysis based on design and performance parameters and
the goal is to find the optimal points in the performance
and design parameters so that the exergy efficiency is maxi-
mized. From the balance of exergy presented above, the cell
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TaBLE 1: Photovoltaic module specifications.

Parameter Quantity
Maximum power 150V
Maximum voltage 345V
Maximum flow 435A
Short circuit current 475A
Open circuit voltage 435V

Flow temperature coefficient (0.065 + 0.015) %/°C
-(160+20) mV/°"C
(0.5 % 0.05) %/°C

47+2°C

Voltage temperature coefficient
The effect of temperature on power

Nominal temperature of cell function

Exergy eff. (%)

270 280 290 300 310 320 330
Temperature (K)

B Thermal exergy
B Electrical exergy
Total exergy

FiGure 3: Effect of inlet air temperature change on exergy
efficiency.

14

Exergy eft. (%)
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FIGURE 4: The effect of air flow change on exergy efficiency.

temperature will be obtained as follows [27, 28]:

7 - (@ I(t) + (Utca.Ta) + (Ths.UT))
¢ Utca+ UT

- @
In the above relation a4 is equal to
ag =Ty(ac.p+al.(1-B)—n.p). (3)

The relationship between temperature and electrical effi-
ciency is expressed as follows:

=1 = Bo(Tc = Ta)l- (4)

For the surface behind Tedlar,

UT(TC - Tbs)bdx= hT(TbS - Tf) bdx, (5)
the rate of heat the rate of heat transfer
transfer fromcellto | = | from back suface of Tedlar
back surface of Tedlar to flowing fluid

The following will be done to balance the energy balance
[27, 28]:

dr
mefd—)g + Ub(Tf - Ta)bd.x = hT(Tbs - Tf) bd.x, (6)

rate of heat transfer an overal heat transfer

rate of heat transfer
+| from flowing fluid

fromsolarcellto | =
flowing fluid
flowing fluid, i.e.,air toambient
The outlet air temperature of the N module, which is
connected in series, is calculated from the following equa-

tion:

(Xeffh
Tion = b
JoN [ U

+T4P_AMWW)+EA(WWW)

(7)

If the size of the modules is the same, the useful heat
obtained from the N modules that are connected in series
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FIGURE 5: The effect of length change on exergy efficiency.

is calculated from the following equation [27, 28]:

. h, .«
Qu.N =n,, xmec; [1 _ o(Nbluim Cf)} [—Puleff I(t) + Tﬁ} ,
_ blul.FR
- ompg

(8)

Finally, the electrical energy obtained from the panel is
calculated from the following equation:

Exelectrical = ”-N-I(t) A. (9)

3. Results

The parameters affecting the exergy analysis are the intensity
of solar radiation in the environment, wind speed, ambient
temperature, inlet and outlet air temperature, the surface
temperature of the photovoltaic module, open-circuit volt-
age, short circuit current, voltage, and current at the maxi-
mum power point, panel length photovoltaics (the number
of modules that are connected in series to form a module),
input flow, etc. are many other parameters. Among these,
we have selected four mechanical performance parameters,
namely, modulus length and radiation intensity, inlet tem-
perature, and flow rate, and simulated the effect of changing
each of the parameters on total exergy, thermal efficiency,
and electrical efficiency. This research is based on Saveh
weather conditions. Information about the weather condi-
tions of Saveh has been extracted from valid research on
the intensity of radiation in Saveh and data of the Meteoro-
logical Organization. One of the disadvantages of the work
of the past was the lack of sufficient attention to the influ-
ence of climate on the efficiency of exergy and mere para-
metric research. Except for a few specific cases, the
research is based on the performance of the collector on a
few specific days. In this research, it has been tried to do this
based on meteorological and weather information of Saveh
for a long time, and the results of the research are as practi-
cal as possible. Figure 3 shows the changes in exergy over
temperature. It is observed that the exergy efliciency
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decreases with increasing the inlet temperature to the collec-
tor. This is due to the limited heat capacity of the air. In fact,
by increasing the inlet temperature to the inlet air panel, it
has less capacity to carry heat. Therefore, less heat is dissi-
pated from the panel, resulting in a hot collector and
reduced efficiency.

Figure 3 examines the performance of the panel in the
temperature range of 270 to 330 degrees Kelvin. It is
observed that for each degree of temperature increase,
0.6% exergy efficiency and 0.5% electrical efficiency decrease
and 0.01% exergy efficiency due to exhaust air decreases.
Note that if cool air was not used, the exergy efficiency
would be reduced by 0.5% for each degree of temperature
increase, and this diagram clearly shows the superior perfor-
mance of PVTs compared to solar cells. In Figure 4, the
behavior of the solar cell can be seen about the different flow
rates of the cooling fluid.

As can be seen in Figure 4, the effect of air inlet flow rate
from 0.01 to 0.1 (kg/s) on cell efficiencies has been evaluated.
As an observation at first, we see an increase in efficiency
with a steep slope. After reaching a peak, the efficiency
decreases with a gentle slope and the reason for this behavior
is the heat capacity of the air. As the flow rate increases, so
does the heat transfer inlet speed. After reaching the peak,
due to the reduced exchange of air molecules with the mod-
ule, due to the high speed of the fluid entering the panel, the
heat capacity decreases. As a result, the temperature of the
air leaving the panel decreases and as a result, the efficiency
of the exergy decreases. As it is known, the specifications of
the maximum point are as follows: the optimal air inlet flow
is 0.0035, for which the exergy efficiency is equal to 15.2%.
Exergy efliciency due to air heat is 4.49%. Electrical effi-
ciency is not dependent on flow; its value will be constant
and equal to 10.7%. Figure 5 shows the effect of cool fluid
channel length on electrical and thermal exergy efficiencies.
The length of each module is 0.4 (m), and the length
increase from 1 to 6 modules has been examined.

According to Figure 5, it can be seen that the length of
the system does not affect electrical efficiency and the length
of the system affects the thermal efficiency, so that the high-
est thermal exergy efficiency is related to the length of the
system which is 2.5 (m) with a value of 3%. Then, with
increasing length, a decrease in efficiency will be seen. The
reason for this is the saturation of the air due to the absorp-
tion of heat by the collector. In this case, the end modules
will always be hotter than the initial modules. At the maxi-
mum point, exergy efficiency is 13.81%. Thermal efficiency
is equal to 3.1050%. The electrical efficiency will be constant
and equal to 10.7.

4. Conclusion

In this research, a thermal photovoltaic system with air cool-
ing has been performed to achieve high efficiency by exergy
analysis. Observations showed that the photovoltaic/thermal
collector performs better when water is injected and its per-
formance in large areas will be very impressive. But for var-
ious reasons, such as simplicity of design, cheap, transfer
speed, easy transportation, and no need for ancillary
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facilities in critical situations such as floods and earthquakes
or conditions that only mean electricity generation, a collec-
tor with cooling air is recommended. Other results are
increased temperature or velocity, reduced contact surface,
and reduced air heat capacity.

Nomenclature

C:  Specific heat (J/kg-C)

Fg: Flow rate factor (dimensionless)

hp: Penalty factor due to Tedlar through glass, solar cell

L: Length (m)

I(t): Incident solar intensity (W/m?)

#m:  Mass flow rate (m%/s)

T:  Temperature (C)

U;: Opverall heat transfer coefficient from solar cell to
ambient through top and back surface of insulation
(W/m>.C)

T Solar cell temperature

a:  Solar cell absorption coefficient

ny:  Electrical efficiency

Tg:  Glass transfer coefficient

m:  Fluid flow rate

U.: Overall heat loss coefficient.
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Reliable and accurate photovoltaic (PV) output power projection is critical for power grid security, stability, and economic
operation. However, because of the indirectness, unpredictability, and solar energy volatility, predicting precise and reliable
photovoltaic output power is a complicated subject. The photovoltaic output power variable is evaluated in this study using a
powerful machine learning approach called the support vector machine model based on gray-wolf optimization. A vast dataset
of previously published papers was compiled for this purpose. Several studies were carried out to assess the suggested model.
The statistical evaluation revealed that this model predicts absolute values with reasonable accuracy, including R?> and RMSE
values of 0.908 and 74.6584, respectively. The practical input data were also subjected to sensitivity analysis. The results of this
analysis showed that the air temperature parameter has a greater effect on the target parameter than the solar irradiance
intensity parameter (relevancy factor equal to 0.75 compared to 0.49, respectively). The leverage approach was also used to test
the accuracy of actual data, and the findings revealed that the vast majority of data is accurate. This basic but accurate model

may be quite effective in predicting target values and could be a viable substitute for laboratory data.

1. Introduction

Given the challenges such as climate change and the fossil
energy crisis, renewable energy production has become much
more vital [1-3]. Photovoltaic power production has gained
more attention and increased each year because of the benefits
of plentiful resources and minimal pollution [4-6]. Improving
the reliability and accuracy of photovoltaic output power pre-
diction is an excellent approach [7, 8]. Accurate and consistent
prediction results may assist the power grid in improving power
quality and reducing system reserve capacities [9]. However,
due to climate change, severe weather events have become more
common in recent years, making it challenging to construct an
accurate and reliable prediction model [10-12].

Several photovoltaic output power predictive models,
including the time series model [13, 14], physical model
[15], and artificial intelligence model [16, 17], have lately
been proposed. The precision of the physical model predic-
tion is heavily reliant on the accuracy of the numerical
weather forecast. However, improving NWP accuracy is
challenging at the moment [18]. The nonlinear properties
of photovoltaic output power cannot be represented using
a time series model. As a result, the prediction accuracy is
low. The artificial intelligence model is capable of nonlinear
fitting [19].

There are essentially three types of hybrid models for
predicting photovoltaic output power. The first type predicts
photovoltaic output power using an AI model paired with an
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optimization technique [20-23]. Photovoltaic output power
was effectively estimated using an upper lower limit approx-
imation and ELMs, as proved by Ni et al. [20]. According to
work done by Liu and his colleagues, few investigations have
assessed the uncertainty of predicting photovoltaic power
outputs [24]. As a result, several neural networks paired with
genetic algorithms were created [25]. The combined model
has greater prediction accuracy and reliability, according to
empirical data. Using a backpropagation neural platform
with the evolving mental technique, Wang and Shen pro-
posed a mixed framework that may be used in many situa-
tions [26]. The modeling revealed that the hybrid model
outperformed the other methods in terms of predicting pho-
tovoltaic output power. While the first type produced
acceptable predictive performance, it is challenging to
enhance the accuracy further. The reason for this is that
the first type did not extract various characteristics of photo-
voltaic output power. The second type is proposed to over-
come this issue. First, the photovoltaic output power is
decomposed into its constituent parts using a signal disinte-
gration method. As a result, many characteristics may be
retrieved. After that, an artificial intelligence model was cre-
ated for the prediction of these elements. Wavelet decon-
struction and minimal squares support vector systems were
used by Giorgi and his colleagues to forecast photovoltaic
production potential [27]. In addition, a thorough error
assessment was performed to compare the model’s efficiency
to that of competing models. To forecast photovoltaic out-
put strength, Wang and his colleagues used a wavelet trans-
formation paired with a definitive method [28]. A significant
ability to enhance prediction reliability was shown numeri-
cally by the recommended technique. WT was utilized by
Malvoni and his colleagues to deconstruct the historical data
[29]. LSSVM and the group technique were then used to
predict photovoltaic output power. Majumder and his col-
leagues proposed a more reliable photovoltaic output power
predictive model for different weathers and times [30]. The
prediction model was used in conjunction with altering
mode decomposition as well as an extreme learning
machine. Even though the signal decomposition model was
effectively employed for extracting features, the single artifi-
cial intelligence model has its disadvantages. Variables are
assigned haphazardly and are prone to falling into local opti-
mum. It is difficult for the 2nd type to enhance the projec-
tion any further. The third type has been proposed to
address the issues mentioned above. To begin, the signal
decomposition model is utilized on the original photovoltaic
output power. Subsequently, for prediction, an artificial
intelligence model mixed with an optimization method is
constructed. Lin and Pai used seasonal decomposition to
manage the initial photovoltaic output power [31]. Subse-
quently, evolutionary algorithm-optimized minimal squares
support vector regression was introduced for forecasting
purposes. The suggested model outperformed the competi-
tion in terms of predicting accuracy, according to empirical
data. Prediction is challenging due to the significant volatil-
ity of photovoltaic production power. A new approach based
on enhanced experimental deconstruction modeling as well
as support vector regression utilizing an improvement
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approach was developed to solve this problem by Shang
and Wei [32]. WT was utilized by Eseye and his colleagues
to divide the original photovoltaic output power into finer
elements [33]. Next, the regression of the support vector
was used. Particle swarm optimization was used to enhance
the variables of regression of support vector to increase pre-
dicting accuracy. The findings revealed that the hybrid
model was more accurate. An ELM improved via the sine
cosine approach was utilized by Behera and Nayak to disas-
semble and anticipate the initial photovoltaic output power
employing experimental pattern disintegration [34]. The
findings revealed that the suggested model worked well in
terms of predicting photovoltaic output power. Even though
the third type produces superior predicting results, it never-
theless has the following disadvantages. Since photovoltaic
output power has high fluctuation and changeability, no
constant-variable simulation can provide a reliable estima-
tion. The versatility of existing prediction models is some-
times overlooked. Secondly, the present decomposition
models have not efficiently recovered distinct information
from photovoltaic output power. The purpose of writing this
article is to propose a model for estimating photovoltaic
(PV) output power with higher accuracy compared to previ-
ous works. Therefore, the GWO-SVM model was studied,
and the performance of this model was estimated by exam-
ining the related statistical analyses.

2. Support Vector Machine

When it comes to identifying patterns and analyzing data,
SVM is one of the monitored training approaches estab-
lished employing numerical modeling principles [35, 36].
Additionally, statistical analysis and categorization are per-
formed using this parameter [37]. The purpose of our study
is to use this technique as a regression approach by employ-
ing a nonlinear component of @(x) to move information
from a high-dimensional environment to a first-
dimensional one [38-40]. The aforementioned nonlinear
mapping is accomplished by the creation of the appropriate
kernel component of K(x;,y,) [41]. Additionally, it is con-
sidered that certain points are not categorized adequately
by a hyperplane; hence, the slack variable is used for this
problem [42]. Using m data points in the data space as well
as a training dataset of D={(x;y,)1i=1,2,3,---,m}, a
regression function may be presented with y =w!®(x) + b,
where @(x) represents nonlinear topography function and
b and w indicate offsets as well as weight vectors, respectively
[43, 44]. As a result, the optimal formula for the support vec-
tor regression model is as follows [45, 46]:

1 S ;
min > [[w|*+c Y (§+&)
i=1

y—w'.O(x;)-b<e+i (1)
s.t. wT~(1)(xi)+h—yi$s+E;k ,
£>0,¢7>0
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where C is the penalty parameter, ¢ displays the loss function
variable, and & and &; are the slack parameters [47]. The
model loss is calculated once the decisive fault between
anticipated and actual scores is more extensive [48, 49]. This

Here, « indicates the Lagrangian multiplier, and the ker-
nel function computes the movement relation of the used
data collection [51]. The function of kernel radial foundation
is utilized in this study as [52]

K(xox) =exp (v -xI), )

where y denotes the RBF variable. Based on the above expla-
nations, there are two deciding factors in this learning, nota-
bly forfeit variable C and the RBF variable, which refers to
generalization capacity and estimation performance, respec-
tively. Lastly, the SVM hyperparameters must be optimized
[53, 54].

3. Gray-Wolf Optimization

The GWO algorithm is among the optimization algorithms
generated from simulations of gray wolf social hierarchy and
predation behavior [55, 56]. The gray wolf pack has a solid
social structure, shown in a pyramidal hierarchy [57]. The
gray wolf pack is divided into four categories depending on
rank. The low-level wolf follows the high-level wolf in such
grades. The gray wolf pack is responsible for hunting actions
such as aggressiveness, encirclement, and prey capture. The
wolf pack explored for their predation once GWO had found
the optimum option [58]. After that, it rummages for the opti-
mum choice based on the gray wolf performance score as well
as the relationship among the different levels [59, 60].

In the training phase, 70 percent of the records have
been employed, with the remainder 30 percent being used
to assess the generalizability of the algorithm. All data were
normalized between -1 and 1 and put into the SVM
model [61].

4. Sensitivity Analysis

To examine the effects of the input parameters on the out-
puts, a mathematical approach known as sensitivity analysis
was used [62]. There are many different uses for SA, includ-
ing determining research priorities, detecting technological
flaws, and identifying essential regions [39, 63]. There are
two types of SA analyses: global and local [64]. Assuming
other factors stay unchanged, local sensitivity examines the

problem foundation relates to convex quadratic program-
ming. The Lagrangian function is utilized to integrate the
constraint into the cost function, and the dual question
may be dissolved in the following manner [50]:

impact of one factor on the objective. On the other hand,
global sensitivity is a common approach that investigates
the influence of inputs on the target once all parameters
are changed. Figure 1 shows the efficacy of the input param-
eters in GWO-SVM for predicting photovoltaic output
power. As can be seen, the air temperature has the most sig-
nificant influence on the photovoltaic output power. The
results show that all defined inputs have a considerable
impact on the photovoltaic output power values.

5. Designing a GWO-SVM Model

Based on previous discussions, C, ¢, and y control the perfor-
mance of the SVM algorithm. As a result, GWO was employed
to improve these variables in the current investigation. The
GWO is divided into four sections: tracking, social hierarchy,
encircling, and attacking prey. For modeling wolf hierarchy,
four types of gray wolves, namely, alpha («), beta (j3), delta (
8), and omega (w), are employed with «, 3,8, and w as solu-
tions. The a, b, and d scores are computed according to the
associated fitness values so that the top three strategies may
predict the prey’s location. The literature has detailed informa-
tion detailing all elements of this method. The GWO is termi-
nated once the last condition is met.

6. Outlier Analysis

Outlier diagnosis is a critical statistical method utilized to dis-
tinguish sets of data from a larger data collection [65]. Outliers
are detected using an efficient technique, termed leverage sta-
tistics [66]. The crucial leverage extent H* Hat indicators (H)
and standard (R) were all taken into account in the current
technique. The Hat index is written as follows [65, 67]:

H=X(X'X)"'X', (4)

where X and ¢ represent the two-dimensional # x k matrix and
the transpose matrix symbol, respectively. The primary obli-
que of H is where the most likely Hat decision lies in this issue
[68]. The presentation of the Williams plot identifies the out-
liers. The correlation between normalized residue and the Hat
indicator is shown in this chart [69, 70]. The valid range of
data is specified as a squared area with a range of +3 standard
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Figure 2: Williams plot and analysis of data to determine suspicious points.

deviations and a strength domain of 3n/(p + 1) (p and # indi-
cate the number of inputs of the model and the learning
nodes). The significant frequency of data put in the spectra
of -3<R<3 and 0<H < H* reveals that GWO-SVM may
be used in a wide range of domains. Outliers are described as
data (R and H) that exceed the ranges [-3,3] and [0, H"].
The Williams plot of GWO-SVM outputs is depicted in
Figure 2. Except for one node in the spectrum of R < -3, most
photovoltaic output power values investigated in this research
fell within the domain of [0, H*] and [-3, 3], demonstrating
that the GWO-SVM algorithm is impressive in statistical anal-

ysis and may also enhance the capacity to portray the internal
relations among the photovoltaic output power score and
inputs.

7. Model Evaluation

Figure 3 shows the photovoltaic output power value calcu-
lated using the GWO-SVM method. The acquired photovol-
taic output power values are presented vs. the data index,
showing the training and testing results. As can be observed,
the suggested model has a high prediction capacity.
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FIGURE 4: Regression analysis performed on the proposed model.

The determination coefficient (R?) indicates how close
determined values are to actual values [44]. R? is a number
that ranges between 0 and 1.0. The model predicts more cor-
rectly as this parameter approaches unity. The created model’s
near-unity R* reflects its ability to estimate the photovoltaic
output power value. The R* coefficients for the learning and
evaluation components of the GWO-SVM algorithms are
0.913 and 0.891, correspondingly, as shown in the intersecting
graph of modeled and actual scores in Figure 4. There are
numerous scores around the bisector path in learning and val-
idation data collection, showing that the GWO-SVM has been
correctly computed. The prediction capabilities and precision
of the GWO-SVM model are shown in Figure 4.

The relative deviation percentages for the GWO-SVM
simulation are also demonstrated in Figure 5. It is shown
that the GWO-SVM model has high accuracy, with the
determined variation not exceeding the 50% band.

Table 1 shows the values of different statistical parame-
ters in order to evaluate this model in estimating the target
parameter.

In order to compare the accuracy of the model proposed
in this paper, with the most accurate models ever suggested
to predict this parameter by Zhang et al. in 2020, statistical
parameters were used [71]. According to Table 2, it is clear
that the model proposed in this paper shows higher accuracy
in estimating the target parameter.
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FIGURE 5: Relative deviation values calculated on the model to evaluate its accuracy in predicting target data.

TaBLE 1: Values of statistical parameters obtained for the proposed
model.

Group  R? MRE (%) MSE RMSE STD

Train 0913 7.103 5029.275084  70.9174  53.8453
Test 0.891 7.088 5573.878233  74.6584  59.9669
Total  0.908 7.099 5165425871  74.6584  55.4307

TaBLE 2: Comparing the accuracy of different models in predicting
the target parameter.

Model RMSE
ARIMA 193.29
LSSVM 272.51
WNN 188.30
This work 74.6584

8. Conclusions

This study is aimed at evaluating how effectively a statisti-
cal learning-based model may predict the output. For that
purpose, the GWO was included in the SVM model. The
GWO method performed well when it came to determin-
ing tuning parameters. When compared to actual data
points, estimations were proved to be highly accurate.
The efficiency of the suggested methodologies was estab-
lished by a definitive agreement between model outputs
and absolute values while evaluating the model throughout
the training and testing phases, as evidenced by statistical
analysis. Comparing the suggested models’ results with
another reported correlation validated the models™ accu-
racy as expected. In contrast to the robust mathematical
methodologies used for this output prediction, the sug-

gested strategy for predicting photovoltaic output power
is user-friendly, making it a helpful tool for academics,
especially in related domains.
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In the last two decades, it is persistently emphasized to develop energy generation systems free from greenhouse gas emissions
since these gases cause global warming, and it leads to unpredictable monsoons. Consequently, it might not be a conducive
environment for human beings and animals to dwell. To ascertain the green environment for the next generations and reduce
the use of fossil fuels, renewable energy sources are highly suggested to generate electrical energy. Solar photovoltaic is
reckoned to be one of the promising methods to generate electricity; however, it has a lower conversion value due to various
losses resulting from external and internal parameters. Among various losses that occurred in the solar photovoltaic system,
mismatch loss is imperative, which causes the system to perform poorly. Solar photovoltaic systems have made topical
advances in the use of highly effective solar cell materials to achieve high efficiency. In this analysis, performance parameters
are influenced by the internal and external conditions of the solar photovoltaic systems and they lead to an increase in the loss
of the system. The present review is focused to fetch fruitful information on the several studies that analyzed the effects on the
solar photovoltaic systems of parasitic resistances, dust generated by tresses, clouds, solar radiation, temperature, relative
humidity, different connection topologies, circuit implementation for partial shading, and remedies suggested by the potential

authors.

1. Introduction

The conversion efficiency of the solar photovoltaic (SPV)
devices can also be improved by minimizing mismatch, tem-
perature, and ohmic losses. Based on the availability of inci-
dent solar radiation, the mismatch effect can be reduced by
adding an appropriate connection configuration. The SPV
cell equivalent circuits consisting of parasitic resistance
(shunt and series resistance) should be taken into account
to obtain the high performance of devices. To reduce the
leakage current, the series resistance is as low as possible,
and the shunt resistance should be optimal to ensure that
the current passes through the external load. The SPV cell’s
temperature increases the current flow to the uniform solar
radiation and decreases the current flow and produces a hot-
spot when partial shading and different solar radiation fea-

tures are associated with an SPV cell. Effects of mismatch
and outdoor conditions should be held to a limited standard
and correct chosen connection topologies. For high power
output in an SPV cell, appropriate circuit equivalent values
and appropriate SPV-cell materials are selected based on
the use of solar radiation. In general, prominent SPV cell
materials like monocrystalline and polycrystalline silicon
(m-Si and p-Si), SPV-based materials have a high fill factor
and conversion efficiency [1-3].

The increasing number of photovoltaic plants through-
out the world in recent decades has exposed deviation in
estimated and actual photovoltaic energy generation. This
deviation is due to power losses, more often called mismatch
losses, which can be defined as the difference between the
maximum power of each array module and the power of
the complete SPV plant. The module is mainly distorted by
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two factors: the dispersion of electrical properties and the
partial illumination of the SPV cell. The SPV panels trans-
form directly solar energy into thermal and electricity. Solar
energy is a crucial factor in constructing additional SPV sys-
tems (electric and thermal) to meet supply demands, dra-
matically reducing the energy crisis. SPV’s performance is
based on the power converter and the characteristic specifi-
cation of an SPV cell by solar energy. For example, a device’s
conversion efficiency can be improved by reducing the
amount of energy lost due to mismatch and temperature
variations. Incompatible losses are caused by partial shading
and variations in SPV cell parameters [4].

Solar radiation creates a hotspot, in the presence of par-
tial shading, which raises device temperature. The SPV sys-
tem involves dissymmetric gathering, the decaying module
layer and the potential break-up of the cell, the accumulation
of dust particles in the modules, and unequal exposure to the
solar radiation in the modules [5]. Many researchers have
made some new developments to enhance energy efficiency
such that power losses and incongruity in SPV systems can
be minimized at the same time. Increased losses are calcu-
lated using two methods: (1) the comparison between the
ideal and maximum SPV value and (2) the application of
calculating losses by Bucciarelli equations. Incompatible
losses in fresh and old SPV cells are calculated using Buc-
ciarelli equations. In general, low (<0.01%) losses were
observed for fresh SPV cells and high (>10%) in aging SPV
cells. The integrated bypass diode is added to minimize
SPV module errors, parallel connections are selected, and
shunt resistance is reduced [6].

An SPV system uses various methods to avoid mismatch
losses. The passing clouds were blocking the incident of solar
radiation on the surface of SPV, causing partial shading of
the SPV module and the proxy maximum power point
(MPP) monitoring rather than the actual MPP. The avail-
able solar radiation creates a hotspot in the SPV module.
To overcome this issue, all the connecting modules, the
Total Cross Tied (TCT) connection provided the maximum
output and fill factor, with low power losses in the SPV mod-
ule, as compared with the simple series (SS), series-parallel
(SP), honeycomb (HC), and bridge link (BL). Incompatibil-
ity caused a 4.8% loss of electrical shading due to partial
shading. By implementing correct connections and sorting
various modules, this problem can be solved. With recon-
nection topology, insufficient losses in uniform solar radia-
tion are reduced and the power efficiency of the 3kW SPV
system increases by 22.4% by an interval of 1 minute [7, 8].

Dynamic reconfiguration and Sudoku constructions can
help to minimize losses in the SPV system without altering
TCT connections. A Sudoku automatic method is also
implemented to minimize wire losses in an SPV system that
reduces partial shade losses significantly [9]. Mismatch
losses are due to electrolightning, infrared imaging, current
voltages (I-V), and a wide-range laser-beam scan. Based on
these data, the effectiveness of SPV cells is easily
assessed [10].

The power output of the SPV module is determined by
selecting the correct crystalline material. Equivalent to a sin-
gle diode circuit, the two- and three-diode SPV cells are also
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ideally suited to high solar radiation conditions. Likewise,
crystalline Si materials are two types of monocrystalline sili-
con (m-Si) and polycrystalline (p-Si) materials producing a
higher production potential than m-Si in the dry environ-
ment. A comparative analysis with m-Si and p-Si SPV with
an equivalent power rating is performed in dry weather con-
ditions, and the final average annual potential is achieved by
5.24 and 5.38kWh per day [11].

The p-Si-based modules, with the thin film providing the
best performance, and the cadmium telluride- (CdTe-) and
copper indium gallium selenide- (CIGS-) based modules
provide significant electrical energy generation. Similar
SPV materials are suitable for different weather require-
ments [12]. In nonhomogenous conditions, it has special
SPV array MPPs to set the device with a shadow factor. Var-
ious connection schemes (SS, SP, BL, HC, and TCT) were
implemented, and one important part of the TCT relation-
ship is the resolution of this problem [13]. By using the
Lambert-W function in MATLAB and mathematical equa-
tions, the simple exponent and nonlinear SPV equations
(Bucciarelli equations) were facilitated [14]. The optimum
value of SPV is performed, and a voltage regulator is used
to reduce SPV losses during sunny and nonsunny days [15].

Figure 1 shows the research studies starting the period
from 2001, in which different mismatch loss values were
used to explore the behavior and characterization aspects
of photovoltaic systems. Over the past decade, the use of
SPV systems has increased, but the issues and shortages
related to these systems have become more important. Thus,
the number of scientific studies utilizing the photovoltaic
influence of internal and exterior factors has significantly
expanded, particularly after 2013. Photovoltaic system anal-
ysis, taking into account mismatch loss parameters, is
emphasized throughout the study. Accordingly, thorough
reviews are needed to assess the current situation and give
a roadmap for future scientific endeavors under these
conditions.

Previous studies have shown improvements in the effi-
ciency of the SPV network through enhanced network con-
nections, the addition of bypass diodes, various internal
parameters, selection of suitable places, and periodic system
support. The Bucciarelli equations on analog SPV cell cir-
cuits and simulation methods support these findings in the-
ory. By comparison, it reduces device efficiency by adding
additional components to the SPV unit as it absorbs consid-
erable power from various processes. In this review article,
the insufficient loss caused by different factors is considered.
The key criteria for an investigation into the mismatch loss
of solar photovoltaic systems (SPVs), internal and external
parameter impact, system losses, and causes of inconsistent
losses in solar power systems are established. For the analysis
of solar photovoltaic systems, students, researchers, mem-
bers, and decision-making personnel, this paper is valuable.
This will be useful in improving SPV systems, engineers, sci-
entists, generators, and policymakers. The purpose of this
review is to present a comprehensive description of the
influence of internal and external parameters, mismatch
losses, causes of mismatch losses (solar radiation, tempera-
ture, dust, and relative humidity), different topological
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FIGURE 1: Studies on mismatch losses in the solar photovoltaic
systems since 2001.

connections, and the merits and demerits of the solar photo-
voltaic system.

2. Review on Mismatch Losses

In recent years, the amount of electricity generated from
renewable sources has outpaced that generated from con-
ventional sources. In particular in remote areas, this will
bridge the gap between energy demand and the end-user
supply. Solar conversion is the most efficient way to produce
electric and thermal energy. Electric energy is used for
domestic and commercial purposes while thermal energy
uses industrial applications such as chemical processing. As
a result, most scientists have tried to establish effective elec-
tricity generation methods. Studies focused primarily on
solar energy photovoltaics by either increasing the power
generation or reducing photovoltaic energy losses. Highly
effective SPV materials can be used for performance
enhancement.

Further partial shading losses and changes to SPV cell
parameters lead to degradation of the SPV system’s perfor-
mance. Several studies have been performed to increase the
processing power, such as comparable circuit parameters,
reliable topological relationship regimes, and temperature
effects. The system efficiency can be enhanced by maximum
parasitic resistance, and the effect of shadow and tempera-
ture is under control.

2.1. Classification of Solar Photovoltaic (SPV) Materials.
Inorganic or organic materials transform the SPV cell into
high-quality electricity incidents caused by solar radiation.
Figure 2 outlines the different practical SPV materials [16].
The materials of c-Si are mainly divided into m-Si and p-Si
materials by manufacturing technologies. In an arsenide
matrix, the photovoltaic material Gallium Arsenide (GaAs)
is formed. Depending on the environment, the output of
p-Si is ideal for hot climatic conditions, and m-Si and GaAs
can work in normal conditions. GaAs provide the best per-
formance in photovoltaic cells among these crystalline
materials.

Since material from Si was not available today, SPV thin-
film cells were used in the manufacture of thin-film SPV
cells, which reduced the cost of production of crystalline
SPV cells by up to 50%. The difference between supply and
demand has been reduced to the lowest possible level by
the use of, for example, [Si-based] and chalcogenide-based
SPV cells (cadmium sulfides and cadmium tellurides (CdTe)
and copper-indium diselenides) of different SPV cells such
as Si (solitary, amorphous Si, and glass) [17].

Thin-film material is having bandgap (1.52eV) with
high open-circuit voltage, and short-circuit current density
was evaluated for the performance of bulk heterojoint solar
cells based on polymer (naphthobisoxadiazole) [18]. Optical
control and systems for high-performance hybrid solar thin-
film cells, which use amorphous Si or organic solar cells,
achieve 10.5% [19].

This hybrid SPV cell was cheaper and less weighty than
other equipment. The basic conduct and values of SPV cell
type, namely, color-sensitive SPV cells, are examined to con-
vert solar radiation with photoelectrochemical processes into
electric energy [20].

Implementations of SPV systems can be categorized as
active and passive, as shown in Figure 3 [16]. In the active
systems, electrical or mechanical equipment converts inci-
dent solar radiation in the SPV system into a DC source of
power or thermal power. The high-quality electrical power
is provided by an SPV module, which in comparison to
other solar energy sources can be stored in large quantities.
SPV panels of various materials, such as crystalline Si, thin
film-based materials, and organic materials, can be used
for high-performance processing materials. Solar radiation
is transferred into heat energy directly in a passive unit,
without the use of mechanical or electrical equipment (solar
chimney and solar oven).

When solar radiation is lesser than the norms (1000 W/
m?) and the entire cell area is unable to take the same vol-
ume, a hot spot inside the system is created that contributes
to the failure of the system. The SPV cell current is normally
equal to the volume of solar radiation. However, this effect
cannot be accomplished in an SPV cell, since only a propor-
tion of the solar radiation incident is transferred into power
and the remained heat dissipates; the actual output is mea-
sured using a temperature coefficient. Moreover, efficiency
decreases as the cell’s temperature increases.

The DC energy output causes ohmic loss because of the
different resistors of cable and connector connections. To
lower shadow loss and block the current flux of the system,
the diode is connected to an SPV system. Climate conditions
and material degradation have been reported as causing fail-
ure in the SPV module. Depending on the construction site,
the climatic conditions on the surface of a module include
solar radiation, ultraviolet rays, wind, snow, rain, frost, low
and high temperatures, salt, sand, and dust [21]. Also essen-
tial in improving power loss and reducing the operation time
of the SPV module is the material degradation mechanism.

2.2. Current-Voltage Characteristic Curve. Mismatch losses
are induced in series and parallel configurations of the com-
bined SPV modules by variations in the current-voltage (I-
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V) properties, voltage and current inconsistencies, and lower
partial shading. The current output of SPV modules
decreased 80% of the actual power output for two decades
[22]. The presence of dust, moving nukes, and shadows in
solar panels is an obstacle that minimizes incidents of solar
radiation. The shadow area in the SPV module decreases
current and functions as a terminal load, generating a hot
spot on SPV as opposed to the rest of not affected area. Thus,

the short-circuit current is adjusted and minor changes in fill
factor and efficiency in the SPV module are prominent [23].

The average production decrease of 10.22%, 10.39%,
9.62%, and 8.70% for SPV modules, respectively, was
induced when dust particles were deposited per month and
per day [24]. The performance and efficiency of the SPV sys-
tem are affected by overall parameters, such as shading
effect, dust removal, operating temperature, and solar angle
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tracking systems [25]. We investigate the role of solar radi-
ance, thermal orientation, tilt angle, shadowing, and poison-
ing by reducing SPV module output parameters.
Photovoltaic soiling modules have a degrading effect;
cleaner, optimized technology is more energizing than clean
technology [26]. In addition, in Kuwait, over 12 months,
total land losses of 45% and 42% are reported in clean water
technology, respectively, for Azda and Sawda [27]. Without
SPV module cleaning, the SPV system production decreases
by up to 1% daily. The implementation of a two-axis track-
ing device on the SPV module also provides solar radiation
to boost its output parameters [28]. SPV performance and
other factors including nominal plate details, losses in the
diode and connection, loss of mismatch, the DC, the AC
cable, sun-tracking losses, shading losses, and soil loss were
adjusted due to solar radiation incidents and cell tempera-
ture [29].

For the precision and degradation factors of the SPV
modules, a reliability model is used. The performance of
the SPV module reduces the deterioration of packaging
materials, cell/module relation, humidity intrusion, semi-
conductors, and lost encapsulation bonding [30]. The effect
of dust is calculated on the surface of SPV monocrystal-
line and polycrystalline modules, and maximum power
losses or losses of current were shown to be between
18% and 78% and between 23% and 80%. The deposition
of dust does not affect open-circuit voltage or maximum
voltages. The general characteristics of I-V and power-
voltage (P-V) are also different from the current curve
of the SPV modules [31].

A new theoretical model for the performance parameters
of SPV modules/streams/arrays has been developed with
MATLAB. This model data is used to check the model pre-
cision and viability of the effects of other software simulation
models (INSEL and PVsyst) [32]. Measurements of the sim-
ulated model are compared to test measurements on a net-
work of grid-connected SPVs. The results of the model
matched experimental values because of the effect of the
SPV soiling, aging, and deterioration system on the real
weather conditions. A new model was developed to estimate
the high accuracy and low approximation of SPV cell failure
in one diode consisting of series and parallel bypass and
blocking diodes [33].

A pattern search technique categorizes problems with
SPV cell parameters. This method is used to evaluate a
two-diode model’s output which gives the actual measured
data better results [34]. For a single circuit in a MATLAB
Simulink, mathematical models are built that also analyze
the effect on three points, namely, open-circuit voltage, high
power, and short-circuit current of the external (solar and
temperature) parameters and internal (shunt and series
resistance) parameters [35].

In different solar radiation and temperature, the dynam-
ical resistance and the MPP values of the SPV modules are
measured with the aid of a direct measurement system.
The findings of this study closely correlate with the experi-
mental dynamic values of the SPV module [36]. The shunt
resistors of each cell are determined without electrical con-
nection estimation. In a-Si, the voltage, fill factor, and effi-

ciency of the individual cell will steadily improve as the
shunt resistance increases [37].

2.3. Effects of Internal Parameters. A new partial shade tech-
nology, with two different shade ratios consisting of a qual-
ifying test, the accelerated lifetime test, and a long-term I-
V characteristic test, enumerates the resistance of individual
cells to the sequence. The results of the simulation are com-
pared to the tests for improving controlled performance
[38]. The effect of shunt resistance on an SPV crystalline
panel on the solar radiation incident is analyzed. The reverse
I-V curve determines the shunt resistance of dark light illu-
minations and shows the reverse dependency on the shunt
resistance of incident solar radiation [39].

A single circuit equivalent to a single diode of the solar
cell consists of five internal and external factors which influ-
ence the performance of a solar cell. Solar radiation variables
and external conditions affect the photogenic rating current
and the reverse saturation current in the diode ideality,
sequence, and resistances. Moreover, the internal parameters
necessary to achieve the highly accurate performance of the
solar cell should be selected and properly managed [40].

The shunt and series resistance values of an explicit
model are contrasted with the experimental values
obtained from the SPV module [41]. The Newton-Raph-
son method measures the shunt parameters and series
resistance values and simplifies the Lambert W function
of the equations. The values are measured in 3 light con-
ditions (800, 900, and 1000 W/m?) and checked for the
root mean square error analysis to be correctly accurate
[42, 43]. These two analytical methods have been com-
pared with experimental short-circuit current data, open-
circuit voltage and maximum power point current, and
maximum power point voltage [44].

For optimal performance, the resistance values in an
SPV cell are calculated on the basis that SPV cell materials
have size, shape, and properties [45]. A functional SPV cir-
cuit equivalent model takes into account the series resistance
of a Si-based SPV cell on each connection area and electrode.
In the case of leakage, the current flow through an SPV cell
can be reduced due to a defect in the SPV cell structure by
introducing a parallel shunt resistance across the P-N junc-
tion diode. Microstructure analysis of the polycrystalline
photovoltaic lead SnAgPb is performed [46].

A photovoltaic system algorithm is used to estimate
current and power in appalling conditions. The proposed
algorithm discusses the SPV field, diode blocking, and
the bypass diode in sequence and parallel resistance. The
Lambert W feature simplifies the explicit I-V characteristic
equation. The results show that the relative average SPV
power mistake has dropped by 50%. It can be used for
other SPV cells such as polycrystalline, thin films, and
organically dependent cells [47].

The solar cell temperature, the backside temperature, the
atmospheric temperature, the open-circuit voltage, the
short-circuit current, the maximum point voltage, and the
maximum point current are used to evaluate the thermal
and electrical outputs of a photovoltaic device [48]. The
Lambert W function for the investigation of capability I-V
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and P-V effects is applied to compare these results with
those of the MATLAB simulation with the simulation out-
come both curves become stronger [49].

New technology has been developed for nonlinear out-
put parameters of a single SPV diode cell. The results are cal-
culated using a simulation system with 2 diode model
parameters [50]. A single solar cell diode is used to analyze
a technology to determine the IV output parameters via
the polynomial curvature fitting method and Lambert W
function. This method provides good precision and fewer
errors, and the typical method of adaptability is an SPV cell
product [51]. The thermal activity of SPV cells based on Si
and GaAs is investigated. The SPV cell is connected to high
and low loads, and the system acts as a source of power and
voltage. Effective methods of removal of heat, such as natural
or forced flow, reduce the SPV cell temperature [52].

A thin-film cell (amorphous cell) operating in low solar
radiation level is efficient material, compared with m-Si
and p-Si SPV cells. The solar cell a-Si can only be based at
squat lighting rates up to 500 W/m” with m-Si and p-Si cells
that display better efliciency at a median solar radiation rate
up to 900 W/m®. The conversion efficiency of low bandgap
materials was reduced by more than 900 W/m? [53]. The
parameters for the development of m-Si and p-Si panels
are measured in semiarid climatic conditions on selected
days and months. The open-circuit voltage, the short-
circuit current, and the conversions are related to SPV mod-
ules; the m-Si SPV module is higher and slightly lower than
the p-Si SPV module [54].

The transparent and infrared areas are amorphous, poly-
crystalline, and monocrystalline materials, with a maximum
exposure of 0.522, 0.922, and 0.704 ym, respectively [55]. In
various research laboratories, three SPV module outputs are
compared, between Sandia National and the National
Norms Institute; the coeflicients of temperature were up to
17%, resulting in a decrease in SPV module output of less
than 2%. In each three-form SPV module, the relatively
short-circuit current differs to 4% [56].

2.4. Effects on Output Parameters. The m-Si p-Si and a-Si
solar modules are tested with a single-axis tracking device
in Malaysia’s hot and moist environments. The higher

energy efficiency of the p-Si module was based on the degree
of solar incidents. The module with the m-Si solar module
has a lower and maximum solar module template [57]. In
the same climate with efficiency and energy efficiency, the
three SPV modules are compared. The SPV modules are
m-Si and amorphous for optimum and lowest efficiency [58].

In total, there will be 5 modules for the tracing and anal-
ysis of SPV outputs and efficiency, as well as relative quality
losses (m-Si, p-Si, CIGS (copper indium gallium selenide),
CIS (Copper Indium Selenide), and CdTe (Copper Tellu-
ride), the SPV modules m-Si and CdTe (Copper Indium Tel-
luride)). CIGS showed the complete power output of thin-
film SPV modules [12]. In degradation, temperature coeffi-
cients, and performance parameters, five SPV modules (Si-
1, multicrystallized Si, Si-2, CIGS, and hetero-Si film) are
considered to be analyzed. The annual rates for degradation
of SPV modules are approximately 0.50-4.95%. The fre-
quency of deterioration in 25 years is around 10-50%. When
the photovoltaic modules had an increased annual degrada-
tion rate of 5%, the Levelized Cost of Electricity (LCOE) cost
doubled [59].

With an SPV device connected to an energy-efficient
charge, the full power efficiency of the SPV cannot be
achieved. The battery power of the SPV network as well as
weather and operating conditions is therefore critically
essential for the cable thickness and the temperature and
the shading mechanism, the characteristics of I-V, and
inverter capacity. The input parameter (solar radiation) of
the SPV system depends only on all these variables. The
operational efficiency can also easily be modified for the
other variables. Therefore, this analysis focuses on the eluci-
dating temperature effect on various SPV parameters.

The effect on the overall performance of a photovoltaic
system is examined by solar radiation, temperature, shadow,
earth, and snow [60]. SPV cell output decreased gradually as
the air temperature increased. However, changes in wind
speed led to mixed reactions of the efficiency of the PV sys-
tem [61].

The generation of electric and thermal energy is favored
for green and sustainable methods, such as solar energy sys-
tems. These solar energy systems are an appealing choice for
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the electricity supply in remote areas and community use in
particular. Other types of renewable energy sources (wind
and biomass) are unsatisfactory for smaller development
due to the high cost of supply and sustaining and operating
life and by implementing solar-energy systems; these prob-
lems are overcome. However, the SPV systems have an
extremely low power conversion performance due to the dif-
ferent types of losses during energy storage and transfer.
Mismatch losses are a significant downside of such defeats.
Mismatch losses affect the performance of SPV, which
results in a hotspot event that decreases the working life of
the SPV device and increases the cost of producing
electricity.

The SPV method is the most common in space reduc-
tion; occurrences of solar radiation at a specific location
are less common. Therefore, high energy conversion rates
need efficient solar energy use and a suitable transformation
process. Furthermore, the optimum power output can be
achieved by minimizing power losses and reducing energy
costs. Current research focuses on elucidating the ineffi-
ciency effect, enhancing performance, and developing SPV
systems with optimized technologies.

Each solar power plant string consists of several photo-
voltaic modules. Each module’s I-V characteristics vary
because of the difference in internal resistance, short-
circuit current, and power modular loss. Strings of SPV
power plants are located in parallel. The I-V features of
the combined string and length of the outside cable are
different [62].

2.5. Impact of Dust on SPV Modules. As the world’s energy
consumption increases and environmental concerns create,
there has been an upsurge in interest in improving renew-
able power sources, particularly solar energy. Further electri-
cal modeling research will focus on diode-based equivalent
circuit models. It was discovered that dereliction of environ-
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100%

7% Solar losses

2% Dust and dirt

2.5% Reflection

1% Spectral losses

1.5% Irradiation

4.6% Thermal losses
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FIGURE 6: Sankey diagram for photovoltaic system losses [79].
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TaBLE 1: Mismatch losses in a solar photovoltaic cell/system.

Connection scheme Mismatch power loss Authors
5 %5 SPV arra Maximum loss at total cross-tied of 1214.93 W and minimum loss at the dominant square ~ Dhanalakshmi and
Y of 606.75 W Rajasekhar[114]

40 modules
2.85kW power plant

190 kW power plant

SPV cells connected
in a string

Series string

Mismatch loss is about 0.23% of the nominal power
Annual electrical mismatch loss factor from 3.8% to 13.2%

Total loss including solar radiation, temperature, module quality, array mismatch, ohmic
wiring, and inverter is found to be 31.7% [117]

Fractional power loss due to mismatch is 2.35%

15-20%

Lorente et al. [115]
Rodrigo et al. [116]
Sharma and Chandel

Bucciarelli Jr. [70]

Wang and Xuan [118]

mental conditions could result in significant errors of up to
17%. The accuracy of the predictions can be improved by
up to 35% with simple model modifications like taking dust
into account [63].

Red soil, ash, sand, calcium carbonate, and silica are
examples of several types of pollution deposits. When SPV
panels are exposed to the dust elements for short period
(two months) without being cleaned of pollutants in the
air, their energy yield can be reduced by as much as 6.5%
[64, 65]. Multicrystalline PV modules were tested in both
indoor and outdoor environments for the influence of dust
on their performance. Under varied contaminants, the PV
module’s performance has been evaluated. Due to the mass
and kind of pollution, dust particles depositing on the PV
module cause voltage and output power to decline [66].

There were detrimental effects on output power and
short-circuit current when dust was collected on the poly-
crystalline silicon photovoltaic module. However, the open-
circuit voltage was not significantly influenced by this phe-
nomenon. Coal dust was shown to have the greatest impact
on module efficiency, with a 64% reduction, followed by
42%, 30%, and 29% for aggregate, gypsum, and organic fer-
tilizer dust, respectively [67]. PV modules can be partially or
completely shaded by dust accumulation on them. As a
result, shading effects are not the same as those caused by
dust or dust soiling. In PV modules with dust-soiled solar
cells, the power output of the cells is lowered because less
or no current is created [68].

2.6. Mismatch Effects. Depending on the system configura-
tion and string length, the manufacturing assessment found
changes between 0.01% and 3%. Besides the module’s elec-
trical characteristics, a loss difference includes string length
and edge effects [69]. When modules are connected to serial
and parallel combination networks known as arrays, varying
current-voltage characteristics of the photovoltaic modules
result in a form of power loss called an electric mismatch.
The “mismatch loss” (MML) effect is that the SPV-array
total power output is less than the total module power out-
put as if it was operating independently [3, 70].

A comprehensive performance model at the cell level is
used to classify the actual array and P,,,, efficiency, which
includes losses in discrepancy, as shown in Figure 4. This
is compared to the ideal performance of ubiquitous ) Pqys»
the amount of individual cell-level power minus losses of
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mismatch. Mismatch loss is therefore calculated by [71]

. p Array
Mismatch loss% = MML[%] = 1 — . (1)
>P
Cells

The actual flow through each module must be the same
as that when the modules are connected to a string serial
and connected to an inverter with a maximum power point
for the tracker. The current passing through any module
should be the same when the modules are connected to a
series string and connected to an inverter with full shadow
capacity [72].

The losses in SPV system loss due to the temperature are
as follows:

(1) Loss due to the incident solar radiation level
(2) Loss due to the temperature

(3) Loss due to the SPV module quality
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(4) Loss due to mismatch phenomenon between strings
(5) Ohmic loss due to wiring

(6) Loss at the inverter level due to its efficiency and its
operation

In addition, it is crucial to match the maximum power
output of the SPV modules to the accurate DC-AC inverter
size to avoid unaccounted losses [73].

2.7. Mismatch Loss in Solar Photovoltaic Modules. Figure 5
demonstrates the description of the SPV module defects. It
has briefly and permanently broken up into incompatibility
losses. Temporary partial shade loss, temperature variations,
covering snow, and falling birds are barriers to maximum
solar light absorption by prominent photovoltaic compo-
nents. The effect of defects in the photovoltaic module is
equally soiling defects, corrosion, lightning, delaminating,
cracking of the coating, and coloration.

The Sankey diagram indicates some losses in photovol-
taic systems shown in Figure 6. Due to the low energy effi-
ciency of SPV systems, the energy produced should be
with minimum losses, be moved to consumers as much as
possible. Through the elimination of loss factors in the pho-
tovoltaic systems, these losses must be minimized.

Factors that may cause SPV system losses include envi-
ronmental factors such as wind, dust, snow, heat, tempera-
ture, and other losses caused by device components such as
cables, inverters, and batteries. Given the losses, the SPV sys-
tem should be installed and used to the greatest extent pos-
sible for the energy generated in local regions.

Photovoltaic plates are caused by the deposition of soil
and dust. The powder is used in any event to wash rainfall
off the module’s surface, and even bird waste remains on
the panel’s surface after heavy precipitation. One of the main
parts of the SPV unit is the lower edge of the module. The
module is usually mounted on the ground with slight
inclines such that the water between the container edges is
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constantly not collected at the ends of the kit. The dust
reduces a module’s maximum power by shielding the cells
from the soil. Loss should be less than 1 to 2% to return to
power when the modules are periodically cleaned and to
eliminate soil losses from the modules only through frequent
cleaning cycles [74, 75].

Photovoltaic panel surfaces should be kept clean at
ground level for good system performance during service
so that solar radiation can be absorbed more effectively. A
smart machine can be used in some studies to clean the
floor, whether manually or automatically. The design is
aimed at reducing productivity losses by dust and dirt on
the surface of the panel and at maximizing power produc-
tion. The energy loss without the purification cycle has been
reduced and efficiency increased by 15-20% [76]. Mismatch

loss occurs in various capacity ranges of power plants given
in Table 1.

A case study with 180 solar panels from Panasonic N285
and multiple SMA inverter topologies has been presented in
a 51 kW SPV array on the roof. Listing has been measured
for low, medium, and shaded scenarios. Six configurations
of SPV strings have been analyzed ((1) system with 10 x5
kW, (2) 5x 10kW, (3) 5x 10kW, (4) 3 x 15kW, (5) 2x25
kW, and (6) 1x51kW). The control demonstrated the
varying output in all configurations when shading scenarios
were considered, resulting in maximum power available in
shadow conditions. Shade losses of 21.4%, 22.9%, 26%,
24.2%, and 23% have been observed during testing with
the free online simulation PV#SOL software for all six con-
figurations [77].
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TABLE 2: Studies on the effect of solar radiation.

Objectives

Result

References

Examine the solar photovoltaic panel’s surface temperature about
solar radiation and ambient temperature.

The SPV performance characteristics were calculated using
measurements of the panel’s output voltage and current, as well as
the amount of solar radiation incident on its surface and the
panel’s surface temperature.

According to the location and time of day, the amount of solar
radiation that falls on SPV panels might vary significantly.

When the atmosphere is partly cloudy, the differences in solar
radiation can produce considerable oscillations in system
currents, notably in battery currents.

An investigation into the relationship between solar radiation,
current, voltage, and solar panel efficiency is the fundamental
objective of this research effort.

Solar radiation transfer may be predicted using a new, more
comprehensive physical model that incorporates deposition and
particle characteristics.

The solar photovoltaic panels are most efficient when the solar
radiation hits them head-on in a direct line. An SPV panel that is
stationary can only face the sun for a limited amount of time.

Different solar radiation intensities ranging in the range of 1000-
3000 W/m? have been examined to determine the power and
energy of SPV cells.

Aspects such as the amount of solar radiation reaching the panels,
the surrounding temperature and humidity, and the wind speed
are all readily apparent. The amount of dust or pollution that
accumulates on solar panels depends on the local climate and
precipitation, which affects the amount of electricity generated.

At an ambient temperature of 36°C, the solar panel
reached a temperature of 78.50°C when exposed to
1140 W/m? of solar radiation. The performance of
SPV panels can be harmed by extended exposure to
high panel temperatures, even at typical levels of solar
radiation and ambient temperature.

Humidity causes a decrease in solar radiation and
panel output, according to the studies. The SPV
panel’s power output drops by 34.22% when humidity
rises by 50.15%. It was also discovered that an 11.40%
drop in panel temperature was caused by a rise in
humidity from 65.40% to 98.20%.

A small increase in SPV panel voltage is observed
when panel current rises in direct proportion to solar
radiation. Similarly, the power of a solar panel
increases as a function of the amount of solar
radiation it receives.

Cycled battery charge/discharge currents are directly

affected by changes in solar radiation. Battery current

changes caused by solar radiation cannot be modeled
using hourly radiation data.

The temperature rises as a direct result of increased
solar radiation, according to the results obtained from
the experiment. The output current rises as a result of

the increase in solar radiation until the cell’s
temperature interferes and causes it to fall.

There must be a consideration for all of these factors
when forecasting the transmittance of a solar panel
covered with dust, according to their studies.

The efficiency of the SPV system was shown to
increase significantly when the SPV system was used
with a sun tracking system. Depending on the panel’s
location, it can gain anywhere from 15% to 45% of its

original energy throughout the year.

Increasing solar radiation from 1000 to 3000 W/m?
increases total energy by approximately 1797.56%.

The wind helps to keep the SPV panel cool by
reducing the amount of electricity lost as a result of
increased solar radiation or elevated panel back
temperature.

Tripathi et al.
[119]

Tripathi et al.
[120]

Karafl et al.
[121]

McCormick
and Suehrcke
[122]

Buni et al.
[123]

Xingcai and
Kun [124]

Thorat et al.
[125]

Nasrin et al.
[126]

Kazem and
Chaichan
[127]

The contrast was made with the genetic algorithm per-
formance and other conventional techniques using 400 W,
3400 W, and 9880 W arrays, each consisting of 40 W, 10 W,
85 W, and 247 W SPV modules. The respective array output
power and MML are calculated for both the long series
string- (LSS-) SP and long parallel branch- (LPB-) SP arrays.
For this function, array arrangements 1 x 40, 2 x 20, 4 x 10,
and 5 x 8 (parallel x series) are used as LSS-SP array while
array arrangements 40 x 1, 20x2, 10 x4, and 8 x5 are
known as LPB-SP array configuration [78].

The basic inconsistency of the number of inconsistent
recipients is shown in Figure 7, for different configurations.
The SPV module design with a greater number of intercon-
nected cell series has a lower critical differential value that

allows the system to recover better. The nonuniform mal-
function distribution has been checked for an erroneous
modulus structure analysis (16 x 9). This means that each
receptor gets the inconsistency value by increasing the num-
ber of inconsistent cells until the inconsistency of all recep-
tor cells is reached [79]. The relative malfunctions were
between 1.4 and 4.0% during the stated solar radiation trans-
fers according to the electric configuration and layout of the
SPV array [80].

Figure 8 demonstrates the energy loss distribution of the
crystalline silicon solar cell. The electricity loss caused by
discord between solar cells and ribbons is 41.51% and
40.74%. The losses in the power of container materials and
the link box are 7.5% and 10.25%. The gross Cells to Module
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(CTM) of the solar panel of 72 (25mm/125mm) is 3.93%
[75]. The effect of the shunt on the power output of the
module was tested in terms of relative power and relative
open-circuit voltage. The important finding is that in so
much as 90% variation between shunt positions in relative
energy losses and the difference in relatively open circuit
voltage losses can also be achieved, which is crucial that
the electrical output of the SPV module shunted into the
module depends on the mutual location and proximity of
metallization. In comparison with metallization shunts, the
relative strength of most shunts not for the lowest shunt
resistance values has increased by 80% to 90% [81].

2.8. Circuit Implementation. It is common for SPV systems
to have problems at various points, including the SPV arrays
and power converters. As shown in Figure 9(a), the SPV
array errors, such as line to line (L-L) faults, occur between
the system’s first and second strings. For the SPV system
without blocking diodes, the string current at prefault and
postfault conditions as well as the fault current (I) is shown
in Figure 9(b). The L-L faults reverse the flow of current
through faulty strings, as shown in Figures 9(a) and 9(b).
F, and F, are separated by one healthy string, which gener-
ates an inward or reverse current (Ippy) into the faulty
string. For SPV systems, the Overcurrent Protection Devices
(OCPDs) used in SPV systems can easily detect a short-
circuit current that is almost twice as high as that of the
string before the fault, as shown by Figure 9(b) [82].

Different semiconductor materials are used to build the
solar cell’s two layers, each of which is doped differently.
Figure 10 illustrates the basic structure of a silicon solar cell.
A p-n junction diode is a better analogy for the solar cell. A
layer of silicon with integrated metal components is utilized
on the upper side of the electrode to prevent direct solar
radiation penetration. As a result of connection resistance,
SPV cells can be built in a variety of forms to maximize their
effective surface area and minimize their losses due to this
resistance [83].

Figure 11 depicts the m-Si SPV cell’s current-voltage and
power-voltage curves at constant solar radiation. Photovoltaic
cell temperatures of 25°C, 40°C, 50°C, and 60°C were observed
at solar radiation of 515W/m”. A direct correlation between
cell temperature and current-voltage characteristics can be
shown in Figure 11. It has been found that at lower voltages,
the current is the largest and most nearly constant, with con-
stant solar radiation of 515 W/m? and 220-240 mA [84].

2.9. Configurations for SPV Arrays

(1) Customized SPV array constructions

There are numerous SPV array configurations depicted
in Figures 12(a)-12(h). In addition to the SP and BL-based
combinations, there are SP-TCT and BL-HC hybrids, as well
as the projected LS-TCT variants. Figures 12(a)-12(c) depict
the standard SP, BL, and HC configurations for a 44-panel
SPV array. It is shown in Figure 12(d) that an SPV panel
array of 44 panels can be generated with high power by
employing tied across individual rows of interconnections.
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materials [132].

Combining the traditional SP, BL, and HC topologies with
the TCT topology of an SPV array is shown in
Figures 12(e)-12(g) [85].

(2) Is puzzle-based SPV array configuration

Figure 12(h) shows a puzzle pattern-based SPV array
topology in which the positions of SPV modules are reallo-
cated according to a modified TCT, but electrical intercon-
nections remain the same. The SPV modules in this array
are identified by the first and second numbers of their row
and column names, respectively. The purpose of LS is to
identify the maximum number of rows and columns that
can be employed for an integer. Leonard Euler devised a
matrix in which each symbol appears exactly once in every
row and column. Perceptible shading dispersion during
SPV array reconfiguration is available in the presence of par-
tial shading conditions (PSCs). The shade dispersion prop-
erty will always change based on the number of integers
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TaBLE 3: Studies on the effect of temperature.

Objectives Result References

To accurately measure the heating effect, the
temperature coefficient of the solar cells is utilized. A
decrease in photoelectric efficiency of 2.9-9.0% occurs
in solar cells having a temperature coefficient of 2.1-

5.0%.

The photovoltaic conversion process is heavily reliant
on controlling the operating temperature. An SPV
module’s electrical efficiency and, by extension, its ~ Dubey et al.
output power are directly proportional to its operating [129]
temperature, which decreases linearly with module
temperature.

Du et al.
[128]

The temperature of SPV panels under realistic settings is being
modeled theoretically.

Photovoltaic conversion is mainly influenced by the operating
temperature. Temperature affects both the module’s electrical
efficiency and its output power linearly.

Analyzing the behavior of a monocrystalline SPV panel under Photovoltaic system efficiency is greatly affected by the  Zaini et al.
various temperatures is done using MATLAB/Simulink software. temperature of the solar cells. [130]

Achieving maximal performance and maximum output
Real-time solar radiation and ambient temperature will be used to from a solar energy harvesting module requires that its Thong et al.

evaluate the influence of heating on SPV cells’ efficiency. temperature be kept within an acceptable range for the [131]
SPV module.
'I_‘e.mperatu?e and solar radlatllon aﬁfect the performance of m-Si Temperature affects the efficiency and fill factor of m-Si Perraki apd
silicon, p-Si, and Copper Indium Diselenide (CIS) modules under . - . Kounavis
: . and p-Si modules; this is not the case with CIS modules.
real-environmental conditions. [132]
CdTe-based modules have an average temperature

The temperature coeflicients of commercially available solar coeflicient of power of -0.446%/°C for m-Si, 0.387%/°C ~ Dash and
modules are examined. for p-Si, and 0.172%/°C for CdTe-based modules Gupta [133]

correspondingly.
The temperature profile of an SPV panel is altered
when solar energy is filtered before it enters the panel, =~ Schoeman
resulting in lower panel temperatures in all cases (on et al. [134]
average 18% reduction).

Filtering certain spectrum solar radiation before entering an SPV
panel might result in various temperature profiles and varying
output powers.

An increase in temperature reduces panel efficiency by
A p-Si photovoltaic panel is tested for its electrical performance ~ 0.5%/K, in total. In addition, a drop in SPV module  Idzkowski

under various temperature conditions. efficiency of 1.23% was caused by a rise in temperature et al. [135]
of 30°C.

An investigation into the performance of a specific type of solar ~ With the help of this Computational Fluid Dynamics

panel. Since it has an open design and can therefore benefit from (CFD) model, it was demonstrated that a lower Charfi et al.

natural ventilation, it is self-cooling and keeps dust from collecting temperature in this solar system allows for maximum [136]

on its surface even during the hottest parts of the day. electrical production than a flat SPV system.

utilized in the puzzle design. Because of this, it is feasible to ) 6 %

place LS puzzles with distinct attributes and multiple place- g% > gl

ment choices for integer numbers. An SPV array has been £ 60 3%

. . E 50 32 8
reconﬁgurid with the help of the LS puzzle, as shown in = 10 31E%
Figure 12 86]. S 30 30 ° %

& (k) [86] ¥ 20 29 S8
) z 10 28 7=
(1) Su-do-Ku puzzle-based SPV array configurations 0 7 &
5 5 o2 2 =2 =2 =2 = ©
< < < A [ A~ [ [»
The four-by-four SPV array is rearranged by a series of > 2 = = 2 = 2 =2
rules based on integer numbers. Electrical connections and « Fill factor (%) for dec
design methods are illustrated in Figure 12(i). -+ Fill factor (%) for feb
—e— PV panel front side temperature (°C) for jan
(2) Shape-do-Ku puzzle-based SPV array configuration Fill factor (%) for jan

»+ PV panel front side temperature (°C) for dec
: : : PV panel front side temperature (°C) for feb
It is possible to find the Shape-do-Ku (SPDK) puzzle in a
variety of sizes, although it has no technological connection FIGURE 15: Performance characteristics curve for SPV system with

to the Su-do-Ku (SDK) puzzle. This puzzle has only one pos-  the effect of SPV panel front side temperature [174].
sible answer, and each number must occur at least once in

every row and column. Rearranging the SPV array with a 4
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TaBLE 4: Studies on the effect of relative humidity.
Objectives Result References
It has also been discovered that the voltage is relatively
Relative humidity affects the effectiveness of solar panels in Calabar,  stable between 70 and 74%. Low relative humidity =~ Ettah et al.

Nigeria, while converting solar energy to electricity.

Solar modules’” primary characteristics, voltage, current, power, and
efficiency are all studied parametrically for their effects on each
other.

The effects of temperature and relative humidity on the operation of
photovoltaics put near the Calabar River were investigated to
evaluate their efficiency.

The deposition of the Hole Extraction Layer (HEL) does not appear
to be affected by humidity or oxygen; however, the deposition of the
perovskite layer is notoriously affected by humidity and oxygen.

Electrical energy production, the efficiency of SPV conversion, and
efficiency losses were all examined about weather data. The results
show that output is lower during periods of high relative air
moisture.

According to research, solar cell performance is affected by weather
conditions such as relative humidity and temperature.

Under variable humidity and precipitation circumstances, a more
generalized mathematical model for dust deposition has been
proposed.

It was found that a two-phase, standing-wave electrodynamic dust
shield (EDS) was more successful in removing dust in a single
operation mode with constant RH and a cyclic operation mode with
alternating RH conditions.

Solar radiation models are adjusted based on the relative humidity
and the air quality index (AQI) of a given area.

(between 70% and 74%) increases this efficiency even
further.

(137]

For p-Si modules, generated power and efficiency are

. -1 . Sohani et al.
more affected by relative humidity variation than the ohath et a

voltage in the range of 10% to 50%. [138]
Relative humidity has been found to have a negative ~ Njok and
correlation with current, efficiency, and photovoltaic ~ Ogbulezie
system performance. [139]
The triple-cation perovskite layer was used to prepare
the best-performing device and was deposited under ~ Mesquita
dry air, resulting in an efficiency of 16.7% for power et al. [140]
conversion.
Solar panel designers, installers, and end-users of SPV
systems can benefit from the findings for improved ~ Burduhos
system design and more accurate energy production et al. [141]
forecasts.
There was a 51gn1ﬁcar.1t dl"op in tl.uf, efﬁqency_ of solar Hamdi et al.
cells when working in conditions like high [142]
temperatures and relative humidity of more than 70%.
As humidity levels rise, the deposition rate of a particle
increases, and its rebound rate decreases. With an Sengupta
increase in relative humidity of 40 to 80%, the rebound ot alg[lp 13]
velocity of a 2.5 um particle decreases by 73% from ’
0.073 to 0.019 m/s.
EDS devices can now be designed and operated
optimally, including determining the ideal timing of
o . . . . Javed and
EDS activation and applying appropriate dielectric Guo [144]
coverings and hydrophobic coatings to the EDS’ top
surface.
Relative humidity and AQI were exposed to be the
most effective adjustment methods. The accuracy and ~ Su et al.
reliability of solar radiation models that deteriorate [145]

layer by layer can be improved using this technique.

x 4 SPDK puzzle is done. There is a diagram of electrical
connections and design methods in Figures 12(j) and
12(m) [87-90].

3. Causes of Mismatch Losses

Environmental and operational variables have a separate
effect on the SPV panel into three groups (solar radiation
effect, temperature effect, and relative humidity effect). Input
parameters for solar radiation SPV systems are environmen-
tal factors that determine the SPV system performance, tem-
perature, and relative humidity.

3.1. Effect of Solar Radiation. Table 2 summarizes research
on the impact of solar radiation on solar photovoltaic panels
conducted by various researchers. The overall effect of SPV
cells has increased the fill factor by increasing solar radia-
tion, as shown in Figure 13. The average fill factor for the
SPV module varied between initial and final values of about
22.98%, 54.16%, and 26.19%, with 18.18% and 14.01%, and

- >
£ 75 - - 1200 F
£ 70 1 L 1150 o
3 »
g 65 - L 1100 &
= g
< 60 1050 5
= | L =3
g5 e P 1000 £
S50 gt A W F950 g
$ 45| - 5 Lo =
cC1 P \ £
£ w0 — 850 3

= = 5 = =2 =2 =2 = e

< < < A~ oY [ [ o

= = = R

Time (hrs)

++¢ Relative humidity (%) for dec

-+~ Relative humidity (%) for feb
Solar radiation (W/m?) for jan
Relative humidity (%) for jan

~ =~ Solar radiation (W/m?) for dec
Solar radiation (W/m?) for feb

F1GURE 16: Performance characteristics curve on SPV module with
the effect of relative humidity [174].
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TaBLE 5: Studies on the effect of internal parameters.
Objectives Result References
The model can be built from mathematical equations and an The I-V and P-V properties of SPV cells are also used in the
. - - . . . Ahmed et al.
equivalent circuit consisting of a photogenerated current research of the effect; however, real-time simulations are [146]
source, a series resistor, a shunt resistor, and a diode. difficult to apply.
The performance of the Slider Mode Controller (SMC) is The generic algorithm (GA) method was used for a more  Chatrenour
substantially affected by the type of sliding surface used. realistic simulation of solar panels. et al. [147]
The 1pternal properties (.)f 2 water—ba.sed SPV n}odule %€ The series resistance of water tank-based modules is higher ~Kumar and
examined using single diode models in comparison to land- .
than that of land-based modules, according to data collected. Kumar [148]
based SPV modules.
Methodology for detecting photovoltaic system faults based Flectrical parameters were ex?mlned, m.ﬂ ection spots in the Sarikh et al.
. observed curve were tested using a learning technique, and a
on the various I-V curve effects. ; . [149]
fault’s nature was discovered.
SPV panel’s performance parameters that are not generally In a comparison of the two algorithms, it is found that the Motahhir
included in the manufacturer’s specifications can be modified algorithm responds more accurately to sudden et al. [150]
determined via this modified algorithm method. increases in solar radiation. ’
An exhaustive review of the five most common fuzzy logic With the fewest oscillations and hlghe.St system efﬁae'n . Hajighorbani
) the proposed subset can follow the maximum power point in
subsets used in DC-DC boost converters. . et al. [151]
the least amount of time (95.7%).
Reducing SPV modeling complexity and implementing a System tracking and dynamic response can be seen in the
) . . , ) . Mahamudul
simple fuzzy control system for duty cycle control were the graphical representation of the system’s duty cycle in various et al. [152]
main objectives of this work. environmental conditions. ’
The results show that the proposed model estimates can be
An empirical model to predict the effect of temperature on used to accurately and confidently predict the temperature of Jatoi et al
the outdoor performance of p-Si, m-Si, a-Si, and thin-film SPV modules under similar environmental conditions to [153] ’

SPV module technologies will be developed.

those of the study area. SPV systems can be made more
efficient and cheaper as a result of this research.

It was found that SPV panel performance was highest when

the 4 Q electric load was in use for 11 of the month’s 12
measurement days, but on the final day, it performed worse
than the other two loads (the 6 Q and 8 Q electric loads)

Impedance matching techniques are being used in this study
in an attempt to maximize the efficiency of SPV systems.

Salilih and
Birhane [154]

when they were both in use.

20% for December, January, and February being the corre-
sponding discrepancy between the total solar radiations.
The number of incidents of solar radiation in an SPV
panel can represent various solar-cell fill-factor (FF) outputs
as shown in Figure 14. The percentage level for fill factor in
mono-Si and poly-Si materials is declining. In other
instances, Copper Indium Selenide (CIS) substances will dis-
play a percentage increase in fill factor as the solar radiation
level increases. It happens with the influence of the material
thermal behavior of each solar cell. In this connection, poly-
Si can be suitable for high solar radiation incident regions.

3.2. Effect of Temperature. Table 3 summarizes research on
the impact of temperature on solar photovoltaic panels con-
ducted by various researchers. In the first and last values, the
average fill factor of the SPV module differed by approxi-
mately 22.98%, 54.16%, and 26.19%. The equivalent differ-
ence between the front and front photovoltaic average
temperatures is 10.85%, 11.76%, and 11.42% in December,
January, and February (Figure 15). Here in January and then
in February and December, a major difference of the fill fac-
tor and front side SPV module is achieved. Therefore,
depending on climate change, the operating performance
parameter degrades.

3.3. Effect of Relative Humidity. Table 4 summarizes research
on the impact of relative humidity on solar photovoltaic
panels conducted by various researchers. The resulting solar
radiation is steadily decreased by increased relative average
humidity on the panel’s position [73]. The cumulative aver-
age relative humidity difference was approximately 35.71%,
32.25%, and 33.5%, respectively, in January, December,
and February (Figure 16).

3.4. Effect of Internal Parameters. Table 5 summarizes
research by various studies on the impact of internal charac-
teristic parameters on SPV cells. The SPV cell circuit for
which the current is exponentially rising during the operat-
ing cycle is shown in Figure 17. The SPV cell’s efficiency is
determined also by the two resistors, namely, series and par-
allel resistors. A considerable amount of energy loss is nor-
mally attributed to manufacturing defections caused by the
presence of parallel intensity in the SPV. The majority of
the SPV cell has been optimized for a lower shunt resistance
than the solar photovoltaic module would cause power loss
because the lower resistance value is an alternative way for
the circulation of the light current due to the lower power
current. Lower load current declines the photovoltaic solar
panel’s output, which reduced the characteristics of fill
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FiGURE 17: SPV cell equivalent circuit [175].

factor, power supply, and efficiency. The variance in solar
radiation, therefore, plays an important part in the parasitic
shunt resistance value that can affect performance. The
equation for a solar cell when the shunt resistance is present
[91] is as follows:

Vi +1;Rg

RSH

(2)

I=1I, — I, exp (eq(VL”sRs> - 1)

A standard solar cell curve with different (constant)
shunt resistance values is shown in Figure 18. Shunt resis-
tances are named for Rsh; (100 ), Rsh, (200(2), Rsh,
(300 0), Rsh, (4002), and Rsh (50002) in this study. The
shunt resistance varies drastically, but the voltage is slightly
different. Increasing shunt resistance usually increases the
point of peak power. Typically, the manufacturer determines
the maximum voltage point and current values.

Figure 19 demonstrates the current and shunt resistance
function of a typical short-circuit solar cell. The shunt resis-
tors range from 1.0 to 100. As a consequence, shunt resis-
tance is very low since the resulting short circuits have a low
value. The shunt resistance for the short-circuit current is
somewhat different because the effect of the short-circuit
current is dependent on an individual material shape’s
boundary distance. A heavy material short circuit is present
on the broadband distance. The maximum value is equal to
the higher value in the short-circuit current.

The various losses with the percentage level of the SPV
system are mentioned in Figure 19. The output is highly
dependent on the module variability which includes the
SPV array and solar cell modules. The difference between
the highest possible output power from the array and the
total output power of every module is called the incongruous
losses.

4. Different Topological Connections

Table 6 summarizes research by various academics on the
impact of different topological connections on solar photo-
voltaic modules. Comparisons of I-V properties of different
network SPV modules demonstrate incompatible losses on
an SPV device. The value of the voltage depends on the usual
curve and form method. The temperature difference in the
plug is due to incompatible conditions, the variation in the
shading level, and the decrease in the connector cable volt-
age inside the network.
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A mathematical model for the quantification of energy
losses on the SPV system is designed because of the shaded
effect. A shadowed portion of the total area and the number
of connected blocks in the SPV system required for mathe-
matical model analysis were considered, and the entire I-V
curved system area was overlooked [92]. They predicted that
power losses in a parallel range and sequence of 2% to 12%
and 0.4% to 2.4% could be increased, respectively. The prod-
uct of the user tolerances, environmental pressures, and
cell’s shadow effects are such power losses in an SPV cell.
A single SPV model with various series and parallel SPV-
string link schemes is designed for I-V and P-I [93].

5. Applications

A wide range of experts from academia, industry, and gov-
ernment are working to develop renewable energy sources
for use in homes and the industrial sector. The losses must
be reduced to obtain more energy from the SPV device;
the system should be placed in a location sufficient to obtain
high solar incident radiance, and the system should be prop-
erly maintained. While the shadow effects for rural electrifi-
cation are taken into account, a model is developed
combining a separate SPV module with an energy collection
and control system [94].
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TaBLE 6: Studies on the effect of different topological connections.

Objectives Result References

Many different types of SPV array problems are discussed in It was found that a solar photovoltaic system’s performance Liptak and

this work, including the more frequent ones such as open
circuits, shorts between lines, and ground faults.

New tempered glass-based SPV panels with m-Si and p-Si
SPV cells will be tested experimentally to determine their
electrical performance.

For the SPV system to which it is connected, each converter
employs its MPPT algorithm. When subjected to uniform
solar radiation, the operational voltage and power output of
each panel tend to be equal under this topology.

Maximum power point tracking (MPPT) approaches and
SPV system configurations are compared to increase the
output of an SPV system in this article.

This paper presents a new architecture based on distinct
generation characteristics for the integration of large-scale
SPV plants into fragile networks.

This article presents and evaluates the SP, TCT BL, and HC
configurations under partially shaded conditions.

For small-scale photovoltaic solar generation projects,
residential complexes are ideal because they have sufficient
space and large energy demand.

Direct Power Control (DPC) can be used to improve the
quantity of solar power that is fed into the grid from a
photovoltaic plant.

In this study, the floating photovoltaic (FPV) system is
studied for its possible usage in Egypt’s hydropower
resources.

was affected by various fault conditions on SPV arrays of
different topological configurations and fault conditions.

A solar radiation level of 900 W/m? produced results of

Bodnér [155]

67.4W and 75.67 W from p-Si and m-Si SPV modules, Dn[lig;;t] al.
respectively.
In both the simulation and the laboratory, the new strategy
of comparing the electric properties of nearby SPV panels ~ Raeisi and
produced similar results for identifying partial shadow Sadeghzadeh
events. System performance was predicted to be in line with [157]
the design.
This study’s findings show that intelligent techniques, as
opposed to offline and online MPPT techniques, have Shar[TSa STt al.
greater future potential.
Weak grid integration can be better assessed with the Saranchimeg
proposed framework because it provides accurate voltage and Nair
and energy estimates that have a high degree of reliability. [159]

The array’s generated power was found to be affected by the
type and amount of partially shaded modules. TCT
configuration outperforms SP design when the shadow is
oblique, as proven by the research results and findings.

According to the location where the study is taking place,
the process and regulations for connecting a solar
photovoltaic system to the energy endorsement firm in
charge should be examined.

This system uses an MPPT (maximum power point
tracking) technique-controlled DC-DC converter as its

Kothari [160]

Muioz et al.
[161]

Zizoui et al.

principal renewable source. [162]
The researchers examined both fixed mounting and single-
axis tracking FPV, with the latter achieving a 4.96 percent .
o Ravichandran
greater energy rate. The combination of FPV technology et al. [163]

with a hydrohybrid power system resulted in a 44,270.61-
tonne reduction in overall CO, emissions.

Photovoltaic systems in particular are designed to fulfill
the demands of industrial energy. However, the extensive
reach of the building-integrated photovoltaic (BIPV) system
linked to the building is being explored [95]. For every 1°C
rise in the temperature of the SPV module, a decrease in
power output of about 0.20-0.5% is observed. In a far-
reaching country in Nigeria, a hybrid solar photovoltaic/
thermal (SPV/T) system offering citizens social and eco-
nomic opportunities to mitigate the problems that have
increased electrical and thermal power generation has been
mounted [96]. For different seasons, the plant ensures con-
tinuous and economic activity. Because of their high level
of diesel price, the hybrid SPV/diesel battery systems are
more economic than standalone diesel systems. When con-
sidering factors like interest rate and load sizes for a system,
the hybrids SPV/diesel are more effective than standalone
diesel [97-104].

SPV module measures the effect of the temperatures on
electrical parameter output according to Standard Condi-
tions of Testing and outdoor climate (less than 500 W/m?).
For each 1°C rise in the temperature of the SPV module,
the loss of power in the outside and STC is 0.48 and 0.52%

[105]. For freely installed systems with specific environmen-
tal and numerical parameters, the extensive temperature lit-
erature of the SPV module has been used. Appropriate
correlations should therefore be selected and implemented
at various SPV module sites [106]. In superior SPV modules,
estimated variations in power and efficiency parameters
examined the effect of ambient temperatures between 25°C
to 50°C. The ambient temperature of the SPV module was
up to 0.50% per “C and 0.05% per °C, respectively, as a con-
siderable decrease in corresponding energy and effectiveness
[107, 108].

6. Merits and Demerits of the SPV System

It is more difficult to build, install, and design because of the
potential for more backside shade, but its unusual structure
produces 5-30 percent more power output and 2-6%
cheaper LCOE due to its ability to absorb solar energy from
both sides. UV rays from the ground break down typical
organic back sheets, and water vapor seeps in through gaps
and holes to cause functional failure. A lower cleaning fre-
quency and longer lifetime are achieved with SPV modules
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TABLE 7: Merits and demerits of the photovoltaic system.
Merits Demerits References
Because of its lower operating costs, the solar energy industry is
growing rapidly around the world. . Photovoltaic systems have the major drawback of being
There are two stages to TCT: the modules are connected in . . .
. . completely dependent on changes in solar radiation for their
parallel and subsequently connected in series. To conserve outout power Nayak
money, only four modules are cross-tied together in BL, which put p : et al. [164]

is a significant reduction. TCT and BL combine to form HC.
Depending on how many cross-ties it has (either two, four, or
six), it can give the necessary power.

Nevertheless, SPV suffers from partial shading due to a

mismatching condition.

TaBLE 8: Merits and demerits of various topological connections [165-169].

Configuration Merits

Demerits

(i) Under the same circumstances, it is effective
SP (ii) Cost-effectiveness
(iii) Low level of difficulty

(i) With partial shading, this is suitable

(ii) In comparison to SP, the maximum power output of BL is

(i) SP is more sensitive to radiation levels than other
devices, and the power decreases dramatically when
partially shaded

(ii) Partially shaded areas will not be covered

(i) The level of difficulty is moderate
(ii) Inadequate effectiveness

TCT has the most connections and is more difficult to

BL 2.5% higher
(iii) During periods of partial shading, keep recharging the grid
(i) Possible with some shading
(ii) TCT has superior performance, is less susceptible to partial
TCT shading, is more dependable, and has higher peak power values

and efficiency
(iii) During partial shading, keep feeding the grid
(i) With partial shade, this is a viable option
HC (ii) MPP improvement on a medium scale
(iii) During partial darkening, keep feeding the grid

implement than other configurations

(1) Moderately difficult
(i) Moderate efficiency

using classic glass organic back sheet architectures compared
with those using SPV modules with a lower cell temperature
and a more robust resistance to unfavorable environmental
conditions. Table 7 summarizes research by various aca-
demics on the merits and demerits of solar photovoltaic sys-
tems. Table 8 summarizes research by various academics on
the merits and demerits of various topological connections
on solar photovoltaic modules [109-113].

7. Conclusions

The mismatch loss of the SPV system was analyzed in the
influence of performance parameters, including internal
and external conditions. The influence of internal parame-
ters like parasitic shunt resistance of different ranges was
used in SPV cells, and also, the impact on current-voltage
characteristics was studied. The selection of different SPV
materials (m-Si and p-Si) and external environmental
parameters (solar radiation, temperature, relative humidity,
and dust) was considered to evaluate the performance of
the system. As far as the present review is concerned, it
was aimed at discussing in detail the influences of the
parameters mentioned above on the performance of the
SPV system. Different topological connections (SS, SP,
TCT, BL, and HC) were also considered, and further, TCT
configuration was promised to be an improved technique
of enhancing performance under influence of partial shading

conditions. Similarly, studies on numerous researchers’ find-
ings were presented in tables. Recent techniques, circuit
implementation for reducing the impact of partial shading,
and merits and demerits were discussed. This review covered
the indispensable subjects of the causes and effects of mis-
match losses and mitigating techniques to the mismatch
losses, elaborately. Thus, this review could pave a path for
aspiring researchers to attempt numerous analytical and
experimental studies, in order to find innovative practices
to address the issues existing in external and internal param-
eters, and thereby, the energy conversion value of the SPV
system could be improved remarkably.

Nomenclature

AC: Alternating current
BIPV: Building-integrated photovoltaics
BL: Bridge link

CdTe: Cadmium telluride

CFD: Computational Fluid Dynamics
CIGS: Copper indium gallium selenide
CIS:  Copper Indium Selenide

CTM: Cell to Module

DC: Direct current

DPC: Direct Power Control

FF: Fill factor
FPV:  Floating photovoltaic
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GaAs:  Gallium Arsenide
HC: Honeycomb
HEL: Hole Extraction Layer

[7] D. Picault, B. Raison, S. Bacha, J. Aguilera, and J. De La Casa,
“Changing photovoltaic array interconnections to reduce
mismatch losses: a case study,” in 2010 9th International Con-

I: Cell output current (A) ference on Environment and Electrical Engineering, pp. 37-40,
I Light generated current (A) Prague, Czech Republic, 2010.

I Diode darkness current (A) [8] H. Obane, K. Okajima, T. Ozeki, and T. Ishii, “PV system
Ig: Current across series resistance (A) with reconnection to improve output under non-uniform

illumination,” IEEE Journal of Photovoltaics, vol. 2, no. 3,
pp. 341-347, 2012.

[9] S. R. Potnuru, D. Pattabiraman, S. I. Ganesan, and
N. Chilakapati, “Positioning of PV panels for reduction in
line losses and mismatch losses in PV array,” Renewable
Energy, vol. 78, pp. 264-275, 2015.

. . . 10] J. L. C , E. E. Van Dyk, and F. J. Vorster, “Ch. teriza-

MPPT: Maximum power point tracking [10] I. rozer, - an LYK and J orster, harac eriza
] i tion of cell mismatch in a multi-crystalline silicon photovol-

m-S.l. Monocrysta. mne taic module,” Physica B, vol. 407, no. 10, pp. 1578-1581,

p-Si: Polycrystalline 2012.

P-V:  Power-voltage [11]

Pyrrayt Solar photovoltaic array power

Pooi: Solar photovoltaic cell power

I-V: Current-voltage

LPB:  Long parallel branch
LCOE: Levelized Cost of Electricity
LSS:  Long series string

MML: Mismatch loss

MPP: Maximum power point

S. Edalati, M. Ameri, and M. Iranmanash, “Comparative per-
formance investigation of mono- and poly-crystalline silicon
photovoltaic modules for use in grid-connected photovoltaic

q: Electron charge (1.602 x 10%¢) systems in dry climates,” Applied Energy, vol. 160, pp. 255-
Ry Cell shunt resistance () 265, 2015.
Rs: Series resistance (Q)) [12] I Visa, B. Burduhos, M. Neagoe, M. Moldovan, and A. Duta,

“Comparative analysis of the infield response of five types of
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SDK:  So-du-Ku
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SPDK: Shape-do-Ku 190, 2016.
SPV:  Solar photovoltaic [13] E. Karatepe, M. Boztepe, and M. Colak, “Development of a
SS: Simple series suitable model for characterizing photovoltaic arrays with

shaded solar cells,” Solar Energy, vol. 81, no. 8, pp. 977-992,
2007.

[14] G. Petrone, G. Spagnuolo, and M. Vitelli, “Analytical model
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