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One of the main concepts in group technology (GT) is the cellular manufacturing system (CMS) with three main problems of cell
formation (CF), cell layout (CL), and cell scheduling (CS). Tis paper studies the cell layout problem (CLP), aiming to fnd the
optimal layout of machines within each cell (intracellular layout) and the optimal layout of cells in each workshop (intercellular
layout). To adapt to reality, the dimensions of the cells and machines (inside each cell) were considered unequal, and also the cells
and machines could rotate. We believe that a cellular layout that assumes unequal dimensions of the cells and machines can be
used for batch production. Tis kind of production has a wide variety of low to medium demand. Furthermore, a cellular layout
can be applied in CMSs and also in noncontinuous industries that have a job shop layout. Our main contribution is considering
the possibility of rotating the cells and machines inside the cells. For this purpose, a mixed nonlinear programming model was
developed to solve the CLP with the minimum cost of intracellular and intercellular material fows.Te proposed nonlinear model
was frst converted into a linear model, and then a problemwas generated and solved with GAMS software to validate the resulting
linear model. Tis model fnds the best layout of cells within the workshop and the best layout of machines inside each cell. Ten,
because of the NP-hardness of the CLP and the fact that even exact methods cannot solve large-scale examples in an acceptable
computational time, an imperialist competitive algorithm (ICA) was designed and used to solve the problem. To evaluate the
efciency of the proposed algorithm, its numerical results in small dimensions were compared with the results of GAMS software.
In large dimensions, 30 random problems were created, and the results of ICA were compared with the results of the particle
swarm optimization (PSO) algorithm and genetic algorithm (GA). Finally, the parameters of the three meta-heuristic algorithms
were set by the Taguchi method. Numerical results indicated that ICA was superior to both the PSO algorithm and GA. It could
also achieve efcient solutions in a shorter computational time.

1. Introduction

One of the main purposes of manufacturing systems is to
convert raw materials, capital, information, labor, and other
resources into more value-added goods or services.
Manufacturing systems consist of several specifcally orga-
nized machines to construct diferent kinds of products.
Tey have diferent types based on facility layout, fow shop
system, job shop system, fxed position layout, and cellular
manufacturing system (CMS). In a fow shop system, pro-
duction facilities are set sequentially. Examples of this fow
are metal production industries, refneries, and

petrochemical industries. In a job shop production system,
similar machines are located next to each other as in au-
tomotive and home appliance industries. In fxed position
layout, the product is fxed, and each department performs
the essential processes. Examples of such systems are air-
craft, ship building, and construction industries. Te last
type of production system, i.e., CMS, is an application of
group technology (GT) and comparing to other types of
manufacturing systems like the fow shop system, has higher
fexibility in the production of diferent types of products.
Also comparing to job shop production system, which is
used only for low production volume with high production

Hindawi
Complexity
Volume 2024, Article ID 6489087, 28 pages
https://doi.org/10.1155/2024/6489087

https://orcid.org/0000-0002-5080-2322
https://orcid.org/0000-0002-1149-905X
https://orcid.org/0000-0002-9106-8291
mailto:es.mehdizadeh@iau.ac.ir
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


and storage cost, CMS enjoys good efciency with a higher
production rate [1].

A cell may contain a group of similar machines in
which the components must have the maximum move-
ment within each cell and the minimum movement re-
lating to other cells. Tis advantage causes in the
reduction of material handling costs, process and setup
times, and inventory, which ultimately leads to better
quality, customer satisfaction, and on-time delivery of the
product. For the efective implementation of CMS, there
are three important tasks:

(1) Grouping of parts with similar design features or
processes in the family of parts, and grouping of
machines into machine cells, which is called cell
formation (CF).

(2) Finding the optimal layout of machines within each
cell (intracellular layout) and the optimal layout of
cells in the workshop (intercellular layout), which is
collectively called cell layout problem (CLP).

(3) Determining the order of part families in each cell
and the order of tasks in each part family, which is
called cell scheduling (CS) [2].

Te main objective of this paper is to develop a new
mixed nonlinear mathematical model for CLP while the cells
and machines have unequal dimensions and can rotate. Te
main questions of the paper are: “How to extend a new
mixed nonlinear mathematical model for CLP?” and “How
to solve it due to the Np-hardness of the model?” Ac-
cordingly, the main contributions of this research can be
outlined as follows:

(i) Unlike previous research fndings implying that do
not rotate, using the model developed in this re-
search, cells and machines can rotate in diferent
directions.

(ii) In order to conform to the reality, unequal di-
mensions for cells and machines have been con-
sidered in this study.

(iii) Te main application of cellular layout is in the
automotive industries like the Toyota manufactur-
ing industry.

(iv) In the present study, a new mixed nonlinear
mathematical model has been proposed for CLP.

Te following phases have been done in the present
study. Te related literature is reviewed in Section 2.
Problem statement is explained in Section 3. A mathe-
matical model of the problem is presented in Section 4 to
minimize the intercellular and intracellular material fow.
Since CLP is very complex and its computational time
increases extremely as the size of the problem increases,
exact algorithms for solving large-size problems lose their
efciencies; therefore, Section 5 compares the results of
ICA with those of (PSO) and (GA). Finally, conclusions,
study limitations, and future works presented in
Section 6.

 . Literature Review Related to CLPs

CLPs are generally divided into three types: intercellular
layout, intracellular layout, and intra- and inter-cellular
layout. In the frst case, only the layout of cells in the
workshop or intercellular layout is considered. Te objective
function, in this case, is to minimize the cost of material fow
between the cells in the workshop. In the second case, the
cells’ location is already known, and only the layout of
machines within each cell or intracellular layout is con-
sidered. Te objective function of this type of problem is to
minimize the cost of material fow between the machines
inside the cells. In the third case, the layout of cells in the
workshop and the layout of machines inside the cells are
considered, which is called intra- and inter-cellular layout.
Te objective function, in this case, is to minimize the cost of
material fow between the cells and the cost of material fow
between the machines within each cell. In the following,
almost all the work done in the feld of CLPs are reviewed.
Some studies considered intra- and inter-cellular layout
problems under dynamic situations and assumed equal
dimensions for cells and machines. Others considered in-
tracellular layout problems. Te third group of studies
mentioned intercellular layout problems with similar di-
mensions for cells and machines. Ten a mathematical
model and a solution method are proposed for the men-
tioned problems, and numerical results are presented.

Rosenblatt [3] studied factory layout problems under
dynamic conditions and equal dimensions for machines.
Vakharia and Wemmerlov [4] considered the problem of
intracellular layout with equal dimensions and used a co-
efcient to assess the similarity of parts and the formation of
a family of parts and cells. Two years later, Venugopal and
Narendran [5] proposed the problem of cell formation (CF)
to minimize the intercellular movements of parts, balance
the capacity of cells, and solve the problem using GA.
Meanwhile, Jajodia et al. [6] developed a new method for
intracellular and intercellular layout problems with the equal
dimensions for cells and machines. Arvindh and Irani [7]
proposed the idea of designing a CMS in intracellular and
intercellular layout with equal dimensions for cells and
machines and used the production fow technique as a so-
lution. Kim and Kim [8] assumed a model in which the
shape of the machine was regular or irregular, its dimensions
were fxed, the material handling system was based on an
open feld, and the objective function had a single criterion.

Vakharia and Cheng [9] developed the CF problem in an
intercellular layout. Te solution method was based on
simulated annealing (SA) and tabu search (TS) algorithms.
Consequently, Liang and Zolfaghari [10] proposed a problem
for grouping machines with equal dimensions under un-
certain and static conditions. Wang et al. [11] proposed
a model for solving equipment layout problems in CMSs in
which the demand rates changed over the product’s life cycle.
Lozano et al. [12] developed machine grouping and in-
tercellular layout problems and considered a mathematical
programming model to minimize the cost of intercellular

2 Complexity



translocation. Solimanpur et al. [13] developed intercellular
layout problems as a quadratic assignment. Anders and
Lozano [14] proposed CF and intercellular layout problems by
assuming a criterion for grouping machines in cells and used
PSO algorithm to solve them. Tavakkoli-Moghaddam et al.
[15] addressed intracellular and intercellular layout problems
by assuming the possible demands and considered the fuzzy
linear integer programming model. Hu et al. [16] inspected
the intercellular layout problem and developed a model to
minimize the cost of intercellular material fow. Chan et al.
[17] proposed intercellular and intracellular layout problems
by assigning machines within cells and considering equal
dimensions for cells and machines. Tavakkoli-Moghaddam
et al. [18] considered the problem of dynamic CF and in-
tercellular layout under dynamic conditions. Mahdavi et al.
[19] concentrated on the problem of intercellular and in-
tracellular movements and CF in CMS. Te following year,
Rafee et al. [20] proposed a CMS considering intracellular
and intercellular layout problems in dynamic conditions.
Ariafar et al. [21] applied intracellular and intercellular layout
problems to CMS. Mahdavi et al. [22] developed a mathe-
matical model for the simultaneous combination of CF and
intracellular and intercellular layout. Shiyas and Pillai [1]
considered the problem of intercellular layout and used
a mathematical model to design manufacturing cells. Asl and
Wang [23] developed an intracellular layout problem under
uncertain and probabilistic conditions to minimize material
fow costs. Mehdizadeh and Rahimi [24] proposed an in-
tegrated mathematical model for solving the dynamic CF
problem, considering operator allocation and intracellular
and intercellular layout problems. Ghosh et al. [25] consid-
ered the problem of intercellular layout and proposed
a quadratic assignment planning model for such problems.
Derakhshan Asl and Wang [26] developed the problem of
intracellular layout in static and dynamic conditions, sup-
posing unequal machine dimensions and the possibility of
machine rotation. Rabbani et al. [27] hypothesized the
problems of CF and intracellular and intercellular layout
simultaneously in dynamic conditions and grouping of
machines and parts. Feng et al. [28] investigated the CL and
CF problems simultaneously and used GA and SA to solve
them. Golmohammadi et al. [29] developed intracellular and
intercellular layout problems and assumed machines, cells,
parts, and batch sizes for transporting parts.

Mahmoodian et al. [30] developed a “smart” PSO al-
gorithm for CLPs. Danilovic and Illic [31] worked on
a hybrid algorithm to solve CLPs. Paramasamy et al. [32]
developed a GA to form families of machine parts and cells
and solved CLPs.

Rahimi et al. [33] considered CF, intercellular layout, and
cell scheduling problems for CMSs. Zhao et al. [34] proposed
a new layout methodology for the multifoor linear cellular
manufacturing layout and amathematical model. Neufeld et al.
[35] pointed out several characteristics that specify the dis-
tinctiveness of cell scheduling. Golmohammadi et al. [36]
developed a biobjective optimizationmodel to integrate CF and
intercellular or intracellular layouts. Rostami et al. [37] pre-
sented a multiobjective mathematical model for the simulta-
neous integration of virtual cellular manufacturing with the

supply chain and new product development. Ayough et al. [38]
integrated job assignment and job rotation scheduling prob-
lems and presented a novel multiperiod nonlinear mixed
integer model.

Goli et al. [39] designed a fuzzy mixed-integer linear
programming model for CF problems in CMS. Salimpour
et al. [40] developed CF, intracellular and intercellular layout
problems, and machines of unequal dimensions. Golmo-
hammadi et al. [41] considered the problem of facility layout
by integrating CF in continuous space and intercellular and
intracellular layouts. Mondal et al. [42] hypothesized the
problems of intercellular layout and CF in CMS and ofered
a model for minimizing cell load variation and reducing
intercellular movements. Razmjoei et al. [43] hypothesized
an intercellular layout in CMS. Hazarika [44] proposed an
intercellular layout in CMS and surveyed the problem of
machine CF. Mansour et al. [45] studied cellular
manufacturing and intracellular and intercellular layout
problems at the same time. Fakhrzad et al. [46] simulta-
neously addressed CF and intercellular layout problems in
terms of scheduling, labor assignment, and limited fnancial
resources. Finally, Forghani and Fatemi Ghomi [47]
addressed CF and group layout problems and proposed
a mixed integer programming model. A summary of the
results of the above works are presented in Table 1.

As shown in Table 1, the current research was conducted
on CLPs, including intracellular and intercellular layouts
where the dimensions of cells and machines are considered
unequal and rotation of cells and machines are allowed.
However, in the previous research studies, these six factors
were not considered simultaneously.

2.1. Research Gap. As explained above, a comprehensive
review of the literature within the last three decades clarifes
that no research has examined CLPs under unequal di-
mensions of cells and machines within each cell and the
possibility of rotation of cells and machines. Hence, this
study was designed to examine these types of problems.

3. Problem Statement

In CLP problem, to fnd the layout of cells in the workshop
and that of machines within each cell, frst the number of
cells and machines and then the dimensions of the work-
shop, cells, and machines are determined. Next, the number
of machines inside each cell is specifed. Lastly, the material
fow between the cells and between the machines is de-
termined. For example, assume we have three cells and ten
machines. Te cells are positioned in a workshop (1.5m in
length and 1.5m in width). Te length of the frst cell is
50 cm and its width is 45 cm, and the length of the second cell
is 45 cm and its width is 40 cm. Te length and width of the
third cell are both 40 cm, and the dimensions of the ma-
chines are also known. Te frst, second, third, and fourth
machines are inside the frst cell, the ffth, sixth, and seventh
machines are inside the second cell, and the eighth, ninth,
and tenth machines are inside the third cell. Tere is
a material fow between the frst, second, and third cells

Complexity 3
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called intercellular material fow.Tere is also a material fow
between the machines inside each cell, called intracellular
material fow. Te layout of the frst, second, and third cells
in the workshop area is called intercellular layout, and the
machine’s layout inside each cell is called intracellular
layout. It is also possible to rotate all machines and cells.
Figure 1 schematically displays an integrated intercellular
and intracellular layout.

Tis study examines CLPs when the cells are located in
the workshop and do not go beyond the workshop area, and
the machines are located inside the cells and do not go
outside. In addition, the cells and machines should not
overlap. As you know, in the real world, cells and machines
have unequal dimensions; so, in this study, in order to get
closer to reality, the dimensions of cells and machines inside
each cell have been considered to be unequal. Another
considered aspect in this research is that, unlike previous
studies where cells and machines did not rotate, here, they
can rotate in diferent directions. Te present study suggests
a new mixed nonlinear mathematical model for CLPs. Be-
cause the proposed model is nonlinear, to solve small CLPs
using GAMS software, the model was linearized, and the
results were compared with the ICA results.

Since CLPs are NP-hard, we used ICA and other meta-
heuristic algorithms like PSO and GA to solve large-scale
problems. Finally, the results of ICAwere compared with the
results of the two other algorithms (PSO and GA).

3.1. Assumptions. In this research, a new mixed nonlinear
mathematical programming model is proposed to solve
intracellular and intercellular layout problems with unequal
dimensions for cells and machines. Te assumptions of the
proposed mathematical model are as follows:

(1) Manufacturing cells should be enclosed inside the
workshop with exact dimensions.

(2) Location of the cells inside the workshop is not
predetermined.

(3) Dimensions of the cells andmachines are known and
not equal (i.e., it is not an assignment problem).

(4) Te cells are not located over each other and do not
overlap.

(5) Te machines used to produce various parts are
enclosed inside the cells.

(6) Te machines are not located over each other and do
not overlap.

(7) Structural cells can rotate.
(8) Machines can also rotate.
(9) Material entry and exit points are always in the

center of the cells and machines.

3.2. Notations

3.2.1. Indices

i, k: Cell index
j, p: Machine index

3.2.2. Parameters

W: Length of the workshop
H: Width of the workshop
N: Number of cells
wi: Length of the ith cell i � 1, . . . , N{ }

hi: Width of the ith cell i � 1, . . . , N{ }

wij′ : Length of the jth machine in the ith cell
i � 1, .., N{ }, j � 1, . . . , M{ }

hij′ : Width of the jth machine in the ith cell
i � 1, .., N{ }, j � 1, . . . , M{ }

Mi: Number of the machines in the ith cell i � 1, .., N{ }

fik: Material fow between the ith and kth cells
i � 1, .., N{ }, k � 1, . . . , N{ }, i≠ k

fijp: Material fow between the jth and pth machines in
cell i i � 1, .., N{ }, j � 1, . . . , M{ }, p � 1, . . . , M{ }, j≠p

3.2.3. Decision Variables

xi: Center coordinates of the ith cell along the x-axis
i � 1, . . . , N{ }

yi: Center coordinates of the ith cell along the y-axis
i � 1, . . . , N{ }

xij′ : Center coordinates of the jth machine in the ith cell
along the x-axis i � 1, .., N{ }, j � 1, . . . , M{ }

yij′ : Center coordinates of the jth machine in the ith cell
along the y-axis i � 1, .., N{ }, j � 1, . . . , M{ }

dik: Rectilinear distance between i and k cells, a func-
tion of xi and yi i � 1, .., N{ }, k � 1, . . . , N{ }, i≠ k

dijp: Rectilinear distance between j andpmachines, a
function of xij′ and yij′ i � 1, .., N{ }, j � 1, . . . , M{ }, p �

1, . . . , M{ }, j≠p

ri �
1, if cell i direction changes compared to its original direction
0, otherwise􏼚

i � 1, . . . , N{ }

rij′ � 1, if machine j direction in cell i changes compared to its original direction
0, otherwise􏼚

i � 1, .., N{ }, j � 1, . . . , M{ }
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Figure 1: Integrated inter-cellular and intracellular layout for three
cells and ten machines.
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3.3. Preliminaries. Tis model aims to fnd the best layout of
cells in the workshop and the best layout of machines inside
each cell.

3.4. Mixed Nonlinear Programming Model. Based on the
above information, the mixed nonlinear programming
model for intracellular and intercellular layout problems is
as follows:

f1 � Min 􏽘
N

i�1
􏽘

N

k�1
fik dik

⎛⎝ ⎞⎠

� Min 􏽘
N

i�1
􏽘

N

k�1
fik xi − xk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + yi − yk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑⎛⎝ ⎞⎠,

(1)

f2 � Min 􏽘
N

i�1
􏽘

Mi

j�1
􏽘

Mi

p�1
fijp xij′ − xip′

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + yij′ − yip′
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓⎛⎝ ⎞⎠⎛⎝ ⎞⎠, (2)

minZ � f1 + f2

� Min 􏽘
N

i�1
􏽘

N

k�1
fik xi − xk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + yi − yk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑 + 􏽘

N

i�1
􏽘

Mi

j�1
􏽘

Mi

p�1
fijp xij′ − xip′

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + yij′ − yip′
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓⎛⎝ ⎞⎠⎛⎝ ⎞⎠,
(3)

wi

2
1 − ri( 􏼁 +

hi

2
ri ≤ xi≤W −

wi

2
1 − ri( 􏼁 +

hi

2
ri􏼠 􏼡 i � 1, 2, . . . , N, (4)

hi

2
1 − ri( 􏼁 +

wi

2
ri ≤yi≤H −

hi

2
1 − ri( 􏼁 +

wi

2
ri􏼠 􏼡 i � 1, 2, . . . , N, (5)

wij′

2
1 − rij′􏼐 􏼑 +

hij′

2
rij′ ≤x

ij
′ ≤wi −

wij′

2
1 − rij′􏼐 􏼑 +

hij′

2
rij′􏼠 􏼡 i � 1, 2, . . . , N, j � 1, 2, . . . , Mi, (6)

hij′

2
1 − rij′􏼐 􏼑 +

wij′

2
rij′ ≤y

ij
′ ≤ hi −

hij′

2
1 − rij′􏼐 􏼑 +

wij′

2
rij′􏼠 􏼡 i � 1, 2, . . . , N, j � 1, 2, . . . , Mi, (7)

xi − xk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + yi − yk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≥

wi

2
1 − ri( 􏼁 +

hi

2
ri +

wk

2
1 − rk( 􏼁 +

hk

2
rk􏼠 􏼡

+
hi

2
1 − ri( 􏼁 +

wi

2
ri +

hk

2
1 − rk( 􏼁 +

wk

2
rk􏼠 􏼡i, k � 1, 2, . . . , N, i≠ k,

(8)

xij′ − xip′
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + yij′ − yip′
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≥
wij′

2
1 − rij′􏼐 􏼑 +

hij′

2
rij
′ +

wip′

2
1 − rip′􏼐 􏼑 +

hip′

2
rip′􏼠 􏼡

+
hij′

2
1 − rij′􏼐 􏼑 +

wij′

2
rij′ +

hip′

2
1 − rip′􏼐 􏼑 +

wip′

2
rip′􏼠 􏼡i � 1, 2, . . . , N, j, p � 1, 2, . . . , Mi, j≠p,

(9)

xi ≥ 0 i � 1, 2, . . . ., N, (10)

yi ≥ 0 i � 1, 2, . . . , N, (11)

xij′ ≥ 0 i � 1, 2, . . . , N, j � 1, 2, . . . , M, (12)

yij′ ≥ 0 i � 1, 2, . . . , N, j � 1, 2, . . . , M, (13)

ri ∈ 0, 1{ } i � 1, 2, . . . , N, (14)
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rij′ ∈ 0, 1{ } i � 1, 2, . . . , N, j � 1, 2, . . . , M. (15)

In the proposed model, the objective function consists of
two parts. Te frst part shows minimizing the cost of
material fow between cells, and the second part states
minimizing the cost of material fow between machines
located inside the cell. Equation (1) indicates minimizing the
sum of material fow costs between cells, and equation (2)
represents minimizing the sum of material fow costs be-
tween machines. In equations (1) and (2), the cost is con-
sidered one per unit distance. Equation (3) indicates
intracellular and inter-cellular cost minimization. In-
equalities (4) and (5) show that each cell is enclosed inside
the workshop along the x- and y-axes. Inequalities (6) and
(7) express that the machines of each cell are enclosed in the
corresponding cell along the x- and y-axes. Inequality (8)
indicates the nonoverlap of cells, while Inequality (9) ex-
presses the nonoverlap of machines inside the cells. In-
equalities (10) and (11) express that the center coordinates of

the ith cell along the x- and y-axes are equal to or greater than
0. Inequalities (12) and (13) indicate that the center co-
ordinates of the jth machine located in the ith cell, along the
x- and y-axes, are equal to or greater than 0. Constraints (14)
and (15) ensure that the decision variables, ri and rij′ are
binary variables.

3.5. Linearization of the Mixed Nonlinear Programming
Model. Since the proposed model is nonlinear, we should
linearize the model. For this purpose, the following variables
were changed in the objective function and constraints as
shown in Table 2.

After applying the changes in the above variables, the
objective function and model constraints were transformed
into equations (16)–(21):

f1 � 􏽘
N

i�1
􏽐
N

k�1
fik dik � 􏽘

N

i�1
􏽘

N

k�1
fik Z1ik + Z2ik + Z3ik + Z4ik( 􏼁, (16)

f2 � 􏽘
N

i�1
􏽘

Mi

j�1
􏽘

Mi

p�1
fijp Z5ijp + Z6ijp + Z7ijp + Z8ijp􏼐 􏼑⎛⎝ ⎞⎠, (17)

minZ � f1 + f2, (18)

Z1ik − Z2ik + Z3ik − Z4ik ≥
wi

2
1 − ri( 􏼁 +

hi

2
ri +

wk

2
1 − rk( 􏼁 +

hk

2
rk􏼠 􏼡

+
hi

2
1 − ri( 􏼁 +

wi

2
ri +

hk

2
1 − rk( 􏼁 +

wk

2
rk􏼠 􏼡i, k � 1, 2, . . . , N, i≠ k,

(19)

Z5ijp − Z6ijp + Z7ijp − Z8ijp ≥
wij′

2
1 − rij′􏼐 􏼑 +

hij′

2
rij′ +

wip′

2
1 − rip′􏼐 􏼑 +

hip′

2
rip′􏼠 􏼡 i � 1, 2, . . . , N j, p � 1, 2, . . . , Mi, j≠p, (20)

Z1ik, Z2ik, Z3ik, Z4ik, Z5ijp, Z6ijp, Z7ijp, Z8ijp ≥ 0. (21)

3.6. Solution Method. Ballakur and Steudel [50] described
that CLPs are complex and increase in complexity when the
cells and machines are unequally sized. For this reason, exact
methods cannot solve the problems explained above during
an acceptable computational time. Terefore, to test our
proposed model, meta-heuristic algorithms should be used.
To our knowledge, ICA has not been used until now in CLPs.
Hence, this algorithm was implemented on CLPs, and its
numerical results were compared with the numerical results
of PSO and GA.

ICA creates an initial set of random solutions, known as
chromosomes in GA, as particles in PSO, and as countries in
ICA. Convergence rates and achieving near-optimal solu-
tions are other advantages of ICA [51, 52].

3.6.1. Implementation of ICA to Solve the Problem. ICA was
frst introduced by Atashpaz-Gargari and Lucas in 2007 [51].
It is designed based on population. Te original population
is generated randomly, each member of which is known as
a country. It steadily improves the initial answers (coun-
tries), and fnally, creates the suitable answer to the opti-
mization problem (optimal country). In the concept of
optimization, some of the best members of the population
that have the lowest cost are selected as imperialist countries,
and the rest of the population is allocated as a colony to the
imperialist country. Colonies in the original population are
divided between the imperialist countries based on their
power. Te power of any imperialist is inversely related to
the ftness (cost) of that country. Colonies and imperialist
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countries form empires [53, 54]. Te steps to imple-
mentation of ICA are as follows.

(1) Creating Initial Solutions and Forming Empires. ICA is
implemented in four phases, and each phase is executed to
the maximum number of repetitions. In each iteration, the
amount of material fow cost is calculated for all population
members and selected as the number of empires from the
countries with the lowest material fow cost, as imperialist
countries. Te selection of the best countries in our case was
made using Roulette’s wheel method [55]. Te remaining
countries were then assigned as colonies to the imperialist
country, and primary empires were created.

(2) Solution Representation. Previous studies have shown
that displaying solutions as continuous is efcient and
provides better solutions in terms of facility layout [23].
Terefore, in the present study, solutions were displayed in
a continuous and linear manner. To implement the algo-
rithm, in displaying shadow solutions for each decision
variable, a number between 0 and 1 was mentioned. Four
parts were used to represent the solution. Te frst part
consists of 9 numbers; the frst three of which are the shadow
of the center coordinates of the cells along the x-axis

(􏽢xi, i � 1, . . . , N), the second three are the shadow of the
center coordinates of the cells along the y-axis
(􏽢yi, i � 1, . . . , N), and the last three numbers show the
shadow of rotation or nonrotation of the cells in relation to
their original direction (􏽢ri, i � 1, . . . , N). Te second part
contains the next 15 numbers; the frst fve numbers in this
section are the shadow of the center coordinates of the
machines in the frst cell along the x-axis (􏽢xj, j � 1, . . . , M),
the second fve numbers are the shadow of the center co-
ordinates of the machines in the frst cell along the y-axis
(􏽢yj , j � 1, . . . , M), and the last fve numbers are the shadow
of rotation or nonrotation of the machines in the frst cell
(􏽢rj, j � 1, . . . , M). Te third part includes the next 12
numbers; the frst four numbers in this section are the
shadow of the center coordinates of the machines in the
second cell along the x-axis (􏽢xj, j � 1, . . . , M), the second
four numbers are the shadow of the center coordinates of the
machines in the second cell along the y-axis
(􏽢yj , j � 1, . . . , M), and the last four numbers are the
shadow of the orientation of the machines in the second cell
(􏽢rj, j � 1, . . . , M).Te fourth part comprises the numbers 36
to 45; the frst three numbers in this section are the shadow
of the center coordinates of the machines in the third cell
along the x-axis (􏽢xj, j � 1, . . . , M), the second three num-
bers are the shadow of the center coordinates of the ma-
chines in the third cell along the y-axis (􏽢yj , j � 1, . . . , M),
and the last three numbers are the shadow of the orientation
of the machines in the third cell (􏽢rj, j � 1, . . . , M). Ten, by
inserting the obtained shadow coordinates in equations
(22)–(24), we can determine the center coordinates of the
machines along the x-axis (􏽢xj), the center coordinates of the
machines along the y-axis (􏽢yj ) in the corresponding cell, and
their orientation relative to their original direction (􏽢rj):

xj � xminj + xmaxj − xminj􏼐 􏼑􏽢xj⟶

xminj �
wj

2
1 − rj􏼐 􏼑 +

hj

2
rj,

xmaxj � W −
wj

2
1 − rj􏼐 􏼑 +

hj

2
rj􏼠 􏼡,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

j � 1, . . . , M, (22)

yj � yminj + ymaxj − yminj􏼐 􏼑􏽢yj⟶
yminj �

hj

2
1 − rj􏼐 􏼑 +

wj

2
rj,

ymaxj � H −
hj

2
1 − rj􏼐 􏼑 +

wj

2
rj􏼠 􏼡,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

j � 1, . . . , M, (23)

rj �
0, 0≤ 􏽢rj ≤ ,اگر 0.5
1, 0.5≤ 􏽢rj ≤ ,اگر 1

⎧⎨

⎩ j � 1, . . . , M. (24)

In this type of solution representation, a matrix with 1
row and 3×M columns is applied. Te above process is also
used to display the solution for the cells. For example, in
displaying the solution for three cells and 12 machines,

a matrix with one row and 45 columns is utilized. Figure 2
displays the shadow of the center coordinates of machines
and cells, while Figure 3 displays their actual center
coordinates.

Table 2: Changes of variables for linearization.

Changing the variables
applied to the
constraints

Changing the variables
applied to the

objective function
xi − xk � Z1ik − Z2ik xi − xk � Z1ik + Z2ik
yi − yk � Z3ik − Z4ik yi − yk � Z3ik + Z4ik
xij′ − xip′ � Z5ijp − Z6ijp xij′ − xip′ � Z5ijp + Z6ijp
yij′ − yip′ � Z7ijp − Z8ijp yij′ − yip′ � Z7ijp + Z8ijp
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(3) Improving the Solution Space. At this phase, the position
of the imperialist countries is changed using the absorption
operator. By using the revolution operator, random changes
are made in the material fow cost of the imperialist and
colony countries to attain better and more diverse solutions.
Te movement of the colonies towards the imperialist
country (following a policy of absorption) is done using the
following equation:

x
′

� x + β(t − x), (25)

where x′ is the secondary position of the colony, x is the
primary position of the colony, β is the simulation co-
efcient, t is the value of the imperialist or the objective
value, and 0≤ β≤ 2. Te absorption policy about colonies is
shown in Figure 4.

(4) Replacement of the Colony and the Imperialist with Each
Other in case of Meeting Relevant Conditions. Next, the
material fow cost of the colonies is compared with the
relevant imperialist country, and if the material fow cost of
the colony is better than the material fow cost of the im-
perialist, the position of the colony and the imperialist
country will be changed (the intragroup competition).

(5) Transfer of Colonies and Imperialists to Another Empire in
case of Meeting Relevant Conditions. At this step, empires are
frst evaluated using equation (26) in order to obtain the
index for each empire:

f(Empires) � f(imperialist) + ξMean(f(colonies)), (26)

where f(imperialist) refers to the value of the imperialist
objective function, Mean(f(colonies)) denotes the average
value of the objective function for the colonies, and ξ is the
zeta coefcient, the value of which is set by parameter
setting.

Te weakest colony is removed from the weakest empire,
and accidently, moved to a more powerful empire (in-
tergroup or inter-empire competition). If the weakest em-
pire has no colony, the imperialist, as a colony, is transferred
to another empire. Ten the value of the objective function
of the empires is updated, and the same process is repeated.

(6) Reporting the Best Solution Found. In this section, the best
solution found in the output of MATLAB software is shown.

(7) Checking the Stop Condition. Although there are several
conditions for stopping the algorithm, in this paper,
reaching a certain number of iterations or reaching the
maximum iteration (MaxIt) in implementing the ICA is
considered a stop condition. Te pseudocode of the pro-
posed ICA is presented in Figure 5.

4. Results

4.1. Computational Results. Here, numerical examples as
well as the results of running them with GAMS (win32
24.1.3) and MATLAB R2015 are presented.

4.1.1. Solving a Small-Scale Problem to Assess the Proposed
Model’s Validity. To evaluate the model’s validity, a small-
scale problem was solved with GAMS software. Te data of
this example were taken from the Asl and Wong article [23].

0.3488 0.3596 0.3689 0.1260 0.9741 0.5759 0.1419 0.2785 0.6787 0.8430 0.8430 0.6483 0.6483 0.4816 ..

0.9616 0.7878 0.7878 0.9616 0.7693 0.1712 0.0971 0.7431 0.7952 0.2238 0.9741 0.9194 0.6502 0.6953 ..

0.7753 0.5472 0.7753 0.5384 0.4218 0.1270 0.9649 0.0357 0.8905 0.4853 0.7003 0.2904 0.2671 0.2794 0.9572 ..

0.6324 0.8491

Figure 2: Displaying the shadow of the center coordinates of cells, machines, and their orientations.

27.449 21.949 21.949 16.949 31.349 25.849 25.849 31.349 25.849 0 40.174 40.174 40.174 25.693 ..

83.193 55.693 0 0 1 27.449 0 1 1 0 25.906 25.906 18.906 18.906 ..

21.884 16.228 21.884 15.884 0 0 1 0 20.707 12.207 16.707 8.308 8.308 8.308 ..

1 1 1

Figure 3: Displaying the actual center coordinates of cells, machines, and their orientations.

x

x′

t

Figure 4: Application of absorption policy in the case of colonies.
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Tis example comprised three cells and 12 machines. Te
cells were set in a 100 cm wide × 100 cm long workshop.
Other parameters of the problem are presented in
Tables 3–9.

Te small-scale problem was solved by the above model
in GAMS software. Since CLPs are very complex and exact
solution methods cannot solve them in a reasonable com-
putational time, we solved them using ICA, and the results
were compared with those of GAMS software as shown in
Table 10. Te layout of cells in the workshop and the layout
of machines inside each cell are shown in Figure 6.

4.2. Parameter Setting for Meta-Heuristic Algorithms Using
the Taguchi Method. In meta-heuristic algorithms, several
parameters must be set. Parameter setting is important be-
cause better solutions can be created using the right parameter
setting. In this paper, parameter setting for ICA, PSO, and GA
was performed using the Taguchi method [56]. In the Taguchi
method, the factors and parameters of each algorithm are
categorized into two groups of controllable and un-
controllable, and the efect of uncontrollable factors is min-
imized. Ten, the parameters of the assumed algorithms are
adjusted by considering the output of the Taguchi method,
which is the main efects plot for the signal-to-noise ratios.

4.2.1. Parameter Setting for the ICA. ICA has two operators
and eight parameters.Te following symbols are used to set the
parameters of this algorithm: MaxIt, npop, nEmp, alpha, beta,
PRevolution,mu, and zeta, whereMaxIt is the highest number
of iterations, npop is the population size, nEmp is the number of
empires, alpha is selection pressure, beta is similarity co-
efcient, PRevolution is the probability of revolution operator,
mu is the revolution operator rate, and zeta is the average cost
factor of colonies. Te parameters of ICA are set according to
Figures 7 and 8, and the results are presented in Table 11.

4.2.2. Parameter Setting for PSO. Tere are fve parameters
for PSO, andMaxIt, nPop, C1, C2, andW symbols are applied
to regulate its parameters: MaxIt is the highest number of
iterations, nPop is the number of particles, C1 is the

acceleration coefcient of the best personal answer, C2 is the
acceleration coefcient of the best overall answer, andW is the
inertia weight coefcient. Te results are presented in Table 12.

Table 3: Length and width of machines.

Machines 1 2 3 4 5 6 7 8 9 10 11 12
Length of machine (wj

′) 5 7 6 4 6 5 10 7 6 5 5 6
Width of machine (hj

′) 4 5 5 4 6 4 7 5 5 5 5 4

Table 4: Length and width of manufacturing cell.

Cells Cell 1 Cell 2 Cell 3
Length of cell (wi) 35 30 25
Width of cell (hi) 35 30 25

Table 5: Number of machines inside each cell.

Cell number Machine number
1 3-5-9-10-11
2 2-4-6-7
3 1-8-12

Table 6: Material fow between cells.

Intercellular material fow 1 2 3
1 0 5 7
2 0 0 0
3 0 9 0

Step 1: generating the primary countries and calculating the material fow cost of the countries.
Step 2: Selecting the countries with the lowest cost as imperialists and assigning other countries to them (creation
of primary empires).
Step 3: Movement of the colonies to the imperialist country using the absorption or simulation operator follows:
x′ = x + β (t – x)
Step 4: Applying random changes to the material fow costs of countries using the revolution operator.
Step 5: Comparing the cost of the colony countries with the cost of the respective imperialist country and
changing the status of the colony country with the imperialist country if the material fow cost of the colony
country is better than that of the imperialist country.
Step 6: Evaluating the empires using the following equation:
f (empires) = f (imperialist) + ξ Mean (f (colonies))
Step 7: Removing the weakest colony from the weakest empire and transferring it to the strongest empire.
Step 8: Eliminating the powerless empires.
Step 9: If there is just one empire, go to Step 10; otherwise, go to Step 3.
Step 10: Reporting the best solution found.
Step 11: Checking the stop condition.

Figure 5: Pseudocode of the imperialist competitive algorithm.

Table 7: Material fow between machines in the frst cell.

Machines 3 5 9 10 11
3 0 0 10 20 0
5 20 0 0 10 0
9 0 10 0 0 20
10 20 0 20 0 0
11 0 0 0 10 0

Complexity 11



4.2.3. Parameter Setting for GA. GA has fve parameters, and
MaxIt, nPop, Pc, Pm, and Mu symbols are used to adjust
these parameters: MaxIt is the highest number of iterations,
nPop is the population size, Pc is the percentage of in-
tersection operator for population, Pm is the percentage of
mutation operator for population, and Mu is the percentage
of mutation rate for selected chromosomes. Te results are
presented in Table 13.

4.3. Generating Random Problems. To evaluate the mixed
nonlinear programming model and meta-heuristic algo-
rithms, 30 random problems were designed in MATLAB

R2015 software and solved by (ICA), (PSO), and (GA).Ten,
the results were statistically analyzed using analysis of
variances. Te mean values of the objective function related
to three meta-heuristic algorithms are shown in Figure 9 and
Table 14.

4.3.1. Results of Running Random Problems. After designing
the random problems, we executed them and the center
coordinates of cells in the workshop and the center co-
ordinates of machines inside each cell for the 30th random
problem after implementation of ICA, PSO, and GA were
determined, and the results are shown in Tables 15–17,
respectively. Also, the layout of cells in the workshop and the
layout of machines inside each cell for the three meta-
heuristic algorithms are shown in Figures 10–12, re-
spectively. It is worth noting that the dimensions of prob-
lems 26 to 30 are presented in Tables 18 and 19.

To demonstrate a more accurate estimate of the criteria
for meta-heuristic algorithms, the mean relative percentage
diference (RPD) of layout cost and computational time for
the 30 random problems created in Section 4.3 are shown in
Table 20. Because each random problem was accomplished
5 times using meta-heuristic algorithms, the relative per-
centage diference (RPD) is calculated for the cost and
computational time criteria. Ten, the average values or
(RPD) of the performances were computed and applied for
comparison among the three proposed algorithms. Te
results are presented in Table 20. Te RPD index was ac-
quired using the following equation:

RPDij �
Bestij − minj Bestij

minj Bestij
× 100, (27)

where i is the random problem number, and j represents the
algorithm used (j� 1 is ICA, j� 2 is PSO, and j� 3 is GA).
Besides, Bestij is the best value achieved from the imple-
mentation of algorithm number j for random problem i, and
minj Bestij is the best result obtained from implementing the
algorithms on random problem i.

Figures 13 and 14 show the (RPD) of implementation of
three meta-heuristic algorithms in terms of layout cost and
computational time criteria, respectively. Figure 13 shows
the relative diference of the layout cost of ICA, PSO, and GA
with the symbols COICA, COPSO, and COGA, respectively.
Figure 14 denotes the RPD values of ICA, PSO, and GA with
the symbols TOICA, TOPSO, and TOGA, respectively. Te
mean symbol represents the RPD of the layout cost, and NP
symbol represents the number of random problems in
Figures 13 and 14.

4.3.2. Normality Test of Tree Meta-Heuristic Algorithms.
Te results of performing the normality test for the three
proposed algorithms are displayed in Table 21. Te results
related to the signifcant value show that the layout cost of
PSO and the computational time of PSO and GA are normal.
Regarding the central limit theorem, since the number of
samples is 30, the setup cost of ICA and GA and the
computational time of ICA are also normal.

Table 8: Material fow between machines in the second cell.

Machines 2 4 6 7
2 0 15 25 0
4 40 0 0 15
6 0 0 0 40
7 10 40 15 0

Table 9: Material fow between machines in the third cell.

Machines 1 8 12
1 0 0 80
8 35 0 0
12 0 55 0

Table 10: Results of solving the mathematical model with GAMS
and the ICA.

Objective
function of
ICA

Computational
time of ICA

Objective
function of
GAMS

Computational
time of GAMS

3880.0012 79.601018 3880.0012 3101.61
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Figure 6: Layout of cells in the workshop and layout of machines
inside each cell.
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4.4. Analysis of Variance Test for Assuming Equality of Means
of Layout Cost and Computational Time of Tree Meta-
Heuristic Algorithms (ICA, PSO, and GA). To compare the
mean layout costs of three proposed meta-heuristic

algorithms using the analysis of variance (ANOVA) test,
four conditions must be met: samples from each group or
community should have a normal distribution, samples
from each group or community should be random, the three
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communities should be independent of each other, and the
variances of the three communities should be homogeneous.
Since the frst three conditions were met, we used Levene’s
statistic to test the fourth condition, and its results are shown
in Table 22. Because of the high performance of 95% con-
fdence level, the tests were performed at this
confdence level.

According to Table 22, because the signifcance level is
greater than 0.05, there is no signifcant diference between
the variances of the three communities; in other words, the
variances of these communities are homogeneous. Tere-
fore, to test the equality of the means of the three com-
munities in terms of layout cost, the ANOVA test can be
used at a 95% confdence level. Te analysis of variance
compares the mean of multiple populations. Te null hy-
pothesis in the analysis of variance states that RPD values of
the three algorithms are equal according to the layout cost
criterion, and there is no signifcant diference between the
mean layout costs of the three algorithms. Hypothesis one
states that the mean RPD value of the three algorithms
difers in terms of the layout cost criterion.

ANOVA results for assuming equality of the mean
layout cost of three meta-heuristic algorithms are provided
in Table 23. As shown, because the value of the signifcance
level is greater than 0.05, there is no signifcant diference
between the mean layout cost of the three communities, and
the assumption of equality of means at 95% confdence level
is accepted.

To suppose the equality of the mean computational time
of the three communities, the above three conditions are
met; to test the fourth condition, we used Levene’s statistic
(Table 24).

Because the signifcance level is less than 0.05, the null
hypothesis is rejected; so, the variances of three communities
or three meta-heuristic algorithms are not equal. Te results
of the corresponding ANOVA are given in Table 25. As
shown, since the signifcance level is less than 0.05, the null
hypothesis is rejected (i.e., a signifcant diference exists

between the mean computational times of the three com-
munities). Terefore, the Tukey test should be executed to
check the possible inter-group diferences. Te results of the
Tukey test in Table 26 confrm that the mean computational
time of all the three communities is diferent.

Since the variances are not homogeneous, the validity of
the ANOVA test may be questioned. Terefore, Tamhane’s
T2 test was used and the results are displayed in Table 27.
Fortunately, Tamhane’s T2 test results manifested the pre-
vious results; i.e. the mean computational time of the three
meta-heuristic algorithms is diferent signifcantly.

A comparison of the mean computational time of the
three proposed meta-heuristic algorithms is shown in Fig-
ure 15. Numbers 1, 2, and 3 on the x-axis represent ICA,
PSO, and GA, respectively. Te mean computational time of
ICA is much less than that of the other two algorithms.
Terefore, based on the numerical results achieved from the
ANOVA, it is obvious that ICA has much better results in
terms of computational time comparing to the other two
algorithms.

4.5. Discussion. In this paper, we frst solved a small-scale
problem with GAMS software to evaluate the model val-
idity. Ten, we compared the results of GAMS software
with the results acquired from ICA. Numerical results
presented the validity of the model as well as the efciency
of the proposed algorithm. Next, parameter settings for
meta-heuristic algorithms were executed using the Taguchi
method. In the next step, 30 random problems were created
using MATLAB R2015 and performed by three meta-
heuristic algorithms. After designing and implementing
random problems with ICA, PSO, and GA, the center
coordinates of the cells and machines were determined. To
demonstrate a more accurate approximation of the crite-
rion for meta-heuristic algorithms, we determined the
(RPD) values of layout cost and computational time. Also,
the (RPD) results of the three meta-heuristic algorithms in
terms of layout cost and computational time criterion were
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Yellow Line = OFICA, Red Line = OFPSO, Blue Line = OFGA

Figure 9: Mean values of the objective function of meta-heuristic algorithms according to sample size.
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Table 15: Center coordinates of cells in the workshop and center coordinates of machines inside each cell for the 30th random problem using
ICA.

Workshop Cells 1 2 3 4 5
Center coordinates of cells along the x-axis 79.30 114.30 114.32 146.80 84.32
Center coordinates of cells along the y-axis 132.60 132.60 100.10 132.60 102.60

Orientation of cells comparing to the main direction 0 1 0 0 0
Cell Machines 1 2 3 4 5

1
Center coordinates of machines along the x-axis 20.45 11.45 16.45 8.95 14.45
Center coordinates of machines along the y-axis 8.79 8.79 8.79 8.79 8.79

Orientation of machines comparing to the main direction 0 1 0 1 0
Cell Machines 6 7 8 9 10 11

2
Center coordinates of machines along the x-axis 10.55 7.49 3.55 4.49 6.05 7.55
Center coordinates of machines along the y-axis 21.95 28.95 21.95 29.45 21.95 21.95

Orientation of machines comparing to the main direction 0 1 0 0 1 0
Cell Machines 12 13 14 15

3
Center coordinates of machines along the x-axis 10.68 10.68 6.18 5.18
Center coordinates of machines along the y-axis 23.33 17.83 18.33 23.33

Orientation of machines comparing to the main direction 0 0 0 1
Cell Machines 16 17 18 19 20

4
Center coordinates of machines along the x-axis 11.48 11.48 10.48 14.98 6.48
Center coordinates of machines along the y-axis 11.15 9.65 11.15 11.15 11.15

Orientation of machines comparing to the main direction 0 1 1 0 0
Cell Machines 21 22 23 24 25

5
Center coordinates of machines along the x-axis 21.19 21.19 21.19 26.19 21.19
Center coordinates of machines along the y-axis 18.51 23.01 21.51 18.51 14.51

Orientation of machines comparing to the main direction 1 0 0 1 0

Table 16: Center coordinates of cells in the workshop and center coordinates of machines inside each cell for the 30th random problem using
PSO.

Workshop Cells 1 2 3 4 5
Center coordinates of cells along the x-axis 108.24 110.33 140.33 80.33 140.74
Center coordinates of cells along the y-axis 117.56 82.56 82.56 82.56 115.06

Orientation of cells comparing to the main direction 0 0 0 0 0
Cell Machines 1 2 3 4 5

1
Center coordinates of machines along the x-axis 11.08 17.08 15.08 15.08 20.08
Center coordinates of machines along the y-axis 12.76 12.76 12.76 11.26 12.76

Orientation of machines comparing to the main direction 0 1 0 0 0
Cell Machines 6 7 8 9 10 11

2
Center coordinates of machines along the x-axis 18.49 19.04 18.49 18.49 13.98 18.49
Center coordinates of machines along the y-axis 22.46 18.34 15.32 9.32 15.32 12.32

Orientation of machines comparing to the main direction 0 0 1 1 1 1
Cell Machines 12 13 14 15

3
Center coordinates of machines along the x-axis 10.57 14.07 15.07 10.07
Center coordinates of machines along the y-axis 9.24 9.24 13.74 16.74

Orientation of machines comparing to the main direction 0 1 0 0
Cell Machines 16 17 18 19 20

4
Center coordinates of machines along the x-axis 8.94 7.94 9.94 13.44 8.94
Center coordinates of machines along the y-axis 12.21 12.21 13.01 13.01 7.01

Orientation of machines comparing to the main direction 0 0 1 0 0
Cell Machines 21 22 23 24 25

5
Center coordinates of machines along the x-axis 18.84 15.34 13.84 22.84 17.81
Center coordinates of machines along the y-axis 10.63 11.19 11.19 11.19 15.63

Orientation of machines comparing to the main direction 0 1 1 1 0
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obtained. Ten the ANOVA was executed for assuming the
equality of means of layout cost and computational time of
three meta-heuristic algorithms aiming to compare their
mean layout costs. Te results denoted the equality of
means of layout cost of the three proposed meta-heuristic
algorithms. However, the computational time results
showed the inequality of the means of computational time
of all the three meta-heuristic algorithms. Terefore, the

Tukey test was used to investigate the possible inter-group
diferences. According to the results, the mean computa-
tional time of all algorithms was diferent. Finally, the
comparison of the mean computational time of the
mentioned algorithms indicated that the mean computa-
tional time of ICA was much less than the other two al-
gorithms; in other words, it demonstrated much better
results in terms of computational time.

Table 17: Center coordinates of cells in the workshop and center coordinates of machines inside each cell for the 30th random problem using
GA.

Workshop Cells 1 2 3 4 5
Center coordinates of cells along the x-axis 153.50 118.50 118.50 86 118.50
Center coordinates of cells along the y-axis 141.41 141.41 111.41 141.41 171.41

Orientation of cells comparing to the main direction 0 1 1 0 0
Cell Machines 1 2 3 4 5

1
Center coordinates of machines along the x-axis 24.81 19.81 14.81 28.81 16.81
Center coordinates of machines along the y-axis 18.85 18.85 18.85 18.85 18.85

Orientation of machines comparing to the main direction 0 1 0 0 0
Cell Machines 6 7 8 9 10 11

2
Center coordinates of machines along the x-axis 24.43 24.43 24.43 18.33 24.33 24.33
Center coordinates of machines along the y-axis 9.37 13.37 17.38 17.37 14.87 20.38

Orientation of machines comparing to the main direction 0 0 1 0 0 1
Cell Machines 12 13 14 15

3
Center coordinates of machines along the x-axis 9.48 9.48 9.48 15.48
Center coordinates of machines along the y-axis 22.78 26.28 18.28 18.28

Orientation of machines comparing to the main direction 1 0 0 1
Cell Machines 16 17 18 19 20

4
Center coordinates of machines along the x-axis 10.86 10.86 9.86 6.36 14.86
Center coordinates of machines along the y-axis 16.20 17.70 16.20 16.20 16.20

Orientation of machines comparing to the main direction 0 0 1 0 0
Cell Machines 21 22 23 24 25

5
Center coordinates of machines along the x-axis 17.31 17.31 15.81 22.81 19.81
Center coordinates of machines along the y-axis 15.94 10.44 10.44 10.44 10.44

Orientation of machines comparing to the main direction 1 1 1 1 1
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Figure 10: Layout of cells in the workshop and layout of machines
inside each cell using ICA.
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Figure 11: Layout of cells in the workshop and layout of machines
inside each cell using PSO.
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5. Managerial Insights and
Practical Implications

Based on the research fndings, a cellular layout that assumes
unequal dimensions of cells and machines can be used for
batch production of products. Such products have a wide
variety and low to medium demand. In addition, cell layout
can be used in CMSs for moving from traditional job shop
layout to cellular layout. Likewise, cellular layout is used in

noncontinuous industries that have a job shop layout. In
continuous layout, for example, one may consider a factory
that produces four parts by machines 1, 2, 3, and 4 using the
same fxed procedure. In job shop layout, there is no need for
the production procedure of all parts to be the same.

Other managerial insights are presented as follows:

(i) Te fow of materials as an infuencing factor in the
links between machines in diferent cells must be
determined suitably because the incorrect input of
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Figure 12: Layout of cells in the workshop and layout of machines inside each cell using GA.

Table 18: Length and width of cells and number of machines inside cells for problems 26 to 30.

Cells Length of cell Width of cell Machines
inside each cell

P26-cell1 30 20 {1, 2, 3, 4, 5}
P26-cell2 25 30 {6, 7, 8, 9}
P26-cell3 25 30 {10, 11, 12}
P26-cell4 30 40 {13, 14, 15, 16}
P26-cell5 40 45 {17, 18, 19, 20}
P27-cell1 40 35 {1, 2, 3, 4, 5}
P27-cell2 35 35 {6, 7, 8, 9, 10}
P27-cell3 25 30 {11, 12, 13, 14}
P27-cell4 35 45 {15, 16, 17, 18}
P27-cell5 40 30 {19, 20, 21, 22}
P28-cell1 30 25 {1, 2, 3, 4}
P28-cell2 35 40 {5, 6, 7, 8}
P28-cell3 35 30 {9, 10, 11, 12, 13}
P28-cell4 20 30 {14, 15, 16, 17, 18}
P28-cell5 25 35 {19, 20, 21, 22}
P29-cell1 35 40 {1, 2, 3, 4, 5}
P29-cell2 45 40 {6, 7, 8, 9, 10}
P29-cell3 30 35 {11, 12, 13, 14, 15}
P29-cell4 45 40 {16, 17, 18, 19, 20}
P29-cell5 45 50 {21, 22, 23, 24, 25}
P30-cell1 30 30 {1, 2, 3, 4, 5}
P30-cell2 35 40 {6, 7, 8, 9, 10, 11}
P30-cell3 25 30 {12, 13, 14, 15}
P30-cell4 25 25 {16, 17, 18, 19, 20}
P30-cell5 35 25 {21, 22, 23, 24, 25}
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this parameter has a tremendous negative efect on
the formation of cells and increases the layout cost.

(ii) Te use of a meta-heuristic algorithm compared to
exact solution methods is much better in terms of the
speed of determining the layout, and managers are
suggested tomeasure the efciency of these algorithms
in high-risk layouts while using multiple algorithms.

(iii) Cell layout technology can reduce the layout cost for
many production units with continuous material
fow and increase the speed of material fow.

(iv) Because CLPs that assume unequal dimensions for
cells and machines are very difcult, entry and exit
points of cells should be in their center to solve such
problems.

Table 19: Length and width of machines inside cells for problems 26 to 30.

Machines 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
P26-length 9 1 8 1 3 9 3 3 1 7 1 6 4 3 9 3 8 3 4 3
P26-width 3 1 1 4 2 8 4 2 8 3 7 7 2 8 8 7 1 4 9 9
P27-length 8 8 6 8 3 4 2 2 8 2 5 2 4 4 9 6 7 1 1 6 5 7
P27-width 6 2 2 7 8 5 7 3 9 5 4 3 5 1 5 6 4 6 4 1 4 2
P28-length 5 3 8 4 6 9 7 3 8 5 3 1 8 4 1 1 2 4 2 4 6 1
P28-width 1 8 1 3 9 7 9 8 5 1 3 7 8 2 4 6 8 3 8 9 8 1
P29-length 2 1 6 7 9 3 7 6 5 7 7 2 2 4 9 5 3 5 5 5 1 6 3 7 6
P29-width 3 5 1 6 8 9 2 6 8 5 2 1 8 8 4 1 6 7 2 4 7 4 8 8 9
P30-length 7 7 1 1 3 4 6 4 4 6 2 4 4 5 5 1 1 6 6 7 5 5 6 9 6
P30-width 9 3 1 2 8 6 2 8 7 1 8 8 3 5 7 2 1 1 6 6 7 2 1 3 3

Table 20: Mean values (RPD) of the criteria obtained from implementation of three meta-heuristic algorithms on 30 random problems.

Problem number Problem size
ICA PSO GA

Cost Time Cost Time Cost Time
1 3×12 7.29 1.38 4.24 194.08 3.55 76.07
2 3×12 4.13 0.90 4.94 192.01 3.08 75.12
3 3×10 3.75 0.57 1.66 184.11 5.52 71.52
4 3×10 1.38 0.44 1.72 180.97 2.27 69.89
5 3×15 4.83 0.06 5.88 208.53 9.05 89.79
6 3×15 21.05 1.24 7.69 203.54 7.09 86.52
7 3×16 8.23 2.74 7.02 223.17 8.98 91.76
8 3×16 8.77 1.27 8.46 212.03 3.94 94.29
9 3×13 4.17 3.07 4.99 199.66 7.32 78.15
10 3×13 8.20 1.36 4.19 194.64 6.81 77.83
11 4×12 4.04 0.75 4.58 179.69 9.47 67.78
12 4×12 3.09 0.57 10.92 185.76 12.16 67.91
13 4×14 4.78 2.006 5.47 196.62 25.66 76.60
14 4×14 3.16 1.43 4.52 195.50 5.59 71.87
15 4×16 4.70 1.35 6.39 196.31 6.15 80.02
16 4×16 3.96 0.90 5.34 194.05 4.47 78.06
17 4×18 4.61 4.89 5.63 198.68 3.55 83.71
18 4×18 5.18 5.24 4.48 201.41 5.15 81.31
19 4× 20 2.64 1.73 5.69 207.26 5.13 90.95
20 4× 20 3.42 1.23 3.83 210.43 1.59 91.29
21 5×15 5.80 2.74 4.99 179.57 5.01 69.93
22 5×16 5.25 1.25 4.003 182.81 3.93 70.83
23 5×18 3.40 0.35 8.57 189.39 2.65 73.11
24 5×18 7.07 0.70 8.80 192.81 3.72 72.37
25 5× 20 5.97 1.76 4.09 197.05 4.55 74.69
26 5× 20 9.32 10.60 5.30 195.59 4.42 76.34
27 5× 22 3.24 0.68 1.75 203.29 11.36 103.01
28 5× 22 3.45 0.58 5.16 204.43 4.22 79.71
29 5× 25 3.72 1.94 5.38 216.79 2.76 88.68
30 5× 25 4.23 1.44 5.32 152.66 4.56 86.64

Average 5.42 1.84 5.37 195.76 6.12 79.85
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Figure 13: RPD values of the layout cost of meta-heuristic algorithms for stochastic problems.
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Figure 14: RPD values of the computational time of meta-heuristic algorithms for stochastic problems.
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(v) Consequently and in order to solve CLPs, entry and
exit points of machines should be considered in
their center.

(vi) Te fow of materials between cells and machines
can be nondeterministic; in other words, it can be
probabilistic and dynamic.

Table 21: Normality results of data related to the three proposed algorithms.

Criterion type
Kolmogorov–Smirnov’s testa Shapiro–Wilk’s test

Statistic Df Sig Statistic Df Sig
COICA 0.220 30 0.001 0.679 30 0.000
COPSO 0.171 30 0.025 0.932 30 0.055
COGA 0.214 30 0.001 0.697 30 0.000
TOICA 0.267 30 0.000 0.649 30 0.000
TOPSO 0.124 30 0.200∗ 0.947 30 0.144
TOGA 0.142 30 0.124 0.937 30 0.076
∗Lower limit signifcance value. aLilifores signifcance correction.

Table 22: Homogeneity results of variances of three independent communities in terms of layout cost.

Leven statistic Intercellular degree of
freedom (Df1)

Intracellular degree of
freedom (Df2)

signifcant level (sig.)

2.111 2 87 0.127

Table 23: ANOVA results related to the equality of means of the three communities in terms of layout cost.

Source of
changes Sum of squares Degree of

freedom
Mean of
squares Statistic F Signifcant level

(sig.)
Intercells 10.610 2 5.305

0.429 0.652Intracells 1074.984 87 12.356
Total 1085.594 89

Table 24: Homogeneity results of variances of three independent communities in terms of computational time.

Leven statistic Intercellular degree of
freedom (Df1)

Intracellular degree of
freedom (Df2) Signifcant level (sig.)

14.267 2 87 0.000

Table 25: Results of ANOVA related to the equality of means of the three communities in terms of computational time.

Source of
changes Sum of squares Degree of

freedom
Mean of
squares Statistic F Signifcant (sig.)

Intercells 571265.895 2 285632.985 3212.937 0.000
Intracells 7734.377 87 88.901
Total 579000.273 89

Table 26: Tukey test results related to pairwise comparisons of computational time of three meta-heuristic algorithms.

F (I) F (J) Mean diference
(I-J) Standard deviation Signifcant level

95% confdence level
Low level High level

1 2 −193.92267 2.43449 0.000 −199.7277 −188.1177
3 −78.01947 2.43449 0.000 −83.8245 −72.2145

2 1 193.92267 2.43449 0.000 188.1177 199.7277
3 115.90320 2.43449 0.000 110.0982 121.7082

3 1 78.01947 2.43449 0.000 72.2145 83.8245
2 −115.90320 2.43449 0.000 −121.7082 −110.0982
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Tese points can be determined in future works.

6. Conclusions

In this paper, a new mixed nonlinear programming model
was presented for CLPs under the condition of unequal
dimensions of cells and machines. Furthermore, it was as-
sumed the cells’ location in the workshop and the machines’
location inside the cells are not predetermined, and the cells
and machines can rotate. Based on the research fndings,
a cellular layout that assumes unequal dimensions of cells
and machines can be used for products with batch pro-
duction, and cell layout can be applied to CMSs aiming to
move from traditional job shop layout to cellular layout. In
the same way, cellular layout can be used in noncontinuous
industries that have a job shop layout.

In brief, the following conclusions were made.
Due to nonlinearity of the developed model and failure

to reach an optimal solution, the model was linearized. Ten
in order to assess its validity, a small-scale problem was
solved by GAMS software and the results approved the
model’s validity.

(i) Since the problems considered in this research
were continuous, (ICA), an efcient and contin-
uous algorithm, was used to solve the small-scale
problem. Comparison of the ICA and GAMS

software showed that the presented model
was valid.

(ii) To evaluate the mixed nonlinear programming
model and meta-heuristic algorithms, 30 random
problems were designed and solved by three al-
gorithms (ICA, PSO, and GA). Ten statistical
analysis was done on the results.

(iii) Similarly, the mean values of the objective function
related to three meta-heuristic algorithms were
determined.

(iv) Te results related to the center coordinates of the
cells in the workshop and the center coordinates of
the machines within each cell were presented in
Tables and Figures after implementation of ICA,
PSO, and GA for the 30th random problem.

(v) Te (RPD) values of the layout cost and compu-
tational time for all the three mentioned algo-
rithms were determined.

(vi) Normality and variance homogeneity tests were
performed before doing the ANOVA test on the
results obtained from the three meta-heuristic
algorithms.

(vii) Ten ANOVA test results indicated no signifcant
diference between the mean costs of the three
meta-heuristic algorithms; however, there was
a signifcant diference between the mean com-
putational times among the three algorithms.
Terefore, the Tukey test was used to test which
two groups difered in terms of computational
time. Te Tukey test results also revealed that the
mean computational times of all the three algo-
rithms were diferent.

(viii) Finally, it was found that ICA had reached the
optimal solution in a very short computational
time compared to the other two meta-heuristic
algorithms. Tus, the superiority of ICA over PSO
and GA is evident.

6.1. Study Limitations. Tere are always limitations in any
research, and the current study is no exception. Te limi-
tations of the current research are as follows:

(1) Considering rectangular shapes for the machines to
solve cell layout problems.

Table 27: Tamhane’s T2 test results related to pairwise comparisons of computational time of three meta-heuristic algorithms.

F (I) 95% confdence
level

Mean diference∗
(I-J) Standard deviation Signifcant level

95% confdence level
Low level High level

1 2 −193.92267 2.43449 0.000 −200.2245 −187.6208
3 −78.01947 1.67615 0.000 −82.2420 −73.7969

2 1 193.92267 2.49392 0.000 187.6208 200.2245
3 115.90320 2.95822 0.000 108.5971 123.2093

3 1 78.01947 1.67615 0.000 73.7969 82.2420
2 −115.90320 2.95822 0.000 −123.2093 −108.5971

∗Te values related to the mean diference are signifcant at 0.05.
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(2) Considering the entry and exit points of machines in
their center.

(3) Considering the entry and exit points of cells in their
center.

(4) Not considering stochastic condition for cells and
machines.

6.2. Future Works. For future investigations, other re-
searchers can further develop this research in the following
directions:

(1) Te problems of cellular layout can be investigated in
dynamic and probabilistic modes.

(2) ICA provides encouraging results for CLPs when the
material fow is considered at the center of the cells
and machines. In the future, ICA can be applied for
CLPs while considering entry and exit points for cells
and machines.

(3) ICA is an optimization method that can reach
a globally optimal solution in less computational
time. Some parts of this algorithm can be modifed to
reduce the total cost value.

(4) ICA can cope with diferent types of optimization
problems. In the future, new constraints and mul-
tiobjective cases can be considered.

(5) Te cells and machines in this research had a rect-
angular shape. In the future, irregular shapes can be
considered for them.
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Te data used to support the fndings of this study are
available in the article.
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With the increasing difculty of conventional oil and gas exploration and development, oil and gas resources have developed from
conventional to unconventional, and the exploration and development of tight-oil reservoirs are highly valued. In view of the
complexity of the infuencing factors of oil-water spontaneous seepage after fracturing and the instability of reservoir recovery,
this paper takes the tight sandstone reservoir of Yanchang Formation in the southern Ordos Basin as the research object. Based on
the micro-nano pore throat characteristics of tight sandstone, the seepage experiment is carried out, and the theoretical model of
seepage suction is constructed. Te mechanism and infuencing factors of suction and oil displacement after fracturing in tight
reservoirs are analyzed. Based on the analysis of fuid buoyancy and gravity, a mathematical model of the oil-water spontaneous
fow after fracturing was established, and its infuencing factors were analyzed.Te experimental results show that the pore throats
of tight sandstone aremainly inmicron- and submicron scale, and the reservoir permeability is related to the pore throat structure,
oil-water interfacial tension, and wettability. After fracturing, with the increase of the fracture length, the seepage velocity
gradually decreases. With the increase of fracture opening, the infuence of buoyancy and gravity on seepage velocity increases.
With the increase of the fracture number, seepage velocity also increases. Te fracture helps to reduce the adsorption of oil
droplets on the core surface and improve the efciency of spontaneous imbibition and oil displacement of the core. Te research
results provide theoretical data support for enhancing oil recovery and have important application guiding signifcance for the
operational reliability of manufacturing systems with complex topology and the complexity and operability of production
operations in manufacturing systems.

1. Introduction

It is important to investigate the operational reliability of
manufacturing systems with complex topology structures
and complexity and operability of production jobs in
manufacturing systems. As a typical application of opera-
tional reliability of manufacturing systems with complex
topology structures and complexity and operability of
production jobs in manufacturing systems, the economy
developed rapidly, the external demand for oil is increasing

year by year, and the current domestic self-developed oilfeld
has entered the middle and late stages, and crude oil pro-
duction is decreasing year by year, which poses a serious
threat to China’s energy security [1–3]. In the case of energy
shortage, it is of great strategic and practical signifcance to
continuously improve the degree of exploitation of petro-
leum resources, and with the development of the petroleum
industry, the exploration and development of traditional
conventional oil and gas resources has gradually shifted to
unconventional oil and gas exploration and development
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[4–7]. In the face of the increasingly severe energy security
situation, China has increased its eforts in oil and gas ex-
ploration and development, especially unconventional oil
and gas. In recent years, with the rapid development of
science and technology, unconventional oil and gas has
become the main energy source to be developed. With the
successful development and commercialization of shale oil
and gas in North America, the world has set of a boom in the
development of unconventional oil and gas [5, 8–10]. As the
most important one of unconventional oil and gas reser-
voirs, tight-oil reservoirs have a permeability of less than
1mD in air, a formation overlay permeability of less than
0.1mD, and a porosity of less than 10% which is a typical low
porosity and low permeability. Tight oil is an oil and gas
resource existing in tight reservoirs, with broad development
prospects, and it is widely distributed in the world. China
tight oil is rich in resources, distributed in Songliao Basin,
Junggar Basin, Ordos Basin and Sichuan Basin, with an oil-
bearing area of about 5×105 km2 and recoverable reserves of
about 25×109t. With the continuous development of tight
reservoirs at home and abroad, the problem of productivity
decline and production decline is inevitable. Terefore, it is
necessary to study the methods of enhancing oil recovery in
tight reservoirs. At the same time, due to the particularity of
tight reservoirs, it is necessary to adjust and optimize the
lifting methods of ordinary reservoirs when they are applied
to tight reservoirs, establish an evaluation method for the
applicability of the lifting methods of tight reservoirs, and
give the restrictions of diferent lifting methods [11–14].

As an important unconventional oil reservoir, tight-oil
reservoir has complex physical conditions, such as ultralow
permeability and ultralow porosity, which makes the output
of a single well of tight oil decline too fast and stay in a low
efciency state for a long time. Tere are two main reasons
for the difculty of tight reservoir development. On the one
hand, it is difcult to supplement energy for reservoir de-
velopment, and it is evenmore difcult for tight reservoirs to
be recovered by supplementing external energy. Terefore,
depletion recovery is the main production mode of tight
reservoirs. On the other hand, tight reservoirs generally have
high water saturation, which makes oil encounter high re-
sistance in the process of percolation; so, it is difcult to
produce oil, which also leads to the low recovery factor of
tight oil in China. Te size, distribution, and distribution
type of pore throat are all important factors afecting the
imbibition capacity of tight oil, especially tight reservoirs are
characterized by poor physical properties, strong hetero-
geneity, and obvious microscale efect. Terefore, it is more
important to correctly understand the micropore structure
of tight-oil reservoirs. However, the rapid fowback after
high displacement volume fracturing and refracturing can
achieve the desired efect of increasing production. Te
imbibition replacement technology for ultralow perme-
ability tight oil is that fracturing fuid gel breaking fuid or
displacement fuid enters capillary channels through cap-
illary force to occupy the capillary space and drives crude oil
into larger roaring channels or fractures, thus improving the
recovery of tight crude oil. In view of the complex infu-
encing factors of oil-water spontaneous seepage after

fracturing and the difculty in predicting oil recovery, this
paper conducts seepage suction experiments on the micro/
nano-pore throat characteristics of tight sandstone, analyzes
the oil displacement mechanism and infuencing factors of
tight reservoir after fracturing, analyzes the mechanical
characteristics of oil and water phases in fractures, estab-
lishes the mathematical model of spontaneous oil and water
seepage after fracturing, and analyzes its infuencing factors.
Te research results can be used to improve the recovery of
tight crude oil and can provide theoretical support for
improving reservoir recovery.

2. Literature Review

Tight-oil reservoirs have the characteristics of low porosity,
low permeability, and many micro- and nanopores, and
conventional mining methods cannot meet the exploitation
of tight-oil reservoirs [15–17]. At present, the exploitation of
tight oil is mainly through hydraulic fracturing and other
methods to transform the reservoir, open up the internal
cracks of the reservoir, and enhance the fuidity of the
reservoir fuid to reduce the seepage resistance of the for-
mation fuid to improve the seepage recovery rate. Te
foreign tight oil and gas production technologies mainly
include the following: (1) horizontal well drilling and
completion technology: tight reservoir has low production
and generally long production cycle, and the application of
horizontal drilling technology just solves these problems; so,
it is the main method of exploiting tight oil abroad at
present. Te main completion methods include intelligent
completion, perforation completion after casing cementing,
open hole perforation completion, and combined bridge
plug completion; (2) multistage fracturing technology for
horizontal wells: the technology consists of several parts,
including horizontal well drilling and completion, staged
fracturing, and micro seismic detection technology; and (3)
other fracturing technologies including refracturing and
synchronous fracturing technology and channel fracturing
technology developed in the recent years.

At the present stage, most tight reservoirs are exploited
by water drive. Due to the huge diference in the perme-
ability between fractures and matrix, there is still a large
amount of remaining oil enriched in matrix rock blocks at
the later stage of water injection development. Oilfeld de-
velopment practice has proved that capillary pressure im-
bibition is the key to improve oil recovery in tight reservoirs.
Terefore, it is of great signifcance to study the capillary
imbibition law on the basis of considering the characteristics
of tight reservoirs to understand the oil displacement
mechanism of tight reservoirs. Some researchers have car-
ried out spontaneous aspiration studies when the dense
reservoir contains a large number of natural or artifcial
cracks under the action of capillary force to wet the phase
fow into the matrix. Te imbibition displacement of crude
oil mainly occurs in the dual medium area. In porous media,
the process of replacing the nonwetting phase fuid by the
wetting phase fuid relying on the capillary force is called
imbibition. When the fuid suction rate in the fracture is
slow, the infow direction of the wetted phase fuid in the
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reservoir and the outfow direction of the nonwetting phase
are the same to achieve codirectional seepage. When the
seepage rate of fractured fuid is relatively fast, the reservoir
matrix is surrounded by cracks, and the wetting phase fuid
fows into the matrix pores from all directions, and the
opposite direction of the outfow direction of the nonwetting
phase and the infow direction of the wetting phase is reverse
seepage. Some researchers have studied capillary pressure,
pore development, phase osmotic curves, matrix, fracture
permeability, and in a static and dynamic manner. Te
infuence of matrix oil saturation on reservoir suction ve-
locity is linearly related to capillary pressure, matrix per-
meability and residual oil saturation, exponential
relationship with bound water saturation, and viscosity of
crude oil under static conditions power index relationship
[18–21]. Some researchers have studied the seepage suction
and fooding oil of the core of the fractured reservoir with
low permeability under diferent permeability through
spontaneous crack seepage experiments and concluded that
the higher the capillary force in the oil reservoir suction
system, the higher the suction process. Reverse fracture
seepage has a high oil production at the initial stage of oil
absorption, and the oil production will decrease obviously
after 50 hours until no oil is produced. When the perme-
ability is less than 2mD, the degree of spontaneous suction
and extraction increases with the increase of permeability,
and the better the pore and throat structure, the more
conducive to spontaneous suction efect. Some researchers
have simulated the geological characteristics and fuid
properties of tight sandstone reservoirs and carried out
dynamic seepage suction experiments, indicating that with
the increase of liquid injection pressure, the oil exhalation
rate of core seepage and drainage accelerated [22–24]. After
the injection rate was accelerated, the suction recovery rate
showed a change of frst increase and then decreased, and the
size of the plug of the infltration injection section was
increased, the holding time was prolonged, and the number
of alternate injections was increased. It can efectively im-
prove the seepage recovery of the reservoir. Some re-
searchers have studied the infuencing factors of seepage in
tight reservoirs and when the sorption method is diferent,
the permeability rate will afect the suction rate. To produce
a certain efect, the fracture of the dense reservoir has ef-
fectively increased the contact area of the dense matrix, and
the suction solution efectively reduced the seepage re-
sistance to improve the seepage recovery rate; when the
water injection throughput increases the suction distance,
the large-scale volume fracturing changes [25–27]. Te
wettability of the reservoir and the water injection
throughput are conducive to improving the oil recovery of
the reservoir. Some researchers have carried out research on
the factors afecting the seepage of the core, mainly the
infuence of the physical properties of the core itself, such as
the permeability of the core, the structure of the pore throat
and the surface wettability of the core, the infuence of fuid
properties, including the viscosity of crude oil, the miner-
alization of the leachate, and the interface tension of oil and
water, and the infuence of external conditions, including
boundary conditions, temperature, and pressure.

In the existing literature, the research results of imbi-
bition are mostly aimed at fractured reservoirs or low
permeability and ultralow permeability reservoirs, while the
research on tight reservoirs is still in its infancy. At home and
in abroad, the existing spontaneous imbibition mechanism,
infuencing factors, models, and production experience are
difcult to be transplanted into the production of tight oil,
and the micro-nano pore throat characteristics have a great
impact on it. Terefore, it is an efective method to build
a theoretical model of seepage suction to characterize the
irregularity of its microstructure to study the spontaneous
imbibition mechanism of tight reservoirs.

3. The Geological Background and Research
Methods of the Study Area

3.1. Geological Overview. Ordos Basin is located in the west-
central region of China, and the basin is generally rectan-
gular, north and south spread; the north extends Yin
Mountain, DaqingMountain is close to the border, the south
is bounded by Qinling Mountains, the east is connected with
Lüliang Mountain and Zhongtiao Mountain, and the west
extends to Helan Mountain and Liupan Mountain. Te
research area is a dense sandstone reservoir of the Yanchang
Formation in the southern Ordos Basin, with a total area of
about 2600 km2, located in the eastern part of Gansu
province, and the surface is characterized by the gully area of
the Loess Plateau in the middle reaches of the Yellow River,
mostly mountainous. Te terrain gradually rises northeast
along the river valley, with an altitude of 900–1800m, with
an average altitude of 1400m. Te exploration and devel-
opment of tight-sandstone reservoirs is mainly 8, 9, and 10
long reservoirs. Te frst set of oil reservoir systems de-
veloped after the formation of large inland depression lake
basins in the Ordos Basin is a set of sedimentary systems
caused by braided river deltas, meandering river deltas and
turbidity fans, and the whole is dominated by medium-fne
sandstone and mudstone and its local development of oil
shale and coal-bearing sandwich layers. Tere are 6 reservoir
formations in the Yanchang Formation from bottom to top,
all of which have reservoir discoveries, of which the Yan-
chang Formation 8, 9, and 10 are the heyday of lake basin
development, and the average permeability of the sandstone
of the Reservoir Formation is less than 0.3×10−3 μm2, which
is the most typical tight-oil reservoir.

3.2. Specimen Preparation and Test Methods. At present,
there are two main methods to recognize the pore throat
structure of tight sandstone, namely, the image analysis
method and the calculation of pore throat size and structural
parameters through the change of fuid mass, volume, and
pressure. In this paper, the micropore structure of tight-
sandstone reservoir is further studied by high-pressure
mercury injection and casting thin section experiment.
Casting thin section can efectively analyze the reservoir
space and the pore type of tight-sandstone reservoir, while
the high-pressure mercury injection test is helpful to further
determine the pore distribution characteristics of tight-
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sandstone reservoir. In order to better understand the micro
pore structure of experimental cores, FE-SEM feld scanning
electron microscopy was used to conduct experimental
analysis on several representative compact cores. Te
FE-SEM feld scanning electron microscope further verifed
that the reservoir is dominated by micropore throat, and the
main types are micro- and nanopore throat. For the con-
ventional mining method of micron and nanometer sized
pore throat, it is difcult to use, the development efect is not
obvious, and the economic beneft is low. How to efectively
improve the recovery efciency of micron and nanometer
sized tight reservoirs is the focus of the research.

Tis time, 10 compact sandstone cores were selected
for matrix seepage experiments, with a core length of
5.01–5.71 cm and a diameter of about 2.5 cm. Te per-
meability was 0.01 4–0.185mD, the porosity is between
3.4% and 12%, and the core appears as weak hydrophilic.
In this study, 5 of the tight cores were selected for physical
fracturing and fracturing, and a certain amount was ap-
plied by bending the fne wire into a U-shaped clamping
core pressure fracturing the core so that the core cracks,
and then we used glue to paste the fractured core and
measured the permeability before and after the cracking
and other parameters. Due to the diference in the texture
structure of the core, the fractures produced by fracturing
may not be single penetration joints, but there are still
certain horizontal fractures, which is followed in this
article core fracture distribution, dividing the core into
single and cross fractures after fracturing. Table 1 and
Figure 1 show the comparison of the parameters of the
core before and after fracturing, especially with regards to
the change in permeability, and the core porosity is be-
tween 8% and 13.6%, the permeability range is
0.086mD–0.105mD, and the core permeability increases
greatly after fracturing, of which the penetration rate of
the core increased by 451 times.

Using the collected crude oil and kerosene 1 : 1 con-
fguration simulation oil, the Physica MCR 301 rheometer
was used to measure its density and viscosity to obtain
a density of 0 8 g/cm3 with a viscosity of 4.8MPa·s. Te
formation water used in the test was 2 ×104mg/L of NaCl
solution, and the surfactant was dodecylbenzenesulfonate,
which was obtained by the volumetric method. Te degree
of seepage extraction and the rate of seepage suction of the
core are carried out by using a 0.01ml suction fask. Te
SVT20 interface tensioner is used to perform tension
measurements at the oil-water interface of diferent seeps
by flling the sample tube with the seepage and injecting
a drop of simulated oil at high centrifugal forces. Under

the action of a centrifugal velocity of 6000 r/min, the
simulated oil is stretched and deformed, and the shooting
capture is carried out by a high-precision camera, and its
interfacial tension is calculated according to the curvature
of the droplets. After that, the core sheet is cut from the
core for the wettability test, and the core sheet is frst
polished and smoothed into the infltration for 48 hours,
and then the contact angle between the oil droplets and
the core piece is measured by a high-power microscope.
Place the core chip holder in the sample box, add oil
droplets under the core slice and pour the seepage so-
lution and observe the contact between the oil droplets
and the core piece in the exudation by adjusting the
sample box position and using high-power microscope
irradiation. Te high-powered microscope focal length
ensures that the oil droplets and core pieces are in the
center of the screen. Take photos and save them using
a protractor to measure the angle between the core piece
and the oil droplet, which is the wetting angle.

3.3. Test Procedure. Due to the diference of fuid properties
and reservoir physical properties, tight reservoirs have
diferent percolation laws and mechanisms from conven-
tional high permeability reservoirs, usually showing low-
speed nonlinear percolation characteristics.Te narrow pore
throat and complex environment in the tight reservoir make
the oil-water channel fne and have great seepage resistance
and liquid-solid interface interaction, and the reservoir
permeability is low. Te overlying efective stress has a great
infuence on the physical parameters of low permeability
porous media, afects the seepage law, deviates from Darcy’s
law, and presents the phenomenon of low-speed nonlinear
seepage.

Table 1: Core parameters before and after fracturing.

Core numbers Core lengths
(cms)

Core diameters
(cms)

Permeability (mD)
before fracturing

Permeability (mD)
after fracturing

Cracks open
degree (μm)

Core crevice
types

1 4.894 2.522 0.095 27.290 1.64 Single slit
2 5.477 2.49 0.079 0.137 0.09 Cross-seams
5 5.661 2.512 0.081 15.748 1.43 Cross-seams
7 5.234 2.511 0.041 18.523 1.82 Single slit
10 4.972 2.498 0.082 10.639 0.922 Cross-seams
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Figure 1: Multiple increase in core permeability before and after
fracturing.
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Te opening of the crack directly afects the seepage
process of the crack, and the suction rate is faster when the
crack is opened. As the surrounding pressure of the core in-
creases, the cracks in the core begin to close under the action of
pressure and the opening of the fractures gradually decreases.
Te core liquid permeability measurement step is to dry the
core at 100°C formore than 12h andmeasure the dry weight of
the core. After the weight of the core is stabilized, the core is
evacuated for 12h; saturation of the core using stratigraphic
water; place the core into the gripper, adjust the equipment, set
the confning pressure, pump the formation water in through
the constant-fux pump, and record at the same time the
pressure and fow rate of the inlet and outlet of the lower
gripper, and the permeability of the core is calculated after the
fow is stabilized; by increasing the confning pressure, the
permeability of the core under diferent confning pressures is
calculated. Figure 2 shows the permeability of the core sample 5
at diferent confning pressures. Te permeability of the core
gradually increases with the increase of the confning pressure,
and the two are essentially linear, which is consistent with
Darcy’s law; that is, the core permeability is proportional to the
fracture opening, and the greater the core permeability, the
greater the crack opening.

By performing a seepage test on the core after fracturing,
Figure 3 shows the process of the seepage test of the core
after fracturing, through a 35°C incubator. Simulate the
reservoir temperature, take the time when the solution
touches the bottom of the core as the starting point of the
seepage time, record the seepage of the core at diferent
times, and take pictures to record the changes of oil droplets
on the surface of the core.

4. Results

4.1. Test Results. Hagen–Poiseuille’s law (H-P law) describes
the steady laminar fow of incompressible fuid in a hori-
zontal pipe. In 1927, Kozeny J applied the H–P law to the
capillary fow and established an ideal capillary bundle
model for the reservoir fow, that is, the fow path of fuid in
the pores was equivalent to a group of parallel capillary
bundles with diferent radii. When there is a crack in the
core, the crack will seep due to capillary force. When the
crack is completely immersed in water, the crack is mainly
afected by gravity, viscosity, capillary force, buoyancy force,
crack end pressure, crack seepage and crack opening, length,
and inclination. Te oil-water interface tension is related to
the wetting angle. In order to analyze the infuence of dif-
ferent factors on crack seepage, this paper simulates using
MATLAB based on the control variable method, and Table 2
gives the parameters required for crack seepage simulation.

(1) Efect of Fracture Length on Crack Seepage. Set the
opening degree and the inclination angle of the
fracture according to Table 2, and select the core of
diferent fracture length to carry out the infltration
test.Te test shows that the seepage rate of the core is
gradually increased with the suctioning test, but the
oil and water suction rate decrease with the increase
of the fracture length. In the process of seepage and

suction, due to the constant crack opening, the
capillary force of the crack remains unchanged, and
the pressure diference between the two ends of the
crack is the main driving force for the suction of the
crack. As the infltration continues, the oil in the
crack is driven out by water, the height of the oil-
water interface increases, and the internal fow
weight of the fracture increases, resulting in a de-
crease in the buoyancy and viscosity of the fuid. At
the same time, the combined force of the fuid in the
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Figure 2: Permeability of the core sample 5 under diferent
confning pressures.

The core is dried at 100 °C for more than 12 h, and the dry weight 
of the core is measured

The core is saturated for 12 p.m. after 12 h of pressure under 
pressure of 25 MPa

Remove the surface oil slick after placing the simulated oil, 
measure the wet weight, and calculate the porosity

Put in the suction f lask to add the suction solution and seal, put it 
into the 35 °C incubator to start the test

Suction and oil droplet changes are recorded when the solution 
touches the bottom of the core

Figure 3: Core seepage test process after fracturing.
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crack increases, and the seepage rate of the fracture
increases. Terefore, when the crack opening degree
is fxed, the viscosity is the main factor afecting the
seepage rate.

(2) Efect of Crack Opening on Crack Seepage. Crack
opening is an important parameter to describe the
characteristics of cracks, and diferent crack opening
degrees are set, which are 100 μm, 10 μm, 1 μm,
0.1 μm, 0.01 μm, etc., to simulate crack penetration.
Te test shows that with the increase of crack
opening, the crack seepage rate continues to increase,
and when the crack opening degree is 100 μm, the
crack seepage rate decreases with the increase of the
height of the oil-water interface, and when the crack
opening is ≤10 μm, the crack seepage rate increases
with the increase of the height of the oil-water in-
terface. At the same time, as the crack opening in-
creases, the capillary force gradually decreases, but
the gravity, buoyancy, and viscosity of the fuid are
subjected as the pressure increases at both ends of the
crack. Terefore, when the crack opening degree is
certain, the viscosity is the main factor afecting the
fracture seepage, and increasing the crack opening
can efectively improve the crack penetration rate.

(3) Efect of Crack Inclination on Crack Seepage. Dif-
ferent crack inclination angles are set, which are 0°,
45°, 60°, 75°, and 90°, to simulate the fracture suction
process. When the crack opening is small (crack
opening is 1 μm), the fracture penetration rate does
not change signifcantly with the increase of the
crack inclination. With the increase of crack open-
ing, the gravity and buoyancy of the fuid in the crack
also increase, the capillary force of the crack de-
creases the seepage suction, and the seepage rate
increases with the increase of the crack inclination,
and at the same time, with the increase of the in-
clination angle of the crack, the fuid viscosity of the
crack increases slightly, which is mainly due to the
increase of the inclination angle of the crack,
resulting in the increase of pressure diference,
buoyancy, and gravity components at both ends of
the crack so that the fuid viscosity in the crack
increases.

(4) Infuence of Interface Tension on Crack Seepage. Te
fracture length, crack opening, and crack inclination
angle are set according to Table 2 and passed. Te

fracture infltration was simulated by changing the
oil-water interface tension, and the oil-water in-
terface was set to 14.91mN/m, 10.62mN/m,
7.23mN/m, 4.67mN/m, and 3.63mN/m, re-
spectively. Since each group of samples is taken from
the same full diameter core, the basic physical
properties, pore structure, and wettability are
roughly the same. Te role of interfacial tension in
fracture seepage can be simply investigated without
the infuence of other factors. When the oil-water
interface tension is greater, the greater the seepage
rate of the crack.Tis is due to the increase of the oil-
water interface tension, in which the capillary force
of the crack also increases, and at the same time,
under the action of crack seepage, the viscosity of the
water is less than the oil viscosity in the crack. Te
combined force of the fuid increases so that the
fracture seepage rate increases. Due to the small
crack opening of the setting, the infuence of gravity
and buoyancy on the fracture seepage is small, and
with the increase of the height of the oil-water in-
terface, the viscous resistance of the fuid gradually
decreases, which accelerates the fracture suction rate.

(5) Te Infuence of the Wetting Angle on Crack Seepage.
At present, researchers at home and abroad have
proposed a variety of methods to analyze the wet-
tability. Te Amott self-priming oil drainage method
has the advantages of a large test range, clear nu-
merical defnition, and small impact on oil and gas
exploration and development and is widely used in
the quantitative evaluation of core wettability. Te
wetting angle of the crack surface is set to 0°, 30°, 50°,
70°, 80°, and 89°, respectively. Te test shows that
with the increase of the wetting angle of the crack,
the seepage rate of the crack is signifcantly reduced,
and in the process of suction and suction, when the
length, opening, inclination angle, and oil-water
interface tension of the crack remain unchanged,
the gravity of the fuid in the crack, both buoyancy
and pressure diference, remain constant, and the
viscosity of the fuid in the crack decreases as the rate
of seepage decreases. Tis is due to the fact that the
hydrophilicity of the fracture surface decreases with
the increase of the wetting angle and the capillary
force of the fracture decreases, resulting in a decrease
in the seepage rate of the fracture. Te relative
wettability index has a positive correlation with the
imbibition recovery. Te imbibition process is
a process in which the wetting phase spontaneously
inhales into the porous medium by capillary pressure
to displace the nonwetting phase. For water wet
reservoirs, water is the wetting phase and capillary
pressure is the imbibition power. Terefore, the
higher the degree of water wetness is, the stronger the
role of capillary pressure is. Te higher the pro-
portion of pores that water can enter in the total
pores, the more the oil expelled, and therefore, the
higher the imbibition recovery factor.

Table 2: Parameters required for fracture seepage simulation.

Names Numeric values
Crack length (cm) 12
Crack width (cm) 2.525
Crack opening (μm) 1.2
Crack inclination (°) 62
Oil phase viscosity (MPa·s) 5
Aquatic phase viscosity (MPa·s) 1.1
Oil-water interface tension (mN/m) 14.19
Contact angle (°) 48
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4.2. Comparison of Oil Drainage before and after Fracturing.
In order to study the efect of fractures on core aspiration,
a comparative analysis of seepage suction tests of fractured
cores and matrix cores was carried out, as shown in Table 3
and Figure 4. Te seepage results of each core are given, and
the degree of core extraction and the seepage rate are
analyzed.

First, dry and weigh the core, vacuumize, saturate the test
water, and weigh the wet weight; then, oil displacement is
carried out at room temperature to saturate the core with
experimental oil; fnally, without external pressure, the core
is completely immersed in the experimental water. At this
time, the core will self-absorb water and drain oil under the
action of capillary force. In the process of absorbing water
and draining oil, the core quality will continue to increase
due to the poor density of oil and water. Use the electronic
balance to continuously weigh the core and record the
change of core quality.

It can be seen from Figure 4 that after core fracturing,
due to the development of fractures, the degree of core
extraction and the seepage rate are signifcantly improved,
and the degree of core extraction after fracturing increases
at least 10%; this is due to the presence of cracks to increase
the contact area between the suction and the core, pro-
viding an infltration channel for the fow of fuid inside
the core.

Te degree of crack opening obtained from the seepage
specimen has a certain infuence on the seepage of the crack,
and with the increase of the crack opening, the fracture
seepage rate also increases. In this experiment, the fractures
of core 11 and core 16 are the same, but the fracture opening
of the two is very diferent, and the seepage rate of core 16 is
much higher than that of core 11, which is consistent with
the model results.

According to the seepage of each core, the relationship
between the degree of extraction and the seepage rate of
each core and the number of fractures in the core is
compared. Core 5 is a single fracture, and its recovery
degree and seepage rate are high; Core 16 is a cross fracture,
although the number of fractures is large, but the degree of
extraction is between core 20 and core 5, and the seepage
rate is much higher than that of the other two tight cores.
Te seepage rate is about 2 times that of core 5.Terefore, it
can be concluded that the number of core fractures has
a certain infuence on the seepage rate of the core and the
greater the core seepage rate is with the increase of the
number of fractures. At the same time, by comparing the
seepage rate curve of the three cores, it can be found that
each core has a high seepage rate in the early stage of

seepage, but the seepage rate decreases rapidly, and with the
increase of the number of core fractures, the seepage rate
decreases signifcantly.

By observing the oil droplets on the surface of the core
during the seepage process, it can be found from Figure 4
that when the infltration begins, oil droplets appear at the
fractures of the core, but with the growth of time, the oil
droplets will gradually become larger and eventually leave
the core. Core 5 and 16 seepages are the same, but from the
distribution of oil droplets on the core surface, the number
of oil droplets adsorbed on the surface of the core 16 is small.
Tis is mainly due to the diferent distribution of fractures in
the core 5 and 16; the core 16 is a cross-fractured core and
the number of fractures is more. In the process of seepage
suction, the oil produced by the seepage of the matrix is
discharged through the fracture of the core Terefore, there
are fewer oil droplets on the surface of the core.Te radius of
the oil droplets adsorbed on the surface of the core 5 is very
large, which is due to the large interfacial tension between
the formation water and the simulated oil, resulting in small
oil droplets on the surface of the core that cannot be sep-
arated from the core; so, with the increase of the infltration
time, the oil droplets on the surface of the core accumulate to
form large oil droplets. Te core 16 oil droplets are mainly
concentrated and produced at the cracks, and more cracks in
the core make the oil droplets in the core more likely to
gather, which is also the main reason for the rapid output
and the large seepage rate at the beginning of the core 16
seepage.

Table 3: Summary of core aspiration results.

Core numbers Degrees of extraction Core
numbers after fracturing Degrees of extraction

1 0.184 2 0.254
3 0.201 5 0.266
14 0.154 11 0.215
19 0.104 16 0.184
20 0.112 19 0.177
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Figure 4: Diferent degrees of core extraction.
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5. Conclusion

Tis paper takes the tight sandstone reservoir of Yanchang
Formation in the south of Ordos Basin as the research object,
conducts core seepage pumping experiments before and
after fracturing, builds a seepage theoretical model, analyzes
the seepage drainage mechanism of tight reservoirs after
fracturing and its infuencing factors, and establishes
a mathematical model of oil and water spontaneous seepage
after fracturing and analyzes its infuencing factors, which
provides theoretical data support for improving oil recovery.
(1) Te porous throat of tight sandstone is mainly at the
micron- and submicron scales, and the infltration rate of the
reservoir is related to the pore throat structure, oil-water
interface tension, and wettability. Te oil-water infltration
rate decreased with the increase of fracture length. With the
increase of crack opening, the suction rate of crack seepage
increases; with the increase of crack inclination, the seepage
rate of the crack increases; with the greater the tension at the
oil-water interface, the greater the seepage rate of the crack;
with the increase of the wetting angle of the crack, the
suction rate of the crack is signifcantly reduced. (2) Te
crack is the main seepage channel of the fractured core,
which can efectively reduce the adsorption of oil droplets on
the outer surface of the core. At the beginning of the seepage,
the oil droplets frst appear at the fractures of the core, and as
time increases, the oil droplets gradually become larger and
eventually leave the core. With the increase of cracks in the
core, the number of adsorbed oil droplets on the core surface
decreases and the radius of adsorbed oil droplets decreases.
Tis work serves as an important reference to operational
reliability of manufacturing systems with complex topology
structures and complexity and operability of production jobs
in manufacturing systems.
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Tis study focuses on the protocol-based control for single-area power systems subject to actuator failures and deception attacks.
Specifcally, actuator failures, network attacks, unreliability, and bandwidth restrictions that emerge in power systems are taken
into consideration at the same time. To cut down on the number of broadcast packets, a novel memory-adaptive event-triggered
protocol is developed, where the trigger threshold parameter is adaptively changed in accordance with numerous historical
sampled signals. Ten, in virtue of the proposed algorithm, sufcient stabilization conditions are acquired to ensure the as-
ymptotically stable of power systems with H∞ performance. Finally, the efciency of the proposed control strategy is dem-
onstrated by using a simulation example.

1. Introduction

Due to its potent capacity to change the system frequency to
a predetermined value in the presence of load fuctuations,
load frequency control (LFC) has been utilized successfully
in power systems for several decades [1–3]. Modern LFC in
power systems transmits control signals and measured
values across open communication networks (OCNs) as
opposed to classic LFC, which transfers data over specialized
communication channels. As the size of the power system
grows, data transmission over a dedicated communication
channel in traditional LFC will increase maintenance costs
and reduce fexibility; hence, modern LFC with OCNs is
becoming more popular [4]. However, as OCNs are prone to
data loss, network attacks, and communication delay, data
transfer through them might present considerable difcul-
ties. Consequently, there has been a lot of interest in the
study and development of LFC schemes for power systems
with OCNs (see, for more details, [5–7]).

Actuators are crucial components of networked control
systems, and it is a common phenomenon that a variety of
malfunctions occur, which may afect the system perfor-
mance [8]. In this regard, for the purpose of guaranteeing the

desired performance, a seemingly natural ideal is to in-
troduce reliable control schemes. As discussed in [9],
benefting from the reliable control schemes, actuator fail-
ures can be compensated and avoided. As a consequence,
a lot of focus has been placed on the research of actuator
failures in an efort to address these shortcomings and boost
dependability, and several fndings have been published
[10, 11]. Te fnite-time tracking control problem for
nonlinear systems with faults has been studied in [10].
Besides, the fault-tolerant control problem for multiagent
systems subject to DoS attacks has been exploited in [11].
However, reliable control schemes have not gained sufcient
interest in power systems probably due to dynamic com-
plexities including unknown perturbations. To date, despite
considerable accomplishments, power systems subject to
reliable control schemes are still in their infancies, which
remain the frst motivation for this study.

It is essential to mention that communication networks
are large-scale and decentralized and that the links between
each part of a networked power system might make them
vulnerable to cyberattacks [12]. According to [13], cyber-
attacks can have signifcant negative efects on system
performance, such as information leaks, system failures, and
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fnancial losses. Additionally, control methods might be
used as a compensating strategy since cyber security ap-
proaches are insufcient to secure power systems [14].
Among some control methods, denial-of-service (DoS) at-
tacks and deception attacks have generated a lot of research
attention [11, 15–18]. Some common concepts or solutions
have been carried out for DoS attacks. From the point of
adversary, DoS attacks have been described by stochastic
models, i.e., the Bernoulli method [19] and Markov method
[20]. Additionally, from the standpoint of the attacker,
deception attack can alter data to compromise its integrity,
and the time-varying attack behavior cannot be detected
[21]. As a result, the study of deception attacks becomes
more challenging ([14, 18, 22]). Following this trend,
a seemingly natural research topic is established for security
control of networked power systems, which gives rise to
deception attacks.

In light of the limited communication capacity, a range
of networked phenomena emerged. In response to com-
munication networks with constrained network resources,
two transmission strategies are most adopted: the time-
triggered protocol [23–25] and the event-triggered pro-
tocol [26, 27]. Note that conventional TTPs may result in
wasted network resources; the event-triggered protocol has
been developed in recent years to address these issues.
Because trigger conditions are carried out after the event as
opposed to before it, ETPs typically use fewer system re-
sources than TTP. In general, the existing ETPs can be
classifed into static event-triggered protocols (SETPs)
[15, 28], dynamic event-triggered protocols (DETPs)
[29–31], and adaptive event-triggered protocols (AETPs)
[32, 33]. For AETPs, threshold functions, based on the
evolution of system states, are updated adaptively. Although
there are several AETPs with dynamically changed threshold
functions, there is still signifcant potential for development.
For instance, in [32, 33], the threshold function is built using
a quantitative relationship with the error between the latest
transmitted data and the currently sampled data. Inspired by
the work of the authors of [34], the aforementioned ap-
proach can be improved by containing the historically
transmitted packets in the threshold function. Furthermore,
memory-based AETPs have not gained proper research
interest in power systems, which prompts us to the
current study.

In light of the description above, this study examines the
based-protocol LFC problem for single-area power systems
(SAPSs) that are vulnerable to deception attacks and actu-
ator failures.Te following is a summary of our paper’s main
points: (1) A memory-adaptive event-triggered protocol
(MAETP) is presented for operating SAPSs across com-
munication networks with constrained bandwidth. Mean-
while, the MAETP accomplishes the goal of memory by
dynamically altering the adaptive parameters using histor-
ical trigger data while preserving the intended control
performance. (2) Te proposed SAPS results account for
a common framework together with the efects of deception
attacks, actuator faults, and memory-based event-triggered

protocols. (3) For the established power system model,
according to the Lyapunov stability method, the asymptotic
stability (AS) with preset performance is ensured.

2. Problem Formulations

2.1. System Model. Troughout the study, the dynamic
model of a single-area power system is described as follows
[35]:

_􏽥x(t) � 􏽥A􏽥x(t) + 􏽥Bu
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(2)

Table 1 provides a list of parameters’ physical meanings.
Note that, for a single-area power system without power

exchange, the ACE signal is written as ACE � β∆f, where β
is frequency bias. In actual fact, actuator failures cannot be
ignored, so the failure model between the controller and the
actuator is represented as follows:

u
F
(t) � ρu(t), (3)

where ρ � diag ρ1, ρ2, · · · , ρnu
􏽮 􏽯 and 0≤ ϱ

m

≤ ϱm ≤ ϱm ≤ 1

(m � 1, 2, · · · , nu), in which ρm is unknown, and we assume
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that ϱ
m

and ϱm are known. We defne

ϱ � min ϱ
m

, m � 1, 2, · · · , nu􏼨 􏼩 and ϱ � max ϱm, m � 1, 2,􏼈

· · · , nu}.
As a consequence, a PI controller is inferred as

u(t) � −KPACE − KI􏽚 ACE. (4)

Furthermore, we defne state vectors as
x(t) � ∆f ∆Pv ∆Pm 􏽒 ACE􏽨 􏽩

⊤
and measured output as

y(t) � [ACE􏽒 ACE]; the dynamic model of the single-area
power system is redescribed as

_x(t) � Ax(t) + Bρu(t) + Hv(t),

y(t) � Cx(t),
􏼨 (5)

where

A �

−
D

M
0

1
M

0

−
1

RTg

−
1

Tg

0 0

0
1
Tt

−
1
Tt

0

β 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B �

0

1
Tg

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

H �

−
1

M

0

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C �

β 0 0 0

0 0 0 1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(6)

Table 1: Te physical meaning of parameters.

Parameters Physical meaning
∆f Te deviation of frequency
∆Pm Te deviation of governor mechanical output increment
∆Pv Te valve position deviation
∆Pd Load disturbance
ACE Area control error
D Governor damping coefcient
M Rotational inertia
Tt Turbine time constant
Tg Governor time constant
R Droop property
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2.2. Memory-Adaptive Event-Triggered Protocol. By using
some historical data, a sampling-based MAETP is proposed
in [34]:

tk+1h � tkh + inf
l∈N+

lh e
⊤

(t)Ωe(t)
􏼌􏼌􏼌􏼌 − σ(t)y

⊤
tkh( 􏼁Ωy tkh( 􏼁≥ 0􏽮 􏽯,

(7)

and e(t) � y(tkh + lh) − y(tkh). h, kh, and tkh describe the
sampling interval, instant, and latest broadcast instant, re-
spectively. Te matrix Ω> 0. Meanwhile,
tkh, k ∈ N+􏼈 􏼉⊆ kh, k ∈ N+{ }. In the sequel, the adaptive pa-
rameter σ(t) yields

σ(t) � σ + σ − σ􏼒 􏼓e

− ϵ y tkh+lh( )−
1
S

􏽘

S

s�1
y tk−sh( 􏼁

���������

���������

2

,
(8)

where σ and σ indicate two bounds of the adaptive threshold
parameters, ϵ> 0, and S is the number of recent released
packets.

Remark 1. Note that the adaptive threshold function of
MAETP (7) taken into consideration in this study, which
substitutes the latest trigger sample with the arithmetic mean
ofS historically trigger data, can lessen the sensitivity of σ(t)

to the most latest transmitted data y(tkh). As in [18], the
proposed controller gain number is S, which increases the
computing cost if the amount of historical data is too large.
To avoid this situation, the MAETM proposed in this re-
search adds the memory feature to the adaptive rule.

Remark 2. In addition to providing fexibility in modifying
the trigger threshold, the MAETP (7) also improves control
performance. Nevertheless, the MAETP (5) provided in this
research is more inclusive and covers the majority of the
current protocols. When S � 1, MAETPs (7) reduce to
AETPs [32]. WhenS � 1 and σ(t) is a constant, the MAETP
(7) degenerates to SETPs [15]. Following this fact, the

designed DMETP is more appropriate than the current
SETP/AETP to describe the actual scenario.

Considering the delay in transmitting data, we defne the
transmission interval as ⋃n

l�0Il � [tkh + dk, tk+1h + dk+1],
and one gets Il � [tkh + lh + dk+l, tk+1h + lh + h + dk+l+1]

and (l � 0, 1, · · · , n, n � tk+1 − tk − 1). We set
d(t) � t − tkh − lh, which yields

0≤d(t)≤ h + d≜ dM, (9)

where d is the upper bound of dk􏼈 􏼉.
Summarizing the aforementioned analysis, we let

K � −KP −KI􏼂 􏼃. Under the MAETP, the PI controller is
rewritten as

u(t) � Ky tkh( 􏼁. (10)

As a follow-up, themeasurement output is assumed to be
attacked by random deception attacks. In this regard, the
load frequency controller is remodelled as

u(t) � (1 − α(t))Ky tkh( 􏼁 + α(t)Kf tkh( 􏼁, (11)

where the nonlinear function f(tkh) indicates the deception
signal. α(t) ∈ 0, 1{ } is a Bernoulli random variable, from
which one has

Pr α(t) � 1{ } � E α(t){ }

� α,

Pr α(t) � 0{ } � 1 − α.

(12)

Assumption 1 (see [15]). It is assumed that the nonlinear
function can be characterized by the following condition:

‖f(y(t))‖≤ ‖F(y(t))‖, (13)

where F is a known matrix.
Substituting (11) into (5), the closed-loop power system

can be established as

_x(t) � Ax(t) + ρ(1 − α(t))BK(Cx(t − d(t)) − e(t)) + ρα(t)BKf y tkh( 􏼁( 􏼁 + Hv(t),

y(t) � Cx(t).
􏼨 (14)

In order to solve static output-feedback control ques-
tions, we let B � B B􏼂 􏼃, in which B has 4 − p [36]. Ten,

we introduce a new variable χ(t) � (􏽢B)− 1x(t); system (15) is
reformulated as

_χ(t) � Aχ(t) + ρ(1 − α(t))K(Cχ(t − d(t)) − e(t)) + ρα(t)Kf y tkh( 􏼁( 􏼁 + Hv(t),

y(t) � Cχ(t),
􏼨 (15)

where A � (B)− 1AB, K � [K⊤0]⊤, C � CB, and
H � B− 1H.

Te goal of this paper is to construct the controller (11)
in such a way that it satisfes asymptotically stable subjects to
preset performance for the closed-loop power system (16)

under MAETPs (7). In particular, the following re-
quirements are met:

1) Te closed-loop power system (16) with v(t) � 0
is AS.
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2) Under zero initial conditions, it holds that
E 􏽒
∞
0 ‖y(t)‖2dt􏽮 􏽯< c2E 􏽒

∞
0 ‖v(t)‖2dt􏽮 􏽯 for all v(t)≠ 0

and prescribed c> 0.

Lemma 1 (see [37]). For any matrices R ∈ Rn×n and

U ∈ Rn×n, we satisfy R ∗
U R

􏼢 􏼣> 0, d(t) ∈ [0, dM], with

dM ≥ 0, and the vector function _x: [0, dM]⟶ Rn; the fol-
lowing condition holds

−dM 􏽚
t

t−dM

_x
⊤

(s)R _x(s)ds≤ − ζ⊤(t)Λζ(t), (16)

where ζ(t) � col[x(t), x(t − d(t)), x(t − dM)] and

Λ �

R ∗ ∗
U − R 2R − He U{ } ∗

−U U − R R

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦.

3. Main Results

Theorem 1. For given scalars dM ≥ 0, σ∈ (0, 1), ι> 0, ϵ> 0, ρ,
and ρ ∈ [0, 1], the closed-loop power system (16) is AS in the
sense of the H∞ performance index c if there exist matrices
P> 0, Q> 0, R> 0, and Ω> 0 and matrices U and M such
that

R U
⊤

U R
⎡⎣ ⎤⎦> 0, (17)

Ξ1 Ξ2 Ξ3 Ξ4

∗ −c
2
I 0 0

∗ ∗ −αI 0
∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (18)

where

Ξ1 �
Ξ1,1 Ξ1,2

∗ Ξ2,2􏼢 􏼣,

Ξ2 � H⊤M⊤ 0 0 ιH⊤M⊤ 0 0􏼂 􏼃
⊤

,

Ξ3 � 0 αFC 0 0 αFC 0􏼂 􏼃
⊤

,

Ξ4 � C 0 0 0 0 0􏼂 􏼃
⊤

,

Ξ1,1
�

Υ11 Υ12 U
⊤

∗ −2R + U
⊤

+ U + σC⊤ΩC R − U
⊤

∗ ∗ −R − Q

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Ξ1,2
�

Υ14− ρ(1 − �α)MK �ρ�αMK

ι�ρ(1 − �α)(MKC)
⊤

−�σC⊤Ω 0
0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ξ2,2
�

d
2
MR − He ιM{ }− ι ρ(1 − �α)MK ιρ�αMK

∗ (�σ − 1)Ω 0
∗ ∗ −�αI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Υ11 � He MA{ } + Q − R,

Υ12 � ρ(1 − α)MKC − U
⊤

+ R,

Υ14 � P − M
⊤

+ ιA⊤M⊤.

(19)

Proof. Considering the following Lyapunov function,

V(t) � 􏽘
3

l�1
Vl(t), (20)

where

V1(t) � χ⊤(t)Pχ(t),

V2(t) � 􏽚
t

t−dM

χ⊤(s)Qχ(s)ds,

� dM 􏽚
0

−dM

􏽚
t

t+s
_χ⊤(v)R _χ(v)dv ds.

(21)

Taking the derivative of V(t), one has

LV1(t) � 2 _χ⊤(t)Pχ(t),

LV2(t) � χ⊤(t)Qχ(t) − χ⊤ t − dM( 􏼁Qχ t − dM( 􏼁,

LV3(t) � d
2
M _χ⊤(t)R _χ(t) − dM 􏽚

t

t−dM

_χ⊤(s)R _χ(s)ds.

(22)

Based on Lemma 1, it follows

−dM 􏽚
t

t−dM

_χ⊤(s)R _χ(s)ds≤ − ζ⊤(t)Rζ(t), (23)
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where

R �

R ∗ ∗

U − R 2R − He U{ } ∗

−U U − R R

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

ζ(t) �

χ(t)

χ(t − d(t))

χ t − dM( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(24)

Reviewing the established MAETP in (7), it holds that

0< σ(t)y
⊤

tkh( 􏼁Ωy tkh( 􏼁 − e
⊤

(t)Ωe(t),

< σy
⊤

tkh( 􏼁Ωy tkh( 􏼁 − e
⊤

(t)Ωe(t).
(25)

Recalling (15), for any proper matrix Z, it holds that

0 � 2 χ⊤(t)M + ι _χ⊤(t)M􏽨 􏽩 × − _x(t) + Aχ(t) +(1 − α(t))K(Cχ(t − d(t)) − e(t)) + α(t)Kf y tkh( 􏼁( 􏼁 + Hv(t)􏼂 􏼃. (26)

Ten, based on Assumption 1, one has

α f
⊤

y tkh( 􏼁( 􏼁f y tkh( 􏼁( 􏼁 − y
⊤

tkh( 􏼁F
⊤
Fy tkh( 􏼁􏽨 􏽩≤ 0.

(27)

Taking (20)–(27) into account, we have that

LV(t)≤ ζ⊤(t)􏽥Ξζ(t) − y
⊤

(t)y(t) + c
2ω⊤(t)v(t), (28)

where ζ⊤(t) � [χ⊤(t)χ⊤(t − d(t))χ⊤ (t − dM) _χ⊤(t)e⊤(t)f⊤

(y(tkh))ω⊤(t)], 􏽥Ξ �
Ξ1 + (1/α)Ξ3Ξ3,⊤

+ Ξ4Ξ4,⊤ Ξ2

∗ −c
2
I

􏼢 􏼣.

Applying the Schur complement to (19), one has

LV(t) +‖y(t)‖
2

− c
2
‖v(t)‖

2 ≤ 0. (29)

Integrating (29) from t � 0 to ∞ yields

V(∞) − V(0) + E 􏽚
∞

0
‖y(t)‖

2
− c

2
‖v(t)‖

2
􏼐 􏼑dt􏼚 􏼛≤ 0.

(30)

Under zero initial conditions, the following inequality
holds:

E 􏽚
∞

0
‖y(t)‖

2
− c

2
‖v(t)‖

2
􏼐 􏼑dt􏼚 􏼛≤ 0. (31)

Furthermore, we get E 􏽒
∞
0 ‖y(t)‖2dt􏽮 􏽯≤

c2E 􏽒
∞
0 ‖v(t)‖2dt􏽮 􏽯. When ω(t) � 0, we can deduce the

closed loop power system (16) AS by applying condition
(19). Tis ends the proof.

Next, Teorem 2 presents essential conditions for de-
signing the controller gain based on the conclusion of
Teorem 1. □

Theorem  . For given scalars dM ≥ 0, σ∈ (0, 1), ι> 0, ϵ> 0, ρ,
and ρ ∈ [0, 1], the closed-loop power system (16) is AS in the
sense of the H∞ performance index c if there exist matrices
P> 0, Q> 0, R> 0, and Ω> 0 and matrices U and Z with
compatible dimensions such that (18) holds and

Ξ1 Ξ2 Ξ3 Ξ4

∗ −c
2
I 0 0

∗ ∗ −αI 0

∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (32)

where

Ξ1 �
Ξ1,1 Ξ1,2

∗ Ξ2,2􏼢 􏼣,

Ξ1,1
�

Υ11 Υ12 U
⊤

∗ −2R + U
⊤

+ U + σC⊤ΩC U
⊤

− R

∗ ∗ −R − Q

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Ξ1,2
�

Υ14− ρ(1 − α)YK ραYK

ιρ(1 − α)(YKC)
⊤

−σC⊤Ω 0
0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ξ2,2
�

d
2
MR − He ιM{ }− ι ρ(1 − α)YK ιραYK

∗ (σ − 1)Ω 0
∗ ∗ −αI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Υ12 � ρ(1 − α)YKC − U
⊤

+ R,

Y � diag Ip, 0􏽮 􏽯.

(33)
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Furthermore, the gains can be computed as

K � M
− 1
YK. (34)

Proof. Let YK � MK, and it is clear that

K � M
− 1
YK

�
M

−1
1 0

0 M
−1
2

⎡⎢⎣ ⎤⎥⎦
Ip 0

0 0
􏼢 􏼣K,

(35)

where M is a diagonal matrix. On account of the Schur
complement, (32) is ensured in virtue of (16). □

4. Numerical Examples

Tis section exhibits a simulation example in order to
evaluate the efectiveness of the given methodology, Figure 1
describes dynamic modes of the single-area power system.
Note that the parameters are explained in Table 2 [35], and
the matrix B is presupposed to be
B � 0 0 1 ; 1 0 0 ; 0 1 0 ; 0 1 0􏼂 􏼃.

We set the deception attack as f(y(t)) � −tanh(Fy(t)),
whichF � diag 0.1, 0.1{ }. Te actuator failure is supposed to
be ρ ∈ [0.8, 0.9] with ρ � 0.8 and ρ � 0.9. Other parameters
are chosen as S � 3, α � 0.2, σ � 0.1, σ � 0.015, ϵ � 2,
ι � 0.1, dM � 0.05, and the sampling period h � 0.02.

In light of Teorem 2, the controller gain and the event-
triggered matrix can be calculated:

K � 1.8220 −1.0658􏼂 􏼃,

Ω �
13.9953 −0.9412

−0.9412 8.7407
􏼢 􏼣.

(36)

Specifcally, we select the load disturbance as

ω(t) �
0.05 sin(t), if   t ∈ [0, 8],

0, if   t ∈ [8,∞],
􏼨 (37)

and the initial value is set as χ0 � [−0.9 − 0.1 − 0.01 − 0.01]⊤.
Te numerical simulations of the system (16) are pre-

sented in Figures 2–6 using the aforementioned parameters

and assumptions. Figures 2 and 3 depict the control input
u(t) and the trend of the adaptive parameter (t). Figure 4
illustrates the deception attacks signals α(t) with the ex-
pectation α � 0.2. Additionally, to demonstrate the superi-
ority of the proposed MAETP, we compared it with the
METP of literature [18], as shown in Figures 5–7, where
Figures 5 and 8 depict the power system state trajectory
curves under diferent ETPs, respectively, and Figures 6 and
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generator

β Deception attacks

Network

Controller Governor Governor

–KP –
KI
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1 11
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+ +
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Figure 1: Dynamic mode of the single-area power system under deception attacks.

Table 2: Parameters of the power system.
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7 correspond to their triggering instants. In Figures 5 and 8,
it can be seen that the system curve takes less time to reach
stability with the proposed MAETP. Furthermore, 108
packets have been transmitted under METS, while 68
packets have been transmitted under MAETS. Terefore, by
comparison, it can be found that the proposed MAETP not
only achieves good control performance but also saves
transmission resources to a certain extent.

5. Conclusions

In this paper, a protocol-based LFC issue for SAPSs has been
discussed. In light of the network’s actual state, the net-
worked power system is expanded to include actuator
failures and deception attacks. Furthermore, by adaptively
modifying the trigger thresholds based on historical sample
data, MAETPs are developed to conserve network resources.
By using Lyapunov function theory, sufcient criteria have
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been forwarded to guarantee the AS of SAPSs. In the end, an
example has been applied to demonstrate the viability of the
presented control scheme.

Data Availability

Te data used to support the fndings of this study are
available from the corresponding author upon request.
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In this study, a new nonlinear mathematical programming model of mixed integer was presented to formulate the problem of
designing a sustainable closed loop supply chain, in which the three aspects of sustainability, i.e., social efect such as job creation,
customer satisfaction, and distributors, environmental efects such as reducing air pollution, and economic efects such as
reducing supply chain costs, increasing supply chain reliability, quality of returned products by customers, and product routing
were considered. In order to solve the proposed model, a new hybrid metaheuristic algorithm based on the distinctive features of
gray wolf algorithm and genetic algorithm was proposed in addition to MOPSO and NSGA-II algorithms. After tuning their
parameters by the Taguchi method, their performance in problems with diferent dimensions was tested and evaluated by MID,
DM, and SM criteria. Te results of statistical analysis of indices indicated that no signifcant diference between the performance
of the three algorithms at 5% error level. In general, GW-NS, NSGA-II and MOPSO algorithms had better performance in terms
of MID index, respectively. In addition, GW-NS, NSGA-II, and MOPSO algorithms performed better in terms of DM index.
NSGA-II, MOPSO, and GW-NS algorithms performed better in terms of SM index, respectively. In addition, the variability of DM
index in all three algorithms was almost the same, but in MID index, GW-NS algorithm, and in SM index, MOPSO algorithm had
the highest change and less sustainability.

1. Introduction

Globalization, the increased regulations of governmental
and nongovernmental organizations, and the pressure
and requests from customers to comply with environ-
mental issues have led organizations to regard the nec-
essary steps to apply sustainable closed-loop supply chain
(SCLSC) management aimed at improving their envi-
ronmental and economic performance [1]. Te SCLSC
management integrates the SCM with environmental
requirements in all stages of product design, selection and
supply of raw materials, production and manufacturing,

distribution and transfer processes, delivery to the cus-
tomer, and ultimately after consumption, recycling and
reuse management aimed at maximizing the efciency of
energy, and resources consumption associated with im-
proving the performance of the entire supply chain [2, 3].
Te problem of vehicle routing in the supply chain dis-
tribution network is recognized as one of the subproblems
of SCM, which involves selecting and allocating possible
routes to available vehicles for distribution and delivery of
goods to distribution centers or customers designated to
minimize the relevant costs. Te optimal solving of this
problem will lead to timely delivery of goods, reduce the
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need for warehousing and maintenance of goods, and
increase customer satisfaction meanwhile reducing the
distribution costs [4]. One may also claim that vehicle
routing is one of the most challenging issues in the context
of transportation and support of the supply chain [5]. A
variety of products have to be made available to the
customers at their request in today’s global competitions.
Te customers’ demand for high quality and fast service-
providing has led to enhanced pressures that have not
faced before [6]. In today’s economic and industrial en-
vironment and given the growing trend of industries
followed by the rise in environmental pollution in con-
trast, and most importantly, the use of limited resources,
the need to recycle resources frommanufactured products
as well as informing the consumers about the need for
a change in attitude seem to be a priority not only in the
production of goods but in all the stages of production [7].
Ensuring sustainable development in any country is
nowadays subject to the conservation and optimal use of
limited and irreplaceable resources in that country. Tus,
many measures have been taken in this direction, in-
cluding recycling waste in the production cycle, the reuse
of consumer goods, returning the quality control returned
goods to the production line, recycling, etc. Te set of
these activities accompanied by applying environmental
and social considerations form the concept of the SCLSC
[8, 9]. On the other hand, aimed at accurate management
and preventing the waste of resources, the management
units currently have no choice other than to adopt and
employ new scientifc approaches, models, processes, and
techniques tailored to the current conditions to provide
proper performance regarding the resources used [10]. It
is usually assumed in supply chain network (SCN) design
studies that active utilities (facilities) are able to provide
service continuously for a long period of time without any
breakdown and will continue to operate without in-
terruption. However, supply chains face a high degree of
uncertainty due to their complex nature, which can ad-
versely afect the quality of their performance [11]. In the
real world, utilities may sufer from disruptions and
failures with possible causes of human error, natural
disasters, etc. [12, 13]. Tus, the failure of one component
of the SCN may disrupt the functioning of the entire
supply chain, or in the best case, reduce the efciency of
the chain. Hence, it seems essential to consider the factor
of reliability in the design of the closed-loop supply chain,
especially in its direct components (forward logistic
stage). However, this issue has been less addressed in
recent studies. In this study, a multiobjective (MO),
multiperiod, multicommodity, and scenario-based fuzzy
mathematical model, a new hybrid metaheuristic algo-
rithm was proposed for locating, routing, and distributing
goods in a sustainable closed loop supply chain. Te
uncertainty considered in the mathematical model was
fuzzy. In the proposed hybrid approach, the search
mechanism and update of the solution in the basic gray

wolf algorithm and the crowding distance index mecha-
nism of the MO genetic algorithm were used to select and
remove unsuccessful solutions in the external archive.

2. Literature Review

Te relevant literature that contributes to identify the
general framework of this article is reviewed in this section.
Zhang et al. [14] provided a mathematical model for
a SCLSC based on economic turnaround. Te goals of this
model encompass maximum proftability according to the
income and costs of the entire chain, minimizing the en-
vironmental impacts due to the carbon index and maxi-
mizing the social efects according to the job opportunities
created. Tey utilized the weighted sum technique to solve
the model. Te sensitivity analysis results revealed that the
enhanced demand rate has a remarkable impact on the goals.
Hassangaviar et al. [15] provided a biobjective mathematical
model for the closed-loop chain under uncertainty in prices.
Te model objectives included maximizing transaction level
satisfaction and the proft from the supply chain. Tey used
the NSGA-II algorithm to solve the model, and the results
indicated a good performance in terms of maximum ex-
pansion and distancing. Mogale et al. [16] provided a CLSCs
network, in which, the demand was considered sensitive to
the price, consumer motivation, and the quality level. Te
core goal of the proposed model is to reduce the total cost
and carbon emissions produced by the activities resulting
from production, distribution, transportation, and disposal.
Tey employed an NSGA-II algorithm and a cokriging
approach to solve the model. Te study results revealed the
positive efects of motivational pricing on the returned
goods. Kazancoglu et al. [17] presented an MILP model for
designing the green dual-channel and CLSCs. Te core goal
of the proposed model is to optimally select echelons and
transportation alternatives between these echelons in
a CLSC network based on economic and environmental
considerations. Te proposed model is supported by a case
study in the home appliance industry in this study. Khalili
Nasr et al. [18] provided a new integrated approach based on
the best-worst method and MOMILP for designing an
SCLSC network with the LIR problem; they applied a fuzzy
method for solving their model using GP. Sadeghi Ahangar
et al. [19] provided a SCLSC network to manage municipal
solid waste using a MILP model based on an FPA. Tis
model minimized the total cost, labor, and emission level.
Goli et al. [20] examined a multiobjective, multiperiod, and
multiproduct closed-loop supply chain (CLSC) model with
uncertain parameters aimed at combining the fnancial cash
fow as cash fow and debt constraints and employment
under uncertainty. Te objectives of the proposed mathe-
matical model in their study included increasing the cash
fow, maximizing the jobs created, and maximizing the
reliability of raw materials consumed. Tey developed and
used MO simulated annealing, MO invasive weed optimi-
zation, and MO gray wolf metaheuristic algorithms to solve
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the model at a large scale. Ali et al. [21] provided a novel
mathematical model for reverse supply chain management
of air conditioning products. Teir considered supply chain
was sustainable with fuzzy demand uncertainty. Locating
hub and recycling centers was among the most important
goals of their research. Te case study covered the industries
of Saudi Arabia and India. In their study, identifed places
were prioritized with a hierarchical process analysis ap-
proach after solving the mathematical model. Yun et al. [22]
mathematically modeled a MO supply chain by considering
economic, environmental, and social criteria. Te objectives
regarded by them included minimizing total costs, mini-
mizing the amount of carbon dioxide released, and maxi-
mizing social impacts. Teir innovation involved
considering three types of distribution channels, including
normal delivery, direct delivery, and direct displacement.
Te proposed model was solved using the genetic algorithm,
whose results indicated the proper performance of the
proposed model. Reyhani et al. [23] provided an MO and
multiperiod mathematical model for inventory management
for the SCLSC. Te most important decisions made in their
model included determining the amount of fow at each level
and locating the hubs. Te main objectives of the study
contained minimizing transportation costs and the costs of
carbon dioxide emissions and maximizing social re-
sponsibility. Te case study was focused on agricultural
products. Rabbani et al. [1] presented a sustainable MO and
multilevel mathematical model to locate distribution hubs
and allocate warehouses to distribution centers. Te pro-
posed innovation included a variety of technologies for cars,
which causes the release of diferent amounts of carbon
dioxide from diferent vehicles. Tey used the Epsilon
constraint approach to solve the model in small andmedium
dimensions. Wang et al. [24] provided a mathematical
model for the green inverse supply chain. One of their
innovations was to consider the pricing of goods using the
game theory. Tey considered three diferent prices for
diferent types of goods in this article to price goods.
Minimizing costs in the supply chain, including manufac-
turers, distributors, customers, and collection centers were
some of the objectives of this study. According to their
results, the chain costs were minimized to the desired level.
Mohtashami et al. [25] proposed a mathematical model for
reverse and green supply chains to minimize energy con-
sumption and environmental impacts. Considering the
queuing system with limited resources in hubs in this re-
search was recognized as an innovation. Tey used the
genetic algorithm to solve the proposed model in large
dimensions. Sadeghi Rad et al. [26] provided a multilayer,
multiperiod, multiproduct mixed-integer programming
model, which included four layers in the forward (direction)
fow (suppliers, production and regeneration centers, dis-
tribution center, and customers) and three layers in
(backward) reverse (direction) fow (customers, inspection
and collection centers, and disposal centers).Te production
and inspection centers were integrated into the proposed
model to reduce transportation costs. Besides economic
goals, environmental aspects such as green production,
technology, and transportation modes were also considered

in this model. Also, the amount of raw materials purchased
and the volume of greenhouse gases produced in the pro-
duction process were considered dependent on the level of
technology. Hajiaghaei et al. [27] provided a nonlinear
mixed-integer mathematical program model to formulate
a SCLSC with consideration of discounts on shipping costs.
Tey suggested three hybrid RDSA, KAGA, and ICTS al-
gorithms to solve the model, which were compared by four
evaluation criteria by Pareto analysis. Te comparison result
indicated that the proposed new hybrid KAGA algorithm
brings better solutions compared to other algorithms but
needs more time for solving. Tey fnally introduced a real
example in the glass industry to confrm the proposed model
and the algorithms provided. Ghomi-Avili et al. [28] pre-
sented an MO model in the green closed-loop supply chain
by considering the failure of downtime of centers. Pricing of
products with a collaborative approach to game theory was
one of the innovations of this research. Te problem was
fuzzily modeled due to the fuzzy nature of the data, whose
most important goal was set to minimize the amount of
pollutant gases released in the proposed chain. Rahimi and
Ghezavati [29] presented an MO mathematical model for
managing inventory and the fow of goods in a SCLSC.
Considering discounts for customers associated with un-
certainty in demand were among the innovations in their
research. Teir main goals were to minimize transportation
costs and environmental costs. Te results revealed an 11%
reduction in costs after implementing the model. Wang and
Gunasekaran [30] provided a closed-loop supply chain
where three competitive scenarios implemented by the
manufacturer were studied. Tey used Stackelberg’s game
theory for studying this model. According to their con-
clusion, a producer is more inclined to perform the recycling
and reproduction processes by himself and refrains from
outsourcing.

2.1. Research Gap. Te research gap can be summarized as
follows according to the subject literature and Table 1:

(1) Insufcient attention to the inherent uncertainty of
supply chain issues together with their elements

(2) Lack of attention to statistical reliability and various
errors in the proposed mathematical models

(3) Insufcient attention to the strengths of other
metaheuristic algorithms aimed at utilizing them
ogether in a new hybrid metaheuristic algorithm

2.2. Research Contributions

(1) In this model, increasing the supply chain reliability,
the quality of the products returned by the cus-
tomers, and the routing of the goods are also con-
sidered besides the three aspects of sustainability,
namely, the social efect such as job creation, cus-
tomer satisfaction, and distributors, the environ-
mental efect such as reducing air pollution, and the
economic efect such as reducing the supply
chain costs.
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(2) In the real world, all the components of a closed-loop
supply chain like production centers, etc., may not
fully operate and are likely to stop working due to
events such as human errors, weather conditions,
terrorist attacks, etc., in period t.Tus, this limitation
has been considered in the form of using statistical
reliability to approach the real situation.

(3) Providing a hybrid metaheuristic algorithm to solve
the model.

3. Problem Statement

Te SCN provided in this study is a closed-loop, MO, and
multiperiod scenario-based network, which encompasses
suppliers, manufacturers, distributors, customers, hubs,
repair, recycling, landfll, and demolition centers. It should
be noted that the hubs, distribution centers, recycling
centers, repair, and burial centers are equipped with the
capability to be reopened. In the reopening process, some
places are selected as candidate points and the model
chooses the optimal place from them. In the supply chain
functioning process, suppliers provide raw materials to
manufacturers. Te manufacturers and the warehouses
under their supervision send the products to distributors.
Te breakdown and failure of raw materials supply centers,
warehouses, and production centers are some of the issues
and problems addressed in this study. Tis focus makes the
issue closer and more similar to the real world. Distributors
send products to customers. Tere are hubs, recycling,
landfll, and repair centers in the backward direction. Te
important point is how to determine the fow of returned
products is their quality. Te hubs send the returned
products to repair, landfll, or production centers depending
on their quality. After repairing, the repair centers send the
products to distributors. Te recycling centers also send
products to manufacturers. It should be noted that some of
the returned goods from customers can be sent directly to
the reproduction centers located in the production center
and do not need recycling in the recycling centers. Figure 1
shows the proposed supply chain structure.

Maximizing the social responsibility dimension is one of
the goals of the proposed model, in which, the employment
rate, customer satisfaction, and distribution centers are
maximized by sending maximum products from raw ma-
terials supply and production centers to them. Minimizing
the economic and environmental costs of the supply chain is
set to be another goal of this model. Tis parameter is
considered to be fuzzy due to the inherent uncertainty of
demand. Locating, examining the fow rate between com-
ponents, and the routing of goods are other decisions that
are supposed to be made in this research.

4. Formulating the Model

4.1. Model Assumptions

(1) Te capacity of the centers is limited.
(2) Te demand parameter is assumed to be fuzzy.
(3) Te distances between centers is assumed to be fxed

and defnite.
(4) Every producer has a warehouse to store the

produced goods.
(5) Tere is a reproduction center in each production

center.
(6) Te produced goods are sent both from production

centers and from their warehouses to the distribu-
tion centers.

(7) Te locations of supplier centers, producers, and
their warehouses are fxed and predetermined and
already known.

(8) Any production center and its warehouse and supply
centers cannot be rehabilitated and reconstructed in
the case of being destroyed by an accident.

4.2. Objective Functions. We know that the time it takes for
the warehouse of the production center j to break down over
a period of Tj follows an exponential distribution with
a mean value of λjt

′. Tus, the reliability of the warehouse of
the production center j in sending products to the distri-
bution center k in the period t is equal to:

Rj � p Tj > τj
′􏼐 􏼑 � 􏽚

∞

τj
′

λjt
′ e− λjt
′τj
′
dt � e

− λjt
′τj
′
. (1)

Terefore, the mean value of the products sent from the
warehouse of the production centers to distribution centers
is equal to

􏽘
t∈T

􏽘
c∈C

􏽘
s∈S

􏽘
j∈J

􏽘
k∈K

Q
ct
jkse

− λjt
′τj
′
. (2)

Terefore, the mean value of the products sent from
production centers and their warehouses to distribution
centers is equal to

􏽘
t∈T

􏽘
c∈C

􏽘
s∈S

􏽘
j∈J

􏽘
k∈K

Q
ct
jkse

− λjt
′τj
′
+ 􏽘

j∈J
􏽘
k∈K

Z
ct
jkse

− λjtτj⎛⎝ ⎞⎠. (3)

Similarly, the average of rawmaterials sent from supplier
centers to production centers is equal to
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t∈T
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o∈O
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s∈S
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i∈I

􏽘
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ot
ijse

− λitτi
″
,

max z1 � J1 + J2 + R − In,

J1 � 􏽘
t∈T

􏽘
s∈S
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m∈M

αjm,sx
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m + 􏽘

p∈P
αjp,sx
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w∈W
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k
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s∈S

􏽘
k∈K
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βjk
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l∈L
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⎞⎠,

R � 􏽘
t∈T

􏽘
c∈C

􏽘
s∈S

􏽘
j∈J

􏽘
k∈K

Q
ct
jkse

− λjt
′τj
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j∈J
􏽘
k∈K

Z
ct
jkse

− λjt + 􏽘
t∈T

􏽘
o∈O

􏽘
s∈S

􏽘
i∈I
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j∈J

Z
ot
ijse

−λit⎛⎝ ⎞⎠,

In � 􏽘
t∈T

􏽘
s∈S
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j∈J

⎛⎝ 􏽘
c∈C

dl
t
j Q
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k∈K
z

ct
jk,s

⎛⎝ ⎞⎠⎛⎝ ⎞⎠,

(4)

Te frst objective function represents the social re-
sponsibility dimension of the supply chain network, where

J1: Te number of fxed jobs created.
J2: Te number of variable jobs created.

R: Te average amount of product fow sent from
suppliers, production centers, and their
warehouses (as the R value increases, the satisfaction
level of distribution centers and customers will
increase).

Customer centers

Hub centers

Repairing centers

Supplier centers

Disposal centers

Recycling centers

Warehouse

Distributer centers

Plant centers

Figure 1: Te structure of the proposed model.
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In: Te work injury rate due to jobs created in the
production centers and their warehouses.
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(5)

Te second objective function encompasses the supply
chain costs as follows:

C1: Te costs of establishing hub, repair, distribution,
demolition, landfll, and recycling centers.

C2: Te costs of production and maintenance of
products in the production sector.
C3: Te costs of recycling, demolition, etc.
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(6)

Te third objective function includes environmental
efects and the amount of CO2 emitted due to the

establishment of potential centers (F1), and transportation is
in the supply chain (F2).

􏽘
k∈K

x
t
k ≥ 1∀t ∈ T, (7)

􏽘
w∈W

x
t
w ≥ 1∀t ∈ T, (8)

Complexity 7



􏽘
m∈M

x
t
m ≥ 1∀t ∈ T, (9)

􏽘
p∈P

x
t
p ≥ 1∀t ∈ T, (10)

􏽘
n∈N

x
t
n ≥ 1∀t ∈ T, (11)

􏽘
k∈K

ro
rt
vjk,s + 􏽘

k∈K
Ro

rt
vjk,s ≤ 􏽘

k∈K
x

t
k∀j ∈ J, r ∈ R, v ∈ V, t ∈ T, s ∈ S, (12)

􏽘
m∈M

ro
rt
vlm,s ≤ 􏽘

m∈M
x

t
m∀l ∈ L, r ∈ R, v ∈ V, t ∈ T, s ∈ S, (13)

􏽘
p∈P

ro
rt
vmp,s ≤ 􏽘

p∈P
x

t
p∀m ∈M, r ∈ R, v ∈ V, t ∈ T, s ∈ S, (14)

􏽘
n∈N

ro
rt
vmn,s ≤ 􏽘

n∈N
x

t
n∀m ∈M, r ∈ R, v ∈ V, t ∈ T, s ∈ S, (15)

􏽘
w∈W

ro
rt
vmw,s ≤ 􏽘

w∈W
x

t
w∀m ∈M, r ∈ R, v ∈ V, t ∈ T, s ∈ S, (16)

􏽘
k∈K

z
ct
kl,s �

􏽦
d

ct
l,s∀l ∈ L, c ∈ C, t ∈ T, s ∈ S, (17)

􏽘
m∈M

z
ct
lmq,s � r

c
lq,s 􏽘

k∈K
􏽘
l∈L

z
ct
kl,s

⎛⎝ ⎞⎠∀l ∈ L, c ∈ C, t ∈ T, q ∈ Q, s ∈ S, (18)

􏽘
q∈Q2

􏽘
j∈J

z
ct
mj,q,s � 􏽘

j∈J
rb

ct
mj 􏽘

q∈Q
􏽘
l∈L

z
ct
lm,q,s

⎛⎝ ⎞⎠∀m ∈M, c ∈ C, t ∈ T, s ∈ S, (19)

􏽘
q∈Q3

􏽘
p∈P

z
ct
mpq,s � 􏽘

p∈P
rb

ct
mp 􏽘

q∈Q
􏽘
l∈L

z
ct
lm,q,s

⎛⎝ ⎞⎠∀m ∈M, c ∈ C, t ∈ T, s ∈ S, (20)

􏽘
q∈Q4

􏽘
n∈N

z
ct
mnq,s � 􏽘

n∈N
rb

ct
mn 􏽘

q∈Q
􏽘
l∈L

z
ct
lmq,s

⎛⎝ ⎞⎠∀m ∈M, c ∈ C, t ∈ T, s ∈ S, (21)

􏽘
q∈Q1

􏽘
w∈W

z
ct
mwq,s � 􏽘

w∈W
rb

ct
mw 􏽘

q∈Q
􏽘
l∈L

z
ct
lmq,s

⎛⎝ ⎞⎠∀m ∈M, c ∈ C, t ∈ T, s ∈ S, (22)

􏽘
w∈W

􏽘
k∈K

z
ct
wk,s + 􏽘

j∈J
z

ct
jk,s + Q

ct
jk,s􏼐 􏼑 � 􏽘

l∈L
z

ct
kl,s∀k ∈ K, c ∈ C, t ∈ T, s ∈ S, (23)

􏽘
q∈Q3

􏽘
m∈M

z
ct
mpq,s � 􏽘

j∈J
z

ct
pj,s∀p ∈ P, c ∈ C, t ∈ T, s ∈ S,

(24)

􏽘
q∈Q1

􏽘
m∈M

z
ct
mwq,s � 􏽘

k∈K
z

ct
wk,s∀w ∈W, c ∈ C, t ∈ T, s ∈ S,

(25)

􏽘
i∈I

z
ot
ij,s + 􏽘

q∈Q2

􏽘
m∈M

z
ct
mjq,s + 􏽘

p∈P
z

ct
pj,s � 􏽘

k∈K
z

ct
jk,s + Inv

ct
j,s∀j ∈ J, c ∈ C, o ∈ O, t ∈ T, s ∈ S,

(26)
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􏽘
q∈Q2

􏽘
j∈J

z
ct
mjq,s + 􏽘

q∈Q3

􏽘
p∈P

z
ct
mpq,s + 􏽘

q∈Q4

􏽘
n∈N

z
ct
mnq,s + 􏽘

q∈Q1

􏽘
w∈W

z
ct
mwq,s � 􏽘

q∈Q
􏽘
l∈L

z
ct
lmq,s∀m ∈M, c ∈ C, t ∈ T, s ∈ S,

(27)

􏽘
r∈R

ro
rt
vjk,s + 􏽘

r∈R
Ro

rt
vjk,s ≥ 1∀j ∈ J, k ∈ K, v ∈ V, t ∈ T, s ∈ S, (28)

􏽘
r∈R

ro
rt
vlm,s ≥ 1∀m ∈M, l ∈ L, v ∈ V, t ∈ T, s ∈ S, (29)

􏽘
r∈R

ro
rt
vmp,s ≥ 1∀m ∈M, p ∈ P, v ∈ V, t ∈ T, s ∈ S, (30)

􏽘
r∈R

ro
rt
vmn,s ≥ 1∀m ∈M, n ∈ N, v ∈ V, t ∈ T, s ∈ S, (31)

􏽘
r∈R

ro
rt
vij,s ≥ 1∀i ∈ I, j ∈ J, v ∈ V, t ∈ T, s ∈ S, (32)

􏽘
r∈R

ro
rt
vkl,s ≥ 1∀k ∈ K, l ∈ L, v ∈ V, t ∈ T, s ∈ S, (33)

􏽘
r∈R

ro
rt
vpj,s ≥ 1∀p ∈ P, j ∈ J, v ∈ V, t ∈ T, s ∈ S, (34)

􏽘
r∈R

ro
rt
vmj,s ≥ 1∀m ∈M, j ∈ J, v ∈ V, t ∈ T, s ∈ S, (35)

􏽘
r∈R

ro
rt
vwk,s ≥ 1∀w ∈W, k ∈ K, v ∈ V, t ∈ T, s ∈ S, (36)

􏽘
r∈R

ro
rt
vmw,s ≥ 1∀m ∈M, w ∈W, v ∈ V, t ∈ T, s ∈ S, (37)

Inv
ct
j,s � Q

ct
jj,s − 􏽘

k∈K
Q

ct
jk,s∀j ∈ J,∀c ∈ C, t ∈ T, ∀s ∈ S, (38)

􏽘
c∈C

Inv
ct
j,s ≤ u

t
jj∀j ∈ J, t ∈ T, ∀s ∈ S, (39)

􏽘
k∈K

Q
ct
jk,s ≤Q

ct
jj,s∀j ∈ J, c ∈ C, t ∈ T, s ∈ S, (40)

􏽘
o∈O

􏽘
j∈J

z
ot
ij,s ≤ u

t
i∀t ∈ T, i ∈ I, s ∈ S, (41)

􏽘
c∈C

􏽘
k∈K

z
ct
jk,s + 􏽘

c∈C
Q

ct
jj,s ≤ u

t
j∀j ∈ J, t ∈ T, s ∈ S, (42)

􏽘
c∈C

􏽘
l∈L

z
ct
kl,s ≤ u

t
kx

t
k∀k ∈ K, t ∈ T,∀s ∈ S, (43)

􏽘
q∈Q2

􏽘
c∈C

􏽘
j∈J

z
ct
mjq,s + 􏽘

q∈Q3

􏽘
c∈C

􏽘
p∈P

z
ct
mpq,s + 􏽘

q∈Q4

􏽘
c∈C

􏽘
n∈N

z
ct
mnq,s + 􏽘

q∈Q1

􏽘
c∈C

􏽘
w∈W

z
ct
mwq,s ≤ u

t
mx

t
m∀m ∈M, t ∈ T, s ∈ S,

(44)

􏽘
c∈C

􏽘
q∈Q2

􏽘
m∈M

z
ct
mjq,s + 􏽘

p∈P
z

ct
pj,s

⎛⎝ ⎞⎠ + 􏽘
i∈I

􏽘
o∈O

z
ot
ij,s ≤ cr

t
j∀j ∈ J, t ∈ T, s ∈ S, (45)
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􏽘
q∈Q4

􏽘
c∈C

􏽘
m∈M

z
ct
mnq,s ≤ u

t
nx

t
n∀n ∈ N, t ∈ T, ∀s ∈ S,

(46)

􏽘
q∈Q3

􏽘
c∈C

􏽘
m∈M

z
ct
mpq,s ≤ u

t
px

t
p∀p ∈ P, t ∈ T, s ∈ S,

(47)

􏽘
q∈Q1

􏽘
c∈C

􏽘
m∈M

z
ct
mwq,s ≤ u

t
wx

t
w∀w ∈W, t ∈ T, s ∈ S,

(48)

􏽘
r∈R

ro
rt
vjk,s + 􏽘

r∈R
Ro

rt
vjk,s ≤ 􏽘

r∈R
ro

rt
vij,s∀j ∈ J, i ∈ I, k ∈ K, v ∈ V, t ∈ T, s ∈ S, (49)

􏽘
r∈R

ro
rt
vkl,s ≤ 􏽘

r∈R
ro

rt
vjk,s∀j ∈ J, l ∈ L, k ∈ K, v ∈ V, t ∈ T, s ∈ S, (50)

􏽘
r∈R

ro
rt
vlm,s ≤ 􏽘

r∈R
ro

rt
vkl,s∀m ∈M, l ∈ L, k ∈ K, v ∈ V, t ∈ T, s ∈ S, (51)

􏽘
r∈R

ro
rt
vpj,s ≤ 􏽘

r∈R
ro

rt
vmp,s∀j ∈ J, p ∈ P, m ∈M, v ∈ V, t ∈ T, s ∈ S, (52)

􏽘
r∈R

ro
rt
vmw,s ≤ 􏽘

r∈R
ro

rt
vwk,s∀w ∈W, k ∈ K, m ∈M, v ∈ V, t ∈ T, s ∈ S, (53)

􏽘
r∈R

ro
rt
vmp,s + ro

rt
vmn,s + ro

rt
vmj,s + ro

rt
vmw,s􏼐 􏼑≤ 􏽘

r∈R
ro

rt
vlm,s∀m ∈M, j ∈ J, w ∈W, n ∈ N, l ∈ L, p ∈ P, v ∈ V, t ∈ T, s ∈ S, (54)

z
ct
lmq,s, z

ct
mpq,s, z

ot
ij,s, z

ct
pj,s, z

ct
mnq,s, z

ct
mjq,s, z

ct
mwq,s, z

ct
wk,s, z

ct
jk,s, z

ct
kl,s, Q

ct
jk,s, Q

ct
jj,s, Inv

ct
j,s

≥ 0x
t
k, x

t
p, x

t
m, x

t
n, x

t
w, Ro

rt
vjk,s, ro

rt
vij,s, ro

rt
vjk,s, ro

rt
vkl,s, ro

rt
vlm,s, ro

rt
vmp,s, ro

rt
vpj,s, ro

rt
vmj,s, ro

rt
vmn,s, ro

rt
vmw,s, ro

rt
vwk,s ∈ 0, 1{ }.

(55)

4.3. Constraints. Te constraints (7)–(11) suggest that at
least one of the potential distribution, repair, hub,
recycling, and disposal centers in the supply chain is
established. Te constraints (12)–(16) suggest that a po-
tential center should frst be established to subsequently
create a route (path) to this potential center. Te con-
straint (17) indicates the satisfaction of customers’ de-
mands. Te constraint (18) shows the balance between
distribution, customer, and hub centers. Te constraint
(29) indicates the balance between customer, hub, and
production centers. Te constraint (20) shows the bal-
ance between customer, hub, and recycling centers. Te
constraint (21) indicates the balance between customer,
hub, and landfll and disposal centers. Te constraint (22)
shows the balance between customer, hub, and repair
centers. Te constraint (23) indicates the balance be-
tween manufacturer, distributor, customer, and repair
centers. Te constraint (24) shows the balance between
hub, recycling, and manufacturing centers. Te con-
straint (25) shows the balance between hub, repair, and
distributor centers. Te constraints (26) and (27) de-
termine the product fows in terms of its quality. Te
constraints (28)–(37) suggest that there is at least one
path between the supply chain elements. Te constraints
(38) and (39) indicate the amount of inventory and the
fnal capacity of the manufacturer. Te constraint (40)
determines the amount of the producer’s inventory in its

warehouse. Te constraints (41)–(48) indicate the ca-
pacity of the fxed and potential centers. Te constraints
(49)–(54) explain the limitations of vehicle routing. Fi-
nally, the constraint (55) represents the decision vari-
ables of the proposed model.

4.4. Converting the Indefnite Demand Constraint to Its
Equivalent Defnite Constraint. A fuzzy number is a gener-
alization of ordinary and real numbers that refers not to
a value but a connected set of values so that any possible
value would have a weight between 0 and 1 [31]. Tis
mentioned weight is called themembership function. Hence,
a fuzzy number is a certain type of the normalized convex
real line fuzzy set [32]. Tere are several patterns such as
triangular, trapezoidal, bell-shaped patterns, etc. to describe
fuzzy numbers. Triangular fuzzy numbers are the most
popular type of fuzzy numbers and are widely used in
representing uncertainty in applied sciences because of their
ability to express the perception of experts [33]. We used the
triangular fuzzy number in this article to represent the fuzzy
demand parameter. Tus, we defned the demand fuzzy
parameter as ((dct

ls )p, (dct
ls )m, (dct

ls )o), in which the upper
indices o, m, and p represent the most pessimistic, most
possible, and the most optimistic values for the parameter,
respectively. Terefore, the demand membership function
would be as follows:
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μ 􏽥
dct

ls

(x) �

x − d
ct
ls􏼐 􏼑

p

d
ct
ls􏼐 􏼑

m
− d

ct
ls􏼐 􏼑

p d
ct
ls􏼐 􏼑

p
≤ x≤ d

ct
ls􏼐 􏼑

m
,

d
ct
ls􏼐 􏼑

o
− x

d
ct
ls􏼐 􏼑

o
− d

ct
ls􏼐 􏼑

m d
ct
ls􏼐 􏼑

m
≤ x≤ d

ct
ls􏼐 􏼑

o
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(56)

We utilized the weighted-average method in this paper
to convert the fuzzy demand parameter to the equivalent
defnite parameter. Terefore, the fuzzy constraint [5] is
determined based on equation.

􏽘
k∈K

z
ct
kl,s � w1 d

ct
ls,β􏼐 􏼑

p
+ w2 d

ct
ls,β􏼐 􏼑

m

+ w3 d
ct
ls,β􏼐 􏼑

o
∀l ∈ L, c ∈ C, t ∈ T, s ∈ S.

(57)

In equation (57), w1 + w2 + w3 � 1 and β are the min-
imum acceptable likelihood in converting the fuzzy pa-
rameter to an equivalent real number. Te symbols
w3, w2, w1 show the most pessimistic, most possible, and the
most optimistic weight of fuzzy demand values, respectively.
Appropriate values for these weights are usually determined
based on the experience and knowledge of the decision-
maker. In this study, these weights were considered based on
the proposed values of Lai and Hwang and other conducted
studies [34, 35] as β � 0.5, w1 � w3 � 1/6, w2 � 4/6.

5. Solving Approaches

5.1. Epsilon Constraint. Tis method is based on turning an
MO optimization problem into a single-objective optimization
problem.Tus, one of the objectives of the problem is optimized
as themain objective regarding other objectives as a constraint in
this method [36]. It is assumed that the decision tominimize the
objective functions (58) is associated with the constraints (59).

Min F(x) � f1(x), ..., fn(x)􏼈 􏼉 , (58)

st:
g(x)≤ 0,

h(x) � 0.
(59)

One of the objective functions is selected as the main
objective function according to equation (60) based on this
approach. Other objective functions are considered as the
constraint (61), and each time, the problem is solved
according to one of the objective functions, and optimal and
corresponding values of each objective function are calcu-
lated. Te range between two optimal and corresponding
values of subobjective functions is subdivided into a pre-
determined number followed by specifying a table of values
for εj. Finally, the Pareto solutions will be obtained [37].

Min  F(x), (60)

st:

fj(x)≤ εj

f
min
j (x)≤ εj ≤f

max
j

g(x)≤ 0
h(x) � 0

j � 1, . . . , n, j≠ 1. (61)

5.2. MOPSO Algorithm. Te MOPSO algorithm was in-
troduced by Coello in 2004 [38], which is in fact a general-
ization of the PSO algorithm that is used to solve MO
problems. An elitist policy is used in this algorithm to keep the
superior and dominant results in the iterations of the algo-
rithm. Te dominant solutions are stored in an external ar-
chive. Selecting Pbest and Gbest is done by a special
mechanism. Pbest is only updated when a new particle
dominates its previous value; then, the new particle is replaced.
If the new particle is defeated by the best previous particle,
nothing occurs and the same previous particle is introduced as
the solution. Otherwise, if neither of them defeats each other,
one of them is randomly considered as the best particle [39].
Gbest is also selected from the nondominated solutions in the
archive in each iteration. Te proper selection of optimal so-
lutions in the MO particle swarming algorithm is known as an
important step since it is subject to the convergence of the
algorithm and its ability to achieve a diverse set of non-
dominated solutions in the decision space. If the termination
conditions for the algorithm are not met, the above steps are
repeated. Otherwise, the set of solutions in the archive are
presented as efcient front points and fnal solutions (Figure 2).

5.2.1. Tuning the Coefcients. Te equations describing the
behavior of the particles in the MOPSO algorithm are as
follows. Equations (62) and (63) determine the velocity and
location of the particle i at the moment t+ 1.

Vi[t + 1] � wVi[t] + c1r1 xibest[t] − xi[t]( 􏼁

+ c1r1 xGbest[t] − xi[t]( 􏼁,
(62)

xi[t + 1] � xi[t] + Vi[t + 1], (63)

where xi[t]: the location of the particle i at moment t. Vi[t]:
the velocity of the particle i at moment t. xGbest[t]: the best
location of the particle i at moment t. w: the coefcient of
inertia r1, r2: Rand(0, 1). c1, c2: individual and collective
learning coefcients.

5.3. NSGA-II Algorithm. Tis algorithm was introduced by
Deb in 2002. In this algorithm, frst, the initial population of
parents P0 is randomly generated with the size N. Te
generated initial population is then sorted out by a non-
dominated approach and the solutions are categorized into
diferent levels of degree of nondomination. Subsequently,
each solution is assigned with a value or rank depending on
its position on that front. Hence, the solutions of the frst
front, which are at the lowest level, are ranked frst, the
solutions of the second front are ranked second, and so are
the rest. Ten, the population of children Q0 is generated by
the size N using the binary tournament method based on the
swarm comparison operator and the intersection and jump
operators. Combining two populations of parents and
children generates the R0 � P0 ∪Q0 population with the size
2N. Te next generation is selected from the obtained R0
population. Since this algorithm follows an elitist approach,
the members of R0 are categorized again by a nondominated
sorting method. After creating diferent fronts of the
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nondomination degree, the next generation P1 population
with the size N will be flled in order from the frst front
onwards by in the following approach. By creating P1, the
same steps mentioned for the P0 are performed and this loop
continues until the algorithm is terminated. Ultimately, the
frst front achieved from the Rt sorting of the latest gen-
eration will be introduced as the set of Pareto solutions.

We assume that the Rt population resulting from com-
bining the parents Pt and their children Qt has been sorted by
a nondominated approach the fronts Fi have been created for
i � 1, 2, · · ·. Now, the solutions found on the frst front F1 are
the frst candidates to join the next generation as the best
solutions available in the current generation. If the number of
the F1 members is lower than the N, all of them will be
transferred to Pt+1. Te rest of the Pt+1 members are selected
from the F2 and then from the F3, and so on. Tis procedure
is continued until the F1 would be considered as the last front
from which the rest of the Pt+1 members are supposed to be
selected. At this time, since the total number of the F1
members is higher than the required number of the remaining
members, these members are sorted in order of decreasing the
crowding distance, and then the remaining required number
will be selected from the beginning of this list.

Te most signifcant distinguishing feature of the MO
genetic algorithm is the concept of crowding distance, as
shown in Figure 3. Tis concept is used for determining the
quality of a solution in a particular Pareto frontier. In fact,
NSGA-II ensures the quality of the fnal unsuccessful so-
lutions by using the crowding distance mechanism.

dj(k) � 􏽘
n

i�1

fi(k − 1) − fi(k + 1)

f
max
i − f

min
i

. (64)

In which n represents the number of objective functions.
In addition, fmax

i , fmin
i represent the highest and lowest

values of the i-th and k objective functions of the current
solution, respectively.

5.4. Gray Wolf Algorithm. Te gray wolf optimization al-
gorithm is one of the new metaheuristic algorithms pro-
posed by Mirjalili et al. [40]; being inspired by the hunting
behavior of gray wolves in the wild. In order to model the
mathematical relations of the hierarchical structure of the
wolf community for designing the GWO, the fttest solu-
tion is considered as alpha (α) wolf. Furthermore, the
second and third optimal solutions are considered beta (β)
and delta (δ), respectively. Other candidate solution are
called omega (ω). In the GWO algorithm, hunting is guided
by α, β, and δ. Wolves ω follow these three wolves in the
hope of fnding an optimal solution. In addition to leading
the wolf community, the following relations state the
simulation of the siege behavior of gray wolves while
hunting prey.

D
→

� C.
→

X
→

p(t) − X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌X
→

(t + 1) � X
→

p(t) − A
→

.D
→

, (65)

where t represents iterations, C.
→

shows coefcient vectors,
X
→

p represents prey position vectors, and X
→

shows gray wolf
position vectors. Te vectors C

→
and A

→
are calculated as

follows:

A
→

� 2a
�→

.r1
→

− a
→

, C
→

� 2r2
→

,Rand(0, 1). (66)

In these relations, a
→ decreases linearly from 2 to 0.

Te GWO algorithm uses community leadership simu-
lation, as well as the siege mechanism to fnd the optimal
solution to optimization problems. Tis algorithm selects
the frst three solutions from the desired solution and
requires other search factors including omega wolves to
improve their position over the top solutions. Te
following relations are applied to each factor during
the optimization process to perform the hunting
process and thus fnd the appropriate areas in the search
space.

Min

M
in

i + 1

i − 1

i

Of1

Of2

Figure 3: Te concept of crowding distance.

pg (t)

xi (t)

pi (t)

pi (t) – xi (t)

pg (t)– xi (t)

v (t)

X (t)

X (t+ 1)

Gbest

Pbest

Y

X

Figure 2: Te mechanism of action of the particle swarm opti-
mization algorithm.
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D
→

α � C
→

1.X
→

α − X
→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

D
→

β � C
→

2. X
→

β − X
→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

D
→

δ � C
→

2.X
→

δ − X
→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

(67)

X
→

1 � X
→

α − A
→

1.D
→

α,

X
→

2 � X
→

β − A
→

2.D
→

β,

X
→

3 � X
→

δ − A
→

3.D
→

δ,

(68)

X
→

(t + 1) �
x
→

1 + x
→

2 + x
→

3

3
. (69)

Te search in the problem space is guaranteed by the
vector A

→
with random values between [-1,1], necessitating

the factors to distance themselves from the prey. Another
GWO parameter which helps to search further is the vector
C
→
. Te vector C

→
selects random values between [0, 2],

leading to random weight values for the prey. Tese values
show the efect of prey on the defnition of distance in (64).
Te GWO algorithm begins the optimization process by
generating a set of initial random solutions. During the
optimization process, three of the best solutions are saved (α,
β, δ). Ten, the wolves’ situation is updated through
equations (67)–(69). Meanwhile, the values of A and a in-
crease linearly with increasing repetitions. Tus, wolves will
tend to distance from the prey and get closer to the prey.
Ultimately, the position and value of the alpha solution are
returned to the algorithm as the best solution found in terms
of all constraints. A distinctive feature of the gray wolf al-
gorithm is the use of several guides and the avoidance of
falling into the optimal local trap.

Figure 4 shows the multisegment chromosome pre-
sented in this study. For example, the fgure on the right
shows the chromosome related to the Invct

j,s variable. Te
value within each gene represents the amount of residual
inventory of the product c in the warehouse of the pro-
duction center j in the period t in scenario s. Te fgure on
the left also shows the chromosome corresponding to the
variable xt

p. If the value within each gene is equal to 1, the
recycling center at location p is established in period t.

Figure 5 illustrates the intersection operator. As seen in
the fgure, the single-point intersection has been used in this
research. In this type of intersection, the two sides of the
chromosome will be displaced together.

As shown in Figure 6, the mutation operator considered in
this study is a reverse mutation type. In this type of mutation,
a row of chromosomes is selected and will be then reversed.

5.5. Proposed Hybrid Metaheuristic Algorithm GW-NS. In
order to implement the optimization process of the pro-
posed method based on two algorithms NSGA-II and GWO,
two ideas were hybridised with each other.

Te frst idea is the strategy of selecting a leader from the
external archive of nondominated solutions.

In the proposed algorithm, the value of the crowding
distance is calculated for each member in the external
archive and using the roulette wheel mechanism, we select
the three members alpha (α), beta (β), and delta (δ).
Members of the external archive that have more crowding
distance should have a more chance of being selected. In
other words:

pi: probability of selecting the i-th element
di: crowding distance of the i-th element in the external
archive.

∀i, j ∈ Archive di ≥dj⇒pi ≥pj. (70)

Te second idea is the control process, when a non-
dominated solution aims to enter the external archive or
when the number of archive members is higher than its
capacity (it should be noted that there is always a certain
number of members for the external archive).

In the proposed algorithm for deleting a non-
dominated solution, when the number of archive mem-
bers exceeds its capacity, some members of the archive
should be selected for deletion. Te members with less
crowding distance should have a more chance of being
selected for deletion. Te selection process is done by
roulette wheel mechanism.

∀i, j ∈ Archive di ≥dj⇒pi ≤pj. (71)

In general, the steps of the proposed algorithm are as
follows (Figure 7):

(1) Defning a random primary population in the
problem search space.

(2) Defning an external archive of nondominated
members of the primary population.

(3) Selecting three members alpha (α), beta (β), and
delta (δ) from the members in the external archive
randomly, using the roulette wheel mechanism,
based on the crowding distance

∀i, j ∈ Archive di ≥dj⇒pi ≥pj. (72)

In which:

j1

j2

c1 c2 c6 c6c2c1c3 c3c4 c4c5 c5

t1 t2

1 3 2 2 1 3 2 1 4 3 1 2
3 2 1 1 2 3 4 3 1 2 2 1

S1

0 1 1 0
1 0 1 1

P1 P2 P3 P4

t1

t2

Figure 4: Te proposed chromosome structure.
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pi �
e
λdi/dmax

􏽐j∈Arcivee
λdi/dmax

,

λ � 􏽘
i∈H

pi,

(73)

H: A total of 50% better total external archive
members based on crowding distance index.

(4) Updating the position of each current member
based on equations (67)–(69) and forming a new
population.

(5) Selecting a percentage of the new population of the
previous stage (stage 4) for mutation and creation of
a new population.

(6) Determining the nondominated members of the
new population produced in the previous stage
(stage 5).

(7) Adding the nondominated population created in
the previous stage (stage 6) to the external archive
and updating it.

(8) If the number of members of the external archive is
higher than the determined capacity, extra mem-
bers will be removed.
Note: Deletion is conducted by the roulette wheel
mechanism and based on the crowding distance
index, i.e., the smaller the crowding distance, the
more likely it is to be eliminated.

∀i, j ∈ Archive di ≥ dj⇒pi ≤pj. (74)

In which:

pi �
e

− θdi/dmax

􏽐j∈Arcivee
− θdi/dmax

,

θ � 􏽘
i∈H

pi,

(75)

H: A total of 50% better total external archive
members based on crowding distance index.

(9) If the termination conditions are met, go to the next
stage, otherwise return to stage 3.

(10) Te End.

5.6. Tuning the Parameters. Since the output of the problems
strongly depends on the parameters of the proposed algo-
rithms, thus, we used the Taguchi method to tune their
parameters.Te advantage of the Taguchi method over other
tests design methods in addition to cost is to obtain the
optimal levels of parameters in less time [41]. Choosing an
orthogonal array appears to be one of the most important
steps, which estimates the efects of factors on the mean
values of the solution and variations. Te most appropriate
test design in this research was found to be the three-level
experiments at three low, moderate, and high levels. Ten,
the arrays L9 and L27 were chosen as the suitable test design
to tune the parameter of the proposed algorithms due to the
Taguchi standard orthogonal arrays. Te levels of the pa-
rameters of NSGA-II and MOPSO algorithms are given in
Table 2 for their tuning.

A statistical measure of performance, known as the
signal to noise ratio (S/N) is considered in the Taguchi
method to tune the optimal parameters. Tis ratio en-
compasses mean values and variations, and it would be more
desirable at higher levels.Te solution variable considered in
this study is the ratio of the two indices of the Mean Ideal
Distance (MID, equation (77)) and the Diversifcation
Metric (DM, equation (78)) for MO algorithms. Since this
solution variable is of the type “the lower, the better”, then,
its corresponding S/N ratio is considered as equation (76).
Te proposed metaheuristic algorithms are implemented for
each Taguchi experiment, and then, the S/N ratios will be
calculated by the Minitab 19.2020.1 software.

S

N
� −10 log

1
n

􏽘

n

i�1
y
2
i

⎛⎝ ⎞⎠. (76)

6. Results Analysis and Comparisons

Te model is frst solved in small and medium dimensions
aimed at evaluating the accuracy and precision of the

95 63 39 11
31 59 78 67
82 50 502 54
73 81 77 93
56 46 64 47
99 37 77 500

55 75 120 81
80 201 461 123
55 126 41 200
45 91 31 14
56 58 46 314
99 24 45 124

55 75 120 81
80 201 461 123
82 50 502 54
73 81 77 93
56 58 46 314
99 24 45 124

95 63 39 11
31 59 78 67
55 126 41 200
45 91 31 14
56 46 64 47
99 37 77 500

Parents Children

Figure 5: Te intersection operator.

55 96 80 75 71 11
66 10 29 41 9 50
70 38 18 65 41 26

55 96 80 75 71 11
50 9 41 29 10 66
70 38 18 65 41 26

Mutation

Figure 6: Te mutation operator.
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proposed model. Table 3 shows the problems with small
dimensions (samples 1–5) and medium dimensions
(samples 6–10). For example, there is a customer, a man-
ufacturer, a supplier, a recycling center, a hub, a repair

center, a distributor, and a landfll center in sample
number 1.

Figure 8 shows the model solution time for NSGA-II,
MOPSO, GW-NS algorithms, and the Epsilon constraint

Start

Forming the preliminary
members of external archive

using non-dominated
population

Selecting a percentage of new
population randomly, mutation,
and creating a new population

The number of
members in external
archive is more than

the determined
capacity

Removing the extra
members from external

archive

Realization of
final conditions

The End

Yes

Yes

No

No

Determining the non-dominated
member of population, adding it
to external archive and updating

the archive

Random generation of
primary population based

on problem space

For each member of the current population, three alpha
members are selected randomly using the Roulette

wheel mechanism based on crowding distance and then
updating its situation using Eqs. 78-80 and creating a

new population

Figure 7: Flowchart of proposed algorithm GW-NS.
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method. As can be seen, the solution time by the Epsilon
constraint method is increasing exponentially as the di-
mension of the problem increases. Algorithms are pro-
grammed using GAMS and MATLAB (R2020 a) and
implemented on a PC under Windows 7, Intel Core i3,
3.3GHz, 4GB RAM.

6.1.Multiobjective PerformanceMetrics. Te performance of
the algorithms used to solve the proposed model was

evaluated by the following criteria, which are
described below.

6.1.1. Mean Ideal Distance (MID). Tis criterion measures
the degree of closeness between the solutions found on the
Pareto front and the ideal points (fbest

1 , fbest
2 , fbest

3 ), which is
calculated by equation (77). Te lower the value of this
criterion for an algorithm, the better the performance of that
algorithm would be.

MID �

����������������������������������������������������������������������

f1i − f
best
1 /fnadi r

1 − f
best
1􏼐 􏼑

2
+ f2i − f

best
2 /fnadi r

2 − f
best
2􏼐 􏼑

2
+ f3i − f

best
3 /fnadi r

3 − f
best
3􏼐 􏼑

2
􏽱

n
. (77)

Table 2: Te algorithm parameter table.

Parameter Level 1 Level 2 Level 3
MOPSO algorithm parameters
Max—iteration 100 150 200
Population size (npop) 50 80 100
Repository size (nRep) 60 85 100
Inertia coefcient (w) 0.3 0.5 0.8
Inertia weight damping ratio (wdamp) 0.8 0.9 0.99
Number of grids per dimension (nGride) 3 5 7
Grid increase rate (alpha) 0.1 0.2 0.3
Leader selection pressure (beta) 2 4 5
Leader removal pressure (gamma) 2 4 5
Mutation rate (mu) 0.1 0.15 0.2
Individual learning coefcient (c1) 1 2 4
Collective learning coefcient (c2) 2 3 5
NSGA-II algorithm parameters
Max—iteration 100 130 150
Population size (npop) 50 100 150
Mutation rate (pm) 0.8 0.85 0.9
Crossover rate (pc) 0.1 0.15 0.2
— — — —
GW-NS algorithm parameters
Max—iteration 100 140 160
Population size (npop) 54 96 165
Mutation rate (pm) 0.8 0.86 0.89
Crossover rate (pc) 0.1 0.16 0.2
Number of wolf(N) 20 36 50
Gray wolf pack size(G) 10 16 21
Path coefcient(a) 0.3 0.4 0.5

Table 3: Te dimensions of the problem.

Number of the problem Customers Manufacturers Suppliers Recycling centers Hub Repair
centers

Distribution
centers

Burial
centers

1 1 1 1 1 1 1 1 1
2 1 2 1 2 1 2 1 2
3 2 2 2 3 2 2 2 1
4 3 2 1 3 2 3 3 2
5 3 3 3 3 3 3 3 3
6 3 2 3 4 3 3 4 3
7 4 3 4 3 4 4 4 4
8 5 4 5 4 4 5 5 4
9 5 5 5 5 5 5 5 5
10 6 5 6 5 6 5 5 5
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In equation (77), n is the number of nondominated
solutions, while fbest

i and fnadir
i are the best and worst values

of the ith objective function, respectively [42].

6.1.2. Diversifcation Metric (DM). Tis criterion measures
the scattering of the Pareto solutions, which is calculated by
the following equation.

DM �

������������������������������������������������������������������

max f1i􏼈 􏼉 − min f1i􏼈 􏼉

fnadi r
1 − fbest

1
􏼠 􏼡

2

+
max f2i􏼈 􏼉 − min f2i􏼈 􏼉

fnadi r
2 − fbest

2
􏼠 􏼡

2

+
max f3i􏼈 􏼉 − min f3i􏼈 􏼉

fnadi r
3 − fbest

3
􏼠 􏼡

2
􏽶
􏽴

. (78)

According to equation (78), a higher value of DM in-
dicates the better performance of the algorithm [42].

6.1.3. Spacing Metric (SM). Tis criterion measures the
scattering pattern of the nondominated solutions, which is
calculated by the following equation.

SM �
􏽐

n−1
i�1 di − d

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

(n − 1)d
. (79)

In equation (79), di determines the Euclidean distance
between successive solutions in the set of the nondominated
solutions obtained by the algorithm and d is the average of
these distances. According to the defnition of SM, the lower
the value of this index, the better the algorithm would
be [42].

In order to compare the results of the algorithms, three
metaheuristics are applied to solve 10 problems in various
dimensions, and the obtained results are reported in Table 4.
For a closer look at the results of the three algorithms, the
following hypothesis was tested according to DM, SM, and
MID indexes.

Hypothesis 1. Tere is a signifcant diference between the
DM of the solutions generated by the three algorithms GW-
NS, MOPSO, and NSGA-II.

Hypothesis 2. Tere is a signifcant diference between the
MID of the solutions generated by the three algorithms GW-
NS, MOPSO, and NSGA-II.

Hypothesis 3. Tere is a signifcant diference between the
SM of the solutions generated by the three algorithms
GW–NS, MOPSO, and NSGA-II.

Table 4 shows the values ofMID, DM, and SM indices for
the problems listed in Table 3.

TeMID and SM indices, respectively, increase with low
and high slopes as the size of the problem enhances
according to Figures 9 and 10. To put it better, increasing the
dimensions of the problem reduces the efciency of algo-
rithms in terms of MID and SM indices, while the MID
index shows less sensitivity to the increase in dimensions.
According to Figure 11, the increased size of the problem
enhances the efciency of the algorithms based on the DM
index. In other words, increasing the dimensions of the
problem exhibited a higher potential for exploring and
extracting the region of the solution.

6.2. Statistical Analysis Comparisons. For the purpose of
statistical analysis, one-way variance analysis technique and
SPSS software are applied. As well, to confrm the parametric
results, a nonparametric test called Kruskal—Wallis test was
used. If data are suitable for variance analysis, non-
parametric test is used where there is no precondition for
uniformity of the variance or normal distribution. Results of
one-way variance analysis and nonparametric test for three
measures are provided in Tables 5–8.

Based on Tables 5–8 for all three indices SM, DM, and
MID, the P value of ANOVA and Kruskal—Wallis tests are
all more than 0.05, Tus, there is no signifcant diference
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Figure 8: Te model solution time in terms of increasing the problem dimension.
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Figure 10: Te result of comparing the algorithms in terms of SM.

Table 4: Te computational results of comparison measurement criteria of MOPSO, NSGA-II, and GW-NS algorithms.

Problem No
NSGA-II MOPSO GW-NS

SM MID DM SM MID DM SM MID DM
1 0.1 6.46 1.29 0 6.49 0.47 0 6.47 1.34
2 0.1 6.49 1.06 0.09 6.49 0.68 0.11 6.45 0.95
3 0.11 6.69 1.28 0.12 6.73 0.74 0.13 6.51 1.31
4 0.13 6.68 1.8 0.16 6.75 0.93 0.14 6.71 1.41
5 0.19 6.72 1.51 0.22 6.76 1.12 0.23 6.73 1.62
6 0.17 6.69 1.63 0.21 6.75 1.27 0.25 6.71 1.78
7 0.21 6.78 2.12 0.27 6.82 1.45 0.26 6.75 2.33
8 0.2 6.76 2.24 0.24 6.82 1.82 0.26 6.77 2.31
9 0.22 6.85 2.29 0.26 6.87 2.2 0.28 6.81 2.71
10 0.21 6.84 3.2 0.31 6.92 2.79 0.29 6.83 3.91
Ave 0.164 6.696 1.842 0.188 6.74 1.347 0.195 6.674 1.967

6.2

6.3

6.4

6.5

6.6

6.7

6.8

6.9

7

M
ID

2 3 4 5 6 7 8 9 101
Problem No

NSGAII MID
MOPSO MID
GW - NS MID

Figure 9: Te result of comparing the algorithms in terms of MID.
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between the performances of the three algorithms at the 5%
error level. Figures 12–14 indicate that GW-NS, NSGA-II,
andMOPSO algorithms have better performance in terms of

MID index, respectively. In other words, this algorithm
exhibited higher potentials for convergence to the ideal
solution compared to other algorithms. Te GW-NS
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Figure 12: Mean changes in the performance index of SM
algorithms.

Table 5: Results of one-way variance analysis for MID, DM, and
SM.

Source SS DF MS F P value
MID
Solver 0.023 2 0.011 0.581 0.566
Error 0.525 27 0.019
Total 0.547 29

DM
Solve 2.150 2 1.075 1.881 0.172
Error 15.429 27 0.571
Total 17.579 29

SM
Solve 0.005 2 0.003 0.387 0.683
Error 0.184 27 0.007
Total 0.190 29

Table 6: Kruskal–Wallis nonparametric test for MID.

Solver N Mean rank Chi-square P value
NSGA-II 10 14.35 1.97 0.385
MOPSO 10 18.6
GW-NS 10 13.55
Total 30

Table 7: Kruskal–Wallis nonparametric test for DM.

Solver N Mean rank Chi-square P value
NSGA-II 10 17.30 4.16 0.125
MOPSO 10 10.9
GW-NS 10 18.3
Total 30

Table 8: Kruskal–Wallis nonparametric test for SM.

Solver N Mean rank Chi-square P value
NSGA-II 10 12.05 2.446 0.294
MOPSO 10 16.5
GW-NS 10 17.95
Total 30
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Figure 13: Mean changes in the MID performance index of
algorithms.
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algorithm also ofered higher-diversity solutions(DM) than
the NSGA-II and MOPSO algorithms. In other words, this
algorithm exhibited higher potentials for exploring and
extracting the region of the solution as compared with the
NSGA-II and MOPSO algorithms. In addition, in terms of
SM index, NSGA-II, MOPSO, and GW-NS algorithms in-
dicate better performance, respectively. In other words, the
NSGA-II algorithm generated more uniform solutions as
compared with the GW-NS and MOPSO algorithms. Box
plots Figures 15–17 show that the variability of the DM index
is almost the same in all three algorithms. But in the MID
index, the GW-NS algorithm and in the SM index, the
MOPSO algorithms have the highest changes and less
stability.

7. Conclusion and Future Works

In this study, a new multiobjective, multiperiod, multi-
product scenario-based fuzzy mathematical model for
CLSC was presented. In the proposed model, in addition
to the three aspects of sustainability, namely social,
economic and environmental impact, reliability, quality
of returned products by customers, and routing of goods
fow in the supply chain were considered. In this network,
the demand parameter was considered as fuzzy. In order
to solve the proposed model, in addition to the two
metaheuristic algorithms NSGA-II and MOPSO, a new
hybrid metaheuristic algorithm using the strengths of the
GWO algorithms (using multiple guides and avoiding
falling into the optimal local trap) and NSGA-II
(guaranteeing the quality of unused solutions crowding
distance mechanism) was presented. After tuning their
parameters by Taguchi method, their performance in
problems with diferent dimensions was tested and
evaluated by MID, DM, and SM criteria. Te results of
statistical analysis of indices indicated that no signifcant
diference between the performance of the three algo-
rithms at 5% error level. In general, GW-NS, NSGA-II,
and MOPSO algorithms had better performance in terms
of MID index, respectively. In addition, GW-NS, NSGA-
II, and MOPSO algorithms performed better in terms of
DM index. NSGA-II, MOPSO, and GW-NS algorithms
performed better in terms of SM index, respectively. Te
model proposed in this paper can be developed in future
research by considering several decision-makers in the
closed loop network and the use of the concept of the
game. Te robust planning approach can be also used to
deal with the supply chain uncertainty, making the model
more powerful and fexible in the face of uncertainty.
Also, instead of the exponential distribution assumed to
model the reliability of the direct logistics elements, other
probability distributions such as Erlang or Weibull can be
considered. Multiple fnancial, environmental, and social
goals combined with dynamic constraints can provide
more efective and practical solutions. At the end, identify
the strengths of other metaheuristic algorithms with the
aim of using them to propose new hybrid algorithms.
Combining two or more performance indicators of
metaheuristic algorithms with each other and using them
to compare algorithms can be considered for future study.

Abbreviations

Indices

R: Routes r ∈ R

L: Customers l ∈ L

J: Manufacturers j ∈ J

Q: Te set of quality levels Q1, Q2, Q3  Q4,
Q � Q1 ∪Q2 ∪Q3 ∪Q4

Q1: Quality level of products that are sent from hub stations
to repair stations

Q2: Quality level of products that are sent directly from the
hub stations to the production stations
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Q3: Quality level of products that are sent from hub stations
to recycling stations

Q4: Quality level of products that are sent from hub stations
to disposal stations, (where Q1≻Q2≻Q3≻Q4≻ is the
quality level of the comparison operator)

I: Suppliers i ∈ I

O: Te set of raw materials o ∈ O

P: Candidate points for recycling stations p ∈ P

M: Candidate points for hubs m ∈M

W: Candidate points for repair stations w ∈W

v: Te set of means of transportation v ∈ V

C: Products set index c ∈ C

N: Candidate points for landfll and disposal stations
n ∈ N

K: Candidate points of distribution stations k ∈ K

S: Set of scenarios s ∈ S

T: Term index t ∈ T

Parameters

aqjj,s: Distance of the production station j from its own
warehouse in scenario s

alm,s: Distance from the customer station l to the hub m
in scenario s

amj,s: Distance of the hub station m from the production
station j in scenario s

akl,s: Distance of the distribution station k from the
customer station l in scenario s

aij,s: Distance of the supplier i from the production
station of j in scenario s

ajk,s: Distance of the production station j from the
distribution station k in scenario s

amn,s: Distance of the hub m from the landfll canter n in
scenario s

apj,s: Distance of the recycling station p from the
production station j in scenario s

amp,s: Distance of the hub m from the recycling station p
in scenario s

amw,s: Distance of the hub m from the repair station w in
scenario s

awk,s: Distance of the repair station w from the
distribution station k in scenario s

dqjk,s: Distance of the producer warehouse j from the
distribution station k in scenario s

EMp: CO2 emitted during the construction of the
recycling station p

EMk: CO2 emitted during the construction of the
distribution station k

EMm: CO2 emitted during the construction of the hub m
EMn: Te CO2 emitted during the construction of the

landfll and disposal station n
EMW: CO2 emitted during the construction of the repair

station w

EMSv: CO2 emitted from the shipment of a yield unit by
a type v vehicle over one kilometer

c: CO2 emitted from transporting a unit of product
from the production station j to its own warehouse

ut
p: Valency of the recycling station p in the term t

ut
n: Valency of the landfll and disposal station n in the

term t
ut

k: Valency of the distribution station k in the term t
ut

i : Valency of the supply station i in the term t
ut

w: Valency of the repair station w in the term t
ut

jj: Valency of the producer’s j warehouse in the term t
ut

j: Valency of the production station j in the term t
ut

m: Valency of the hub m in the term t
crt

j: Valency of remanufacturing products in the
production station j in the term t

Et
n: Fixed cost of constructing the landfll and disposal

(demolition) station n in the term t
Et

m: Fixed cost of constructing the hub station m in the
term t

Et
k: Fixed cost of constructing the distribution station k

in the term t
Et

p: Fixed cost of constructing the recycling station p in
the term t

Et
w: Fixed cost of constructing the repair station w in

the term t
􏽦dct

l,s: Amount of demand for the yield c by the customer l
in the term t in scenario s

rct
lq,s: Return rate of the yield cwith the quality q from the

customer station l in the term t in scenario s
rbct

mj: Return rate of the yield c from the hub stationm to
the production station j in the term t

rbct
mn: Return rate of the yield c from the hub stationm to

the landfll and disposal station n in the term t
rbct

mp: Return rate of the yield c from the hub stationm to
the recycling station p in the term t

rbct
mw: Return rate of the yield c from the hub stationm to

the repair station w in the term t
fpct

lmq,s: Return cost of each unit of the returned yield c with
quality q from the customer station l to the hub
station m in the term t in scenario s

fct
j,s: Maintenance cost of each unit of the yield c in the

producer’s warehouse at location j in the term t in
scenario s

hc
mnq,s: Transfer fee per unit of the returned yield c with

quality q from the hub station m to the landfll
station n in scenario s

hc
kl,s: Transfer fee per unit of the yield c from the

distribution station k to the customer station l in
scenario s

ho
ij,s: Transfer fee per unit of the rawmaterials o from the

supply station i to the production station j in
scenario s

hc
jk,s: Transfer fee per unit of the yield c from the

production station j to the distribution station k in
scenario s

hc
mjq,s: Transfer fee per unit of the comeback yield c with

quality q from the hub station m to the production
station j in scenario s

hc
mpq,s: Transfer fee per unit of the comeback yield c with

quality q from the hub station m to the recycling
station p in scenario s
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hc
pj,s: Transfer fee per unit of the comeback yield c from

the recycling station p to the production station j in
scenario s

hc
mwq,s: Transfer fee per unit of the comeback yield c with

quality q from the hub station m to the repair
station w in scenario s

hc
wk,s: Transfer fee per unit of the yield c from the repair

station w to the distribution station k in scenario s
cqc

jk,s: Transfer fee per unit of the yield c from the
warehouse of the producer j to the distribution
station k in scenario s

cqc
jj,s: Transfer fee per unit of the yield c from the

production station j to its own warehouse in
scenario s

hc
lmq,s: Transfer fee per unit of the returned yield c from the

customer l to the hub station m in scenario s
cjct,s: Transfer fee per unit of the yield c in the production

station j in the term t in scenario s
rcjct,s: Transfer fee per unit of the yield c in the

reproduction station j in the term t in scenario s
cnct,s: Transfer fee per unit of the yield c at the demolition

station n in the term t in scenario s
cmct,s: Cost of collecting and sending a unit of the yield c

to the hub station m in the term t in scenario s
cpct,s: Cost of recycling a unit of the yield c at the recycling

station p in the term t in scenario s
cwct,s: Cost of repairing a unit of the yield c in the repair

station w in the term t in scenario s
ckct,s: Cost of distributing a unit of the yield c in the

distribution station k in the term t in scenario s
αjm,s: Fixed number of permanent job founded if

established the hub station m in scenario s
αjp,s: Fixed number of permanent job founded if

established the recycling station p in scenario s
αjw,s: Fixed number of permanent job founded if

established the repair station w in scenario s
αjn,s: Fixed number of permanent job founded if

established the demolition station n in scenario s
αjk,s: Fixed number of permanent job founded if

established the distribution station k in scenario s
βjm,s: Variable number of permanent job founded if

established the hub station m in scenario s
βjp,s: Variable number of permanent job founded if

established the recycling station p in scenario s
βjw,s: Variable number of permanent job founded if

established the repair station w in scenario s
βjn,s: Variable number of permanent job founded the

demolition station n in scenario s
βjk,s: Variable number of permanent job founded if

established the distribution station k in scenario s
dltj: Missed working days due to work injury in the

production station j in the term t
Variables

rort
vij,s: Equivalent to 1 if the vehicle of type v goes from the

supplier i to the manufacturer j from the route r in
the term t in scenario s, otherwise 0

rort
vjk,s: Equivalent to 1 if the vehicle of type v goes from the

manufacturer j to the distributor k from the route r
in the term t in scenario s, otherwise 0

Rort
vjk,s: Equivalent to 1 if the vehicle of type v goes from the

warehouse of the manufacturer j to the distributor k
of the route r in the term t in scenario s, otherwise 0

rort
vkl,s: Equivalent to 1 if the vehicle of type v goes from the

distributor k to the customer l from the route r in
the term t in scenario s, otherwise 0

rort
vlm,s: Equivalent to 1 if the vehicle of type v goes from the

customer l to the hubm from the route r in the term
t in scenario s, otherwise 0

rort
vmp,s: Equivalent to 1 if the vehicle of type v goes from the

hub m to the recycling station p from the route r in
the term t in scenario s, otherwise 0

rort
vpj,s: Equivalent to 1 if the vehicle of type v goes from the

recycling station p to the manufacturer j from the
route r in the term t in scenario s, otherwise 0

rort
vmj,s: Equivalent to 1 if the vehicle of type v goes from the

hubm to the manufacturer j from the route r in the
term t in scenario s, otherwise 0

rort
vmn,s: Equivalent to 1 if the vehicle of type v goes from the

hub m to the demolition station n from the route r
in the term t in scenario s, otherwise 0

rort
vmw,s: Equivalent to 1 if the vehicle type v goes from the

hubm to the repair station w from the route r in the
term t in scenario s, otherwise 0

rort
vwk,s: Equivalent to 1 if the vehicle type v goes from the

repair station w to the distributor k from the route r
in the term t in scenario s, otherwise 0

zct
lmq,s: Flow amount of the returned yield cwith the quality

of the type q from the customer l to the hubm in the
term t in scenario s

zct
mpq,s: Flow amount of the returned yield cwith the quality

of the type q from the hubm to the recycling station
p in the term t in scenario s

zot
ij,s: Flow amount of the rawmaterials o from the supply

station i to the production station j in the term t in
scenario s

zct
pj,s: Flow amount of the reused yield c from the

recycling station p to the production station j in the
term t in scenario s

zct
mnq,s: Flow amount of the returned yield cwith the quality

of the type q from the hub m to the demolition
station n in the term t in scenario s

zct
mjq,s: Flow amount of the returned yield cwith the quality

of the type q from the hub m to the production
station j in the term t in scenario s

zct
mwq,s: Flow amount of the returned yield cwith the quality

of the type q from the hubm to the repair station w

in the term t in scenario s
zct

wk,s: Flow amount of the yield c from the repair stationw to
the distribution station k in the term t in scenario s

zct
jk,s: Flow amount of the yield c from the production

station j to the distribution station k in the term t in
scenario s
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zct
kl,s: Flow amount of the yield c from the distribution

station k to the customer l in the term t in scenario s
Qct

jk,s: Flow amount of the yield c from the warehouse of
the producer j to the distribution station k in the
term t in scenario s

Qct
jj,s: Flow amount of the yield c from the production station

j to its own warehouse in the term t in scenario s
xt

k: If the distribution station is established at the
location k in the term t, its value would be equal to
1, otherwise 0

xt
p: If the recycling station is established at the location p in

the term t, its value would be equal to 1, otherwise 0
xt

m: If the hub is established at the location m in the
term t, its value would be equal to 1, otherwise 0

xt
n: If the landfll and demolition station is established

at the location n in the term t, its value would be
equal to 1, otherwise 0

xt
w: If the repair station is established at the location w

in the term t, its value would be equal to 1,
otherwise 0.
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