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In vehicular edge computing, vehicles move along the road and request the services from the nearest edge servers with low latency.
Due to the limitation of computation capacity of vehicular devices, the services should be o�oaded on RSUs equipped with edge
servers to provide service with low latency. Noticed that the location of service o�oading may a�ect the service requesting delay
directly, and it may exist some interrelationship between interacting services; all of these are rarely considered in recent studies. To
address such problems, we propose a collaborative service o�oading approach with deep reinforcement learning in vehicular edge
computing named CSO-DRL. Our approach �rst divides the road segments by k-means-based algorithm through analyzing the
trajectory data of vehicles, and then the o�oading location is determined by observing the vehicle running status. Secondly, the
interacting services are discovered by a parallel frequent pattern-based algorithm e�ciently. Furthermore, the collaborative
service o�oading algorithm is presented by the DDPG model for o�oading the interacting services, which can minimize the
service requesting delay and data communication delay between interacting services. Finally, the e�ciency of the algorithm is
evaluated by real-world data-based simulation experimental evaluations. �e results show our algorithm can obtain a lower delay
than other baseline algorithms in searching for the optimal service o�oading strategy.

1. Introduction

With the development of intelligent transportation tech-
nologies, the internet of vehicles (IoV) has raised public
attention and applications in the urban transportation
system, which can be regarded as the evolution of vehicular
ad hoc networks. In IoV, the vehicles equipped with in-
telligent devices are capable of vehicles to everything
communication (V2X) through the wireless network [1].
�rough the V2X communication, the vehicles can realize
the information interaction among vehicles, roadside units
(RSUs), and humans to assist the decision of auto-driving
and avoid the tra�c accidents [2]. In the IoV-based intel-
ligent transportation system, the data including vehicles
status information and tra�c information are collected by
numerous sensors for analysis and computation [3]. Since
the vehicles have limited computation capability to execute
complex computation tasks, the most direct approach is
transmitting the tra�c data to a cloud data center for

computing. Generally speaking, a cloud data center is far
away from the vehicles, which may bring some problems
such as network congestion, time-consuming, and data
privacy leaking [4]. With the complexity of urban tra�c, the
response time of cloud service will be increasingly di�cult to
satisfy the real-time decision for auto-driving. To solve such
problems, edge computing regarded as the supplement of
traditional cloud computing is used in IoV, which can ef-
�ciently provide service to users with low latency [5, 6].

In edge computing, the services are o�oaded on edge
servers (ESs) in close proximity to users, which mainly
undertake the capacity of data computing and most services
executions.While the intelligent devices are only responsible
for the services of raw data preprocessing and few non-
computation-intensive services executions, and then only a
small amount of intelligent computation services are de-
livered to remote cloud servers for execution [7–9]. As an
e�cient approach, service o�oading (also called compu-
tation o�oading) can address the problems of insu�cient
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devices and the high latency for cloud services, which has
raised public attention in edge computing [10–12]. During
the service offloading, the users’ experience may be greatly
affected by service requesting delays and the energy con-
sumption of intelligent devices [13, 14]. In such conditions,
some offloading approaches are produced to minimize the
latency and energy, but some defections are revealed in IoV
service offloading.

In vehicular edge computing, when the vehicles move
along the roads, the vehicles request the services from the
nearest edge server to gain low-latency services. Due to the
coverage limitation of the RSUs equipped with edge servers,
when the vehicles reach the boundaries of edge servers, the
edge servers must be switched to guarantee the continuity of
service, so the selection of edge servers may influence the
delay of service requesting to a large extent [15]. 'us, the
speed and location of vehicles must be considered in service
offloading. Moreover, the interrelationship between services
is another factor that must be considered in service off-
loading. Many services collaborate with different services to
complete a certain complex business goal, which may
produce lots of transmission data among the interacting
services. If the interacting services are offloaded separately,
the data communication delay between them will be in-
creased. As the number of data increases exponentially, the
communication delay between interacting services becomes
a nonignored problem for service offloading. 'roughout
the studies for services offloading [16, 17], although some
works have a focus on the collaborative problem of cloud
and edge servers [13, 18], a few studies considered the
collaboration of services. In summary, the mobility of ve-
hicles and the interrelationships between services bring new
challenges for service offloading.

To address the mentioned challenges, a collaborative
service offloading approach named CSO-DRL is proposed to
search optimal offloading strategy for interacting services. In
our approach, an algorithm for offloading location selection
is presented to consider the impact of speed and location of
vehicles. 'is algorithm divides the road segments by an-
alyzing the trajectory of vehicles, and then the location of
offloading is determined by the status of vehicles. Fur-
thermore, the interacting services are discovered based on a
parallel frequent pattern mining algorithm. Finally, we
constructed the system models and put forward a collabo-
rative offloading algorithm based on deep reinforcement
learning to offload the interacting services while considering
the optimization problem for minimizing the service
requesting delay and data communication delay between
interacting services. Specifically, the contribution of this
paper is threefold as follows:

(i) An offloading location decision algorithm is pre-
sented by analyzing the trajectory of vehicles, which
divides the road segments with the k-means clus-
tering algorithm first, and then the offloading lo-
cation is determined via the status of vehicles.

(ii) In order to reduce the service requesting delay and
data communication delay, the interacting services
are discovered by a parallel frequent pattern-based

algorithm first, and then the offloading models are
constructed by analyzing the communication en-
vironments and the computation models.

(iii) 'e collaborative service offloading algorithm with
deep deterministic policy gradient is put forward to
obtain the optimal service offloading strategy. 'is
algorithm reveals the interrelationship of interact-
ing services by minimizing the service requesting
delay and data communication delay in service
offloading.

'e rest of this paper is organized as follows. Section 2
introduces the related work of this research. Section 3
presents an overall framework of the collaborative service
offloading, and then an offloading location decision algo-
rithm and the systemmodel based on the interacting services
discovered are produced in this section. Furthermore, a
collaborative service offloading algorithm with deep deter-
ministic policy gradient (DDPG) model is proposed to
offload the interacting services in Section 4, which can re-
alize the optimization of minimizing the service requesting
delay and data communication delay between interacting
services. Finally, the experimental evaluations are conducted
in Section 5, and then we conclude this paper in Section 6.

2. Related Work

With the advent of the internet of everything, the data
produced and collected by the various sensors in IoT are
experiencing a steep rise [19–21]. 'ough the traditional
cloud computing paradigm can solve the inefficient com-
putation capacity of intelligent devices, it can also bring
some problems, such as high latency, network congestion,
and data privacy leaking. In order to address such problems,
a new computing paradigm named edge computing is in-
troduced [22]. In edge computing, the data are preprocessed
by intelligent devices, and the edge servers nearby users
undertake the majority of tasks for computing data and
executing the services, while the remote cloud servers are
only responsible for the training of deep neural network
models [23, 24]. Due to the resource-constrained of end
devices, the services should be offloaded on edge servers or
cloud servers [25].

Service offloading (also called computation offloading)
aims to address the inefficient storage capacity, computing
resources, and energy of numerous devices at the user level
[26]. In the depth of offloading researches, the service off-
loading mainly contains offloading decisions and offloading
optimization. Offloading decision is mainly studies on
whether the service should be offloaded or not, and which
service should be offloaded. 'e main studies can be divided
into two types, which are 0/1 offloading and partial off-
loading [27, 28]. 0/1 offloading means the service can be
executed either locally or on the other devices fully, which
cannot archive the optimal delay. In partial offloading, the
service can be split into a quantity of subservices. 'e off-
loading strategy is responsible for determining which sub-
services should be executed locally and which part should be
executed on edge or cloud. During the service offloading,
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latency and energy are the main factors considered by re-
searchers. For time-sensitive services, for example, VR
gaming and multimedia services, the researchers mainly
focus on how to reduce the latency [16]. Some studies have
examined the optimization of latency and energy together,
which is difficult to search for the balance optimal result in
latency and energy consumption [29]. Some studies noticed
that deep reinforcement learning (DRL) is a better way to
search for the optimal offloading strategy than the tradi-
tional optimization algorithm. Since then, the task off-
loading approaches with deep reinforcement learning are
increasingly, and some efficient approaches based on various
DRL algorithms are introduced to get the optimal latency or
energy [30–32]. Besides these studies, the load balance
brings new challenges for resource allocation; some effi-
ciency approaches are presented to address these challenges
[33, 34].

Internet of vehicles (IoV) is a typical IoT, which connects
vehicles and RSUs through wireless communication tech-
nologies. As the number of vehicles increases exponentially,
as a complex system, the cloud computing-enabled IoV
cannot meet the real-time demands for vehicular service,
while vehicular edge computing (VEC) can provide lower
data process delay and a more stable network transmission
rate. Some studies have introduced for VEC framework and
task scheduling in VEC [35, 36]. In IoV, since the vehicles
move along the roads, the task offloading in VEC is a dy-
namic process. 'e new challenges for task offloading in
VEC have been produced, and some efficient approaches
have been introduced. Wang et al. [37] put forward a so-
lution for task offloading in the fog-based IoV system, which
decomposes the offloading optimization problem into two
subproblems and schedules the traffic queue between dif-
ferent edge servers, the experimental evaluation results show
that the algorithm can obtain the lower latency than other
algorithms. In [38], the privacy conflicts of offloading are
considered, and the NSGA-II algorithm is designed to solve
the multiobjective optimization for reducing the service
computation delay and the energy consumption of devices
while guarding against privacy conflicts. He et al. [39]
considered the QoE of services, and then a DRL-based al-
gorithm is introduced to save energy consumption and
improve the QoE value.

In the sight of these studies, few works have examined
the location selection and the data communication delay
between interacting services, which are the nonignored
factors for service offloading. In view of the importance of
location decisions for offloading and the interrelationships
between services, this paper proposes a collaborative service
offloading approach with deep reinforcement learning to
address the above challenges.

3. System Model and Problem Formulation

In this section, we present the framework of the collaborative
service offloading approach first, and then the algorithm for
offloading location selection is produced. Finally, the system
model, contained communication model, and computation
model for our approach are put forward to formulate the

offloading problem, which should be solved in the following
sections.

3.1. Framework of Collaborative Service Offloading. In ve-
hicular edge computing, the vehicular devices collect the
data from numerous sensors and then transmit the pre-
processed raw data to RSUs equipped with edge servers. 'e
RSUs receive the data and execute the service to send back
the decisions to vehicle users. Due to the limitation of
computation capacity of vehicular devices, the computing-
intensive services should be offloaded to the edge servers,
and the vehicular devices only undertake the task of pre-
processing the raw data and execute the noncomputing-
intensive services. 'us, how to offload the services with low
latency is important for vehicular edge computing.

As Figure 1 shows, the vehicles move along the road and
communicate with RSUs through a wireless network. Due to
the coverage limitation of RSU, the vehicle cannot request
the service from a fixed RSU. When the vehicle moves at the
boundary of RSU, the network should be handoff and the
vehicle accesses another RSU nearby the vehicle. 'erefore,
the mobility of the vehicles may affect the service requesting
a delay. In the sight of the studies for service offloading, most
of them focus on the optimization of service requesting a
delay, and few of them study the location selection for
service offloading. In order to obtain a lower delay, during
the process of service offloading, the location selection for
offloading is an important problem, which must be con-
sidered. Besides offloading location selection, the interre-
lationship of services is another nonignored problem for
service offloading. We noticed some services may interact
with each other to complete a complex business goal, which
may produce lots of transmission data among them. If the
interacting services are offloaded separately, the data
communication delay between them will be increased. 'us,
the data communication between these interacting services
is a nonignored factor.

In order to address the problems mentioned above, we
propose a collaborative service offloading approach with
deep reinforcement learning named CSO-DRL to offload the
interacting services. As Figure 2 shows, the k-means-based
road segments dived algorithm is presented first, and then
the suitable RSU for offloading is selected based on the
mobility of vehicles. Furthermore, the interacting services
are discovered by analyzing the service requesting log to
reveal the relationship between interacting services. Finally,
a DDPG-based collaborative service offloading algorithm is
presented for offloading the interacting services, which can
optimize the service requesting delay and data communi-
cation delay between interacting services, the detailed
process can be expressed as follows.

Step 1. 'e trajectory data of vehicles are collected, and then
a k-means-based road segments dividing algorithm is put
forward to obtain the road segments information. For each
segment, an RSU is deployed as the location of service
offloading in this segment.
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Step 2. A vehicle is randomly selected to observe the run-
ning status. When the vehicle reaches the boundary of this
segment, the RSU should not be switched to reduce the time
consumption produced by network handoff; otherwise,
another RSU is selected for offloading.

Step 3. 'e service requesting log is exacted to discover the
interacting relationship for services. A parallel frequent

pattern-based algorithm is presented to mine the frequent
service 2-itemsets for interacting services, which can be
found in our previous works [40, 41].

Step 4. A DDPG-based collaborative service offloading al-
gorithm is proposed to offload the interacting services,
which can optimize the service requesting delay and data
communication delay between interacting services. In this

Location 3

Location 2
Location 1

Serives

Figure 1: Vehicular edge computing scenario.

Service
Request Log

Interacting Services Discovery

Interacting
Services

Road Segments
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Offloading
Location Decision

Road
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Road
Segment n

Interacting
Services

Interacting
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Interacting
Services

EviromentState

Offloading
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Eviroment

State

Offloading
Stategy

Eviroment

State

Offloading Stategy

DRL Model

Figure 2: Framework of CSO-DRL in VEC.
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algorithm, the training model is deployed on the cloud
servers to receive the vehicle running environment state, and
then the optimal offloading strategy is obtained and per-
formed after numerous interaction computing.

3.2. Offloading Location Decision. In VEC, the mobility of
vehicles may affect the service requesting a delay. Due to the
coverage limitation of each RSU, the vehicles access the dif-
ferentRSUswhen the vehicles reacheddifferent locations.'e
selection of offloading location is an important problem,
which should not be ignored during the service offloading. In
this section, we put forward a service offloading location
selectionapproach toassist serviceoffloadingactiondecisions.

In reality, it is difficult to deploy the edge servers on all
the RSUs, as it is a time-consuming and resource-consuming
process. Hence, a k-means-based algorithm is introduced to
divide the road segment and select the RSU to deploy the
edge server as the offloading location. In this algorithm, the
trajectory data of vehicles are collected as the input of our
proposed algorithm, and then the segments of the road are
divided by a k-means clustering-based algorithm. In our
algorithm, the distance of time ti and tj can be expressed as
dij, which is computed by the Euclidean distance as follows:

dij �

������������������������

lonti
− lontj

􏼒 􏼓
2

+ lati
− latj

􏼒 􏼓
2

􏽳

, (1)

where lonti
denotes the longitude of the vehicles in time

episode ti and the latitude of the vehicle in time episode ti

can be denoted as lati
.

'e mobility of vehicles may produce the dynamic of
service requesting delay. During the services offloading, the
main purpose is deciding the strategy of offloading and
optimizing the service requesting delays, but the location
decision is also a nonignore problem, which may affect the
time delay. 'us, we put forward an algorithm for dividing
road segments based on the k-means clustering algorithm
[42]. Details of this algorithm can be found as Algorithm 1
shows.

With the road segments divided, we select an RSU in
each segment to equip with the edge server, which mainly
undertakes the task of receiving the data transmitted from
vehicles and executing the computing-intensive services
requested by the vehicles running in the area of this road
segment. For each segment, a vehicle is randomly selected as
the observed object. When the vehicle moves in the segment
and the corresponding edge server is selected as the off-
loading location. With the running of the vehicle, the ve-
hicle may reach the boundary of the segment; the edge
server should not be switched to reduce the time con-
sumption produced by the network handoff. In each road
segment, the vehicle is observed, and the environment states
are transferred to the collaborative offloading model, which
is deployed on the cloud server. After the iteration com-
puting, the offloading actions are obtained and sent to the
vehicle for performing. If the vehicle moves out of the
coverage of the current segment, the edge server must be
switched and another RSU will be selected as the offloading
location, and then the training steps are adopted as previous
actions.

Input. Data set of vehicles trajectory Vt; number of road segments k

Output. Road segments R � r1, r2, . . . , rk􏼈 􏼉

(1) Select the k samples as the initial vector u1, u2, . . . , uk􏼈 􏼉.
(2) while True do
(3) num � 0
(4) for i � 0, 1, . . . , k do
(5) Ci � Φ
(6) end for
(7) for j � 1, 2, . . . , n do
(8) Compute the distance of vj from each vector ui(1≤ i≤ k) according to equation (1).
(9) Determine the clusters’ label according to the nearest vector, τj � argmini∈ 1,2,...,k{ }dji

(10) rτi
� rτi
∪ vj

(11) end for
(12) for i � 1, 2, . . . , k do
(13) ui

′ � 1/Ci􏽐x∈Ci
x

(14) if ui
′ ≠ ui then

(15) ui � ui
′

(16) else
(17) num + +

(18) end if
(19) end for
(20) if num� k then
(21) break
(22) end if
(23) end while
(24) returnR � ri, r2, . . . , rk􏼈 􏼉

ALGORITHM 1: Algorithm for dividing road segments.
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3.3. System Model. In this section, the system model, con-
tained communication model, and computation model are
presented to formulate the problem of our approach.

Compared with previous studies, our approach offloads
the interacting services to optimize the service requesting
delay and data communication delay. In our previous
works [40, 41], a parallel frequent pattern-based algorithm
is presented to discover the interacting services. In this
algorithm, the service requesting log denoted as EL≜ cid,{

Ts, 􏽑} is adapted as the input of the interacting services
discovery algorithm, where cid denotes the nonempty set
of service requesting case ID and the Ts denotes the finite
serial of time stamps. 'e 􏽑 is the finite serial of services.
We noticed that a composition service is composed of a
series subservices to complete a certain complex business
goal, which can be denoted as Si � s1, s2, . . . , sn􏼈 􏼉. In these
subservices, it may exist the interrelationships between
subservices. In our algorithm, the fine-grained frequent 2-
itemsets of services (also called interacting services pairs)
are discovered by a parallel frequent pattern-based algo-
rithm directly, which can reveal the interrelationships
between them. 'e details can be found in our previous
works [40, 41]. Finally, the interacting services are off-
loaded by our CSO-DRL algorithm, which can be found in
Section 4.

3.3.1. Communication Model. In order to make this paper
clear, we give the important notations in our paper first,
which can be found in Table 1.

Since the signal will be affected Gaussian white noise
during the transmission process, we construct the com-
munication model with Gaussian white noise to reflect the
real communication channel. Here, we assume the trans-
mission power is fixed, which can be denoted as P. 'e
standard path loss propagation index can be denoted as θ. In
IoV, the vehicles move along the road and access the service
from the nearest edge server at RSU; thus, the distance
between the vehicle and edge server in a time slot t can be
denoted as dt. 'e signal-to-noise ration (SNR) of the
communication channel can be expressed as follows:

SNR �
PHd−θ

t

σ2
, (2)

where σ2 is the power of Gaussian white noise andH denotes
the channel gain. So the transmission rate can be given as
follows:

R � Wlog(1 + SNR), (3)

where W denotes the channel bandwidth.

3.3.2. Computation Model. In this paper, we considered the
interrelationships between interacting services. If some
services are offloaded to remote cloud servers, which may
produce lots of data communications between them. In the
VEC system, due to the computation limitation of vehicular
devices, the vehicular devices offload the portion services to
RSUs equipped with edge servers, while the remaining
services are locally executed at devices.'e RSUs will receive
the preprocessed data and execute the computing-intensive
services, and then the decision will be sent back to vehicular
users. Hence, the partial service offloading manner is
adapted in each time slot T. 'e offloading manner contains
three parts, which are locally computing, partial offloading
on edge servers, and fully edge computing. Next, we will give
the service delay model for these three parts:

(A) Locally computing. In our approach, the services
without high computation capacity can be com-
puted on the devices directly. So the computation
delay can be given as follows:

T
local
i �

Ci

fdev
, (4)

where fdev denotes the computation capacity of the
vehicular device and the computation capacity for
executing the service si can be denoted as Ci.

(B) Partial offloading. Due to the computation capacity
limitation of the vehicular devices, the services are
offloaded by a partial offloading strategy. In these
composition services, some subservices are executed
on vehicular devices, but some computation-in-
tensive subservices should be offloaded on RSUs
equipped with the edge servers; therefore, the data
produced by these services should be transmitted to
the edge servers. 'e time delay can be expressed as
follows:

Table 1: List of important notations.

Notations Description
H Channel power gain
P Transmission power
σ2 Noise power
W Transmission bandwidth
Ci Computation capacity for executing service si

fdev Computation capacity of devices
fedge Computation capacity of edge servers
Doff

i Data transmission size from devices to edge servers
Coff

i Computation capacity for executing the offloaded service
Clocal

i Computation capacity for executing the service deployed on the devices
Dre

j Data communication size between interacting services
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T
par
i � max T

local
i , 2T

tran
i + T

edge
i􏼐 􏼑, (5)

where Ttran
i denotes the transmission delay for data

transmitting and T
edge
i denotes the computation

delay for the edge computing part. 'ese can be
found as follows:

T
tran
i �

D
off
i

R
,

T
edge
i �

C
off
i

fedge
,

(6)

where Doff
i denotes the transmission data to edge,

Coff
i denotes the computation capacity for executing

the offloaded services, and fedge denotes the com-
putation capacity of the edge server. 'us, the delay
for partial offloading can be expressed as follows:

T
par
i � max

C
local
i

fdev
,2

D
off
i

R
+

C
off
i

fedge
􏼠 􏼡, (8)

where Clocal
i denotes the computation capacity for

executing the services deployed on devices.
(C) Fully offloading. For the computation-intensive

services, all of these should be offloaded on edge
servers; thus, the delay can be expressed as follows:

T
full
i � 2

Di

R
+

Ci

fedge
, (9)

where Di is the data for executing these services and
the Ci denotes the computation capacity for exe-
cuting the service.

3.4. Problem Formulation. Based on the description of the
system problem in the above section, the delay can be
expressed as follows:

Ti �

Ci

fdev
,

max
C
local
i

fdev
, 2

D
off
i

R
+

C
off
i

fedge
􏼠 􏼡,

2
Di

R
+

Ci

fedge
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

Besides the system computation model produced in the
above section, we noticed that the data communication delay
between interacting services is the nonignore problem. In
this system, we assume the number of interacting service
pairs is n, and the number of interacting service pairs ex-
ecuted on vehicular devices is a; thus, the latency of the
system can be described as the following equation:

Ti �

Ci

fdev
,

max
C
local
i

fdev
, 2

D
off
i

R
+ 􏽘

n−a

j�1

D
re
j

R
+

C
off
i

fedge

⎛⎝ ⎞⎠,

2
Di

R
+ 􏽘

n

j�1

D
re
j

R
+

Ci

fedge
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

where Dre
j denotes the data communication size between the

interacting services.
In our approach, we let λ ∈ [0, 1] denotes the ratio of

service offloading. So Doff
i � λ∗Di. Finally, the latency of

our system can be given as follows:

T
sum
i � max (1 − λ)

C
local
i

fdev
,􏼠

λ 2
Di

R
+

C
off
i

fedge
􏼠 􏼡 +􏽘

n−a

j�1

D
re
j

R
⎞⎠.

(12)

In this paper, the purpose is to optimize the latency,
which combines the service requesting delay and data
communication delay between interacting services.'us, the
optimization function can be given as follows:

Min T
sum
i( 􏼁. (13)

Based on the analysis of the environments, the constraint
conditions can be expressed as follows:

C
local
i ≤Ci ≤fdev,

C
off
i ≤Ci ≤fedge.

(14)

4. Algorithm for DRL-Based Collaborative
Service Offloading

In this section, an algorithm of collaborative service off-
loading based on DDPG is presented to offload the inter-
acting services.'e details of this algorithm can be described
in the next contents.

Deep reinforcement learning is the algorithm mixed
with deep learning and reinforcement learning. 'e rein-
forcement learning model is an iteration process, which can
be divided into environment and agent. For each step, the
agent observes the state st and takes actions according to the
current policy π. When the state of the environment changes
to st+1, the reward value rt is received in the next step. 'e
process for state transition of the environment and the
reward computing can be constructed as a Markov process;
thus, the probability and reward of the state transition only
depend on the environment state st and action at. 'e agent
receives these quantities according to the decision policy and
interacts with the environment, and then the state is back
propagated for maximizing the expected reward rt.
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'e DDPG algorithm is a model-free nonpolicy action-
critic algorithm based on DNN ideas, which can learn
policies in the continuous action spaces [43]. 'e action-
critic algorithm consists of the policy function and the q-
value function, where the policy function undertakes the
task to generate actions like an actor and the q-value
function undertakes the task to evaluate the actor’s per-
formance and direct the actor’s following actions.

As Figure 3 shows, the structure of DDPG is similar to
actor-critic algorithm [44]. DDPG can be divided into actor
network and critic network, which continues the idea of a
fixed target network such as DQN [45]. First, the actor
network generates μ(si) after the training step, and then the
action space with Gaussian noise is constructed. After
performing the at in the environment, the agent observes the
next state and the immediate reward. Second, the transition
is stored in the experience replay butter, and N transitions
are selected by the model to make up a minibatch, which can
be transferred into the actor network and critic network.
With the minibatch, the actor target network outputs the
action to the critic target network, and then the critic
network calculates the target value. Furthermore, the critic
network will be updated, and the actor network gives the
minibatch action to the critic network to achieve the action’s
gradient. Finally, the DDPG agent updates the critic target
network and the actor target network. 'e details can be
found in [43].

Compared with the traditional DDPG algorithm, we
adapt a state normalization algorithm to preprocess the
observed states and add the behavior noise to the envi-
ronments, which takes the difference between the maximum
and minimum of each variable as the scaling factor [46]. 'e
state normalization algorithm can solve the problem of the
magnitude difference of input variables. According to the

previous work [46], we can find that after normalizing the
state and adding the behavior noise, our algorithm can
obtain a better performance than the traditional algorithm.

4.1. State Space. In our approach, the users’ requirements,
network conditions, and channel and resource conditions
are used as the state of the system, which will produce the
state space explosion problems. In order to simplify the
system, we only consider the offloading requirement in a
single user scenario, which can reduce the dimension of the
state space increasingly and make the algorithm easy to
converge. So the state space can be expressed as follows:

St � q(t), p(t), Dremain(t), D(t), Dre(t)( 􏼁, (15)

where q(t) represents the location information of the edge
server and p(t) denotes the location information of the
vehicle. 'e data size of the remaining subservices is Dremain,
and D(t) denotes the task size requested by the vehicle;
finally, Dre(t) denotes the data communication size between
the interacting services.

4.2. Action Space. We define the action space as the size of
the offloading task, which can be expressed as follows:

at � (k(t), λ(k)), (16)

where k(t) indicates the edge server that undertakes the task
for executing the services and λ(k) denotes the service
offloading ratio.

4.3. RewardFunction. In this paper, the main purpose of our
algorithm is to minimize the latency, which contains the
service requesting delay and communication delay. 'e rt is

Gaussian
Noise

Enviroment

Action

Actor
Network

μ (st)

Optimizer Optimizer

Online Policy Network
Parameter θμ

Online Q Network
Parameter θQ

So� Update So� Updateyi

Actor target Network
Parameter θμ’

Critic target Network
Parameter θQ’

Update θμ Update θQPolicy
gradient w.r.t. Q gradient

Store (si, ai, ri, si+1)
N∗ (Sj, Aj, Rj, Sj+1)

(sj, rt, St+1)

Experience
Buffer

μ' (sj+1)

a = μ (sj)

gradient w.r.t.

Sample
mini-batch

Critic
Network

Figure 3: Deep deterministic policy gradient (DDPG) model.
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defined as the reward when the action at is performed at
state st. In order to reduce the system latency while
guaranteeing the sufficient computation resources of de-
vices, the reward function can be given as follows:

rt � −T
sum
i . (17)

'e action value function is used to describe the expected
return of policy π at time episode t in the reinforcement
learning algorithm, which can be expressed as follows:

Q
π

st, at( 􏼁 � Ert
, st+1

∼ E rt st, at( 􏼁 + cEat+1
∼ π Q

π
st+1, at+1( 􏼁􏼂 􏼃􏽨 􏽩.

(18)

'erefore, if the update of the target policy is continuous,
the target policy can be described as a function μ: A←S,
which can be expressed as follows:

Q
π

st, at( 􏼁 � Ert
, st+1

∼ E rt st, at( 􏼁 + cEat+1
∼ π Q

π
st+1, at+1( 􏼁􏼂 􏼃􏽨 􏽩.

(19)

Algorithm 2 demonstrates the details of our CSO-DRL
algorithm, which is an iteration process. During the training
process, the parameters of the critic network and the actor
network are trained with the iteratively update process, and
then the trained actor network parameters are adopted to
offload the interacting services.

5. Experimental Evaluation

In this section, we conduct experiments to evaluate the
performance of our algorithm. First, all the simulation
parameters are indicated, and then the efficiency of our
algorithm is conducted to compare with other baseline al-
gorithms in the same simulation environment.

5.1. Experiment Setup. To ensure the practicability of the
algorithm, we use a real-world data set of taxi trajectories in
Shanghai (https://cse.hkust.edu.hk/scrg/) to evaluate the
experiment in this paper. 'is data set records the GPS
trajectory data on February 20, 2007, in Shanghai, which
contains the longitude and latitude of 4316 taxies. Here, we

Input. Training data set I; critic learning rate λc; actor learning rate λa; discount factor c; soft update factor τ; experience replay
buffer Bm; minibatch size N; Gaussian noise ni, current state qi, pi, Dremain(i), D(i), fi; state parameters with normalized
cDremain

, cDue
, cx, cy

Output. Reward ri

(1) Initialize the critic network and the actor network with weights θQ and θμ

(2) Initialize the target network with weights θQ′⟵θQ, θμ′⟵θμ

(3) Empty the experience replay buffer Bm

(4) for episode� 1 to M do
(5) Reset the simulation parameters and receive the initial observation state s1
(6) for t� 1, 2, . . ., T do
(7) Initialize st as the current state
(8) Normalize state st

′⟵st, and obtain the feature vector ϕ(s′)
(9) Get the action at � πθμ(ϕ(s′)) + nt

(10) Execute the action to get the reward ret, and observe the next state st+1
(11) Normalize state st+1′⟵st+1
(12) if Bm is not full then
(13) Store (st

′, at, rt, st+1′) to Bm

(14) else
(15) Randomly replace a transition in Bm with (st

′, at, rt, st+1′)
(16) Randomly sample a mini-batch from Bm

(17) yj � rj + cQ′(sj+1′, μ′(sj+1′|θ
μ′ ), θQ′ )

(18) L(θQ) � 1/N 􏽐
N
j�1(yj − Q(sj

′, (aj|θ
Q))2)

(19) Update θμ by the sampled policy gradient
(20) Soft update the critic target network and actor target network
(21) end if
(22) end for
(23) end for
(24) Get μ(s′|θμ)

(25) for episode� 1, 2, . . ., E do
(26) Reset the VEC parameters and receive the initial observation s1
(27) for t� 1, 2, . . ., T do
(28) Normalize state st

′⟵st

(29) at � μ(s′|θμ)

(30) Execute the action at and get the reward rt

(31) end for
(32) end for

ALGORITHM 2: Algorithm for collaborative service offloading with DDPG.

Scientific Programming 9

https://cse.hkust.edu.hk/scrg/


conduct the experiment in the real world to obtain the road
segments and determine the location of service offloading.
Furthermore, the simulation experiments are conducted to
compare the latency with other baseline algorithms, which
are described as follows:

(i) Local-only: executing all services locally
(ii) Offload-only: offloading all services to RSUs

deployed with edge servers
(iii) AC: actor-critic-based service offloading algorithm

[44]
(iv) DQN: DQN-based service offloading algorithm [45]

We set the channel power gain H � −50 dB when the
distance is 1m, and the transmission bandwidth is
W � 100MHz. 'e noise power accepted without signal
blocking is σ2 � −100 dBm. 'e computation capacity of the
vehicular devices and edge servers are set to fdev � −0.8GHz
and fedge � 3GHz, respectively. We set the distance between
the vehicular devices and the edge servers dt randomly.'e size
of the task is randomly assigned, and fi � ϵDi is the required
computation resource, where ϵ is set at 0.5Gcyles/MB. 'e
detailed simulation parameters are listed in Table 2.

Since the data set records the location information of the
vehicles every 60 s, so the time slot is set t � 60 s, and the
total time is 24 hours. For fairness, we conduct all the al-
gorithms in the same simulation environment. During the
time slots, all the services are offloaded continually by our
CSO-DRL algorithm, and then the delay is conducted to
evaluate the efficiency of our algorithm.

5.2. Experimental Results. 'e hyperparameters in our al-
gorithm affect the overall performance of the algorithm
seriously. 'e experiments are conducted to determine the
optimal values of these hyperparameters in our algorithm.
First, we conduct experiments to select the optimal hyper-
parameters. Figure 4 shows the convergence of the CSO-DRL
algorithm under different learning rates. In the DDPG
model, there are two training networks, which are the actor
network and the critic network. We set the learning rates of
the critic network and actor network separately. According to
the training, we find that the algorithm cannot converge
when the learning rate is λa � 0.1 and λc � 0.2. When the
learning rate is λa � 0.001 and λc � 0.002, the algorithm can
get a better convergence value. 'erefore, the optimal
learning rate of actor network λa � 0.01, and the learning rate
of critic network λc � 0.02.

Next, the convergence of the algorithm under different
discount factors c are conducted, which can indicate the
weight of the value for the next action. 'e value of c can
affect the efficiency of the algorithm. As Figure 5 shows, the
trained service offloading strategy performs best when the
discount factor c � 0.5.'erefore, we set the value c � 0.5 in
the following experiments.

Furthermore, the convergence of the algorithm under
different exploration parameters σ is also conducted. No-
ticed that, the larger value for σ allows the agent to choose a
prudent strategy, and make the evaluation of the q-value
become more accurate, and then the training process will
become more stable. As Figure 6, when our algorithm
converges at σ � 0.1, the delay fluctuates at 35s. 'e initial
delay with the σ � 0.1 is lower than the situation with
σ � 0.01. We noticed that when σ � 1, the algorithm de-
creases at 280 episodes, but the convergence is unstable.
Hence, we set σ � 0.1 to obtain better performance in the
following experiments.

With the parameters determined, we compare the delay
of our algorithm with baseline algorithms. Figure 7 shows
the performance of different algorithms. From this figure, it
can be observed that the delay of the CSO-DRL algorithm is
lower than the other baseline algorithms significantly under
the same service size. As the number of iterations increases,

Table 2: Simulation parameters.

Parameters Numerical value Unit
Channel power gain, H −50 dB
Transmission bandwidth, W 100 MHz
Noise power, σ2 −100 dBm
Devices computation capacity, fdev 0.8 GHz
Edge computation capacity, fedge 3 GHz
Task size with random values, Di < 60 Mbit
Data communication size between interacting services, Dre

j <Mi Mbit
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Figure 4: Convergence of CSO-DRL under different learning rates.
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the AC algorithm cannot converge, while the DQN algo-
rithm and CSO-DRL algorithm can achieve convergence.
Because the actor network and critic network of the AC
algorithm are updated at the same time, the action selection
of the actor network depends on the value function of the
critic network, but the critic network is difficult to converge.
In contrast, since both DQN and DDPG have a dual network
structure. While DQN is only suitable for discrete action
spaces and the state space for service offloading is contin-
uous, DQN cannot search the optimal offloading strategy
accurately. On the other hand, the CSO-DRL algorithm
explores a continuous action space and takes precise actions,
which may result in an optimal policy and make the delay

reduce significantly. We can also find that the CSO-DRL
algorithm and the DQN algorithm can converge at 300
episodes, and the CSO-DRL algorithm obtains a better delay
thanDQN and converges at 35, which is more stable than the
DQN algorithm.

Besides the comparison with the AC algorithm and the
DQN algorithm, we also conduct the experiments by
comparing the CSO-DRL algorithm with the local-only
algorithm and the offload-only algorithm. In Figure 7, it is
obvious that the delay of local computing is too large due to
the limitation of the computation capacity of the vehicular
devices. Since the offload-only algorithm depends on the
running state and the computation resources of the edge
server, and the vehicles keep the state with resource com-
petition for a long time, the CSO-DRL algorithm can obtain
a better delay than offload-only algorithm.

We also conduct the experiment under different service
sizes (also called task sizes). Since the AC algorithm cannot
converge, we compare the delay with other algorithms. As
Figure 8 shows, with the task sizes increased, the delay of the
CSO-DRL algorithm is always lower than the other baseline
algorithm for the same task size. We notice that the delay of
CSO-DRL increases much slower than other baseline al-
gorithms, which is significant when the task sizes increase
doubled.

In order to explore the effect of the number of edge
servers for the delay, we compare the delay of our proposed
algorithm with other algorithms under different numbers of
edge servers. As Figure 9 shows, the delay of all algorithms
except DQN is almost constant as the number of edge
servers increases. With the increase in the number of edge
servers, the DQN algorithm fluctuates at about 40 s. Besides,
the proposed CSO-DRL algorithm achieves the lowest delay.
'e reason is DDPG model can find the optimal value in the
continuous action and obtain the optimal control policy.

Besides the delay comparison with other algorithms
under different numbers of edge servers, we compare these
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Figure 5: Convergence of CSO-DRL under different discount
factors.
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algorithms under different computing capabilities of edge
servers and computing capabilities of devices, which can be
found in Figures 10 and 11, respectively. Due to the non-
convergence of the AC algorithm, we only compared our
proposed CSO-DRL algorithm with the DQN algorithm.

Figure 10 shows the same group of experiments in terms
of convergence performance and delay under different
computing capabilities of edge servers. We vary the com-
putation capabilities of edge servers from 2GHz to 4GHz.
Figure 10(a) shows the convergence performance of the
DQN algorithm and our CSO-DRL algorithm. We find that
when the computation capability of the edge server is 3GHz,
the delay of two algorithms is higher than that when the
computation capability of the edge server is 4GHz.'us, the
smaller the computation capability of the edge server, the
slower the service execution speed of the system at the same

time, which results in a larger delay of the algorithm.We also
notice that the CSO-DRL algorithm obtains a lower delay
than DQN and converges at 35 s, which is stable than DQN
algorithm. Figure 10(b) shows the delay comparison be-
tween the DQN algorithm and the CSO-DRL algorithm
under different CPU frequency of edge servers. It is obvious
that the CSO-DRL algorithm achieves a lower delay than
DQN. As the CPU frequencies of edge servers increase from
2GHz to 4GHz, the delay decreases following and remains
at 27 s when the CPU frequency of edge server is 4GHz.

Figure 11 shows the same group of experiments in terms
of convergence performance and delay under different
computation capabilities of edge servers. We vary the
computation capabilities of edge servers from 0.6GHz to
1GHz. Figure 11(a) shows the convergence performance of
the DQN algorithm and our CSO-DRL algorithm. We find

4 5 6 7 8 9 10
20

25

30

35

40

45

50

55

60

65

70

Numbers of Edge Servers

D
el

ay
s (

s)

CSO−DRL
DQN

Edge−only
Local−only

Figure 9: Delay comparison under different numbers of edge servers.

100 120 140 160 180 200
20

40

60

80

100

120

140

Task sizes (Mbits)

D
el

ay
s (

s)

CSO−DRL
DQN

Local−only
Edge−only

Figure 8: Delay comparison under different task sizes.

12 Scientific Programming



that when the computation capability of devices is 0.8GHz,
the delay of two algorithms is higher than that when the
computation capability of devices is 1GHz.'us, the smaller
the computation capability of devices, the slower the service
execution speed of the system at the same time, which results
in a larger delay of the algorithm. We also notice that the
CSO-DRL algorithm obtains a better delay than DQN and
converges at 35 s, which is stable than the DQN algorithm.
Figure 11(b) shows the delay comparison between the DQN
algorithm and the CSO-DRL algorithm under different CPU
frequencies of devices. 'e delay of CSO-DRL algorithm

increases slowly from 34.5 s to 35 s as the CPU frequency of
devices increases from 0.7GHz to 0.8GHz and remains at
about 34.3s when the CPU frequency is 1GHz. It is obvious
that the CSO-DRL algorithm achieves a lower delay than
DQN under the same CPU frequency of devices.

6. Conclusion

In this paper, we propose a collaborative service offloading
approach with deep reinforcement learning in vehicular
edge computing named CSO-DRL. Our approach first

0 200 400 600 800 1000
30

35

40

45

50

55

60

65

70

Episodes

D
el

ay
s (

s)

CSO−DRL, fdev=1 GHz
CSO−DRL, fdev=0.8 GHz

DQN, fdev=1 GHz
DQN, fdev=0.8 GHz

(a)

0.6 0.7 0.8 0.9 1
34

34.5

35

35.5

CPU frequencies of Dev (GHz)

D
el

ay
s (

s)

CSO−DRL
DQN

(b)

Figure 11: (a) Convergence of different algorithms under different computation capabilities of devices. (b) Comparison between different
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divides the road segments by k-means-based algorithm
through analyzing the trajectory data of vehicles, and then
the offloading location is determined by observing the ve-
hicle running status. Secondly, the interacting services are
discovered by a parallel frequent pattern-based algorithm
efficiency. Furthermore, the collaborative service offloading
algorithm is presented by the DDPG model for offloading
the interacting services, which can reduce the service
requesting delay and communication delay together. Finally,
the efficiency of the algorithms is evaluated by real-world
data-based simulation experimental evaluations. 'e results
show our algorithm can get a better delay in obtaining the
optimal service offloading strategy than other baseline
algorithms.

Although our approach considers the mobility of ve-
hicles in service offloading and reveals the impact of in-
terrelationship between services on service offloading. 'ere
are some avenues for our future studies. In reality, the ve-
hicles are in a complex scenario with resource competition.
'us, how to design offloading strategies for multiusers VEC
by considering the computation resource competition is a
nonignored problem. We also noticed that due to the
limitation of device power, we will present the service off-
loading strategy to investigate the multiobjective optimi-
zation of reducing the energy consumption of vehicular
devices and latency in VEC.
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By o�oading computation tasks, multi-access edge computing (MEC) supports diverse services and reduces delay and energy
consumption of mobile devices (MDs). However, limited resources of edge servers may be the bottleneck for task computing in
high-density scenarios. To address this challenge, by leveraging the underutilized resources of parked vehicles to execute tasks, we
propose a parked vehicle-assisted multi-access edge computing (PV-assisted MEC) architecture, which enables MEC servers to
expand their capability �exibly. To achieve e�cient o�oading, we propose a PV-assisted MEC o�oading scheme in a multi-MD
environment. We design a game-based distributed algorithm to minimize the overhead of MDs and further reduce the burden on
the MEC server. Simulation results show that compared with the commonMEC system, our scheme can reduce the burden on the
MEC server by 5% and the o�oading overhead by 17%.

1. Introduction

With the improvement of mobile devices’ capabilities and the
ever-increasing interest in mobile applications, delay-sensitive
and computation-intensive mobile applications have been
emerging and drawing signi�cant attentions, spanning tech-
nologies such as augmented reality, speech-to-text conversion,
image processing, and interactive online games.However, due to
the scarcity of resources, mobile devices are usually unable to
meet the massive computing demands. �e solution to this
problem lies in improving the communication infrastructure by
computation o�oading [1–3]. Multi-access edge computing
(MEC) is regarded as a key technology and architectural concept
for the improvement of the computation o�oading e�ciency.
MEC aims at extending cloud computing capabilities to the
edge. Mobile devices (MDs) can o�oad tasks to nearby network
edge servers [4]. For example, video streams and images col-
lected through sensors or camerasmounted on the vehiclesmust
be processed in real time to detect surrounding objects, rec-
ognize tra�c lights, etc., to ensure the safety of autonomous

driving. However, vehicles do not have the capacity to process
large amounts of images and videos instantly, so tasks are
o�oaded to edge server for processing, reducing the incidence of
tra�c accidents. Computation o�oading technology in MEC
not only overcomes the shortage of computing capabilities on
mobile terminals but also avoids huge latency caused by
transferring tasks to the cloud [5, 6]. However, existing MEC
servers tend to have lightweight computing resources due to cost
constraints, which means they are still not well equipped to
handle the ever-growing task demands.

Scholars have studied the problem that it is di�cult for a
single VEC server to meet the strict latency requirements of
MDs. �e authors in [5] proposed a tiered o�oading
framework for edge computing, which utilizes nearby
backup computing servers to make up for the insu�cient
MEC server resources. Guo and Liu [2] proposed a cloud-
MEC collaborative computation o�oading scheme with
centralized cloud and multi-access edge computing over Fi-
Wi network architecture. In addition, idle resources in
unmanned aerial vehicles (UAVs) were used as a
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supplement to the edge computing server to provide ef-
fective resource utilization and reliable service [7].

With the rapid development of the automotive industry,
vehicles are equipped with an ever-increasing amount of
communication and computing resources. Several works
have focused on vehicle-assisted edge network to improve
network service quality by leveraging idle resources in ve-
hicles. In this network, idle resources are used to compute
tasks to assist the edge network as vehicles with idle re-
sources approaching vehicles carrying computation tasks. In
daily life, 70% of personal vehicles are parked for an average
of more than 20 hours per day [8]. 'ese parked vehicles
have a lot of idle computing, storage, and communication
resources, as well as plenty of energy. 'erefore, utilizing
these idle resources is a promising way to improve network
efficiency.

'e use of parked vehicles to support network services
has two advantages that cannot be ignored. On the one hand,
parked vehicles are relatively stable in terms of communi-
cation. A moving vehicle may change its position frequently,
which may cause the connection between the vehicle and the
server to become unstable and affect the efficiency of task
execution. In contrast, parked vehicles may remain sta-
tionary for long periods of time. On the other hand, parked
vehicles involved in task offloading indirectly extend the
service area of VEC. Outside the coverage of roadside units
(RSUs), parked vehicles can serve as static nodes and service
infrastructure, alleviating the shortage of edge server re-
sources and supporting interconnection between vehicles
and servers [9].

In this work, unlike existing computation offloading
studies, we focus on reducing MDs’ delay and energy
consumption to improve quality of service (QoS). In ad-
dition, parked vehicles that can be used as service nodes in
this work include not only those parked centrally in parking
lots but also those parked scattered on the roadside, where
legally permitted. We focus on the design of parked vehicle-
assisted MEC architecture and the corresponding efficient
computation offloading scheme. 'e main contributions of
this study are as follows:

(i) A parked vehicle-assisted multi-access edge com-
puting (PV-assistedMEC) architecture is presented,
in which nearby parked vehicles can help extend the
service capabilities of the MEC system.

(ii) 'e offloading decision problem is formulated as a
noncooperation game. A game-based PV-assisted
task offloading algorithm (GPTOA) is proposed,
which decides whether eachMD should offload and,
if so, to which channel of MEC server or which PV.

(iii) Simulation results show that the GPTOA not only
effectively reduces the burden on the MEC server
but also achieves significant performance im-
provements in terms of offloading overhead.

'e rest of this study is organized as follows. First, re-
lated works are discussed in Section 2. Second, the PV-
assisted MEC architecture is described in Section 3. Next,
Section 4 presents the system model. After that, Section 5

formulates the task offloading problem and proposes a
game-based PV-assisted task offloading algorithm. Extensive
simulation results are provided in Section 6, followed by
conclusions in Section 7.

2. Related Work

'ere are a number of studies focusing on mobile appli-
cations in MEC. Most of these focused on processing data
and improving service qualities [10–15]. Zhang et al. [16]
considered load balancing of computation resources on the
edge servers and the highly dynamical nature of the ve-
hicular networks, which led them to introduce fiber-wireless
(Fi-Wi) technology to enhance vehicle edge computing
network (VECN). 'en, they used a game theory-based
nearest task offloading algorithm and an approximate load
balancing task offloading algorithm to solve the delay
minimization problem. Cheng et al. [17] proposed a method
to predict Wi-Fi offload potential and access costs by jointly
considering user satisfaction, offload performance, and
mobile network operators’ revenues.'e results showed that
this scheme can improve the average utility of users and
reduce service latency. Chen et al. [18] showed that it is NP-
hard to find centralized optimum for task offloading in MEC
with the goal of minimizing the overall computation
overhead. Hence, they adopt a game-theoretic approach for
achieving efficient offloading in a distributed manner.

'e recent advent of vehicle-to-everything (V2X)
communication technology makes vehicles an important
network resource for improving network performance. Ding
et al. [19] used CR (cognitive radio) router-enabled vehicles
to transmit data to the desired location. Feng [20] proposed
the hybrid vehicle edge cloud (HVC) framework, which
made it possible to share available resources with neigh-
boring vehicles through vehicle-to-vehicle (V2V) commu-
nication. Zhang et al. [21] investigated the effectiveness of
computational transport strategies for vehicle-to-infra-
structure (V2I) and V2V communication modes. 'ey
proposed an efficient predictive combination-mode rele-
gation scheme that adaptively offloaded tasks to the MEC
servers via direct uploading or predictive relay transmis-
sions. Huang et al. [22] introduced the concept of vehicle
neighbor group (VNG), which made it convenient to share
similar services through V2V communication. Considering
the similarity of tasks and computational capability of ve-
hicles, Qiao et al. [23] divided vehicles into task computing
sub-cloudlet and task offloading sub-cloudlet. Based on the
two sub-cloudlets, they proposed a collaborative task off-
loading scheme that can effectively reduce the number of
similar tasks transferred to MEC servers.

Furthermore, certain existing works focused on ex-
ploring ways to leverage the communication, storage, and
computation capacity of parked vehicles, in which vehicles
became service nodes for computation offloading. Liu et al.
[24] proposed a vehicle edge computing network architec-
ture in which vehicles act as edge servers to compute tasks. A
problem with the objective of maximizing the long-term
utility of the VEC network was presented in the study,
modeled as a Markov decision process, and solved using two
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reinforcement learning methods. Huang et al. [25] modeled
the relationship between users, MEC server, and parking lot
as a Stackelberg game. 'ey presented a sub-gradient-based
iterative algorithm to determine the workload distribution
among parked vehicles and minimize the overall cost to the
users. Li et al. [26] proposed a three-stage contract-Stack-
elberg offloading incentive mechanism to maximize the
utility of vehicles, operators, and parking lot agents. Han
et al. [27] proposed a dynamic pricing strategy that mini-
mizes the average cost of the MEC system under the con-
straints on service quality by continuously adjusting the
price according to the current system state.

By introducing parking lots as agents, many existing
studies focused on utilizing the communication and com-
putation capabilities of parked vehicles. 'e benefits and
costs of parking vehicles and the costs to service users were
taken into account. However, in addition to the vehicles
parked centrally in parking lots, computing and commu-
nication channel resources of vehicles scattered on the
roadside are not negligible. Moreover, in most cases, the
quality of user experience should be prioritized. 'erefore,
in this study, based on the research work proposed in [18],
we propose an PV-assisted MEC architecture to enhance the
MEC network, in which parked vehicles can serve MDs
directly. In addition, we propose a game-based task off-
loading algorithm to minimize the delay and energy con-
sumption for service users.

3. Parked Vehicle-Assisted Multi-Access Edge
Computing Architecture

With the advent of smart cars, more and more cars can be
awakened to perform tasks even when parked. For example,
when a parked Tesla car is in sentry mode or dogmode, some
of its safety-related features are still working. With the in-
creasing development of artificial intelligence, we believe
that cars will become increasingly more intelligent. In the
future, parked cars may support some modes that could
provide services to other vehicles. 'e research presented in
this study is conducted on this premise.

Although aspects such as incentives, communication
costs, security, and scheduling should be considered if
onboard computers in parked vehicles are to be used for
edge computing, the focus of this study was on computation
offloading strategy. 'erefore, these aspects are not con-
sidered in this study, but should be taken into consideration
in future studies to pursue a more complete solution.

A representative PV-assisted MEC service scenario is
illustrated in Figure 1. 'ere are a large number of MDs and
parked vehicles running computationally intensive and
delay-sensitive mobile applications. However, lightweight
MEC servers and limited bandwidth resources are insuffi-
cient for these applications. Idle resources in parked vehicles
can be used to relieve the pressure on the MEC. However,
due to “selfishness,” not all parked vehicles are willing to
provide resources. We assume that some parked vehicles can
be recruited through certain incentives, such as extended
parking opportunities or reduced parking fees. In addition,
we assume that the MEC system can certify recruited parked

vehicles to ensure the security of the service and can update
and monitor available resources of these parked vehicles in
real time to improve resource utilization. We refer to these
recruited certified parked vehicles as PVs. In summary, both
MEC servers and PVs can provide services to MDs.

Figure 2 illustrates a representative PV-assisted MEC
network architecture. Based on the original vehicular edge
computing architecture, we move the vehicles capable of
providing services from the device layer to the MEC layer to
enable utilization of parked vehicles’ resources and allow
them to provide services directly to MDs.

(1) Cloud Layer. 'e first layer provides centralized
cloud computing services and management func-
tions such as critical or complex event handling, key
data backup, and information authentication. 'e
PV-assisted MEC architecture employs a software-
defined network (SDN) controller to program,
manipulate, and configure network in a logically
centralized way.

(2) Edge Cloud Layer (MEC Layer). 'e second layer
consists of edge network access devices (e.g., RSU
and base station (BS)) and data service devices (e.g.,
MEC servers and PVs). Edge network access devices
are used for communication among edge facilities or
between layers. MEC servers with lightweight storage
and computing capabilities are deployed on edge
network access devices. MEC servers are responsible
for collecting service status information from
themselves and from PV service nodes parked in the
coverage area of RSU. Based on this information,
MEC servers can process or assign tasks to MDs. By
moving PVs from mobile device layer to MEC layer,
the service capacity can be improved and bandwidth
consumption can be reduced.

(3) Mobile Device Layer. 'e third layer consists of
mobile devices requesting services, such as vehicles,
smartphones, tablets, and laptops. MDs request
services by connecting to BSs via cellular network.
MEC server and parked vehicles can provide services
to terminal devices via cellular network or V2X.
Here, V2Xmay be a link via cellular network or a link
via dedicated short-range communications (DSRCs).
Note that as a special kind of mobile device, vehicles
are divided into two categories in this study: PVs and
others. 'e former are located at the MEC layer as
service providers, while the latter are located at the
mobile device layer as service requesters.

Figure 3 illustrates the communication procedure be-
tween MD, MEC server, and PVs. First, when an MD
generates a task, it sends the task request to the MEC server.
Second, through iterative negotiation between the MEC
server and the MDs, the task allocation result is calculated
based on the status of the MDs and the MEC server. 'en,
the MEC server returns the task allocation result to the MD.
When the task allocation result indicates that the task should
be offloaded to a PV, the MEC also needs to notify the
relevant PV (dotted arrow). 'ird, the MD sends task input
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data to the MEC server (solid line) or PV (dotted line)
according to the task allocation information. Fourth, the
MEC server (solid line) or PV (dotted line) processes the task
and then returns the task result to the MD. Finally, the MD
obtains the result and sends service satisfaction information
back to the MEC server to reward the specific PV.

4. System Model

4.1. Network Model. We assign a unique identifier to each
task and record the characteristics of tasks, such as traffic size
and computation workload, in a globally shared feature
table: T � T1, . . . , TM􏼈 􏼉. Without loss of generality, we
assume that each MD generates only one task Ti ≜ di, ci􏼈 􏼉,

i ∈M � 1, 2, . . . , M{ }, in a time period and tasks cannot be
further divided. Here, di denotes the size of the task gen-
erated by MD i and ci denotes the computation resources
required by this task. We assume the existence of a wireless
BS through which any MD can offload its computation task
to a nearby MEC server (MS). Each wireless BS has C or-
thogonal frequency channels, denoted as C � 1, 2, . . . , C{ }.
Besides, in the coverage area of a BS, there is a set of PVs,
denoted by P � C + 1, . . . , C + P{ }. We consider a quasi-
static scenario where the status of MDs, PVs, channels, and
the MEC server remains unchanged for a given time period,
whereas in different time periods, the status may change. For
simplicity, we ignore the cost of establishing secure con-
nections during transmissions. We denote si ∈ 0{ }∪C∪P,
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i ∈M, as the selection decision variable. As shown in (1), let
si � 0 denote that MD i executes its task locally, and si > 0
denotes that MD i chooses to offload this task. When si � j,
j ∈ C indicates that MD i will offload task Ti to MEC server
via channel j, while j ∈ P indicates that the task will be
executed by PV j. Let s � s1, s2, . . . , sM􏼈 􏼉 denote the set of
selection decisions for all MDs. For ease of reference, we list
key notations used in this study in Table 1.

si �

0, if M D i computestaskTi locally,

j, j ∈ C, if M D i off loadstaskTi toMEC server via channel j,

k, k ∈ P, if M D i off loadstaskTi toPV k.

⎧⎪⎪⎨

⎪⎪⎩

(1)

4.2. Communication Model. In this section, we try to define
the transmission rate of offloading. It is assumed that mobile
device is equipped with a single antenna that can transmit
data for one task at a time. When many MDs offload their
tasks to the same MEC server, severe wireless channel in-
terference may occur.'erefore, wireless channel conditions
should be considered during transmission. If MD i chooses
to offload its task to the MS via wireless channel, the data
transmission rate for Ti can be expressed as follows:

r
MS
i � WMlog2 1 +

qih
MS
i

ϖ0 + 􏽐k∈M/ i{ }: si�sk∈Cqkh
MS
k

⎛⎝ ⎞⎠. (2)

Here, WM is the bandwidth, qi and hMS
i are the trans-

mission power and channel gain of MD i to the MS via
nearby BS, respectively, and ϖ0 is the background noise;
􏽐k∈M/ i{ }: si�sk∈CqkhMS

k is the wireless channel interference
generated by other MDs using the same channel.

MD i and PV j can communicate with each other only if
the distance between them is less than a certain distance
dV2V
max . We assume that any PV can only serve one MD during

the computation offloading period. 'erefore, there are no
channel conflicts between MDs when tasks are offloaded to
PVs. When MD i offloads its task Ti to PV j that is not

occupied by other MDs, the data transmission rate can be
expressed as follows:

r
PV
i � WPlog2 1 +

qih
PV
i

ϖ0
􏼠 􏼡. (3)

Here, WP is the bandwidth between MD and PV.

4.3. Computation Model of Mobile Devices. We use fLoc
i to

denote the computational power of MD i. 'us, the delay of
the locally executed task Ti can be expressed as follows:

t
Loc
i �

ci

f
Loc
i

. (4)

Similar to [28], we assume that the power consumption
of a certain MD is proportional to the cube of its compu-
tational power. 'e energy consumption coefficient μ is
related to the chip’s hardware architecture. 'e device’s
energy consumption for local execution can be expressed as
follows:

e
Loc
i � μt

Loc
i f

Loc
i􏼐 􏼑

3
. (5)

Considering that MDs are usually energy and delay
sensitive, we define parameters αi and βi (αi, βi ∈ [0, 1],
αi + βi � 1) as the weights for delay and energy in the
computing of overhead for MD i, respectively. MDs tend to
save time (larger αi) when tasks are delay sensitive, and they
tend to save energy (larger βi) when batteries are low.

'us, the overhead of local execution can be expressed as
follows:

K
Loc
i � αit

Loc
i + βie

Loc
i . (6)

4.4. Computation Model of MEC Server. For most mobile
applications, such as fingerprint, face, or iris recognition,
and sensor data processing, the size of the computation
result is much smaller than the size of the input data. We
ignore the transmission time of computation results.

MEC serverMD PVs

Request a computation task.1

Notify task assignment result.2

Submit the computation task.3

Return computation result.4

Notify the relevant PV.2

Feedback completion
information.

5

Figure 3: Sequence diagram for communication procedure.
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'erefore, the delay for offloading task Ti to MEC server MS
can be divided into two parts: data uploading time and task
execution time, expressed as follows:

t
MS
i � t

MS
i,up + t

MS
i,exe �

di

r
MS
i

+
ci

f
MS
i

, (7)

where fMS
i is MS′ computing capability.

Usually, the MEC server has sufficient power supply, so
the energy consumption on the MEC server can be ignored.
From MD’s perspective, the energy consumption of off-
loading task to MS comes from transmitting data over
wireless network and can be expressed as follows:

e
MS
i �

qidi

r
MS
i

. (8)

'us, the overhead for offloading task Ti to MEC server
can be expressed as follows:

K
MS
i � αit

MS
i + βie

MS
i . (9)

4.5. Computation Model of Parked Vehicles. Let fPV
j denote

the computing resource allocated to task Ti from PV j. 'e
delay for offloading task Ti to PV j(j ∈ P) can be expressed
as follows:

t
PV
i �

di

r
PV
i

+
ci

f
PV
j

. (10)

Similarly, energy consumption on PV j is ignored
(which will be considered in future works), and energy
consumption on MD for offloading task Ti to PV j can be
expressed as follows:

e
PV
i �

qidi

r
PV
i

. (11)

'us, the overhead of MD i for offloading task Ti to PV j

can be expressed as follows:

K
PV
i � αit

PV
i + βie

PV
i . (12)

5. Problem Formulation and Algorithm Design

5.1. Problem Formulation. According to Section 4, the
overhead of task Ti can be expressed as follows:

Ki si( 􏼁 �

K
Loc
i , if si � 0,

K
MS
i , if si � j, j ∈ C,

K
PV
i , if si � k, k ∈ P.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(13)

'ere are 1 + C + P choices available for each task. Delay
and energy consumption may vary depending on offloading
strategies. 'erefore, the overall goal is to minimize the total
overhead of all MDs. 'us, the problem of optimizing the
total overhead for all MDs can be expressed as follows:

min
s

􏽘

M

i�1
Ki si( 􏼁,

s.t. 􏽘
i∈M

I si�0{ } + 􏽘
i∈M

I si∈C{ } + 􏽘
i∈M

I si∈P{ } � M,

􏽘

M

i�1
I si�j{ }⩽ 1, ∀j ∈ P,

d
V2V
i,PVj
≤ d

V2V
max , ∀si � j, j ∈ P,

d
V2I
i,MS ≤ d

V2I
max, ∀si � j, j ∈ C.

(14)

Table 1: Notations.

Symbol Description
M � 1, 2, . . . , M{ } Set of mobile devices
C � 1, 2, . . . , C{ } Set of channels on the MEC server
P � C + 1, . . . , C + P{ } Set of parked vehicles
T � T1, . . . , TM􏼈 􏼉 Set of tasks generated by MD
s � s1, . . . , sM􏼈 􏼉 Selection decisions set of tasks
αi, βi Delay and energy weights, αi, βi ∈ [0, 1], αi + βi � 1
di Computation data size of task Ti (bit)
ci Computing resources required by task Ti (cycles)
fLoc

i , fMS
i , fPV

i Computing ability of MD, MS, or PV i (Hz)
μ Energy consumption coefficient
dV2V

i,PVj
, dV2I

i,MS 'e distance between MD i and PV j /MS (m)
dmaxV2V, dmaxV2I 'e maximum communication distance of V2V/V2I (m)
ci Received interferences of MD i

ϖ0 Background noise (dBm)
WM, WP Uplink channel bandwidth between MD and MS/PV (Hz)
qi Transmission power of MD i (W)
hMS

i , hPV
i Channel gain from MD i to the MS/PV

rMS
i , rPV

i Transmission rate of MD i to MS/PV (bps)
tLoc
i , tMS

i , tPV
i Delay for local execution, offloading to MS/PV (seconds)

eLoc
i , eMS

i , ePV
i Energy consumption for local execution, offloading to MS/PV (joules)

KLoc
i , KMS

i , KPV
i Total overhead for local execution, offloading to MS/PV
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Here, I E{ } is the indicator function with I E{ } � 1 if the
event E is true and I E{ } � 0 otherwise. 'ere are four con-
straints for problem (P). Constraint (C1) is that every task
should be executed. Constraint (C2) is that each PV serves at
most one MD. Constraint (C3) is that MD i and PV j can
communicate only when they are close enough to each other.
Similarly, constraint (C4) is that MD i and the MEC server
can communicate only when they are close enough to each
other.

'e task set T can be divided into three mutually ex-
clusive subsets by the selection decisions:
T � TLoc ∪TMS ∪TPV. TLoc means that tasks are pro-
cessed locally,TMS means that tasks are offloaded to theMS,
and TPV means that tasks are offloaded to some PV.

By incorporating PVs as extra service providers for
computation offloading, the problem proposed in this study
is essentially a generalization of that proposed in [18].
However, it has been shown in [18] that the centralized
optimization problem for minimizing the system-wide
computation overhead is NP-hard. 'erefore, with PVs as
additional computation offloading providers, the problem
proposed in this study is also NP-hard and difficult to solve.
Similar to [18], the centralized cost minimizing problem for
PV-assisted MEC computation offloading can be trans-
formed into a distributed computation offloading decision
problem among mobile device users. In the computation
offloading process, each MD wants to reduce its overhead as
much as possible. 'erefore, they need to be aware of the
choices made by other MDs. Let s−i � (s1, . . . , si−1,

si+1, . . . , sM) be the selection decisions by all other MDs
except MD i. Based on s−i, MD i can make a proper decision
si to reduce its overhead. 'e distributed computation
offloading problem ((P′) can be defined as follows:

min
si∈s

Ki si, s−i( 􏼁, ∀i ∈M, (15)

in which the overhead function of mobile device i can be
defined as follows:

Ki si, s−i( 􏼁 �

K
Loc
i , if si � 0,

K
MS
i , if si � j, 0< j⩽C,

K
PV
i , if si � j, C< j⩽C + P, ∀k ∈M/ i{ }, si ≠ sk.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(16)

Problem p′ can be formulated as a noncooperative game:
G � (M, Si􏼈 􏼉i∈M, Ki􏼈 􏼉i∈M) with finite players, where M is
the set of players, Si is the set of selection decisions for
player/MD i, and the overhead function Ki(si, s−i) is the cost
function to be minimized by each MD i.

In the next subsection, we will analyze the existence of
Nash equilibrium in the PV-assisted MEC computation
offloading game.

5.2. Nash Equilibrium Analysis. Here is the definition of the
important concept of Nash equilibrium [29].

Definition 1. A selection decision set s∗ � (s∗1 , . . . , s∗M) is a
Nash equilibrium of the PV-assisted MEC computation
offloading game, if at the equilibrium s∗, no MD can further
reduce its overhead by unilaterally changing its selection
decision, i.e.,

Ki s
∗
i , s
∗
−i( 􏼁⩽Ki si, s

∗
−i( 􏼁, ∀si ∈ Si, i ∈M. (17)

To study the existence of Nash equilibrium, we will first
introduce the concept of potential game [30].

Definition 2. A game is said to be an ordinal potential game
if the incentive of all players to change their strategy can be
expressed using a single global function called the potential
function: Φ(s), such that ∀i ∈M, s−i ∈ 􏽑

k≠ i

Sk, and
si
′, si ∈ Si, if

Ki si
′, s−i( 􏼁<Ki si, s−i( 􏼁. (18)

'en,

Φ si
′, s−i( 􏼁<Φ si, s−i( 􏼁. (19)

An important feature of the finite ordinal potential game
is that it always has a Nash equilibrium and it has the finite
improvement property. In other words, if finite players start
with an arbitrary strategy profile and iteratively deviate to
their unique best replies in each period, the process terminates
in an NE after finite steps. Next, before giving detailed proof
that the PV-assisted MEC computation offloading game is an
ordinal potential game, we have the following lemma.

Lemma 1. Given a strategy profile s, MD i can reduce its
computation overhead by offloading its task to theMEC server
if condition (Cm) holds and offloading its task to PV if
condition (C p) holds.

(Cm) : the received interference ci(s) � 􏽐k∈M/ i{ }:

si � sk∈CqkhMS
k satisfies ci(s)<TML

i and ci(s)<TMP
i , with

the following thresholds:

T
ML
i �

qih
MS
i

2 αidi+βiqidi/WM KLoc
i

−αit
MS
i,exe( )( ) − 1

− ϖ0, (20)

T
MP
i �

qih
MS
i

2 αidi+βiqidi/WM KPV
i

−αit
MS
i,exe( )( ) − 1

− ϖ0. (21)

(C p): PV j is not occupied by any other MD; i.e.,
j ∈ P, 􏽐k∈M/ i{ }I sk�j{ } � 0, and the computation overhead
KPV

i , KLoc
i satisfies KPV

i <KLoc
i , and

ci(s)>T
MP
i . (22)

Proof. For condition C m: according to equation (14), we
know that when the overhead satisfies
KMS

i <min KLoc
i , KPV

i􏼈 􏼉, i.e., KMS
i <KLoc

i and KMS
i <KPV

i , the
best strategy for MD i is to offload its task to the MEC server.
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According to equations (7) to (9), the condition
KMS

i <KLoc
i is equivalent to the following:

αi

di

r
MS
i

+ αit
MS
i,exe + βi

qidi

r
MS
i

<K
Loc
i . (23)

'at is,

r
MS
i >

αidi + βiqidi

K
Loc
i − αit

MS
i,exe

. (24)

According to (2), we then have the following:

􏽘
k∈M/ i{ }: si�sk∈C

qkh
MS
k <

qih
MS
i

2αidi+βiqidi/WM KLoc
i

−αit
MS
i,exe( ) − 1

− ϖ0,

(25)

which is ci(s)<TML
i in condition (C m).

According to equations (7) to (12), the condition
KMS

i <KPV
i is equivalent to the following:

αi

di

r
MS
i

+ αit
MS
i,exe + βi

qidi

r
MS
i

<K
PV
i . (26)

'en, we have the following:

r
MS
i >

αidi + βiqidi

K
PV
i − αit

MS
i,exe

. (27)

Furthermore, according to (2), we can get ci(s)<TMP
i in

condition (C m).
For condition C p: the proof is straightforward and is

omitted here.
Based on Lemma 1, we will show that the PV-assisted

MEC computation offloading game is a potential game with
the potential function as follows:

Φ(s) �
1
2

􏽘

M

i�1
􏽘
k≠i

qih
MS
i qkh

MS
k I si�sk{ }I si∈[1,C]{ }

+ 􏽘
M

i�1
qih

MS
i T

MP
i I si∈(C,C+P]{ } + 􏽘

M

i�1
qih

MS
i T

ML
i I si�0{ }.

(28)

□

Theorem 1. ;e PV-assisted MEC computation offloading
game is a potential game with Φ(s) (equation 21) as the
potential function and hence always has a Nash equilibrium
and the finite improvement property.

Proof. Suppose thatMD i ∈M updates its decision selection
from si to si

′, and this leads to a decrease in the overhead
function, i.e., Ki(si, s−i)>Ki(si

′, s−i). According to Definition
2, we must show that this also leads to a decrease in the
potential function, i.e., Φ(si, s−i)>Φ(si

′, s−i). 'ere are eight
possible cases.

(1) si ∈ [1, C] and si
′ ∈ [1, C]

(2) si ∈ (C, C + P] and si
′ ∈ (C, C + P]

(3) si ∈ [1, C] and si
′ ∈ (C, C + P]

(4) si ∈ (C, C + P] and si
′ ∈ [1, C]

(5) si ∈ [1, C] and si
′ � 0

(6) si � 0 and si
′ ∈ [1, C]

(7) si ∈ (C, C + P] and si
′ � 0

(8) si � 0 and si
′ ∈ (C, C + P]

For case (1), according to equations (7) to (9), the
premise Ki(si, s−i)>Ki(si

′, s−i) implies that r′MS
i > rMS

i . 'en,
since the function Wmlog2(x) increases monotonically with
the variable x, according to equation (2), r′MS

i > rMS
i implies

that

􏽘
k∈M/ i{ }: si�sk∈C

qkh
MS
k > 􏽘

k∈M/ i{ }: si
′�sk∈C

qkh
MS
k .

(29)

Since si
′ ∈ [1, C] and si

′ ∈ [1, C], according to (28) and
(29), we have the following:

Φ si, s−i( 􏼁 −Φ si
′, s−i( 􏼁 �

1
2

􏽘

M

i�1
􏽘
k≠i

qih
MS
i qkh

MS
k I si�sk{ } −

1
2

􏽘

M

i�1
􏽘
k≠i

qih
MS
i qkh

MS
k I si
′�sk{ }

�
1
2
qih

MS
i 􏽘

k≠i
qkh

MS
k I si
′�sk{ } +

1
2

􏽘
k≠i

qkh
MS
k I si�sk{ }qih

MS
i

−
1
2
qih

MS
i 􏽘

k≠i
qkh

MS
k I si
′�sk{ } −

1
2

􏽘
k≠i

qkh
MS
k I sk�si

′{ }qih
MS
i

� qih
MS
i 􏽘

k≠i
qkh

MS
k I si�sk{ } − qih

MS
i 􏽘

k≠i
qkh

MS
k I si
′�sk{ }> 0.

(30)
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For case (2), the premise Ki(si, s−i)>Ki(si
′, s−i) is

equivalent to KPV
i >KPV

i′ . According to the definition of TMP
i

(equation 19), if KPV
i >KPV

i′ , then TMP
i >TMP

i′ . 'en, we have
the following:

Φ si, s−i( 􏼁 −Φ si
′, s−i( 􏼁 � 􏽘

M

i�1
qih

MS
i T

MP
i I si∈(C,C+P]{ } − 􏽘

M

i�1
qih

MS
i T

MP
i I si

′∈(C,C+P]{ }

� qih
MS
i T

MP
i − qih

MS
i T

MP
i′ > 0.

(31)

For case (3), since si ∈ [1, C] and si
′ ∈ (C, C + P], from

Lemma 1(condition C p), we have ci(s)>TMP
i′ . 'is implies

that

Φ si, s−i( 􏼁 −Φ si
′, s−i( 􏼁 �

1
2

􏽘

M

i�1
􏽘
k≠i

qih
MS
i qkh

MS
k I si�sk{ }I si∈[1,C]{ } − qih

MS
i T

MP
i′

�
1
2
qih

MS
i 􏽘

k≠i
qkh

MS
k I si�sk{ } +

1
2

􏽘
k≠i

qkh
MS
k I sk�si{ }qih

MS
i − qih

MS
i T

MP
i′

� qih
MS
i 􏽘

k≠i
qkh

MS
k I si�sk{ } − qih

MS
i T

MP
i′ > 0.

(32)

Case (4) is the opposite of case (3), and its proof is
omitted here.

For case (5), since si ∈ [1, C] and si
′ � 0, it can be deduced

from Ki(si, s−i)>Ki(si
′, s−i) that KMS

i >KLoc
i . According to

Lemma 1 (condition C m), we have ci(s)>TML
i . 'en,

Φ si, s−i( 􏼁 −Φ si
′, s−i( 􏼁 �

1
2

􏽘

M

i�1
􏽘
k≠i

qih
MS
i qkh

MS
k I si�sk{ }I si∈[1,C]{ } − qih

MS
i T

ML
i

�
1
2
qih

MS
i 􏽘

k≠i
qkh

MS
k I si�sk{ } +

1
2

􏽘
k≠i

qkh
MS
k I sk�si{ }qih

MS
i − qih

MS
i T

ML
i

� qih
MS
i 􏽘

k≠i
qkh

MS
k I si�sk{ } − qih

MS
i T

ML
i > 0.

(33)

Case (6) is the opposite of case (5), and thus, its proof is
omitted here.

For case (7), si ∈ (C, C + P] and si
′ � 0 imply that

KPV
i >KLoc

i . 'en, according to the definitions of TML
i (Eq.

18) and TMP
i (equation 19), we have TMP

i >TML
i . 'erefore,

Φ si, s−i( 􏼁 −Φ si
′, s−i( 􏼃 � 􏽘

M

i�1
qih

MS
i T

MP
i I si∈(C,C+P]{ } − 􏽘

M

i�1
qih

MS
i T

ML
i I si�0{ }

� qih
MS
i T

MP
i − qih

MS
i T

ML
i > 0.

(34)

Case (8) is the opposite of case (7), and thus, its proof is
omitted here.

Combining results from the above cases, we can con-
clude that the PV-assisted MEC computation offloading
game is a potential game. □
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5.3. Algorithm Design. Algorithm 1 illustrates the game-
based PV-assisted task offloading algorithm (GPTOA) for
problem (P′). Similar to [18], the algorithm will run iter-
atively on each MD. 'e main idea of GPTOA is that, based
on the current state, each MD makes the best decision by
calculating the overhead according to (16) (Line 3).
Meanwhile, constraints (C1)–(C4) will be checked in each
iteration. When constraints (C3) and (C4) cannot be sat-
isfied, we set the overhead to infinity. During each iteration t,
MD i updates its decision selection si

′(t) based on the best
response and sends it to the MEC server as an update re-
quest, if si

′(t)≠ si(t − 1). 'e MEC server randomly selects
one decision selection si

′(t) from all update requests and
sends si
′(t) back toMD i for updating its decision for the next

iteration (Lines 4–8). 'e iteration continues until the de-
cision selection remains unchanged. At the end, the MEC
server will broadcast end message to all MDs and each MD
will execute the computation task according to the last
decision selection. According to the finite improvement
property of potential game ('eorem 1), the algorithm will
converge to a Nash equilibrium within finite number of
iterations.

In GPTOA, MDs execute operations in parallel in
each time slot. 'e most time-consuming operation is the
computing of the best response update process in Line 3,
which mainly involves the sorting operation over the
overhead of available offloading strategies for all MDs.
Since the sorting operation typically has a time com-
plexity of O(n log n), and the maximum number of
available choices for all MDs is not greater than C + P + 1,
therefore, the computational complexity of each time slot
will not exceed O(x log x), in which x � C + P + 1. If the
algorithm takes y time slots to terminate, the total
computational complexity of Algorithm 1 is
O(y · x log x).

Let Gi � qih
MS
i , Gmax � maxi∈M Gi􏼈 􏼉, Gmin � mini∈M Gi􏼈 􏼉,

and Tmax � maxi∈M TML
i , TMP

i􏼈 􏼉. For the upper bound of y,
similar to [18], we have the following result.

Theorem 2. When Gi and Ti are nonnegative integers for
any i ∈M, the game-based PV-assisted task offloading al-
gorithm will terminate within at most (G2

max/2Gmin)M2 +

(GmaxTmax/Gmin)M time slots, i.e., y⩽ (G2
max/2Gmin)

M2 + (GmaxTmax/Gmin)M.

Proof. According to equation (21) and the definition of Gi,
Gmax, Gmin, and Tmax, we have the following:

0⩽Φ(s)⩽
1
2

􏽘

M

i�1
􏽘

M

i�1
G
2
max + 􏽘

M

i�1
GmaxTmax �

1
2
G
2
maxM

2
+ GmaxTmaxM.

(35)

According to 'eorem 1, during each time slot, MD
i ∈M updates its decision si to decision si

′ and this action
leads to a decrease in its overhead function, i.e.,
Ki(si, s−i)>Ki(si

′, s−i). 'e key idea of this proof is to show
that this also leads to a decrease in the potential function by
at least Gmin, i.e.,

Φ si, s−i( 􏼁⩾Φ si
′, s−i( 􏼁 + Gmin. (36)

Similar to the proof of'eorem 1, there are eight cases to
consider.

For case (1), si ∈ [1, C] and si
′ ∈ [1, C]; according to (23),

we have the following:

Φ si, s−i( 􏼁 −Φ si
′, s−i( 􏼁 � Gi 􏽘

k≠i
GkI si�sk{ } − 􏽘

k≠i
GkI si
′�sk{ }

⎛⎝ ⎞⎠> 0.

(37)

Since Gi are nonnegative integers, we have the following:

􏽘
k≠i

GkI si�sk{ }⩾􏽘
k≠i

GkI si
′�sk{ } + 1. (38)

'en, based on (37):

Φ si, s−i( 􏼁≥Φ si
′, s−i( 􏼁 + Gi ≥Φ si

′, s−i( 􏼁 + Gmin. (39)

For other cases, the proofs are similar and are omitted
here. □

(1) initialize: MDs’ strategy set s(0) � 0, 0, . . . , 0{ };
(2) repeat
(3) for each MD i ∈M and each iteration t, calculate the overhead according to (16);
(4) MD i makes the best response si

′(t) as the selected strategy;
(5) if si

′(t)≠ si(t − 1) then
(6) send update request si

′(t) to the MEC server;
(7) if received si

′(t) from MEC server then
(8) set decision selection si(t) � si

′(t);
(9) else
(10) keep the decision selection unchanged, i.e., si(t) � si(t − 1);
(11) end if
(12) else
(13) keep the decision selection unchanged, i.e., si(t) � si(t − 1);
(14) end if
(15) until received END message

ALGORITHM 1: Game-based PV-assisted task offloading algorithm (GPTOA).
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6. Simulation Results

6.1. Parameter Settings. 'e GPTOA was simulated and
evaluated using Python with packages such as NumPy,
random, and SciPy. We considered the scenario where the
wireless BS had a coverage area of 50∗ 50 m2. Each BS had
C � 10 channels with a channel bandwidth of WM � 20
MHz.'e transmission power was qi � 400 mWatts, and the
background noise was ϖ0 � −100 dBm. Based on the radio
interference model for urban cellular radio environment, we
set the channel gain to hMS

i � d−α
i,r , where di,r was the distance

between MD i and the wireless BS, and α � 4 was the path
loss factor [18]. 'e maximum communication distances of
V2X were dV2V

max � 15 m and dV2I
max � 200 m, respectively [31].

'e energy consumption coefficient was μ � 1.
For computational tasks, the data size of offloaded task

Ti was di � 1 MB. 'e total number of CPU cycles (ci)

required by task Ti was randomly distributed in the interval
of (1, 1000) megacycles. 'e weight parameters for all MDs
were αi � βi � 0.5. We assumed that the values of weight
parameters remained constant during a single offloading
process. Since most MEC servers are equipped with multiple
CPUs, and multiple CPUs can be allocated to one MD at a
time, for ease of computation, it was assumed that the
computation power allocated to an MD by the MEC server
was fMS

i � 10 GHz. 'e computation power of MDs was
randomly distributed between [0.5, 1] GHz. 'e computa-
tion power of PVs was randomly distributed between
[0.5, 1, 1.5, 2] GHz.'e communication bandwidth between
PV and MD was WP � 20 MHz.

6.2. Performance Analysis. To evaluate the scheme proposed
in this work, we compared three schemes: (1) local only
(scheme 1): all MDs decide to compute their own tasks
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locally. (2) MEC offloading (scheme 2): the tasks are either
computed locally or are offloaded to theMEC server [18]. (3)
PV-assisted MEC offloading (our scheme): the tasks are
computed locally, offloaded to the MEC or PVs. 'e work
presented in [18] was treated as a special case with number of
PVs set to 0 in this study. To eliminate the effect of ran-
domness on the algorithm results, we conducted 1000 tests
and performed statistical analysis of the results as follows.

First, we fixed the number of PVs (service vehicles) to 40
to observe the changes in the metrics (average delay, energy
consumption, and total overhead of tasks, as well as task
assignment results and load on the MEC server) as the
number of MDs (service requesters) increased.

In Figure 4, the average delay, energy consumption, and
total overhead of three schemes are compared. We can see
that all three metrics of scheme 1 are higher than the other

schemes due to the limited local computation power. When
the number of MDs is less than 10, the three metrics are the
same for schemes 2 and 3. 'is can be explained by the lack
of tasks offloaded to PVs. As the number of MDs increases,
the metrics of scheme 3 grow less rapidly than the other two
schemes.When the number ofMDs is 30, scheme 3 results in
a 26% reduction in delay and a 17% reduction in total
overhead (on average) compared with scheme 2.

Figure 5 shows the task assignment results of the pro-
posed scheme. When the number of MDs is less than 10, all
tasks will be offloaded to MS, because MS has a shorter task
execution time. However, as the number of MDs increases,
no more tasks can be offloaded to MS. 'is is due to the fact
that when multiple tasks are offloaded to MS, it leads to
strong channel interference and heavier computational load,
which in turn causes intolerable delays. 'is causes some
MDs to give up offloading their tasks to the MS. In addition,
due to limited resources and short communication distance,
only a small portion of the PVs can serve MDs. 'erefore, as
the number of MDs increases, eventually, the number of
tasks executed locally will exceed the number of tasks off-
loaded to PVs.

Figure 6 shows the total workload allocated to the MEC
server under the three schemes. In scheme 1, no compu-
tation tasks are offloaded, so the burden on the MEC server
is 0.'e workload allocated to theMEC server in scheme 3 is
lower than that in scheme 2, because PVs share some of the
computation tasks. When the number of MDs is 30, scheme
3 reduces the workload for MS by 5%.

'en, we fixed the number of MDs to 30 to observe the
change in the metrics as the number of PVs increases.

In Figure 7, the average delay, energy consumption, and
overhead of the three schemes are compared with different
numbers of PVs. Scheme 3 outperforms both schemes 1 and
2. 'is is because as the density of PVs increases, it leads to
higher utilization of idle computing resources of PVs.

Figure 8 shows the results of task allocation for the
proposed scheme. As the number of PVs increases, the
number of tasks offloaded to PVs also increases, while the
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number of locally executed tasks continues to decrease.
From another perspective, as the density of PVs increases,
more MDs are likely to be connected to PVs, so that MDs
that have given up offloading toMS have more opportunities
to offload. In addition, the computational power of the MS is
much greater than that of PVs. Tasks are assigned to PVs
only when MS cannot serve more tasks. 'erefore, the
number of tasks executed by MS will not decrease as the
number of PVs increases.

7. Conclusion

In this study, we proposed a parked vehicle-assisted mobile
edge computing architecture that enhances the task pro-
cessing capability of MEC servers and improves the resource
utilization of parked vehicles. In this work, we first discussed
in detail the design principles behind the system model of
PV-assistedMEC architecture, which served as a premise for
the formulation of computation offloading scheme. Next, by
formulating the computation offloading problem as a
noncooperative game, we proposed a PV-assisted MEC
computation offloading scheme that effectively reduces the
burden on the MEC server. Simulation results confirmed the
feasibility and high efficiency of the proposed computation
offloading scheme. As mentioned in Section 3, incentives are
not considered in this study; thus in the future, we will
further investigate how to incorporate incentives into the
PV-assisted MEC task offloading scheme proposed in this
study. Deep reinforcement learning-based techniques have
obvious advantages when the problem size is large or when
there are multiple conflicting offloading goals [6, 32].
'erefore, another feasible research direction is to apply
deep reinforcement learning to further improve the task
offloading scheme proposed in this study.
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­e rapid development of arti�cial intelligence technology demands higher requirements for employment and talent training.­e
integration of industry and education is an important way to solve the mismatch between industrial demand and talent supply.
­erefore, this study starts from the perspective of the integration of industry and education.We collect recruitment texts from the
perspective of “industry” andmine the speci�c requirements of the arti�cial intelligence post system through the LDA topic model
and the combination of Word2Vec and K-means. We then conduct expert consultations and adjust the selected indicators from
the perspective of “education.” Finally, we construct a four-dimensional vocational ability grade evaluation index system, in-
cluding basic vocational skills of arti�cial intelligence, database, network skills, algorithm and design skills, and research and
practice skills. ­e intuitionistic fuzzy analytic hierarchy process, which can eliminate the subjective uncertainty of experts in the
scoring process, is applied to calculate the index weights.We �nd that the weight of algorithm and design skill is the highest, which
is an important criterion for arti�cial intelligence professional ability evaluation. Among the second-level indicators, practical
indicators such as team spirit, innovation ability, and communication ability are the focus of investigation from the perspective of
industry, while in education, the cultivation of knowledge and skills such as programming ability, applied mathematics ability,
data structures, and algorithms are more important.

1. Introduction

In the 21st century, based on the advent of the Internet [1–3],
the Internet of ­ings [4–6], big data [7], cloud computing
[8, 9], and other technologies, machine learning and in-
depth learning have gradually matured [10, 11]. Massive
datasets have gradually taken shape and accelerated the
integration of arti�cial intelligence and clouds [12]. At the
same time, the requirements of real-time businesses have
forced the arti�cial intelligence computing ability to con-
tinuously penetrate to the edge [13, 14] and end [15]. A new
wave of arti�cial intelligence is rising all over the world,
giving birth to a number of disruptive technologies, accel-
erating the cultivation of new drivers of economic devel-
opment, shaping emerging industrial systems, and leading a
new round of scienti�c and technological revolution and
industrial change. ­e developmental trends of arti�cial

intelligence in recent years are re�ected not only in the
iterative innovation of technology but also in the expansion
of application �elds. For example, these trends are evident in
the intelligent analysis of education evaluation in the edu-
cation industry [16], intelligent risk monitoring and in-
vestment prediction in the �nancial industry [17, 18],
intelligent monitoring and control of UAVs and vehicles
[19, 20], the e�cient scheduling and management of dy-
namic resources [21–24], and other �elds closely related to
the economy and people’s livelihood, such as intelligent
cities [25, 26], intelligent medical treatment [27, 28], in-
telligent communication [29], and intelligent infrastructure
[30, 31]. All these trends re�ect the intelligent upgrading of
traditional industries. According to the Arti�cial Intelligence
and Life in 2030 Report of the 2015 Study Panel of Stanford
University, arti�cial intelligence has been rapidly developed
and highly applied in many �elds, including transportation,
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family services, health care, education, public safety, work,
and employment.

+e rapid development of artificial intelligence tech-
nology and applications has had a great impact on em-
ployment and talent training. On the one hand, because
technological progress improves productivity increases,
some labor can be directly replaced by machines, and em-
ployment discrimination is becoming increasingly serious
[32]. On the other hand, artificial intelligence promotes the
expansion of the industrial scale and the upgrading of
structure, thus creating new jobs and new employment
opportunities and improving work quality [33]. Gartner, a
consulting firm, predicts that from 2020, the number of jobs
created by artificial intelligence will exceed the amount of
unemployment caused by it. In particular, it will create 2.3
million new jobs while “eliminating” 1.8 million jobs. +e
development of artificial intelligence puts forward new re-
quirements for the talent market. +ese new requirements
also transfer the power of change to the talent training of
colleges and universities.

+e development of artificial intelligence benefits from
the requirements of economic development for new tech-
nology, while the demand for emerging talent brought by
technological development deepens the integration of in-
dustrial and educational reforms in talent training. +e
integration of industry and education helps to complement
the long-standing shortcomings of talent training at all levels
and provides strong talent support for economic transfor-
mation and upgrading and technological iteration. It will
also help to meet the actual requirements of those to be
employed to master the skills required in the industry.
+erefore, this paper evaluates the professional ability of AI
practitioners from the perspective of the integration of in-
dustry and education and constructs an AI professional
ability evaluation index system. Our specific research route
is as follows:

(i) First, strong information support is obtained
through literature research and text mining.+e late
Dirichlet allocation (LDA) topic model is used to
divide different types of artificial intelligence posts.
+e combination of Word2Vec and K-means can
extract the career needs of different posts. Based on
this, the index factors of the evaluation system are
preliminarily conceived and designed.

(ii) Second, the index is pruned or modified in com-
bination with expert consultations. Furthermore,
the reliability and validity of the questionnaire are
tested through a large sample.

(iii) +en, the weights of each level and each index of the
index system are calculated by the fuzzy analytic
hierarchy process method.

(iv) Finally, combined with the research results, this
paper analyses the emphasis on different indicators
in the process of artificial intelligence professional
ability evaluation and puts forward corresponding
suggestions for artificial intelligence industry en-
terprises and talent training institutions.

+e research framework is shown in Figure 1.
+is paper evaluates the professional ability of artificial

intelligence from the new perspective of the integration of
industry and education, creatively takes the text mining
results as one of the bases for the selection of evaluation
indicators, and makes the following main contributions:

(i) +e constructed artificial intelligence professional
ability evaluation index system provides a reference
for the artificial intelligence industry to evaluate the
professional ability of relevant talent. It also pro-
vides guidance and a basis for human resource
management and recruitment for artificial intelli-
gence enterprises.

(ii) +e constructed index system defines the future
learning and development directions for the employees
in the artificial intelligence industry. +ey can use the
evaluation index system to self-evaluate and choose the
appropriate fields to deepen their learning and thereby
improve their overall quality and skill levels.

(iii) In the process of constructing the index system,
different categories of posts in the artificial intelli-
gence industry have been identified. +e skill needs
of various dimensions of the artificial intelligence
industry have also been clarified. As a result, various
talent training institutions can formulate artificial
intelligence talent training programs according to
their basic education facilities, scientific research
education levels, and education development ori-
entations. By improving students’ skill levels, their
employment rate will also improve.

+e rest of this paper is organized as follows: Section 2
summarizes the relevant research. +e characteristics of arti-
ficial intelligence vocational ability evaluation from the per-
spective of industry-education integration are described in
Section 3. Section 4 presents themain researchmethods used in
this study. Section 5 is the most important part of the article. In
this section, the preliminary selection of indicators is completed
based on the text mining results, and the final indicator system
is determined through the Delphi method and a questionnaire
survey. +en, the index weights of the constructed system are
calculated in Section 6. Finally, in Section 7, we analyze and
summarize the research results and put forward some sug-
gestions regarding the reform of talent training.

2. Related Work

2.1. �e Demand for Talent Training in Artificial Intelligence.
Professional ability evaluation is a worldwide issue that plays
an important role in students’ employment and further
education, enterprise recruitment, and the development of
the educational ability of colleges and universities. A large
amount of research has been conducted on the talent de-
mand for artificial intelligence and the evaluation and re-
form of talent training from the perspective of industry-
education integration. Wang and Ren [34] divided the types
of artificial intelligence posts into three levels: the basic level,
technical level, and application level. Li and Chen [35]
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divided the types of artificial intelligence talent into three
types: the basic research type, application practice type, and
technology R&D type, with different emphases on the
needed abilities. Huang [36] stated that based on the de-
velopment orientation and professional characteristics of the
artificial intelligence specialty, its professional knowledge
structure should be considered at five levels: the infra-
structure layer, core technology layer, supporting technology
layer, system platform layer, and application layer.

2.2. Mismatch between Education and the Labor Market.
Existing studies also pay attention to the inherent mismatch
between education and the labor market.+e reasons for this

mismatch and the resulting waste of human resources, in-
cluding “overeducation” and “insufficient education,” have
been studied in [37].+is mismatch has a negative impact on
the wage levels of employees and the national macro-
economy [38]. In the era of artificial intelligence, the mis-
match between people and positions has not been solved, but
it has become more serious. According to the European
Centre for the Development of Vocational Training
(CEDEFOP), by 2025, approximately 48% of jobs in Europe
will only be for employees with higher education qualifi-
cations, and 85% of European jobs will require at least one
basic digital skill. In the period of rapid technological
change, to fill the skill gap and help individuals maintain
their employment success rate and continuous progress,

Construction of
the system

Research modules Research contents

Report the problem

Analyze �e problem

Solve the problem

Literature
review

Research
background Hit Obtain employment

personnel training

Integration of
industry and

education

Development of
artificial intelligence

Require

Design research routeInductive research contribution

Connotation and characteristics Choice of methods

Word2Vec & K-meansLDA
Classification of artificial intelligence posts Mining of specific requirements

Preliminary selected indicators

Test
Reliabiity Validity

Adjust indicators

Establishment of �e system

Intuitionistic fuzzy analytic hierarchy process

Calculate the weight of indicators

conclusions suggestions
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artificial intelligence

talent training
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artificial intelligence

talent training

�e demand of
artificial intelligence

talent training
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questionaire

�e first round of Delphi

�e second round of Delphi

Figure 1: +e research process framework diagram.
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individuals need to receive lifelong vocational education. In
addition, the intelligent reform of talent training strategies in
educational institutions is necessary to solve problems such
as weak discipline, specialty construction, and the insuffi-
cient innovation of talent training modes [39]. +us, the
integration of industry and education is a good direction for
talent training reform.

2.3. Reform Based on the Integration of Industry and
Education. In December 2017, the general office of the State
Council issued “Several Opinions on Deepening the Inte-
gration of Industry and Education.” It started with the
construction of an overall integrated development pattern of
education and industry that will promote the reform of
talent training for the integration of industry and education
and the two-way connection between the supply and de-
mand of industry and education.+is is intended to promote
the organic connections between the education chain, talent
chain, industrial chain, and innovation chain. +e aim is to
realize the sharing of resources and information between
schools and enterprises and realize “win-win” outcomes for
school education, enterprises, and students. Subsequently,
Dong and Huang [40] proposed that vocational education in
the era of artificial intelligence should develop intelligently
on the basis of the existing cooperation mode, group mode,
industry-education integration mode, and other collabora-
tive development. Hu [41] pointed out that the essence of
industry-education integration is to create connections
between school education and social needs through com-
plementary advantages and resource sharing between
enterprises and universities. +rough innovative organiza-
tional forms and production management modes, one must
realize new technology development, achievement trans-
formation, and collaborative education. Ren and Liu [42]
proposed that to build a talent training platform integrating
industry and education, colleges and universities should
actively establish contacts with enterprises, apply theoretical
research results to the research and development of artificial
intelligence products, and adopt the “system of bilateral
contractual employment” to appoint teachers in the field of
artificial intelligence.

2.4. Research Review. Looking at the existing related studies,
it is found that traditional and emerging vocational ability
evaluation index systems have similarities but are also dif-
ferent in their dimensions and methods. It is also clear that
there is no clear view on the professional ability evaluation of
talent in the artificial intelligence industry to solve the long-
termmismatch between education and the labormarket.+e
integration of industry and education is an effective angle to
solve the severe mismatch between talent training and de-
mand, and it has become an active new direction of higher
education reform research.+e promotion of related policies
has formulated the “1 +X” technical talent training standard
and framework for a new wave of higher vocational edu-
cation research. However, it has not been applied to the
research of artificial intelligence talent training reform and
talent professional ability evaluation. +erefore, this paper

constructs a talent professional ability evaluation index
system, which provides a reference for developing artificial
intelligence talent in colleges and universities and the em-
ployment criteria of enterprises.

3. Connotation and Characteristics

3.1. Artificial Intelligence Professional Ability Evaluation.
Professional ability is a collection of various skills that
should be possessed in a certain occupation. It is not only the
ability of people to comprehensively use knowledge, expe-
rience, and skills to complete professional tasks but also the
basic requirement of competence for a job. Professional
ability evaluation needs to measure and evaluate specific
groups according to the ability needs of professional talent
and the corresponding evaluation system. In the same in-
dustry, due to different job functions, their professional
ability requirements can be different. Talent in the field of
artificial intelligence not only must possess general basic
abilities but also must master the professional knowledge of
artificial intelligence and hone professional skills according
to the individuals’ own professional plans. Other require-
ments are R&D ability, the ability for continuous learning,
and the ability to integrate all aspects of experience and
resources in innovation. +e integration of industry and
education occurs due to the in-depth cooperation carried
out by colleges and universities to improve the quality of
talent training and to meet the talent needs of enterprises.
+e two sides complement each other to realize the organic
connection between the college education chain, talent
chain, enterprise industry chain, and innovation chain. +e
existing research on professional ability evaluation for an
industry often takes the enterprise as the perspective and the
professional skill level as the focus to build the index system,
while college education often takes academic achievements
as important standards for talent training evaluations.
+erefore, the evaluation of artificial intelligence profes-
sional ability should separate professional ability from the
needs of college training and the artificial intelligence in-
dustry, set ability standards, and build professional ability
evaluation standards in line with the needs of industrial
development.

3.2. Purpose and Characteristics of Artificial Intelligence
Professional Ability Evaluation. +e purpose of artificial
intelligence professional ability evaluation is to provide a
basis for human resource management and the talent re-
cruitment of artificial intelligence enterprises. Second, it
must help practitioners conduct self-assessment, help
choose areas for deeper learning, and provide a reference
framework for self-development. +ird, it should provide a
reference basis for the cultivation of artificial intelligence
talent in colleges and universities, help optimize the artificial
intelligence curriculum, and cultivate “artificial intelligence
+” talent in various industries. To ensure that the evaluation
results of AI professional ability from the perspective of
industry-education integration are meaningful, we must be
aware of the characteristics of the evaluation process.

4 Scientific Programming



(1) Diversity of evaluation indicators:
According to the theory of multiple intelligences, the
ways of human thinking and understanding are
diverse, and the ability to solve a problem or create a
product is also diverse. +erefore, there should also
be diversity in the evaluation of talent functions. +e
professional ability of artificial intelligence talent
often carries out a comprehensive and diversified
evaluation from the aspects of basic quality, pro-
fessional skills, research practice, and so on. Ac-
cordingly, scientific and diverse methods, such as
self-evaluation, evaluation by others, quantitative
indexes, and fuzzy evaluation should also be used in
the evaluation process to ensure the accuracy of
evaluation and the effectiveness of results.

(2) Hierarchy of evaluation systems:
Industry practitioners have different work fields and
are required to perform different tasks. Different
posts often imply certain differences in competency
levels.+e required vocational skills are different and
have different hierarchical standards. +erefore, the
artificial intelligence vocational ability evaluation
system should also be hierarchical to meet the needs
of artificial intelligence posts at different levels.

(3) Comprehensive evaluation of experts:
From the perspective of the integration of industry
and education, the construction of the evaluation
system and the selection of evaluation experts should
be comprehensive. +e professional ability of talent
should be evaluated from the perspective of edu-
cation and employment. One must comprehensively
evaluate the professional ability of the evaluated
object, make the ability level of employees clear,
clarify the ability gap and deepen the learning
direction.

4. Methods

4.1.TextMining. +e era of big data has driven an increase in
electronic text information, which contains a large amount
of valuable intelligence. Text mining refers to the process of
applying technologies and algorithms to extract potential
and valuable knowledge from a large number of unstruc-
tured or semistructured text sets. +e emergence and de-
velopment of its key technologies are based on massive text
information. In addition, in the existing research on voca-
tional ability evaluation, the selection of indicators often
relies on literature research, summarizes the commonly used
indicators in previous research, or adds interviews and
consultations with experts in the field. Taking the mining
results of enterprise recruitment texts as the basis for the
selection of indicators from the perspective of “industry” is
more practical and persuasive than making decisions
through literature research or expert consultation.

+e data volume of enterprise recruitment text is large,
but it has a relatively clear text structure. +e LDA topic
model in the text mining method can project high-

dimensional sample data into the optimal classification vector
space. +e extracted topic subspace has a larger distance
between different categories and a smaller distance within the
same category to complete the classification of different ar-
tificial intelligence positions. +e enterprise recruitment text
also has a short length and the text has a strong semantic
relevance. +e Word2Vec word vector model can convert
natural language symbols that cannot be directly understood
by computers into specific vectors that can be recognized by
computers and take into account the semantic links between
words. +e K-means clustering algorithm has higher effi-
ciency and accuracy in processing short texts. +erefore, this
study combines Word2Vec with K-means, which can effec-
tively solve the problem of clustering the information on
professional ability needs in the short text of enterprise re-
cruitment represented by the vocabulary.

(1) Latent Dirichlet Allocation (LDA):
+e latent Dirichlet allocation (LDA) topic model is a
three-layer Bayesian topic model with a “text-topi-
words” structure [43]. +e bag-of-words method is
used to convert the text into word frequency vectors.
Assuming that several topics form a document
according to a certain probability and several words
determine the topic according to a certain proba-
bility, document to topic and topic to vocabulary
obey a polynomial distribution. +e mathematical
description of the model is as follows:

Step 1: For each document d ∈ D, the document
length is N, and the subject probability distribution
of the sampled generated document d is
θd ∼ Dirichlet(α).
Step 2: Subject Zd,i(i ∈ 1, 2, 3 . . . Nd􏼈 􏼉) can be ob-
tained according to multinomial distribution
Zd,i ∼ Multinomid(θd).
Step 3: For each topic z ∈ K, the lexical probability
distribution of the sampled topic z is ϕZd,i ∼
Dirichlet(β).
Step 4: According to the multinomial distribution
Wd,i ∼ Multinomid(ϕZd,i), the word Wd,i(i ∈
1, 2, 3 . . . Nd􏼈 􏼉) can be obtained.

+e joint distribution formula of the whole model is
expressed as formula (1):

p w, z, θd, ϕk|α, β( 􏼁 � 􏽙
N

i�1
p θd|α( 􏼁p Zd,i|θd􏼐 􏼑p ϕk|β( 􏼁

· p Wd,i|ϕZd,i􏼐 􏼑.

(1)

In this formula, α, β and k are preset hyper-
parameters; normally, α and β are default values, and
k is the most appropriate number of topics. θ, φ and z
are the latent parameters to be inferred and calcu-
lated and w is the observation parameter.
+e graphic representation of LDA is shown in Figure 2.
+e word segmentation results are converted into
structured data, and this is taken as the object to
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build the LDA topic model. +en, the method of
calculating perplexity is used to assist in determining
the optimal topic number k of the four types of text.
+e calculation formula of perplexity is shown in:

Perplexity(D) � exp −
􏽐

M
d�1 logP Wd( 􏼁

􏽐
M
d�1 Nd

􏼨 􏼩, (2)

where D is the test document set, Wd is the vo-
cabulary sequence of document d, P (Wd) is the
probability of Wd in document d, and Nd is the
vocabulary number of document d.

(2) Combination of Word2Vec and K-means:
Word2Vec is an open-source computing tool based
on the idea of deep learning and has a three-layer
neural network language model structure of “input
layer-hidden layer-output layer.” It can convert
vocabulary into a high-dimensional vector through
the training of a text dataset to realize the feature
quantization of vocabulary text [44]. Word2Vec fully
considers the relationship between words and con-
text and includes two common models: the CBOW
model and the skip-gram model. +e CBOW model
takes the long following words of the target vo-
cabulary as the input to predict the target vocabulary
probability, while the Skip-Gram model takes the
target vocabulary as the input to predict the context
vocabulary probability. +e selected text dataset is
the recruitment demand text in the field of artificial
intelligence. +e semantic tendency of the dataset is
relatively concentrated, and the vocabulary fre-
quency of ability demand is high and has a strong
connection with the context. +erefore, this study
selects the CBOW model to embed high-frequency
keywords with a frequency of more than 300. +e
structure of the CBOW training model is shown in
Figure 3, where ω represents the word in the text.

+e K-means algorithm is a dynamic clustering al-
gorithm based on sample distance. It reduces the
similarity between clusters through iterative opti-
mization of unsupervised learning of clustering
rules. Compared with other clustering algorithms,
the K-means algorithm is simpler and more effective,
with low computational time complexity and strong
stability when processing high-dimensional data
[45]. In this study, the silhouette coefficient is used as
the judgment basis for the selection of the k value of
clustering. +e calculation formula of the individual
silhouette coefficient is shown in:

Si �
bi − ai

max ai, bi( 􏼁
, (3)

where ai is the average distance between sample i and
other samples in the same category, and bi is the
average distance between sample i and its nearest
internal samples in other categories. +e average
value of the individual silhouette coefficient of all
samples is the global silhouette coefficient, and the
calculation formula is as follows:

Sk �
1
n

􏽘

n

i�1
Si. (4)

+e character n represents the number of samples,
and k represents the number of clusters. +e higher
the Sk value is, the more reasonable the sample
clustering result.
Word2Vec is combined with K-means to complete
the text mining task from vectorization to final
clustering to obtain different categories of all words
in the text.

4.2. Intuitionistic Fuzzy Analytic Hierarchy Process. +e
traditional analytic hierarchy process has both significant
advantages and disadvantages. While the evaluation process
is intuitive and concise, it depends too much on the sub-
jective experience of experts. Based on this, Van Laarhoven
and Pedrycz [46] fuzzified the analytic hierarchy process,
and Buckley [47] formally proposed the fuzzy analytic hi-
erarchy process on this basis. +e fuzzy analytic hierarchy
process combines the inclusiveness of the fuzzy set and the

Sum

Input

ω(t–2)

ω(t–1)

ω(t+1)

ω(t+2)

ω(t)

Projection Output

Figure 3: +e structure of the CBOW training model.

α

k є [1, K]

d є [1, D]

i є [1, Nd]

β ϕk

θd

Zd,i

Wd,i

Figure 2: Graphic representation of LDA topic model.
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quantification of the analytic hierarchy process.+is reduces
the influence of experts’ subjective factors, but its judgment
matrix has difficulty achieving the expected results in the
consistency test and has limitations on the expression of
experts’ hesitation in the process of judgment. Atanassov
[48] extended the intuitionistic fuzzy set theory to the three
states of “subordinate,” “nonsubordinate,” and “hesitation”
in the intuitionistic fuzzy set. +is allows the expert eval-
uation to have the three attitudes of support, opposition, and
neutrality. It is integrated into the analytic hierarchy process
to form the intuitionistic fuzzy analytic hierarchy process to
make up for the shortcomings of the past methods. In this
paper, the intuitionistic fuzzy analytic hierarchy process is
used to calculate the weight, and the specific process is
shown in Figure 4.

5. Construction of the Index System

Based on the characteristics of artificial intelligence
professional ability evaluation and following the princi-
ples of scientific, comprehensive, feasible, qualitative, and
quantitative combination, this paper collects and analyses
enterprise recruitment texts, integrates and divides the
types of artificial intelligence posts, interprets the pro-
fessional needs of different posts, analyses the common
indicators of professional ability evaluation in combina-
tion with expert consultation and literature research, and
comprehensively constructs a hierarchical index system of
professional ability evaluation of artificial intelligence
talent.

5.1. Artificial Intelligence Post Type Extraction Based on LDA.
+is paper uses a program compiled by Python to obtain
12531 enterprise recruitment texts retrieved with “artificial
intelligence” as the keyword from a recruitment website.+e
program deletes duplicate records, records of posts in the
non-artificial intelligence industry, and records with in-
complete text content and finally retain 10,138 recruitment
texts. In the text preprocessing stage, the keywords “job
requirements,” “application requirements,” “qualification,”

“position request,” “hire requirements,” and other keywords
are replaced by “position requirements.” +e program is
used to divide the post tasks and post requirements within
the boundary of “position requirements.” We manually
handle text records that do not meet this format as ex-
ceptions and find and delete irrelevant information such as
workplace, welfare benefits, and company profile through
regular expression.

Different AI posts have their own preferences for the
educational level of talent. Matching the processed re-
cruitment text with the minimum educational require-
ments of the post through keywords helps to extract
different AI posts from a large number of recruitment texts.
After matching, 598 text records indicated positions re-
quiring an associate degree or above, 4,752 records re-
quiring a bachelor’s degree or above, 3,217 records
requiring a master’s degree or above, 202 records requiring
a doctoral degree, and 1,369 records not indicating aca-
demic requirements are obtained. We then randomly select
500 recruitment information as the dataset, carefully read
and built the dictionary of common terms in the recruit-
ment text, enrich the stop word list, segmented the four
types of text, and remove the stop words in the word
segmentation results.

+e value of perplexity generally decreases gradually
with the increase in k, the number of potential topics. A
lower degree of confusion represents a higher model
generation ability. +erefore, the k value of the lower
point or inflection point of the curve describing perplexity
is selected to substitute into the LDA training model to
judge the text topic classification results. +e results show
that the optimal number of topics for texts with a min-
imum requirement of an associate degree is 3, the optimal
number of topics for texts with a minimum requirement
of a bachelor’s degree is 5, and the optimal number of
topics for texts with a minimum requirement of a master’s
degree is 5, and the optimal number of topics for texts
with a minimum requirement of a doctoral degree is 2.
Because different enterprises have different educational
requirements for the same post, the text classification

Establish evaluation
index system

Establish an
evaluation expert

group

Evaluate the relative
importance of indicators

Construct
intuitionistic fuzzy
judgement matrix

Calculate
intuitionistic fuzzy

consistency
judgement matrix
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Figure 4: Flow chart of the intuitionistic fuzzy analytic hierarchy process.
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results of different educational requirements overlap. +e
combined AI post topics are shown in Table 1.

We carefully read the original text corpus used to refine
the topics of different AI posts and integrate five main types
of AI posts by analyzing their post name, job description,
educational requirements, and ability requirements, in-
cluding basic application posts, technical support posts,
application development posts, algorithm research posts,
and senior R&D posts. Among the extracted topics, A1
covers most of the basic application posts, including product
sales, account managers, and R&D assistants. +e topics of
A2 and B1 are technical support posts, of which A2 mainly
includes test engineers, and B1 mainly includes technical
support engineers and product managers. +e A3, B2, B3,
B4, C1, C2, and C3 topics are application development posts.
Topic B3 and C2 identify embedded development posts
responsible for underlying development and software em-
bedding. Machine vision development direction post re-
quirements are reflected in topics B4 and C3. Search engine
development, natural language processing, speech recog-
nition, and other application development posts are mainly
concentrated in the A3, B2, and C1 topics. +e algorithm
research post is concentrated under the B5 and C4 topics,
mainly in two directions: machine learning and data mining.
C5, D1, and D2 topics are classified as senior R&D posts,
including the team leader, who leads the enterprise AI team;
the senior algorithm researcher responsible for the efficient
optimization of existing algorithms and the research and
development of core intelligent algorithms and cooperating
with the engineering team to realize the engineering
implementation of algorithms; and artificial intelligence
experts who overcome the technical difficulties in the re-
search and development of core algorithms to maintain the
leading position of algorithms and are responsible for the
precipitation of scientific research achievements and
product transformation. +e artificial intelligence posts
corresponding to the extracted topics are sorted, and the
results are shown in Figure 5.

Among the five types of artificial intelligence posts, the
basic application posts in the artificial intelligence industry
are mainly responsible for the sales promotion of artificial
intelligence products, customer relationship maintenance,
and other auxiliary work. Talent is required to have the
general basic skills and qualities necessary for all industries.
+ose in technical support posts need to master customer
needs and project progress, complete project installation,
commissioning, and training, identify problems in artificial
intelligence projects and products and provide solutions,
provide professional support for the industry, and have
professional knowledge and technology such as data
processing and network programming. Artificial intelli-
gence application development posts require skills in
search engines, natural language processing [49], speech
recognition, embedded development, and computer vision
[50]. Accordingly, talent is required to have deep knowl-
edge in one or several directions. +e algorithm research
posts include two major directions: machine learning or
deep learning and data mining. It is required for talent in
these posts to master common algorithms and frameworks

and to be able to form opinions on the R&D and design of
algorithms. +e advanced research and development po-
sitions of artificial intelligence require the team to carry out
project development in the enterprise, plan the develop-
ment of the AI team, protect the advanced nature of the
algorithm, and at the same time be responsible for the
enterprise’s patent deployment and research output. +e
demand for talent is the lowest but these posts require the
talent to have a deeper development experience and R&D
capability.

5.2. Extraction of the Professional Ability Requirements of
Artificial Intelligence Posts Combined with Word2Vec and k-
Means. We accumulate the four types of text word seg-
mentation results into a complete recruitment demand
text dataset, set the “min_count” parameter of Word2Vec
to 300, that is, vectorize the words after word segmen-
tation with a frequency greater than 300, and finally, K-
means cluster the vectorized dataset. +e global silhouette
coefficient is iteratively calculated as k takes different
values, and a broken line diagram is drawn, as shown in
Figure 6.

After the k value reaches 15, the results of word vec-
torization clustering combined with Word2Vec and K-
means, merging synonyms and eliminating irrelevant words,
are shown in Table 2.

+e clustering results of vocabulary show that most AI
enterprises require talent to have a certain computer level,
have the ability to quickly read materials in English, com-
municate well, actively cooperate, and constantly learn and
innovate, while bearing the pressure of work. +ere is also a
relatively concentrated professional demand for talent. +e
posts correspond to different educational levels. At a deeper
level, talent is required to have a certain number of years of
work experience and project development experience and to
produce high-quality academic achievements. On the
premise of mastering the basic knowledge of algorithms,
theory, and data processing, it is also necessary to flexibly use
common programming languages such as C++, C, Python,
and Java to be familiar with different operating system
development environments. Enterprises also require talent
to have skills in product design, software, and hardware
testing. Data mining and analysis, common algorithms, and
deep learning frameworks are also high-demand profes-
sional skills and knowledge. Computer vision and image
processing are currently the hot directions for development
posts. In addition, there are increasing requirements for
digital signal processing and simulation, industrial robot
technology, etc.

5.3. Selection of Indicators. To objectively evaluate the
professional ability of artificial intelligence talent, we must
select the professional ability evaluation indices from many
directions and angles and establish the hierarchical structure
of multi-index evaluation. +ere is a certain mismatch be-
tween the demand for artificial intelligence talent in en-
terprises and artificial intelligence teaching in colleges and
universities. More precisely, enterprises prefer professional
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skills and experience, while colleges and universities prefer
knowledge and quality training. Enterprise recruitment text
analysis summarizes the ability needs from the perspective of
“industry.”+erefore, this paper integrates the perspective of
“education” through expert consultations, combined with
literature research on talent training in colleges and uni-
versities. After this, we finally build an index system along
four dimensions: basic quality, data processing, network
programming skills, algorithm and design skills, and re-
search and practice skills. Based on expert opinions, the
selected indicators are added, deleted, and adjusted, and 32
second-level indicators, as shown in Figure 7, are prelimi-
narily selected.

+e Delphi method is then used to determine the final
evaluation index system. Twenty-six experts from artificial
intelligence enterprise technology R&D personnel, man-
agement personnel, and college artificial intelligence
teachers were invited as team members, and an expert
correspondence questionnaire was designed. +e ques-
tionnaire included the experts’ basic information, the ex-
perts’ familiarity with the indicators, the Likert scale with
the increasing importance of each indicator from 1 to 5
points, and the basis for judging the importance. +e ex-
perts’ familiarity with each index and the judgment basis of
expert importance in the questionnaire are quantified to

form the expert authority. +e calculation formula of
authority Cr is

Cr �
Ca + Cs

2
, (5)

where Ca represents the basis for expert importance
judgment, and the assignment from high to low is
practical experience, relevant research, theoretical anal-
ysis, and intuitive judgment. Cs represents the arithmetic
mean of the value of experts’ familiarity with each index.
+e average authority C

−

r of the expert object in the first
round of correspondence was 3.46, indicating that the
selected experts are authoritative. +e critical value
method was adopted for the screening of indicators, and
the indicators with an arithmetic average value of im-
portance lower than 3.8, a full score ratio lower than 55%,
and a coefficient of variation higher than 0.3 in the results
of the first round of correspondence were deleted. To
ensure preciseness, a large sample size questionnaire
survey was conducted on the remaining indicators before
the second round of Delphi. Taking the managers and
technical R&D personnel of enterprises whose business
scope involves artificial intelligence as well as the teachers
and students of artificial intelligence-related majors in
colleges and universities as the objects, 160 questionnaires
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Figure 5: Artificial intelligence job classifications.
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Figure 6: Variation trend of global silhouette coefficient.
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Table 2: Demand topics extracted by vocabulary vectorization
clustering.

Category Vocabulary Refined demand

N1

Computer

Professional background

Automation
Electronic engineering

Math
Software engineering
Signal communication
Applied mathematics

Undergraduate
Educational levelMaster

Doctor
More than 1 year

Work experience

More than 2 years
More than 3 years
More than 5 years
Work experience
Relevant working

experience

N2

Algorithm principle

Professional basic knowledge

+eoretical basis
Basic skills
Modelling
Algorithm

development
MATLAB

Data processing

N3

Teamwork spirit

Basic quality

Teamwork ability
Steadfast

Responsibility
Communication skills

Learning ability
Innovative

consciousness
Compressive capacity

Problem-solving
ability

Logical thinking
ability

Expressive ability

N4

SLAM

Industrial robot technology

Robot
Motion
Control
Sensor
ROS
Plan

Navigation

N5

Open-source
framework

Common open-source
frameworks

TensorFlow
PyTorch

Deep learning
framework

Caffe

N6

Statistics

Data mining and data analysis
Data

Big data
Data mining
Data analysis

Table 2: Continued.

Category Vocabulary Refined demand

N7

Debugging

Software testing and hardware
debugging

Software
development

Test
Hardware
equipment
Design

Product designTechnological
process
Product

N8

Code

Development experience

Network
Database

Development
experience
Embedded

Development
Mainstream operating system
development environment

Operating system
Linux

Environment

N9

C

Programing language

C++
Python
Java

Programming
language

Data structure
Programming

ability

N10

Image processing

Computer vision development
software and technology

3D
OpenCV
Halcon

Machine vision

N11

Technology

Research and project
experience in the field

Research and
development

Artificial intelligence
Field

Project experience

N12

Deep learning

Artificial intelligence related
algorithms

Machine learning
Natural language

processing
Neural network
Recommendation

algorithm

N13

Object detection

Computer vision industrial
automation system

Identification tracking
Image
Video
Division

N14

Signal simulation
Digital signal processing and

simulation
Digital signal
processing
Radar

N15

English
Foreign language abilityFile

Fast reading
Paper publication Academic achievements
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were distributed, and 152 valid questionnaires were left
after eliminating the questionnaires that were completed
too carelessly, with an effective recovery rate of 95%. +e
Cronbach’s α coefficient in the reliability test result of the
questionnaire was 0.964, which is greater than 0.8; that is,
the reliability of the questionnaire is sufficiently high. +e
KMO value of the validity test was 0.881, greater than 0.8,
the chi-square of Bartlett’s test of sphericity was 4867.51,
and the corresponding p value was 0, less than 0.05, in-
dicating that the data are suitable for factor analysis. +e
dimensionality reduction results of factor analysis are
shown in Table 3, and the accumulative contribution rate
is 70.813, indicating that most of the information on the
variables is well explained.

According to the factor analysis results of second-level
indicators B1, B2, and B3, it is suggested to classify them
into the category of first-level indicator A. After adjusting
the membership of indicators, we modify the names of
first-level indicator A and first-level indicator B as “A
Basic artificial intelligence vocational skills” and “B Da-
tabase and network skills.” In the second round of the
Delphi process, 21 experts, whose authority value was
greater than 3 in the first round were selected to form a
new group, and the overall authority value increased to
3.95. +e importance scoring results obtained in the first
round of correspondence were attached to the ques-
tionnaire to achieve the effect that the opinions of experts
were consistent. After the second round of Delphi expert
consultation, the value range of the variation coefficient of
each index changed from 0.135 to 0.324 in the first round
to 0.092∼0.220. +e maximum value of the coefficient of
variation was less than 0.25, and the index coordination
coefficient increased from 0.129 to 0.346. +is indicated a
high degree of coordination of expert opinions. +erefore,
the Delphi consultation was terminated. We established
the final artificial intelligence professional ability evalu-
ation index system and the connotation of each index, as
shown in Table 4.

6. Determination of Weight

6.1. Constructing the Intuitionistic Fuzzy Judgement Matrix.
Wemake a pairwise comparison of the relative importance of
the four first-level indicators of the constructed index system
and use the same method to make a pairwise comparison of
the second-level indicators under each first-level indicator.
Based on this, we establish the intuitionistic fuzzy judgement
matrix R� (rij)n×n according to the standards in Table 5. +e
symbols i and j represent the rows and columns of the
judgement matrix, respectively. Where rij � (μij, ]ij) (i, j� 1, 2,
3, . . ., n), μij indicates the degree to which the i-th indicator is
more important than the j-th indicator, that is, the degree of
membership. +e symbol ]ij indicates the degree to which the
j-th index is more important than the i-th index, that is, the

Evaluation index system of artificial intelligence

B Data procession and network programming skills A Basic quality C Algorithm and design skills D Research and practical skills

D1 Research ability

D2 Invention ability

D3 Working ability

D4 Management ability

D5 Professional background

D6 Education level

D7 Professional ethics

D8 Competitive awareness

C1 Speech recognition

C2 Computer vision

C3 Data mining algorithm

C4 Machine learning and deep learning framework

C5 Distributed processiong framework

C6 Vessel technology

C7 So�ware engineering

C8 Natural language processing

A1 Computer level

A2 English level

A3 Applied mathematics ability

A4 Team spirit

A5 Communication skills

A6 Innovation ability

B1 Data structure and algorithm

B2 Fundamentals of data processing

B3 Progamming language

B4 Operating system

B5 Database

B6 Network technology

B7 Microelectronic technology

B9 System deployment and operation

B8 UI design

B10 System test

Figure 7: Construction of the preliminary evaluation index system of artificial intelligence professional ability.

Table 3: Factor analysis results of the artificial intelligence pro-
fessional ability evaluation index.

Code

Extracted
principal

components Code

Extracted
principal

components
1 2 3 4

A1 0.678 C1 0.550
A2 0.536 C2 0.714
A3 0.696 C3 0.536
A4 0.657 C4 0.762
A5 0.623 C5 0.736
A6 0.571 C6 0.732
B1 0.738 C7 0.726
B2 0.717 C8 0.700
B3 0.691 D1 0.669
B4 0.708 D2 0.686
B5 0.552 D3 0.774
B6 0.783 D4 0.684
B7 0.808 D5 0.745
B8 0.750 D6 0.694

D7 0.701
D8 0.664

Scientific Programming 13



nonmembership degree. πij represents the degree of hesita-
tion, πij � 1− μij − ]ij.

+e scoring results of multiple experts are collected
through the intuitionistic fuzzy weighted average operator,
IFWA. A set of intuitionistic fuzzy numbers is set as ri � (μi,
]i) (i� 1, 2, . . .), IFWA:Θn⟶Θ, if IFWAω(r1,

r2, . . . , rn) � ω1r1 ⊕ω2r2 ⊕ . . . ⊕ωnrn. In addition, ω� (ω1,
ω2, . . ., ωn)T is the weight vector of ri (i� 1, 2, . . ., n), and its
value is the normalized authority value of experts partici-
pating in intuitionistic fuzzy judgment research, that is,
􏽐

n
j�1 ωj � 1. +e operation of the intuitionistic fuzzy in-

formation set follows the following rules:

Table 4: Evaluation index system and connotation of artificial intelligence professional ability.

First-level index Second-level index Standard and connotation of each index

A basic artificial intelligence
vocational skills

A1 computer level +e ability to use computers to deal with general problems

A2 English level English listening, speaking, reading and writing ability, especially foreign
literature reading and learning ability

A3 applied mathematics ability Ability to model and solve problems using mathematical methods

A4 team spirit Have the overall concept, participate in team cooperation and jointly
complete the teamwork objectives

A5 communication skills
Be able to communicate effectively with internal and cross teams, respond
to the needs of other types of post problems, and realize the business

landing of artificial intelligence application scenarios

A6 innovation ability
Can solve more complex application problems through reasonable
combination, transformation, and innovation of relevant algorithm

models

A7 data structure and algorithm Master basic algorithms such as recursion, sorting, and binary search, and
use data structures flexibly

A8 fundamentals of data
processing

Have data processing ability, such as text, image, web page, and other data
import, processing, transformation, etc.

A9 programing language Master C/C++, Python, java, and other programming languages

B database and network
skills

B1 operating system Master the development environment of mainstream operating systems
such as MAC, Linux, and Windows

B2 database Master MySQL, Oracle, SQL Server, and other mainstream databases
B3 network technology Master the network configuration and application of switches and servers

B4 electronic technology Master the technology related to hardware design and development such
as the artificial intelligence chip

B5 UI design Design and development of interactive interface of artificial intelligence
equipment

C algorithm and design
skills

C1 speech recognition Master deep learning algorithms and models related to speech
recognition

C2 computer vision

Master computer vision-related problems and solutions, such as
detection, tracking, classification, semantic segmentation, reinforcement
learning, 3D vision and image processing, and master OpenCV, Halcon,

VisionPro, and other machine vision development technologies

C3 data mining algorithm Master the principles of common data mining algorithms such as logistic
regression and decision tree, and can apply them to practical scenarios

C4 machine learning and deep
learning framework

Master machine learning algorithms and mainstream deep learning
frameworks such as Caffe, TensorFlow, and PyTorch

C5 distributed processing
framework

Master common distributed open-source frameworks such as Hadoop,
Spark, and Storm

C6 Vessel technology Master Docker, K8S, Mesos, and other container technologies
C7 software engineering Master software design tools and be able to manage software engineering

C8 natural language processing Master deep learning algorithms and models related to natural language
processing

D research and practical
skills

D1 research ability Publish artificial intelligence-related papers in core journals or
international conferences

D2 invention ability Patent achievements related to artificial intelligence as the main inventor
D3 Working ability Working years and positions related to artificial intelligence

D4 management ability Experience in the development and implementation of AI products and
projects as the main person in charge

D5 professional background Professional background requirements related to artificial intelligence
D6 education level Educational level requirements of artificial intelligence-related majors

D7 professional ethics Abide by laws and industrial ethics, and be vigilant against technical risks
and privacy security

D8 Competitive awareness +e ability to use computers to deal with general problems
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α1 ⊕ α2 � μα1 + μα2 − μα1 ∗ μα2, ]α1 ∗ ]α2􏼐 􏼑, (6)

α1 ⊗ α2 � μα1 ∗ μα2, ]α1 + ]α2 − ]α1 ∗ ]α2􏼐 􏼑, (7)

λα1 � 1 − 1 − μ1( 􏼁
λ
, ]λ1􏼐 􏼑, (8)

αλ1 � μλ1, 1 − 1 − ]1( 􏼁
λ

􏼐 􏼑. (9)

+is research used the senior management of
artificial intelligence companies established for more than
10 years, professors and associate professors of artificial
intelligence-related majors in higher vocational colleges
and universities directly under the Ministry of Education,
and a total of 5 experts. +ey scored the relative impor-
tance of indicators at all levels of the constructed system.
+e questionnaire also required experts to judge their
familiarity with each index and indicate the judgment
basis of relative importance to quantify the authority
of experts. +e authority value Cr is normalized to
obtain the expert weight vector ω� (0.19, 0.19, 0.22, 0.21,
and 0.19) T. +e intuitionistic fuzzy weighted
average operator IFWAω(r1, r2, . . . , r6) �

0.19r1 ⊕ 0.19r2⊕ 0.22r3 ⊕ 0.21r4 ⊕ 0.19r5. Combined with
Formulas (6) and (8), the intuitionistic fuzzy judgment
matrix of indices at all levels is obtained. +e relative
importance of the first-level index to the total index is
taken as an example, and the intuitionistic fuzzy judgment
matrix X is shown in Table 6.

6.2.ConsistencyCheck. +e consistency check can be used to
establish whether there is conflict in the evaluation of the
relative importance of indicators by expert;ls. If the con-
sistency check fails, formula iteration can be carried out by

setting parameters without the second scoring by experts.
+e formula of the consistency check is [51]:

d(R, R) �
1

2(n − 1)(n − 2)

· 􏽘
n

i�1
􏽘

n

j�1
μij − μij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + ]ij − ]ij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + πij − πij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓,

(10)

where R represents the intuitionistic fuzzy judgement matrix
R� (rij)n×n, R represents the intuitionistic fuzzy consistency
judgement matrix R � (rij)n×n, and the calculation formula
of R is [50]:

(1) When j> i+ 1, let rij � (μij, ]ij), where:

μij �

����������

􏽑
j−1
t�i+1μitμtj

j−i−1
􏽱

����������

􏽑
j−1
t�i+1μitμtj

j−i−1
􏽱

+

�������������������

􏽑
j−1
t�i+1 1 − μit( 􏼁 1 − μtj􏼐 􏼑

j−i−1
􏽱 , j> i + 1,

]ij �

����������

􏽑
j−1
t�i+1]it]tj

j−i−1
􏽱

����������

􏽑
j−1
t�i+1]it]tj

j−i−1
􏽱

+

�������������������

􏽑
j−1
t�i+1 1 − ]it( 􏼁 1 − ]tj􏼐 􏼑

j−i−1
􏽱 , j> i + 1.

(11)

(2) When j� i+ 1, let rij � (μij, ]ij),
(3) When j< i, let rij � (]ji, μji).

We substitute the calculated intuitionistic fuzzy con-
sistency judgment matrix R into (10) for consistency check
calculation. If the calculated d(R

−

, R)< 0.1, the consistency
check passes. If R fails to pass the consistency check, the
iterative parameter σ is introduced. We then adjust the value
of the iterative parameters and calculate and correct the
intuitionistic fuzzy consistency judgment matrix according
to Formula [50]:

Table 5: Comparison between experts’ preference and intuitionistic fuzzy numbers.

Experts’ preference Intuitionistic fuzzy numbers
Compared with the two indicators, i is extremely more important than j (0.90, 0.10, 0.00)
Compared with the two indicators, i is strongly more important than j (0.80, 0.15, 0.05)
Compared with the two indicators, i is obviously more important than j (0.70, 0.20, 0.10)
Compared with the two indicators, i is moderately more important than j (0.60, 0.25, 0.15)
Compared with the two indicators, i and j are equally important (0.50, 0.30, 0.20)
Compared with the two indicators, j is moderately more important than i (0.40, 0.45, 0.15)
Compared with the two indicators, j is obviously more important than i (0.30, 0.60, 0.10)
Compared with the two indicators, j is strongly more important than i (0.20, 0.75, 0.05)
Compared with the two indicators, j is extremely more important than i (0.10, 0.90, 0.00)

Table 6: Intuitionistic fuzzy judgement matrix (taking first-level index as an example).

Judgement matrix Intuitionistic fuzzy set

X

(0.5, 0.5) (0.4310, 0.3820) (0.5152, 0.4321) (0.3768, 0.5102)
(0.3820, 0.4310) (0.5, 0.5) (0.4166, 0.4553) (0.4830, 0.4040)
(0.4321, 0.5152) (0.4553, 0.4166) (0.5, 0.5) (0.4633, 0.3952)
(0.5102, 0.3768) (0.4040, 0.4830) (0.3952, 0.4633) (0.5, 0.5)
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􏽥μij �
μij􏼐 􏼑

1− σ
μij􏼐 􏼑

σ

μij􏼐 􏼑
1−σ

μij􏼐 􏼑
σ

+ 1 − μij􏼐 􏼑
1−σ

1 − μij􏼐 􏼑
σ ,

i, j � 1, 2 . . . n,

(12)

􏽥]ij �
]ij􏼐 􏼑

1− σ
]ij􏼐 􏼑

σ

]ij􏼐 􏼑
1−σ

]ij􏼐 􏼑
σ

+ 1 − ]ij􏼐 􏼑
1−σ

1 − ]ij􏼐 􏼑
σ i,

j � 1, 2 . . . n.

(13)

+e changed intuitionistic fuzzy consistency judgment
matrix 􏽥R � (􏽥r ij)n×n, where 􏽥r ij � (􏽥μij, 􏽥]ij), is substituted into
Formula (14) for the calculation check until the consistency
check is passed.

d(R
−

, 􏽥R) �
1

2(n − 1)(n − 2)

· 􏽘

n

i�1
􏽘

n

j�1
􏽥μij − μ

−

ij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + 􏽥]ij − ]
−

ij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + 􏽥πij − π
−

ij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓.

(14)

+e consistency of five intuitionistic fuzzy judgment
matrices is checked according to Formula (10). For the
judgment matrix R with d (R, R)> 0.1, the iterative pa-
rameter σA ∈ (0, 1) is introduced, taking 0.1 as the starting
point and a step size of 0.1. According to the iterative test of
Formulas (13) to (15), the adjusted value is calculated until
d(R

−

, 􏽥R)< 0.1. +e results of the parameter adjustment and
consistency check are shown in Table 7.

Taking the relative importance of the first-level index
to the total index as an example, the adjusted and cor-
rected intuitionistic fuzzy judgment matrix 􏽥X is shown in
Table 8.

6.3.WeightCalculation. +e index weight value of each level
is calculated by the modified intuitionistic fuzzy consistency
judgment matrix that has passed the consistency check, and
the calculation formula is [50]:

ωi �
􏽐

n
j�1 μij

􏽐
n
i�1 􏽐

n
j�1 1 − ]ij􏼐 􏼑

, 1 −
􏽐

n
j�1 1 − ]ij􏼐 􏼑

􏽐
n
i�1 􏽐

n
j�1 μij

⎛⎝ ⎞⎠i,

j � 1, 2 . . . n.

(15)

+e calculated weights are two-dimensional. To meet the
more intuitive evaluation requirements, the two-dimen-
sional index weights need to be fuzzily transformed from a
vague set to a fuzzy set [52].

Let U be a universe, A be a vague set in U, and A� {<tA
(x), fA (x), πA (x)> |x ∈U} ∈V (U). +en, A(n) � {<tA(n) (x),
fA(n) (x), πA(n) (x)> |x ∈X} is called the n-th transformation
from A to the fuzzy set. If tA (x) and fA (x) are not all 0, then
when n⟶∞, the limit state of A transformation to a fuzzy
set is:

A
(∞)

� < t
(∞)
A (x), f

(∞)
A (x), π(∞)

A (x)> |x ∈ X􏽮 􏽯, (16)

t
(∞)
A (x) � tA(x) 􏽙

∞

k�1
1 + πA(x)( 􏼁

2k−1

�
tA(x)

1 − πA(x)
�

tA(x)

tA(x) + fA(x)
,

(17)

f
(∞)
A (x) � fA(x) 􏽙

∞

k�1
1 + πA(x)( 􏼁

2k−1

�
fA(x)

1 − πA(x)
�

fA(x)

tA(x) + fA(x)
,

π(∞)
A (x) � 0.

(18)

At this time, tA(∞) (x) + fA(∞) (x)� 1, and A(∞) is a fuzzy
set. +en, the transformed fuzzy set of vague set A is AF(x)�

{<x, AF(x)> x ∈U}� tA(∞) (x). We normalize all AF (x) at the
same level to obtain the final weight of indicators at each
level.

After the five modified intuitionistic fuzzy matrices
passing the consistency check are calculated by Formula (15)
to aggregate the weights, the fuzzy set is transformed by
Formula (17), the two-dimensional weights are mapped to
one-dimensional weights, and the obtained AF (x) is nor-
malized to obtain the one-dimensional comprehensive
weights of indicators at all levels. +e weight calculation
results are shown in Table 9.

6.4. Analysis of the Results. From the weight assignment
results, it can be seen that the weights of the four first-level
indicators are almost the same. However, the weight of “C
algorithm and design skills” is 0.2564, which is relatively

Table 8: Intuitionistic fuzzy judgement matrix after adjustment
and correction (taking first-level index as an example).

Judgement matrix Intuitionistic fuzzy set

􏽥X

(0.5, 0.5) (0.4310,
0.3820)

(0.4310,
0.3854)

(0.4111,
0.4081)

(0.3820,
0.4310) (0.5, 0.5) (0.4166,

0.4553)
(0.4315,
0.3783)

(0.3854,
0.4312)

(0.4553,
0.4166) (0.5, 0.5) (0.4633,

0.3952)
(0.4081,
0.4111)

(0.3783,
0.4315)

(0.3952,
0.4633) (0.5, 0.5)

Table 7: Parameter adjustment and consistency check results.

Judgement matrix d(R, R) Adjust parameters σ d(R, 􏽥R)

X 0.2012 0.5 0.098
A 0.1818 0.5 0.0849
B 0.1394 0.3 0.0929
C 0.1538 0.4 0.0879
D 0.1390 0.3 0.0891
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high. +is shows that as one of the three cornerstones of
artificial intelligence, the mastery of algorithms is an im-
portant standard for investigating the professional ability
of artificial intelligence talent, and is an important link
between the college training plan and industry talent de-
velopment. +e second is “A Basic artificial intelligence
vocational skills,” with a weight of 0.2559. +e basic vo-
cational skills of artificial intelligence are the basic re-
quirements for engaging in artificial intelligence-related
work, which is composed of general basic skills and basic
data processing and programming skills of front-line
employees in various industries. “B Database and network
skills” is the third place, with a weight of 0.2474. Database
and network skills are professional skills and knowledge
highly related to artificial intelligence. Databases store
massive data in computers to complete the management
and sharing of data, while computer networks can establish
connections between decentralized independent com-
puters to achieve the purpose of information resource
sharing. As a high-tech industry, artificial intelligence at-
tracts a considerable number of young practitioners.
+erefore, the requirements for practical experience are not
strict, and the professional background is highly inclusive.
+e weight value of “D Research and practical skills” is thus
lower, which is 0.2403.

Under the first-level indicator “A Basic artificial intel-
ligence vocational skills,” the weight of applied mathematics
ability and computer level far exceeds that of other second-
level indicators, followed by the data structure, algorithm,
and innovation ability. Under “B Database and network
skills,” mastering the development environment of the
mainstream database and the mainstream operating system
is also the most important indicator. +e high professional
threshold of the artificial intelligence industry makes the
evaluation of the basic quality and skills of talent focus on the
professional skills and knowledge of the industry and re-
quires innovation ability on this basis. +e three corner-
stones of artificial intelligence are algorithms, data, and
computing power. Data mining, machine learning, and deep
learning algorithms are the fundamental ways to realize
artificial intelligence, simulate human learning behavior, and
endow computers with intelligence. +erefore, in the first-
level index “C Algorithm and design skills,” mastering the
data mining algorithms, machine learning, and deep
learning frameworks have a great impact on the evaluation
results of professional ability, while speech recognition and
computer vision are the most popular practical application
scenarios of artificial intelligence in recent years. +ese are
not only the hot topics of algorithm research in colleges and
universities but also the technical opportunity directions of
industry development. +ey also have a high weight in the
evaluation system.+e second-level index weight data under
“D Research and practical skills” shows that research and
invention ability is also an important evaluation dimension,
which reflects the employees’ research depth and innovation
consciousness.

7. Conclusion

Based on the mining and content analysis of the recruitment
text of artificial intelligence posts on a recruitment website,
this paper extracts five main types of artificial intelligence
posts: basic application posts, technical support posts, ap-
plication development posts, algorithm research posts, and
senior R&D posts. Based on the work responsibilities and
corresponding ability needs of various posts, combined with
the talent training plan of colleges and universities obtained
from expert consultation and literature research, a multi-
dimensional evaluation index system of the professional
ability of artificial intelligence talent is constructed.+en, the
index weights at all levels are calculated according to the
intuitive fuzzy judgment of experts under the two back-
grounds of “industry” and “education.” By analyzing the
index weight calculation results of the intuitive fuzzy ana-
lytic hierarchy process in Section 6.4, it is found that the
weight of the “C Algorithm and design skills” is 0.2564,
which is the highest among the four first-level indicators.
+is shows that the industry and education expert groups
surveyed in this study agree that the algorithms and design
skills from the perspective of the integration of industry and
education are the most important evaluation dimension of
the professional ability of artificial intelligence talent. Talent
is also required to master data mining and machine learning
and deep learning algorithms and have the ability to solve

Table 9: Weight of artificial intelligence professional ability
evaluation index.

First-level
index Second-level index Final weight of the

second-level index

A (0.1968,
0.6674) 0.2559

A1 (0.1012, 0.8164) 0.1431 0.0366
A2 (0.0734, 0.8554) 0.1025 0.0262
A3 (0.1028, 0.8158) 0.1452 0.0372
A4 (0.0689, 0.8566) 0.0966 0.0247
A5 (0.0685, 0.8565) 0.0961 0.0246
A6 (0.0760, 0.8455) 0.1070 0.0274
A7 (0.0825, 0.8356) 0.1166 0.0298
A8 (0.0657, 0.8618) 0.0919 0.0235
A9 (0.0716, 0.8489) 0.1009 0.0258

B (0.1920,
0.6801) 0.2474

B1 (0.1788, 0.7155) 0.2319 0.0574
B2 (0.2010, 0.6886) 0.2621 0.0648
B3 (0.1395, 0.7561) 0.1807 0.0447
B4 (0.1350, 0.7611) 0.1747 0.0432
B5 (0.1166, 0.7816) 0.1506 0.0373

C (0.2002,
0.6771) 0.2564

C1 (0.0952, 0.8132) 0.1332 0.0342
C2 (0.0925, 0.8211) 0.1287 0.0330
C3 (0.1158, 0.7940) 0.1618 0.0415
C4 (0.1164, 0.7916) 0.1630 0.0418
C5 (0.0925, 0.8242) 0.1283 0.0329
C6 (0.0733, 0.8522) 0.1007 0.0258
C7 (0.0632, 0.8653) 0.0865 0.0222
C8 (0.0708, 0.8487) 0.0979 0.0251

D (0.1866,
0.6860) 0.2403

D1 (0.1440, 0.7793) 0.1898 0.0456
D2 (0.1275, 0.7996) 0.1674 0.0402
D3 (0.0971, 0.8313) 0.1272 0.0306
D4 (0.0941, 0.8358) 0.1232 0.0296
D5 (0.0898, 0.8426) 0.1172 0.0281
D6 (0.0901, 0.8403) 0.1179 0.0283
D7 (0.0675, 0.8728) 0.0874 0.0210
D8 (0.0542, 0.8895) 0.0699 0.0168
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practical problems of computer vision and speech recog-
nition. On the one hand, in terms of the need for learning
and innovation in colleges and universities, the mastery and
research of algorithms is the cornerstone of the continuous
updating of AI’s cutting-edge technology. On the other
hand, the design skills of AI talent are an important driving
force for the implementation of cutting-edge research on
algorithms and the continuous development of the AI in-
dustry. In addition, the basic abilities of the evaluated object
are of great concern. Among the basic abilities, professional
skills such as applied mathematics, computers, data struc-
tures, and algorithms are more important, and the basic
quality is mainly innovation ability. +e weight of the da-
tabase and network skill dimension ranks third, and talent is
mainly required to be familiar with the mainstream database
and mainstream operating system development environ-
ment. +e last is the dimension of research and practical
skills. +e results of papers published in core journals or
international conferences and artificial intelligence patents
are all bonus items of professional ability evaluation.

Human-job match theory points out that human per-
sonality differences are common, and any individual has his
or her own characteristics. +e fundamental problem is how
to put talent in appropriate positions to give full play to their
maximum effectiveness.+e final analysis is to overcome the
problem of information asymmetry between positions and
the workforce. +e integration of industry and education is
an effective way to solve the serious problem of talent
training and demand mismatch. In the process of talent
training, the cultivation method of industry and education
integration takes projects as the link and deepens the co-
operation between schools and enterprises, which is an
effective way to cultivate high-level applied talent. In ad-
dition to artificial intelligence posts, the professional ability
evaluation of various industries in urgent need of applied
talent is applicable to the perspective of integration of in-
dustry and education, especially in industries that have high
requirements for the technical level and innovation con-
sciousness of employees. +is paper studies the vocational
ability evaluation system based on artificial intelligence from
the perspective of the integration of production and edu-
cation, which has a certain reference significance for the
vocational ability evaluation of applied talent in other in-
dustries in the future.

Based on the abovementioned results, we believe that
strengthening the integration of industry and education and
promoting the training of artificial intelligence talent is still
an effective means to comply with the rapid development of
artificial intelligence skills and alleviate the contradiction
between talent supply and industry demand.+e selection of
indicators in this study is based on the demanded text of
artificial intelligence talent, combined with the actual
business scenarios of the industry and theoretical research in
the literature. In the process of index establishment and
weight calculation, the cognition of experts from both
“industry” and “education” was consulted and integrated.
+e integration of these factors could lead to a more mul-
tidimensional and unified evaluation system and a beneficial
supplement to ease the lack of talent skill certification in

today’s artificial intelligence industry. However, the evalu-
ation index system is only one way to test the professional
talent ability. If the talent training of the artificial intelligence
industry wants to achieve the “integration of industry and
education” and shorten the distance between higher edu-
cation and the actual needs of industry development, it is
more important to pay attention to the mutual penetration
and support of the roles of universities and industry. In this
context, one could consider a cooperative teaching mode
between schools and enterprises, encourage innovative re-
search based on enterprise R&D projects, and provide more
practical opportunities in talent education. One could also
explore the training mode of “artificial intelligence +”
compound talent and implement the training strategy of
professional differentiation to promote an effective con-
nection between the paths of talent education and industry
development.
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Internet of�ings (IoT) is considered the upcoming industrial and academic revolution in the technological world having billions
of things and devices connected to the Internet. �ese connected devices are heterogeneous. �ey have di�erent standards and
technologies which communicate through di�erent protocols.�erefore, the implementation of IoTon a large scale is di�cult due
to these heterogeneity challenges.�is motivated us to overcome the scaling problem of IoT by identifying the challenges from the
literature and providing solutions. �is study is based on the identi�cation of the heterogeneous challenges with solutions via a
systematic literature review. A total of 81 primary sources were selected. After extracting and synthesizing the data, we identi�ed
14 di�erent IoT heterogeneity challenges. Some of the identi�ed challenges are “heterogeneity of devices,” “heterogeneity in
formats of data,” “heterogeneity in communication,” and “interoperability issue due to heterogeneity.” �e identi�ed challenges
have been analyzed from digital libraries and timeframe perspectives. Furthermore, we have found a total of 81 solutions for those
challenges, with at least 5 unique solutions for each challenge. In the future, we will categorize the challenges and prioritize the
solutions by using a multi-criteria decision-making problem.

1. Motivation

IoT is the expansion of current Internet services to provide
connectivity to each object of this world. IoT has become the
most prominent technology across the globe. It is an
emerging technology that is under development process
where everyone is trying to interpret it according to their
needs. �e implementation and interpretation of IoT face
some serious challenges like security, virtualization, and
heterogeneity. Heterogeneity itself is a multifaceted chal-
lenge hindering the large-scale implementation of IoT vi-
sion. It is due to these challenges that so far only limited
implementations of IoT systems have become a reality. �is
motivated us to perform a systematic literature review to

identify those IoT heterogeneity challenges and their solu-
tions. Another contribution of this study is conducting a
depth analysis of those challenges using the chi-square test
based on digital libraries and timeframe.

2. Introduction

In today’s technological world, IoT is considered an im-
portant advancement among the trending technologies. �e
term IoT can be simply de�ned as the devices that can be
connected with sources of the Internet [1]. In past years,
these devices have been constantly growing. Reference [2]
reported that around 500 billion devices will be connected to
the Internet by 2030. In the physical as well as in the virtual
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world, these IoTdevices will further interconnect with other
devices in a large number, which will give new birth to the
forms of interaction.)is will enable us to connect all objects
of our surroundings in every corner of the world in a single
period. )ese objects can be sensors, smartphones, auto-
mobiles, industrial robots, refrigerators, thermostats, tablets,
etc. )e IoT is widespread in both academia and industry. It
is producing business opportunities in multiple fields of
industrial markets, in both public and private sectors in a
very broad range. )e industrial revolution of IoT will have
billions of heterogeneous devices on the Internet of )ings
in the near future.

At the other extreme, the IoT vision of a large-scale
implementation faces serious challenges across many di-
mensions. One of the main obstructions in IoT is its in-
clination toward heterogeneity, and the heterogeneous
nature might be in form of protocols, device data format,
communication capabilities of the devices, technologies,
hardware, etc. [3, 4]. It is due to these types of challenges that
so far only limited implementations of IoT systems have
become a reality. For IoT to evolve toward its vision of global
implementation, these obstructions need to be reduced on
different levels. To activate and provide the service, devices
must be connected to the Internet. )e identification of
heterogeneity-based challenges that exist at different levels is
needed, and the current solutions adopted and/or imple-
mented by different studies for handling heterogeneity in
IoT systems need to be highlighted. )e objective of this
study is to conduct a systematic literature review to identify
those IoT heterogeneity challenges and find out the solutions
implemented by different studies to handle IoT heteroge-
neity challenges. )e significance of this study is that it will
provide the identification and analysis of heterogeneity
challenges in IoT systems and provide a summary of dif-
ferent studies that implemented various solutions to handle
the heterogeneity of IoT systems. Another significant con-
tribution is that it will provide a future direction to re-
searchers to make a better stand-alone architecture aiming
to tackle the heterogeneity challenges at different levels of
IoT systems. As a result, IoT systems can be utilized and
implemented in a wide range of industrial fields.

)e organization of this paper is as follows: Section 3
presents a literature review related to IoT history, challenges,
and heterogeneity concerns. Section 4 explains the research
methodology used to achieve the objectives of this research.
Section 5 provides the result and discussion of IoT het-
erogeneity challenges and the solutions to those challenges
found in this study. Section 6 concludes this review and
suggests future work.

3. Literature Review

Because of the broad and complex nature of IoT, it has not
yet got a single unique definition that is acceptable to the
whole global community of users. Many researchers,
practitioners, academicians, developers, and corporate
people have defined IoT in their terms, but the credit must be
attributed to Kevin Ashton, an expert on digital innovation
who for the first time used and defined it. According to [5],

IoTcould be nicely defined as follows: a very comprehensive
and accessible network of intelligent devices which can act
and react in accord with situations; self-organize; share
information, data, and resources; and be subject to change in
the environment.

IoT is growing and maturing day by day. It is the latest,
most fine, and excellent concept in information technology.
It is a new paradigmatic shift in information technological
advancement. )e expression “Internet of)ings,” concisely
shortened to IoT, is comprised of two words, “Internet” and
“)ings.” Internet uses a standard set of Internet protocols
(TCP/IP) to connect and serve a large number of users
around the globe [6, 7]. It is a global system of inter-
connected computer networks. Internet is interconnected
networks that includes a large number of local to regional
commercial networks that may be private, government-
owned, public, or academic networks. )ese networks are
connected through a wide range of electronic, wireless, and
optical network technologies [8]. )e Internet is generally
defined as a global network that connects millions of
computers. About 190 states of the world are linked through
the Internet that constantly shares data, opinions, and news
[9]. According to [10], there is an estimated 5,080,388,142
Internet users around the world. )is large sum of users
indicates that about 40% of the world’s total population uses
the Internet.

)e word “)ings” in the “Internet of)ings” can be any
object or person identifiable in the real world. Daily ne-
cessities include electronic devices that we come across as
well as daily used advanced technological items like
equipment and gadgets. In the near future, other certain
everyday objects are expected to connect with the Internet,
which will lead to a period of extreme expansion of the
Internet known as the Internet of)ings. IoTsystem is based
on devices to sense, actuate, control, and monitor activities
[11]. IoT devices that are connected to other devices and
applications can exchange data with each other, they may
receive information from some other IoTdevices. To process
data, they may send the data either to centralized serves
locally or it may send data for processing to cloud.

)e National Intelligence Council (NIC) of the United
Nations (UN) has considered IoT as one of the six “Dis-
ruptive Civil Technologies” [12]. In this respect, we can list
many fields that are already benefiting from the services of
different architectural forms of IoT like transportation,
e-governance, smart city, smart health, life support, edu-
cation, retail, logistics, agriculture, automation,
manufacturing of industrial products, and management of
businesses.

Ericsson [13] and Evans [14] have conducted surveys and
estimated that the use of the Internet will further increase,
grow, and be boosted tenfold in the coming days. According
to their estimation, about 50 billion devices would have
connected by 2020. )is expected number of new Internet
devices shall be supposedly called constricted devices [15].
)ese devices are small in size, are enclosed in nature, and
have a low cost. )ey are specifically designed for the
purpose of executing specific tasks like monitoring the
physical environment. IoT devices are limited in terms of
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communication capabilities, processing power, and energy
consumption due to their low cost. )at is why these
constrained devices are very heterogeneous in terms of their
essential communication protocols, device data formats, and
technologies.

Due to the heterogeneity of IoT, devices on the market
nowadays have diversity in communication protocols,
methods of network connectivity, and resulting models of
application. It is not feasible to support such kinds of di-
versities in IoT, because developers typically lack the proper
resources required to have a grip on the specifics of the
constrained devices and network [16]. )e main objective is
to decrease, hide, or eradicate such a broad range of diversity
of the technologies, applications models, and protocols from
the users of IoT [17]. Because of the heterogeneous nature of
IoT, it is one of the newly emerging research areas which has
robust potential to bring a paradigm shift in the under-
standing of fundamental computer science principles and
standards of our future living [18]. )e demand for con-
strained IoT devices is expected to increase; this problem is
expected to get worse in the future. )erefore, there will be a
need to improve the integration of a large number of
constrained devices in IoT. In this study, we have performed
SLR aiming to identify the heterogeneity challenges and
provide a summary of the solutions adopted for those
challenges.

4. Research Methodology

A systematic literature review (SLR) methodology is adopted
to identify the heterogeneity challenges in IoT systems,
hindering a global IoT vision, and to find solutions to the
identified heterogeneity challenges.

4.1. Research Questions. )e first step of a systematic lit-
erature review is to define research questions. )e research
questions of this study are mentioned in Table 1.

4.2. Search String. )e second phase of a systematic liter-
ature review is to find relevant studies on the research topic.
We identified digital libraries in which primary search was
carried out: IEEE Xplore, SpringerLink, Google Scholar,
ScienceDirect, and ACM. We then defined a set of keywords
related to our research topic: “Internet of )ings,” “IoT,”
“heterogeneity,” “heterogeneous,” and “challenges.” Finally,
search strings were defined and used to collect published
articles related to the research topic. Search strings are
provided in Table 2.

4.3. Study Selection. )e research selection process is to
perform search in digital libraries based on the tollgate
approach considering the search strings. Figure 1 shows a
selection of articles using the tollgate approach.

In snowballing process, we selected 9 papers from
journals (IEEE TMC, TPDS, JSAC, ToN, TWC) and

conferences (SIGCOMM, MobiCom, MobiSys, INFO-
COM), the content of which is analyzed and discussed in
Section.

Initially, 3854 papers were selected by applying search
protocol to the selected digital libraries. A selection process
has been applied based on keywords, titles, duplication
removal, abstracts, and full text of selected papers. We ex-
cluded the papers of the following types:

(1) Studies published in sources other than conferences,
journals, patents, and technical reports

(2) Research papers not published in the English
language

(3) Studies published before 2010
(4) Studies that are not related to the defined search

strings

To evaluate the quality of the included research papers,
we assessed the following aspects:

(1) )e study provides information about any challenge
related to IoT heterogeneity

(2) )e study represents a clear solution to the identified
challenge of heterogeneity

(3) )e published study is from a stable and recognized
publication source

Figure 2 shows a summary of paper selection based on
digital libraries, and Figure 3 shows the paper selection on a
yearly basis.

5. Analysis and Discussion

In this section, we have discussed the results relevant to our
RQs. For the analysis, we used the linear chi-square test of
association. For categorical values of predictor and outcome
variables, the chi-square test is counted as more significant
than other statistical tests. To answer RQ1, identified
challenges/critical issues through the SLR are presented in
Table 3. We have found a significant difference in hetero-
geneity challenges.

We set an occurrence percentage threshold of 30%.
Accordingly, “Heterogeneity of devices,” “heterogeneity in
formats of data,” and “heterogeneity in communication” are
the most critical identified challenges.

5.1. Comparison of Challenges Based on Digital Libraries.
Table 4 shows the analysis of the identified challenges
based on digital libraries. We have Google Scholar, IEEE
Xplore, SpringerLink, ScienceDirect, and ACM as
digital libraries. From the analysis, we have found the
following:

(1) Heterogeneity in communication is critical in
Google Scholar and SpringerLink

(2) Heterogeneity of devices is critical in Google Scholar,
IEEE Xplore, and SpringerLink

Scientific Programming 3



Table 1: Research questions.

No. Research questions
RQ1 What are the challenges in heterogeneous IoT in the literature?
RQ2 What are the solutions to these challenges in heterogeneous IoT in the literature?

Table 2: Search strings.

Sources Search string Context
Google Scholar (“Heterogeneous Internet of )ings”) AND (“issues OR challenges”)

IoT heterogeneity
IEEE Explore “Heterogeneous” AND (“IoT” OR “Internet of )ings”) AND “challenges”
ScienceDirect (“IoT” OR “Internet of )ings”) AND (“heterogenous”) AND (“challenges”)
ACM (“IoT”) AND (“heterogenous”) AND (“challenges”)
SpringerLink (“IoT”) AND (“heterogeneity”) AND (“challenges”)

IEEE
Xplore

Google
Scholar

Science
Direct ACM SpringerLink

1280 992 275 139 1168

393

Inclusion /Exclusion based on Title

Inclusion /Exclusion based on Abstract

Inclusion /Exclusion based on Full Article

Duplication Removal

377

122

81

Figure 1: Selection of articles using the tollgate approach.

Keywords Title Duplication Removal Abstract Full Article
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Figure 2: Paper selection based on digital libraries.
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(3) Heterogeneity in formats of data is critical in Sci-
enceDirect, SpringerLink, and IEEE Xplore

(4) Interoperability issue is critical in ACM and
SpringerLink

5.2. Comparison of Challenges Based on Timeframe.
Table 5 shows the analysis of the identified challenges based on
timeframe.We have divided the duration into two timeframes:
Timeframe I from 2011 to 2016 and Timeframe II from 2017 to
2021. From the analysis, we have found the following:

Heterogeneity in communication is critical in Time-
frame I from 2011 to 2016 as shown in Table 5.

(1) Heterogeneity of devices is critical in Timeframe I
and Timeframe II

(2) Heterogeneity in formats of data is critical in
Timeframe I and Timeframe II

5.3. Proposed Solutions. To answer RQ2, solutions to the
identified challenges are presented in Table 6. We have
found a total of 81 solutions for those challenges, with at least
5 unique solutions for each challenge.
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Figure 3: Paper selected on a yearly basis.

Table 3: Challenges identified through SLR.

S.
No Challenges Frequency,

81
Percentage

(%) Papers ID

1 Fragmentation in connectivity,
protocols 10 14 PiD4, PiD2, PiD4, PiD5, PiD36, PiD54, PiD60, PiD66, PiD74,

PPiD78

2 Diversity in network
technologies 9 13 PiD3, PiD6, PiD7, PiD8, PiD9, PiD10, PiD46, PiD54, PiD63

3 Management of networks 6 8 PiD8, PiD11, PiD13, PiD14, PiD15, PiD16

4 Heterogeneous communication
issues 26 36

PiD3, PiD10, PiD11, PiD13, PiD15, PiD17, PiD20, PiD21, PiD26,
PiD28, PiD29, PiD49, PiD57, PiD58, PiD61, PiD62, PiD64, PiD65,

PiD68, PiD70, PiD72, PiD73, PiD75, PiD80, PiD81

5 Heterogeneity of devices issues 35 49

PiD2, PiD3, PiD8, PiD11, PiD12, PiD14, PiD16, PiD19, PiD20,
PiD21, PiD22, PiD23, PiD24, PiD25, PiD26, PiD27, PiD28, PiD45,
PiD46, PiD47, PiD50, PiD51, PiD56, PiD57, PiD58, PiD62, PiD63,

PiD65, PiD68, PiD70, PiD71, PiD72, PiD77

6 Communication between
heterogeneous devices 15 21 PiD3, PiD7, PiD10, PiD18, PiD28, PiD29, PiD30, PiD31, PiD32,

PiD33, PiD47, PiD50, PiD53, PiD69, PiD71

7 Management and configuration
of devices 13 18 PiD11, PiD14, PiD16, PiD30, PiD33, PiD34, PiD35, PiD36, PiD37,

PiD54, PiD61, PiD62

8 Heterogeneous data/data
formats 26 36

PiD1, PiD6, PiD10, PiD18, PiD25, PiD26, PiD27, PiD28, PiD32,
PiD36, PiD38, PiD39, PiD40, PiD41, PiD42, PiD57, PiD58, PiD62,

PiD64, PiD65, PiD68, PiD69, PiD70, PiD72, PiD79

9 Data security 12 17 PiD23, PiD31, PiD43, PiD44, PiD45, PiD46, PiD49, PiD52, PiD53,
PiD76, PiD77

10 Communication security 16 22 PiD19, PiD23, PiD31, PiD32, PiD35, PiD43, PiD44, PiD47, PiD48,
PiD49, PiD50, PiD51, PiD52, PiD53, PiD54, PiD55

11 Device security 14 20 PiD8, PiD19, PiD23, PiD24, PiD31, PiD43, PiD48, PiD49, PiD52,
PiD53, PiD54, PiD55, PiD67

12 Heterogeneity in standards,
platform 10 14 PiD1, PiD34, PiD36, PiD56, PiD57, PiD58, PiD59, PiD60, PiD66,

PiD72

13 Integration of devices and data 14 20 PiD12, PiD18, PiD21, PiD23, PiD38, PiD41, PiD53, PiD56, PiD60,
PiD61, PiD62, PiD63, PiD64, PiD65

14 Interoperability issue 16 22 PiD5, PiD9, PiD23, PiD27, PiD30, PiD37, PiD51, PiD59, PiD65,
PiD66, PiD67, PiD68, PiD69, PiD70, PiD71, PiD72
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Table 6: Summary of solutions for identified challenges.

Challenge addressed
Proposed solutions

Ref Year Approach Solution

Fragmentation in connectivity, data
formats, and protocols

[4] 2015 Framework ConnectOpen, providing a flexible communication agent deployed at
the gateway

[19] 2016 Platform SPOT, a smartphone-based platform that makes use of open device
driver models using XML

[15] 2015 Platform Cloud-based platform to integrate the services with communication
models and constrained devices

[20] 2020 Architecture )e recursive Inter-network architecture-based approach that reduces
the protocol complexity and improves standardization

[21] 2019 Protocol
Coexistent routing and flooding (CRF) using unique features of the
physical layer technology-to-physical communication method for

concurrent routing

[22] 2020 Platform iArk, a universal tracking platform for all types of IoTdevices operating
in the very high-frequency band

[23] 2020 Mechanism New roaming mechanism for LoRaWAN (low bandwidth wide area
network) protocol based on reliable 5G network

Diversity in network technologies

[24] 2019 Architecture Fog computing-based, multi-technology service architecture for IoT
devices

[25] 2011 Framework IDRA, reconfigurable network framework to directly connect the
devices that are correlated to each other

[26] 2019 Framework SDN-IoT, a framework that provides the functionality of converting m
heterogeneous controllers to n homogeneous controllers

[27] 2017 Middleware A smartphone-based mobile gateway that provides an interface between
devices and the Internet, being flexible and transparent

[28] 2020 Proposed
system

A decentralized, blockchain-based cloud solution for creating complex
services of the network at the edge using IoT devices

Management of networks

[29] 2016 Architecture A solution based on the utilization of dockers implemented on devices
[30] 2016 Architecture Combining both direct and indirect current management approaches

[31] 2020 Model Message-based communication model consists of a dictionary of
services for devices and servers to interact

[32] 2019 Platform M4DN.IoT, a platform for the management of IoTnetworks with a user-
friendly interface

[33] 2014 Architecture Extending the multi-network information architecture (MINA)
middleware with SDN multilayer IoT controller

[34] 2014 Framework Framework for managing and configuring the network dynamically
based on SDN

Table 5: Summary of challenges based on timeframe.

Challenges

Timeframe I
(2011–2016),

n� 23

Timeframe II
(2017–2021),

n� 58
Chi-square test, α� 0.05

f % f % x2 p

Fragmentation in connectivity, protocols 2 9 8 14 0.4918 0.4831
Diversity in network technologies 5 22 4 7 2.7502 0.0972
Management of networks 3 13 3 5 1.1185 0.2902
Heterogeneity in communication 8 35 18 31 0.0042 0.9478
Heterogeneity of devices 13 57 22 38 0.8052 0.3695
Communication between heterogeneous devices 4 17 11 19 0.0878 0.7669
Management and configuration of devices 3 13 10 17 0.3112 0.5769
Heterogeneity in formats of data 8 35 18 31 0.0042 0.9478
Data security 2 9 10 17 1.0399 0.3078
Communication security 3 13 13 22 0.9920 0.3192
Device security 2 9 12 20 1.6784 0.1951
Heterogeneity in standards, platform 3 13 7 12 0.0001 0.9901
Integration of devices and data 6 26 8 14 1.0677 0.3015
Interoperability issue 5 22 11 19 0.0086 0.9257
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Table 6: Continued.

Challenge addressed
Proposed solutions

Ref Year Approach Solution

Heterogeneity in communication

[35] 2016 Algorithm Hierarchal clustering algorithm for dynamic and heterogeneous IoT

[36] 2016 Framework Relying on a device and distributed SDN connectivity to overcome the
issue of heterogeneous communication methods used in IoT

[37] 2016 Proposed
system TACIoT, a flexible and reliable IoT access control system

[38] 2020 Framework Knowledge-based framework using edge computing for heterogeneous
connectivity in the Internet of )ings networks

[39] 2021 Algorithm

Distributed online optimization algorithm based on game theory and
optimization theory. )e algorithm works online and jointly decides to
offload heterogeneous tasks, allocate computing resources, and manage

battery power

[40] 2020 Model
Optimal geographic distribution across heterogeneous networks with
caching support. Extending optimization to heterogeneous networks

using simulated user distributions

[41] 2020 Framework Elastic zoom algorithm for cells based on the end-user quality of service
and traffic load

[42] 2019 Platform MINOS, multi-protocol software that defines a networking platform

Heterogeneity of devices

[43] 2017 Platform )ingsJS, a JavaScript-based middleware platform and runtime
environment that bypasses system-specific complexities

[44] 2014 Architecture Architecture, combined with cognitive capabilities, that supports
intelligent decision-making and automates service creation

[45] 2017 Platform IoTOne, software platform to support heterogeneous Internet of )ings
devices and allow robust control of devices

[46] 2020 Middleware Cuttlefish, lightweight and flexible middleware having unified APIs for
application development for heterogeneous device utilization

[47] 2020 Middleware MSOAH-IoT is based on a service-oriented architecture that handles
various networking interfaces and collects data using REST API

[48] 2017 Architecture
A middleware architecture and edge-based protocol that enables

heterogeneous edge devices to dynamically exchange data and resources
to improve application performance and privacy

[49] 2019 Framework A novel communication framework that enables simultaneous N-Way
communication betweenWi-Fi and bluetooth low energy (BLE) devices

[50] 2020 Mechanism
eWoT, a semantically interactive ecosystem of IoTdevices that provides
SPARQL query-based mechanism for transparent discovery and access

to IoT devices

Communication between
heterogeneous devices

[51] 2012 Framework Resource-oriented middleware framework using blockchain technology

[52] 2018 Architecture Use of a multimodal d employing a variety of heterogeneous wireless
networks

[53] 2019 Model Ontology-based device semantic web rule language between multiple
devices in a heterogeneous system

[54] 2020 Protocol A device-to-device lightweight security protocol based on a symmetric
key scheme to ensure secure communication between devices

[55] 2019 Middleware PICO, REST web service-based data-centric middleware for real-time
communication and storage of data

[56] 2018 Architecture A fully decentralized IoT access control system, based on blockchain
technology architecture

Management and configuration of
devices

[32] 2019 Platform M4DN.IoT, a platform for the management of IoTnetworks with a user-
friendly interface

[57] 2016 Framework EC-IoT, making use of an open standard upon IoT communication
protocol (COAP)

[58] 2019 Architecture An improved architecture for managing, monitoring, and configuring
IoT devices, based on private blockchain

[59] 2020 Platform An open and scalable IoT platform having edge computing
characteristics

[60] 2020 Framework DIAM-IoT, a framework for IoTdevice decentralized identification and
access management
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Table 6: Continued.

Challenge addressed
Proposed solutions

Ref Year Approach Solution

Heterogeneity in formats of data

[61] 2016 Framework SIGHTED, a framework based on the semantic web and connected data
principles

[62] 2017 Framework A solution consisting of Internet gateway device functions, NoSQL
database, web services, and IoT application

[63] 2011 Framework SeaCloudDM, a novel sea-cloud-based heterogeneous data
management framework

[64] 2020 Proposed
system

MusQ, a solution that provides a multi-storing query system for IoT
data using a formal unified query language (MQL)

[68] 2020 Mechanism
Ethereum blockchain consisting of generic and constrained devices that
connect to the blockchain via a wired and wireless heterogeneous

network

[65] 2020 Architecture Software architecture for processing and analyzing data from
heterogeneous sources with different structures in IoT scopes

Data security

[66] 2021 Framework Distributed multiparty secure computing framework for data
authentication of devices

[67] 2018 Framework Framework for access control in IoT using block chain technology

[69] 2020 Proposed
system

PEIoT, a data streaming system with enhanced privacy
(i) Providing users with the ability to subscribe to/unsubscribe from
data
(ii) Enabling data controllers to invoke various privacy-enhancing
technologies

[70] 2019 Model

Two modules:
(i) Secure data processing system to maintain IoT data security and
integrity
(ii) Drone-based data analytic system using edge computing and on-
device computing

[71] 2016 Architecture A novel architecture consisting of a distributed interface having e-
nodes—inexpensive, simple, and embedded nodes

Communication security

[72] 2019 Protocol
Multigroup key management protocol to ensure upstream and

downstream secrecy, recovery from collision attacks, and network
security

[73] 2019 Mechanism A physical layer security mechanism to validate the single source for
heterogeneous IoT

[74] 2020 Protocol Using proxy re-signature, a privacy-preserving authentication protocol
for heterogeneous system

[75] 2019 Method SMER, a method for exchanging resources between heterogeneous
devices securely

[76] 2015 Algorithms Optimized elliptic curve cryptography (ECC) algorithms for the devices
based on NXP/Jennic JN5148

Device security

[77] 2019 Proposed
system

Novel and lightweight authentication and key agreement scheme for
heterogeneous IoT devices

[78] 2018 Algorithm ECC-based algorithm to authenticate and authorize new devices in a
network

[79] 2021 Framework MECshield, a DDoS prevention framework, based on mobile edge
computing (MEC)

[80] 2020 Proposed
system

Novel decentralized authentication mechanism based on blockchain
technology

Heterogeneity in standards,
platform

[81] 2018 Method Smart governance approach for heterogeneous IoTsystem management

[82] 2019 Framework BRAIN-IoT, a framework and methodology for interconnecting
heterogeneous platforms and automation

[83] 2016 Model )e data model used in the VITAL project (open source IoT system of
systems) for rapid development of IoT-based systems

[84] 2021 Platform Data Spine, federated platform for bridging interoperability gaps
between heterogeneous IoT platforms

[85] 2017 Model
A concept of generic driver injection for developing mobile applications
that can be deployed in a variety of environments using different

middleware
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6. Conclusion and Future Work

)is research is a systematic literature review that reviews
the literature in the domain of IoT heterogeneity. )e
review has been implemented using a systematic meth-
odology to select different studies addressing the challenges
faced by heterogeneous IoT. To conduct this study, a total
of 81 research papers that are published in different digital
libraries from 2011 to 2021 were selected. For analysis
purposes, we divided this duration into two timeframes.
One is from 2011 to 2016, and the other is from 2017 to
2021. In this SLR, we have identified 14 different hetero-
geneity challenges that need to be addressed to implement
IoTon a large scale. Challenges with occurrence percentage
of more than 30% are defined as the most critical ones. In
this study, we analyze the occurrence of those challenges
based on digital libraries as well as timeframe. In this
analysis, we found out that some challenges were more
critical in the earlier timeframe than in the recent
timeframe.

We also found out that some challenges are still critical
in both timeframes. After identifying those challenges, we
found at least 5 solutions for each identified challenge. )e
summary of those solutions is given in Table 6. In future
work, we want to categorize the challenges and prioritize the
solutions by using a multi-criteria decision-making
problem.

Data Availability

)e data collected during the data collection phase will be
provided by the corresponding author upon request.
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Energy waste altogether adds to expanded expenses in the car fabricating industry, which is liable to energy use limitations and tax
assessment from national and global strategy creators and con�nements and charges from national energy suppliers. �is
checking is essential for energy sparing since it empowers organizations to roll out operational improvements to diminish energy
utilization and expenses. �e primary test to energy observation is the need to incorporate assembling and energy checking and
control gadgets that help diverse correspondence conventions and are generally dispersed over a wide region. One of the most
signi�cant challenges in the advancement of the Internet of �ings (IoT) has been the powering of billions of connected devices.
Evaluation of digital services considering an energy impression of the Internet normally requires models of the energy intensity of
the Internet. A typical way to deal with the display of the energy intensity is to consolidate assessments of market studies of
introduced gadgets on a national or worldwide scale and their related power utilization with the aggregate information volume
transported at a similar scale. Energy sources are a fundamental part of society development, and a steady power supply is essential
for today’s progress. End-use energy is transferred to various consumers via power transmission and circulation networks after
being transformed to optional energy as electricity by various power facilities. �e power grid serves as the physical stage for both
wide-area electric power sharing and display exchanges, and it is at the heart of auxiliary energy sources. In this manner, it
attempts to connect the part of a center point between essential energy and end-use energy. With the bidirectional power stream
given by the Energy Internet, di�erent techniques are elevated to enhance and increase the energy usage between Energy Internet
and Main-Grid. Energy pro�ciency and, in addition, quick information transmission are fundamental to green correspondences-
based applications for IoT. Here, we are trying to provide a state-of-the-art survey over various Internet of Energy techniques
along with IoT.

1. Introduction

�e Internet of Computer (IoC) has been widely used since
1991, which is utilized for people’s interaction for a long
time. New energy advancements for co-created warmth and

power and expanded utilization of renewable ones, for ex-
ample, biomass, sun-powered energy, and wind power,
should be incorporated in a clever, data-based worldwide
energy framework. In that sense, we have a worldview
change from existing aloof and data-poor systems to
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dynamic data-rich energy systems, which alters the course
of one-path stream since the power systems were started.
�e integration of little much conveyed energy creation
sources and their coupling with cutting edge data-driven
administrations will o�er ascent to another foundation
that we allude to as Internet of Energy as shown in
Figures 1 and 2.

In this way, the Internet-based foundation will be �rmly
combined with the energy area and is used to help the im-
provement of new components for exchange in view of free
market activity in the power advertise. New data subordinate
astute energy administration systems will be required for a
framework equipped for supporting the deregulated energy
advertise. In such an intricate and dynamic system, it is
normal that disseminated energy makers and devouring
substances will be much interconnected likewise by means of
data streams.�e expectation is to build up a free and focused
market for energy generation and circulation by separating
the esteemed chain creation, exchange, and appropriation of
electrical power. ICTwill make it feasible for future dispersed
energy systems to act naturally and automatically in more
better ways and will empower dynamic revamping and co-
ordination of administration markets. Diverse models and
situations for an exceptionally dispersed data-based energy
framework will be developed [1].

IoE utilizes the bidirectional stream of energy and in-
formation inside the smart grid to increase profound bits of
knowledge on power use and predicts future activities to
build energy e�ectiveness and low general cost [2]. �e
combination of WSNs, actuators, smart meters, and dif-
ferent parts of the power grid together with information and
communication technology (ICT) is alluded to as the In-
ternet of Energy (IoE) [3, 4]. As of now, the utilization of
renewable energy (counting hydroelectric energy) in the
United States is just 6.8% of the aggregate energy expended,
which is a level much lower than other created countries,
where petroleum product costs are generally higher than the
United States [5]. �erefore, to empower across the board
usage of long haul, secure, feasible, and naturally benevolent

energy, the future electric distribution grid must address the
issues of capacity and complex control.

According to the US Energy Information Administra-
tion, the US consumed more than 27 trillion kilowatt hours
(kWh) in 2007, with electric energy accounting for about 11
trillion kWh and transportation accounting for 8.4 trillion
kWh. �e capacity to properly harness these assets must be
evaluated in preparation for the United States’ advancement
to a greater level of renewable energy consumption. Re-
newable energy assets must be implemented in two ways to
achieve this goal: large-scale centralized setups (such as wind
or solar-based farms) and large-scale DRERs [6].

As nations around the globe put more e�orts in green
energy and renewable resources, the wasteful aspects of
existing power frameworks around the globe are regularly
neglected. �is implies renewable energy cannot be given at
its ideal level of pro�ciency on the grounds that the grid
cannot completely bolster it. For instance, China is one of
the world’s biggest makers of renewable energy; however,
despite everything, it encounters de�ciencies and energy
emergencies since it cannot convey that energy at a level that
can support its populace [7]. �is outcome results in power
blackouts and holes. �e energy exists yet the framework
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does not. Correspondingly, the nation delivers an enormous
number of electric vehicles; however, it does not have ad-
equate charging stations, so the vehicles cannot work. In
2014, China’s energy misfortune because of wasteful aspects
of foundations was greater than the energy utilized every
year by numerous nations around the globe.

2. Future of IoE

One potential answer to the issue of energy inefficiency is
ultra-high voltage transmission (UHV), a framework that
enables very fast energy transmission over long distances
with minimal power loss. Adoption has been relatively
slow over the years after all the benefits of UHV. China
initially actualized UHV in 2009, yet its advancement is
continually extending to take care of demand. China is
attempting to computerize appropriation and add more
resources to take care of demand, including all the more
charging stations for electric autos. It is likewise building
stockpiling destinations, especially in those urban areas
that utilize the most energy, keeping in mind the end goal
to store extra energy productively and near where it will be
required. )is will have included financial advantages for

the organizations providing renewable energy, for ex-
ample, sun powered and twists, because of the way that
more energy will be held and sold, notwithstanding
moderately low stockpiling costs.

In the future as the world moves in the direction of de-
pendence on and reaping of renewable energy sources, the
utilization of nonrenewable resources relied can fall, which will
decrease the requirement for obsolete foundations that handle
resources, for example, coal and oil.)e IoE is the consequence
of the execution of IoT innovation with distributed energy
systems. Its motivation is to upgrade the productivity of the
age, transmission, and usage of electricity. IoT innovation
empowers the IoE by making networks of sensors that have
various smart grid applications. )ese incorporate power
observation, request side energy administration, distributed
capacity, and renewable energy combination among others.
)e IoT is estimated to add $14 trillion to the worldwide
economy by 2030, and the market for computerized gadgets
that empower the IoE is probably going to develop to $89.4
billion by 2030. Smart sensor networks are generally cheap so
they can be comprehensively sent at scale bringing about a
huge measure of information which can be examined to un-
cover approaches to upgrade grid proficiency [8].

Table 1: Comparative analysis of previous works [9].

S.
No. Authors Advantages of the work Limitations of work

1 Kumar and Sukumar
(2018) [10] Proposed a novel scalar point multiplication ECC method cannot handle the DoS assaults

2 Yau et al. (2018) [11]
Provided a review of smart devices in heterogeneous
environments and analysed the energy consumption of

IoT devices
It did not address the major challenging issues

3 Wang et al. (2017)
[12] Analysed the development from smart grid to EI It did not address the security of electrical

systems and correspondence systems

4 Zhou et al. (2016)
[13]

Analysed IoE (Internet of Energy) with the business
perspective

It did not address various aspects like
behavioural, security, and administrative issues

5 Kamalinejad et al.
(2015) [14]

Reviewed on productive WEH and life-time of WEH-
empowered IoT gadgets

It only outlined how to empower WEH for IoT
frameworks but no proposed solutions were

given

6 Kaur and Sood
(2015) [15]

Defined three layers
Detecting and control

Data handling and presentation

Calculation of accelerating the calculation time is
not enough for energy design

7 Moness et al. (2015)
[16] A review for cutting edge layers was exhibited It did not address the social impact

8 Tao et al. (2014) [17] A new ESER assessment was analysed Lack of design, development, and use of ESER

9 Nieminen et al.
(2014) [18] Technique to connect bluetooth LE devices with the IoT It did not focus on smart devices administration

and their improvement

10 Shrouf et al. (2014)
[19]

Focused on energy administration; in addition to this, it
also addressed how to enhance energy It does not focus on recovery of information

11 Cao and Yang (2013)
[20] Focuses on energy “web” issues It does not address the upcoming problems like

energy production, consumption, and sharing

12 Krenge et al. (2013)
[21] Introduced energy name service (ENS) inside the IoE But it did not address how ENS prohibits security

issues and how the objects are recognized

13 Kelly et al. (2013)
[22]

Proposed techniques to check easiness universal detecting
framework

It does not focus on the next network
technologies including IPv6
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3. Related Work

In the last decade, there are many potential works have been
done on green society and Internet of Energy. �ese works
have their own advantages and limitations. Biswaranjan et al.

Generation and
transmission

Optimized
energy storage Smart Meter Charge Station Information Users

Internet of Energy

Smart Power grid

Future Internet

Adaptive Wireless

Web centric remote
control

Distribution (Controller
and transformer)

Power grid
communication

Network

Electrical power
managment System

Figure 3: Concepts of Internet of Energy.

Home Alarm

Co
nn

ec
te

d 
D

ev
ic

es
 (%

)

100

50

0

Home Electricity Meter
Light Bulbs

Countries (India, France, Italy, UK and Germany)

Figure 4: Devices that consumers want to connect.

0

years

4

6

2

20
12

lo
T 

Co
nn

ec
tio

ns

20
13

20
14

20
15

20
16

20
17

20
18

20
19

20
20

20
21

20
22

Figure 5: IoT connections.

0

100

200

300

400

years

Ce
llu

la
r l

oT
 co

nn
ec

tio
n

(M
ill

io
ns

)

20
14

20
15

20
16

20
17

20
18

20
19

20
20

20
21

20
22

Figure 6: IoT consumer perspective.

0

200

Years

400

600

800

20
09

M
ill

io
ns

20
10

20
11

20
12

20
13

20
14

20
15

Figure 7: Statistic of I3 connect platform.

4 Scienti�c Programming



have done a very comprehensive comparative study and
included cloud integration with Lora watermeter network in
their paper [9] available as preprint on Research Square. In
Table 1, the brief comparative analysis of these works is being
referred.

4. Internet of Energy for Electric Mobility

�e task will address reference plans and installed frame-
work designs for exceptionally pro�cient, imaginative smart
network frameworks with respect to prerequisites of simi-
larity, organization, security, power, conclusion, support,
coordinated asset administration, and self-association [23].
Figure 3 shows the concept of Internet of Energy in graphical
form.

Productive, spotless, sheltered, and consistent porta-
bility: IoE proposes inventive answers for interfacing the
Internet with the power grid with applications for electric
versatility, making transport more maintainable, pro�cient,
perfect, protected, and consistent [24, 25].

Finally, from the perspective of customers, IoT is be-
ginning to expand beyond entertainment and communi-
cation devices. Phones, laptops, televisions, and game

consoles are all connected to wearable devices [26]. For
example, 8% of western Europeans possesses a smart watch,
with additional 8% expecting to get one within the next year.

Figures 4 and 5 demonstrate a strong desire to connect
additional household gadgets and appliances. As seen in
Figure 6, this interest is closely related to the utility
industry’s growth around smart meters and consumer en-
ergy management. Georgina Penfold, Director of Spraga Ltd
and winner of Energy Industry Expert of the Year at the 2016
Energy Live Consultancy Awards expressed the following:
“A current survey of substantial vitality end-clients (£500K
per annum power spend or more noteworthy) a«rmed that
about 20% of vitality supervisors trust suspicion of the in-
novation among the chiefs will be a huge boundary to the
appropriation of keen resources inside the business”.

As the following outline represents, our i3Connect
(Figure 7) stage has followed �ve years of consistent de-
velopment of wander venture into IoE, �nishing in $657
million put crosswise over 106 arrangements in 2014. We
trust this could be a monstrous open door for �nancial
esteem creation; however, the vitality business will require
greater security and unwavering quality in contrast with
what is satisfactory for buyer applications [27].
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Figure 8: i3Connect platform.
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Note that these numbers exclude consumer (and other)
IoT applications to concentrate on Industrial IoE over
various distinctive parts. For instance, organizations like
WellAware and PetroFeed have brought up capital in 2014 to
convey IoE to the oil and gas industry (Figure 8).

With the presentation of associated sensors and cloud-
based information logical frameworks, customers and dis-
tricts are currently ready to change conventional sprinkling
frameworks into dynamic savvy watering structures to ac-
complish themost ideal water utilization [28]. Organizations
like aWhere, CropX, and Granular are helping ranchers
better comprehend climate information, water utilization,
and vitality utilization. Organizations, for example,
Enlighted, Blue Pillar, and Simple Energy, are helping un-
dertakings to enhance lighting effectivenessand turn out as
more vital. Zenodys, the Internet of )ings platform, so-
lution is based on the Zenodys visual IoT platform that
handles most of the tasks without any programming:
ZenoConnect provides connectivity of various smart energy
vendors (houses, windmills, PV panels, batteries, etc.) and
connects them to the microgrid.

)e solution is fully independent and can run offline, but
for demonstration purposes, we also enabled remote solu-
tion delivery and Docker-based service deployments.
Zenobox physically connects all the equipment and services
and provides a runtime environment.

)e vision of OSI model is integration of all power
systems and power grid apparatus. It contains procedures of
generation, transport and conveyance, utility store network,
buyers and customers' energy-utilizing contraptions, and
machines or any systems that add to the creation or utili-
zation of the electron. )e request reaction will use the
virtual power plant as far as oversaw stacks and oversaw
supplies, for example, electric vehicle battery stockpiling, etc.
With IoT-E, purchasers without bounds can turn into a
virtual small-scale power plant, offering their overabun-
dance energy, put-away energy, or sustainable age into the
grid. Here are some fundamental intriguing ideas: “IoT-E

permits the flip of a solitary light switch to put into impact a
procedure that flags all procedures upstream to account,
alter for and begin a chain response including all parts of the
energy creation, conveyance, and upkeep and production
network.”

5. Taxonomy of Different Technologies

In general, IoT systems make use of a three-layered archi-
tecture consisting of the application, network, and per-
ception layer [29]. )e generation of data is solely handled
by the perception layer [30]. It chiefly consists of sensors
fitted onto various devices. Other sources of information
such as computers, mobile devices, social media, forms,
audio data, speech data, image data, and power generation
data may also be part of this layer.)e taxonomy of IoT, IoC,
and IoE is shown in Figure 9.

)is layer plays a crucial role in data transfer from sensors
to the user applications because data are of crucial importance
and this is the only medium of communication (wired or
wireless) between a user and a device. )e data generated
from smart energy devices can be used to gain insights and
predict outcomes that can be useful for optimization. )is
huge influx of data can overwhelm existing systems, and
incorporation of cloud computing technology might be
beneficial to address this issue [31]. Table 2 shows it in detail:

5.1. Combination of the 6ree Fields: A Prophecy. )e inte-
gration of cloud computing and the architecture for het-
erogeneous devices can give a pathway to increased security
and scalability in the context of smart grids. Pervasiveness of
IoT-based devices and smart appliances has led to the
problem of continuous authentication which may be
addressed by the different security frameworks established.
Seemingly enough, as mentioned before, there has been work
done on the integration of real-time monitoring systems with
existing ones in order to ensure optimized performance and

Table 2: List of different areas and the works.

Domain Area Work

Energy efficiency
and Savings

Architectural flexibility Integration of HVAC with service oriented architecture
Optimization using big data Big data and cloud

Big data New platform ‘open Fridge’ created to collect data.
User satisfaction from services Dynamic power allocation to optimize user satisfaction

Networking and
security

Low power wide-area network Wide coverage of network (low cost and adaptive data rate)
Reduction in packet size Used 6LoWPAN over IPv6 along with CoAP

Developed security framework )e problem of multimedia heterogeneity is addressed and
new framework proposed

New system architecture New architecture is proposed to handle large-scale data based
on CoAP

Introduction of Fog computing in IoT (indirectly
leading to low latency and wide coverage)

)ought of Fog computing as a unifying platform for new
services

Safety

Safe disposal of dam tailings )e tailings dammonitoring and prealarm system along with
cloud for real-time monitoring and safe disposal

Transportation Smart-eye technology developed for real-time monitoring of
vehicle data

Healthcare Real-time monitoring of patient data using CoAP and
integration of different low-cost devices
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reduce losses [32, 33]. )ese are listed in Table 3. )is higher
performance along with new security architectures are more
robust and less prone to cyber-attacks, making people put
their trust on such organizations [34, 35].

5.2. Parametric Comparison. Table 4 shows a parametric
comparison of different domains of problem addressed in
Table 4. )e fields that are having ‘YES’ represent the
availability of the required parameter for optimal perfor-
mance and ‘OPTIONAL’ represent that the inclusion of the
parameter is not of utmost importance. However, one’s aim
should be to include the integration of all the technologies
into an application to achieve good cooperation among the
three technologies.

6. Conclusion

IoT innovation is developed alongside the savvy power grid
to make our day by day life more brilliant and less de-
manding. Energy supply, as well as monetary and natural
security, is all interwoven and influences people’s devel-
opment. Far-reaching energy security, based on the security
of power grids, should be emphasized in the electric power
business. As a result, essential and end-use energy con-
version is tightly linked, demanding a large-scale energy
strategy. We have reviewed innovations and plans to em-
power IoE for IoT frameworks. )e IoE worldview with its
guarantee of more effective energy administration and ap-
propriation speaks to the future for all on-screen characters
in the energy advertise. Accordingly, a market incorporates
energy providers, affiliates, and innovation suppliers and
additionally clients of various types (residential, modern,
business), and it is a principal need to construct the savvy
grid idea with respect to institutionalized and interoperable
apparatuses. Standard arrangements will build advertise
infiltration: it is very simple for a client to utilize another
innovation on the off chance that it is worked over (and

available through) all around trying and generally utilizing
apparatuses, for example, plain Web 2.0-empowered pro-
grams. for example, plainWeb 2.0-empowered programs. In
any case, the savvy grid will presumably be an exceptionally
complex framework, made of various elements, likely pas-
sage-level expenses, however perhaps constrained abilities. It
is thus key that empowering advances be standard, as well as
adequately lightweight to take a shot at these gadgets. We
have attempted to give a short outline of IoE over IoT stage.
In future, we will try to implement something to work into
this huge IoE and IoT field.
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In the design of wireless sensor networks (WSNs), it is important to reduce energy consumption and extend the service life of the
sensors. Selecting one of the minimum sensor combinations (MSCs) that can monitor all areas, while the other MSCs are asleep,
can e�ectively extend the lifetime of WSNs. �is paper proposes two algorithms based on Formal Concept Analysis (FCA) for
extracting some MSCs, to minimize the energy consumption and meet the coverage requirement. �ese two methods �rstly
extract the concept lattice from a monitor-areas context, and then it is simple to extract sensor nodes monitoring the overlapping
area from the concept lattice. �e algorithms consist of three steps as follows: the �rst step is to transform sensors and monitoring
areas into a context, the second is to extract the concept lattice and implications among areas, and the third is to extract some
di�erent MSCs that can monitor all areas. �us, some strategies are designed to awaken di�erent MSCs to achieve the purpose of
reducing energy consumption. Experimental results show that these methods have played a positive e�ect on extracting di�erent
MSCs and extending the lifetime of sensor networks.

1. Introduction

With the popularity and rapid development of the �elds of
Internet of �ings, there are many meaningful research
directions such as point of interest recommendation [1],
reducing the energy consumption of WSNs [2, 3], dynamic
task o�oading [4], and admission control for edge com-
puting [5]. In recent years, WSNs have been more and more
widely used in economic life, which are usually made up of a
large number of sensor nodes, and are scalable [6, 7]. But
because of their limited power and computing power, they
are often placed in areas that are hard for people to reach [2].
Energy is a valuable resource in WSNs, and the energy
consumption of sensor nodes is the main energy con-
sumption. �erefore, sensor power supply capability is the
main obstacle that limits the application of sensor network
technology [8]. However, the power of sensor nodes is
limited and di�cult to replace [9–11], how to reduce the
energy consumption of sensor nodes becomes the core
problem of WSNs [12–14].

FCA is proposed by Wille R. in 1982, which focuses on
the lattice structure induced by a binary relation between a
pair of sets (respectively called objects and attributes),
known as the Galois lattice or the concept lattice of the
relation [15–18]. A node of concept lattice is a pair of objects
and attributes, called a formal concept. It consists of two
parts: the extent and the intent. �e extent is the set of
objects which have all attributes in the intent. Similarly, the
intent is the set of attributes common to the objects in the
extent. A process of generating the concept lattice from a
binary relation is a process of clustering, and the line dia-
gram corresponding to a concept lattice vividly shows the
generalization and specialization relationship among formal
concepts. FCA can be combined with techniques in many
�elds like big data [19], Internet of �ings [20–22], data
mining [23], and social computing. If it is combined with
deep learning methods to apply to the �eld of big data and
edge computing [24–26], the accuracy of data mining and
resource allocation will be optimized. If it is applied to social
networks [27, 28], the relationship between nodes can be
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strengthened to a certain extent and the structure of social
networks can be improved. To reduce the energy con-
sumption of WSNs and achieve optimal deployment of
nodes [29], this paper uses FCA to extract the minimum
sensor combinations to monitor the entire area.

According to the research of existing methods, this paper
proposes two algorithms based on FCA for extracting some
MSCs. One is called implications-based algorithm for
extracting MSCs.)is method can find the minimum sensor
combination, but the number of rules affects the efficiency of
this algorithm. To reduce the rule set, we propose the second
method for extracting the stem base of region implications
from the concept lattice. )e implementation process of
these two algorithms can be roughly divided into three parts.
Firstly, transform sensors and monitoring areas into a
context. Secondly, extract the concept lattice from the
context and implications among areas. Lastly, extract sensor
nodes that monitor the overlapping area from the concept
lattice. )us, some strategies are designed to awaken dif-
ferent MSCs to reduce energy consumption and extend the
lifetime of the network. Experimental results show that
different MSCs can be extracted. )ese two methods have
achieved good results in practical applications.

At present, the mechanisms for reducing energy con-
sumption are broadly classified into the following three
categories:

(1) Sleeping mechanism: )is mechanism mainly solves
the problem of energy waste caused by idle moni-
toring [30]. When there is no event of interest oc-
curring around the node, the computing and
communication module will be in the idle module,
turning them off or turning them to a lower power,
that is, the dormant state [31]. )is mechanism is
important for extending the lifetime of sensor nodes.
For example, dynamic voltage scaling (DVS) and
dynamic power management (DPM) manage system
power in a power-aware manner to reduce energy
consumption and extend the lifetime of the nodes.

(2) Data compression and data fusion mechanism: In
WSNs with high coverage, there is redundancy in the
information passed by neighbor nodes. And each
node consumes too much energy to transmit data
alone, shortening the lifetime of the network ac-
cordingly [32]. Data compression and fusion can
effectively reduce the amount of raw data and the
number of transmissions of sensor nodes. )e data
compression method reduces the energy consump-
tion of nodes by compressing the transmitted data in
advance [33]. Data fusion technology can merge the
data information collected by multiple sensors and
eliminate redundant and useless information
[34, 35].

(3) Self-contained energy replenishment device: )e
sensor node is equipped with the energy harvesting
and conversion device to collect energy like solar
energy [36–38]. However, renewable energy fluctu-
ates with the environment and the energy density is

low. )erefore, this energy supplementation method
has great limitations in practical applications. To
solve these problems, the relevant research proposes
to add the rechargeable sensor node of the wireless
charging device to form a wireless rechargeable
sensor network [39, 40]. And wireless power
transmission (WPT) is used to replenish energy for
rechargeable sensor nodes [41, 42].

However, there are still many disadvantages in the
existing mechanisms. )e sleeping mechanism requires an
effective scheduling algorithm, and unreasonable arrange-
ment of the dormant and working state of nodes will lead to
idle waste. Besides, the transition between the dormant and
working state of nodes also consumes some energy. )us,
frequent state transitions can also lead to excessive energy
consumption. )e data compression process requires more
powerful processing power to handle compression algo-
rithms [43]. Although data fusion can substantially reduce
energy consumption, it usually needs specific nodes to
collect data before proceeding to the next stage of trans-
mission, which increases the network delay. Moreover, the
process of data compression and fusionmay cause the loss of
detailed information and reduce the quality of data trans-
mission. For wireless rechargeable networks, the current
wireless charging technologies are mostly used in a short
range. )e farther the transmission distance, the lower the
energy transmission efficiency. And the charging speed and
efficiency of wireless charging still need to be further
improved.

)e main contributions of our work in this paper are
summarized as follows: we propose two algorithms based on
FCA for extracting some MSCs and waking up a group of
sensor nodes by periodic loop mechanism and prediction
mechanism to minimize the energy consumption on con-
dition that the sensors monitor all areas. )e specific idea is
to extract MSCs by proposed algorithms and sort the
combinations, and then put a group of sensor nodes in
quasi-wake state by using the periodic loop mechanism.
Finally, wake up the sensor nodes that are predicted to have a
task schedule.)emotivation diagram of this study is shown
in Figure 1.

)e remainder of this paper is organized as follows.
Section 2 presents the related work, followed by some basic
notations in formal concept analysis in Section 3. Section 4
provides two FCA-based algorithms called implications-
based algorithm and the stem base-based algorithm for
extracting different MSCs. Section 5 provides some exper-
imental results to verify the validity and feasibility of the
algorithms. Finally, we conclude and present the future work
in Section 6.

2. Related Work

In recent years, with the rapid transformation and devel-
opment of wireless communications in various fields
[44, 45], a large number of researchers have been committed
to studying various technologies that reduce the energy
consumption of WSNs to extend the service life. In [46], the
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authors studied a data compression algorithm that deter-
mines the compression level of each sensor node to reduce
total energy consumption based on the average energy level
of neighboring sensor nodes. )is technique reduces the
energy consumption to transmit and receive packets and
ultimately extends the entire network life. )e literature [47]
proposed a mean filtering algorithm based on node data
images, which divides nodes into active and inactive nodes.
)is method clusters nodes and analyzes data obtained from
sensor networks to eliminate data redundancy of sleep
nodes. In [3], the authors introduced an area segmentation
model based on optimal energy-saving constraints.
According to the energy attribute of the sensor nodes, it
optimally segments the coverage area of the wireless sensor
network to improve its coverage, reduce the energy cost of a
single node and realize the optimal networking of WSNs. To
fully balance the energy, the literature [48] proposed to use
power supply lines to connect nodes. Based on energy
balance, a data transmission method with optimal hop count
is proposed, which fully reduces the power consumption of
data transmission. To determine the optimal monitoring
sensor nodes and the information flow paths to the desti-
nation and receivers to reduce the energy consumption
between the node and the receiver, Bat algorithm (BA) is
proposed in literature [49]. In [2], the authors developed two
different system models that use optimal node placement
strategies compared with traditional equidistant placement
strategies to minimize energy consumption in linear wireless
sensor networks (LWSNs). Based on improved sparrow
search algorithm (ISSA) optimized self-organizing maps
(SOM), a cluster head selection strategy used in heteroge-
neous wireless sensor network (HWSN) is proposed in the
literature [7]. )is strategy comprehensively considers the
residual energy, distance, and the times the node becomes a
cluster head. It uses the adaptive learning of improved
competitive neural networks to optimize the cluster head
node and extend the life cycle of the network. )e literature
[50] proposed a power management method to reduce

energy consumption in an idle state. Moreover, they studied
a fine-grained power mode (FGPM) with five states. )is
mode can adjust the power consumption according to the
communication state of the sensor nodes, reducing the
power consumption of each node.

)e strategies to wake up nodes will also affect the energy
consumption of the sensor nodes, and an effective wake-up
strategy can reasonably switch the sleep and working state of
the sensors and reduce the energy loss of each sensor. In [51],
a low duty cycle energy-efficient MAC protocol is proposed,
which can adaptively update based on the prediction wake-
up time of nodes. In this method, each node has a neighbor
node information table including the target node address. By
this table, the sending node will predict the wake-up time of
receiving node. In [52], the authors proposed a self-adaptive
sleep/wake-up scheduling approach based on the rein-
forcement learning technique. Each node can decide its
working state independently in each time slot. )e literature
[53] found a multitarget sensing wake-up control method
based on swarm intelligence, which studies the optimization
of the wake-up strategy of dynamic targets to reduce the
number of wake-up nodes when multiple targets are
crossing. )is method avoids waking up excessive nodes and
extends the service life of WSNs.

3. Basic Notations in Formal Concept Analysis

In FCA [15], a (formal) context is defined as a triple
K � (G, M, I), where G and M are sets and I⊆G × M is a
binary relation. )e elements of G and M are respectively
called objects and attributes. For any r ∈ G and m ∈M,
(r, m) ∈ I(or rIm) implies that the object r possesses the
attribute m. For a set X′IG of objects, X′ is the set of at-
tributes common to the objects in X. It is defined as fd1.

X′ � m ∈M: ∀r ∈ X(rIm){ }. (1)

Similarly, for a set Y′IM, Y′ is the set of objects having
all attributes in Y. It is defined as fd2.
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Y′ � r ∈ G: ∀m ∈ Y(rIm){ }. (2)

Given a context K � (G, M, I), for any XG and Y M, the
pair (X, Y) is called a (formal) concept if X′ � Y and Y′ � X,
where X and Y are respectively called the extent and the
intent of the concept.)ere are two kinds of special concepts:
object concept and property concept. Given an object r ∈ G,
the pair (r′′, r′) is a concept, called the object concept of r.
)e object concept is the smallest concept having r in its
extent. Correspondingly, given an attribute a ∈M, the pair
(a′, a′′) is also a concept, called the attribute concept of a,
which is the greatest concept having a in its intent.

)e set of all concepts in the context K is represented as
L(K). If (X1, Y1), (X2, Y2) ∈ L(K) are concepts, then
(X1, Y1) is called a subconcept of (X2, Y2), provided that
X1 ⊆ X2 (which is equivalent to Y2 ⊆ Y1). )e comparison
expression is represented as (X1, Y1)≤ (X2, Y2). In this case,
(X2, Y2) is a superconcept of (X1, Y1). )erefore, we can get
fd3.

X1, Y1( 􏼁≤ X2, Y2( 􏼁⇔X1 ⊆ X2⇔Y2 ⊆ Y1. (3)

)e relation ‘≤ ’ is an order on L(K), which is called the
hierarchical order of the concepts. )e hierarchical order
produces a lattice structure in L(K) called the concept lattice
of the context K � (G, M, I), which is also represented as
L(K). L(K) is also a complete lattice in which infimum and
supremum are given by: if T is an index set and for every
t ∈ T, (At, Bt) is a concept, then the infimum of the set
(At, Bt): t ∈ T􏼈 􏼉 is defined as ∧t∈T(At, Bt), which represents
the largest common subconcept of the concept (At, Bt)

(t ∈ T). Accordingly, the supremum of the set (At, Bt):􏼈

t ∈ T} represents the smallest common subconcept.
)e labelling can be simplified considerably by putting

down each object and attribute only once, namely at the
circle for the respective object or attribute concept. )us, the
concept of lattices can be described by the line diagrams with
reduced labelling. In a line diagram, the name of an object g

is always attached to the circle that represents the smallest
concept with g in its extent. And the name of an attribute a is
always attached to the circle that represents the largest
concept with a in its intent. )is allows us to read the map I

from the diagram: an object g has an attribute a if and only if
there is an ascending path from the circle labeled by g to the
circle labeled by a. )e extent of a concept consists of all
tuples whose labels are below in the diagram. )e intent
consists of all properties attached to the concepts above in
the hierarchy. For example, in Figure 2 in section 5, the
intent of the concept labeled by the attribute h is MSC, and
its extent is sensor − 4{ }. Similarly, the extent of the concept
labeled by the sensor − 1 is sensor − 1, sensor − 2,{

sensor − 3}, and its intent is a, f􏼈 􏼉.

4. FCA-Based Algorithms for Extracting
Different MSCs

In this section, we propose two FCA-based algorithms for
extracting MSCs. Moreover, we will explain the specific
algorithm flow of these two algorithms and strategies to

reduce the energy consumption of sensors in detail. )e
algorithms consist of three steps as follows: the first step is to
transform sensors and monitoring areas into a context, the
second is to extract the concept lattice and implications
among areas, and the third is to extract the minimum sensor
combinations that can monitor all areas. )e core idea of
these two algorithms is that when the sensor set we have
found covers all areas, end loop and output the minimum
sensor set.

4.1. Transforming Sensors and -eir Coverage Areas into a
Context. In a wireless sensor network with many nodes,
each sensor node can be considered as an object, and each
area monitored by sensors can be considered as an attribute
of the corresponding object. Assuming that some sensors are
scattered in one area, we divide the area into some smaller
areas. According to the positioning and operating radius of
these sensors, the areas that can be monitored by each sensor
can be obtained. )us, we can transform sensors and
monitoring areas into a table. )e row represents the sensor
number, the column represents the divided monitoring area,
and the symbol “+” at the intersection indicates that the
sensors can monitor the corresponding areas. For example,
there are eight sensors, and the area is divided into eight
smaller areas. Each sensor and corresponding monitoring
area are as shown in Table 1, which is a context.

By constructing a concept lattice from the context, it is
simple to see which sensor nodes are monitoring the
overlapping area. Each sensor can perceive and record the
surrounding sensors. Communication between sensors is
achieved by finding all the sensor nodes that can be reached
through the path on the concept lattice. )en we can make
some strategies to awaken the corresponding sensors to
achieve the purpose of reducing energy consumption and
extending network life.

4.2. Implications-Based Algorithm for Extracting MSCs.
)e basic idea of this algorithm is to extract the region
implications among regions from the concept lattice, and
then extract different minimum sensor sets according to the
rules. To describe this algorithm, we provide several defi-
nitions such as implication [15–18].

Definition 1. Given a context K � (G, M, I), for any
A, B⊆M, if every object with attributes in A also has the
attributes in B, then A⟶ B is called an implication of K. A

and B are respectively called antecedent and consequence of
the implication.

Definition 2. Given a concept C, if A⊆ Intent(C), it matches
an implication A⟶ B.

Definition 3. Given a concept C, if C is both an attribute
concept and an object concept, then it is called 1 − concept.

Definition 4. Given a concept C, if C is only an attribute
concept, then it is called 2 − concept.
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)en we describe the algorithm flow of implications-
based Algorithm 1 for extracting MSCs as below.

4.3. -e Stem Base-Based Algorithm for Extracting MSCs.
)e basic idea of this algorithm is to extract the stem base of
region implications from concept lattice, and then extract
different minimum sensor sets according to the rules. To
describe this algorithm, we provide several definitions such
as the stem base of the attribute implications [15–18].

Definition 5. If each subset of M respects C also respects
A⟶ B, then the implication A⟶ B follows from a set C

of implications between attributes.

Definition 6. If every implication follows from C, then a set
of implications of a context is called complete.

Definition 7. If none of the implications follows from the
others, then a set of implications of a context is called
nonredundant.

Definition 8. P⊆M is called the pseudointent of (G, M, I) if
and only if P≠P

’′ and Q
’′ ≠P holds for every pseudointent

Q ⊂ P.

Theorem 1. -e set of implications C � P⟶ P″|P􏼈

is a pseudo − intent} is nonredundant and complete,
which is called the stem base of the attribute implications.

)en we define the stem base-based Algorithm 2 as
follows:

4.4. Strategies for Reducing Sensor Energy Consumption.
)ere are several ways to reduce the energy consumption of
sensor nodes [54, 55], such as periodic awakening. One way
is to make one node run out of its energy and then make the
other overlapping nodes wake up. Another way is to
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Figure 2: (a) Concept lattice for Table 1. (b) Line diagram with reduced objects labelling. (c) Line diagram with reduced attributes labelling.
(d) Line diagram with reduced labelling.

Table 1: Monitoring area of each sensor.

a b c d e f g h
Sensor-1 + +
Sensor-2 + + +
Sensor-3 + + + +
Sensor-4 + + + +
Sensor-5 + + +
Sensor-6 + + + +
Sensor-7 + + +
Sensor-8 + + +
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calculate the size of the overlapping area of the nodes and
decide whether they’re awake or not.

In wireless sensor networks, there are the following ways
to wake up the nodes:

(1) Full wake-up mode: In this mode, all nodes in the
wireless sensor network wake up at the same time to
detect and track targets in the network. Although this
mode can obtain high tracking accuracy, it is at the
cost of huge network energy consumption.

(2) Random wake-up mode: In this mode, the nodes in
the wireless sensor network are randomly awakened
by a given wake-up probability p.

(3) Select the wake-up mode by the prediction mecha-
nism: In this mode, the nodes that have a greater
return on tracking accuracy can be selectively
awakened according to the needs of tracking tasks.
)en predict the state of the target at the next
moment through the information of this beat and
wake up the nodes.

(4) Task cycle wake-up mode: In this mode, the nodes in
the wireless sensor network are in the awake state
periodically.Nodes in thismodecancoexistwithnodes
inotherworkingmodes and assist thesenodes towork.

In this study, we choose the period loop mechanism and
predictionmechanism to wake up nodes. After the processing
of the proposed algorithms, we can obtain different MSCs.
)en sort the sensor combinations and use the period loop
mechanism to put each group of nodes into quasi-wake state
in order. )e quasi-wake state is a state between wake-up and
sleep, which means the node is ready to be awakened. )e
principle of the period loopmechanism is that only one group
of sensor nodes is put into the quasi-wake state in each cycle
until each group of nodes has been processed once, and then
start again with the first set of nodes and repeat this process.
Lastly, wake up the sensor nodes that may have a task ar-
rangement by using a prediction mechanism. In this
mechanism, the sending node calculates and predicts the
wake-up time of receiving node by retaining the address of the
target node in the neighbor node information table [51]. )is
step ensures the receiving nodes wake up timely and avoid the
problems like collision caused by waking up all nodes
simultaneously.

5. Simulation Results and Analysis

5.1. Extraction of Implications Rules from Table 1. In this
section, we conduct some experiments with specific example
to verify the effectiveness of the proposed algorithms. By
using lattice-miner or ConExp, we can obtain the following
concept lattices in Table 1, as shown in Figure 2.)e concept
lattice tools can be downloaded from the websites https://
sourceforge.net/projects/lattice-miner/ and https://sourcefo
rge.net/projects/conexp/.

From Figure 2(a), we can obtain the intents and extents
of concepts in the concept lattice constructed according to
the example. Furthermore, we conduct several experiments
to simplify the labelling. )erefore, the concept of lattices

can be described by the line diagrams with reduced labelling.
By reducing objects labelling, the corresponding line dia-
gram is shown as Figure 2(b). Likewise, the line diagram in
Figure 2(c) is built by reducing attributes labelling. And the
line diagram in Figure 2(d) is built by reducing labelling.

According to the concept lattices in Figure 2, we can
obtain the concepts including the intents and extents of
nodes in Table 2.

5.2. Extracting MSCs from Table 1 by Implications-Based
Algorithm. We find out the implications and do some ex-
periments to verify its effectiveness. )e results including
support and confidence are shown in Table 3.

From Figure 2(d), we can know that (sensor-4, h) and
(sensor-7, d) are 1/2 concepts, and (a′, a″), (b′, b″), (c′, c″),
(e′, e″), (f′, f″), (g′, g′′) are 2 concepts. )e specific steps of
the implications-based algorithm are as follows:

Step 1. Initialization.
Let the concept set C� {(sensor-4, h), (sensor-7, d), (a′,

a″), (b′, b″), (c′, c″), (e′, e″), (f′, f″), (g′, g′′)}, W� {rule set},
MWZ� empty.

Step 2. Cycle.

(1) First cycle: Select the first concept (sensor-4, h) from
C. If h matches the 12th rule in W, then let C�C/
{sensor-4, h}, M�M – {b, f, g, h}� {a, c, d, e},
MWZ� {sensor-4};

(2) Second cycle: Select the first concept (sensor-7, d)
from C. If d matches the 14th rule in W, then let
C�C/{sensor-7, d}, M�M – {b, c, d}� {a, e},
MWZ� {sensor-4, sensor-7};

(3) )ird cycle: Select the first concept (e′, e″). If e
matches the 6th rule in W, then let C�C/{(e′, e″)},
M�M – {e, c}� {a}. It is necessary to select one
sensor from sensor-5, sensor-6 and sensor-8 cov-
ering e and put it into MWZ;

(4) Fourth cycle: Select the first concept (a′, a″). If there
is no matching rule, then let C�C/{(a′, a″)}, M�M
– {a}� empty set. We just need to select one sensor
from sensor-1, sensor-2, sensor-3, sensor-5 and
sensor-6 covering a and put it into MWZ. If it has
covered the area covered by the sensors in MWZ,
thenMWZ remains unchanged, otherwise the sensor
will be added to MWZ;

Step 3. Let M� empty set. End loop and output MWZ.
According to the analysis of the example, MWZ can be
expressed by the following combination of sensor nodes:

MWZ� {sensor-4, sensor-7, sensor-5} or
{sensor-4, sensor-7, sensor-6} or
{sensor-4, sensor-7, sensor-8, sensor-1} or
{sensor-4, sensor-7, sensor-8, sensor-2} or
{sensor-4, sensor-7, sensor-8, sensor-3}.
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)e implications-based algorithm can find the mini-
mum-maximum sensor combination, but a constant com-
parison is made between the selection and the rules. )e
number of rules affects the efficiency of the algorithm.
)erefore, we will further reduce the number of rules in the
rule set.

5.3. Extracting MSCs from Table 1 by Stem Base-Based
Algorithm. In the same way, we conduct some experiments

on the second algorithm.)e implications and experimental
results including support and confidence are shown in
Table 4.

)e specific steps of the stem base-based algorithm are as
follows:

Step 4. Let the concept KC� {(sensor-4, h), (sensor-7, d), (a′,
a″), (b′, b″), (c′, c″), (e′, e″), (f′, f″ ), (g′, g′′)}, KI� {-e rules
set}, MWS� {}, M� {a, b, c, d, e, f, g, h}.

Input: a context K � (G, M, I), where G and M is a set of sensors and domains respectively.
Output: the minimum sensor combinations that monitor all areas in M.

(1) Generate the concept lattice with reduced labelling of K and implications in K

(2) Let KC be the set of 1/2 − concept of K, KI be the set of implications in K, MSC � .{ }, CE � .{ }

(3) If M≠ .{ }

(4) )en For the first concept C in KC

(5) If it matches the implication A⟶ B

(6) then M←M − A​ ⋃ ​ B

(7) KR←KR − A⟶ B{ }

(8) KC←KC − 1 or 2 − concept generated from a|a ∈ A​ ⋃ ​ B􏼈 􏼉

(9) If C is a 1 − concept
(10) then MSC←MSC​ ⋃ ​ x{ } // x is a sensor in the reduced extent of C

(11) else for a sensor x in Extent(C)

(12) if x ∈ CE

(13) then MSC←MSC∪ x{ }

(14) CE←CE​ ⋃ ​ Extent(C)

(15) Return 3
(16) Output MSC

ALGORITHM 1: Implications-based algorithm for extracting MSCs.

Input: a context K � (G, M, I), where G and M is a set of sensors and domains, respectively.
Output: the minimum sensor combinations that monitor all areas in M.

(1) Generate the concept lattice with reduced labelling of K and the stem base of implications
(2) Let KC be the set of 1/2 − concept MScs. Standalone K, KI be the stem base in K, MSC �, CE �

(3) If M≠
(4) )en if there is an implication A⟶ B satisfying M⊆A⋃ ​ B

(5) then MSC←MSC∪ x{ } // x is a sensor in the support set of A⟶ B

(6) M �

(7) else for the first concept C in KC

(8) if it matches the implication A⟶ B

(9) then M←M − A​ ⋃​ B

(10) KR←KR − A⟶ B{ }

(11) KC←KC − 1 or 2 − concept generated from a|a ∈ A​ ⋃ ​ B􏼈 􏼉

(12) If C is a 1 −concept
(13) then MSC←MSC​ ⋃ ​ x{ } // x is a sensor in reduced extent of C

(14) else for a sensor x in Extent(C)

(15) if x ∉ CE

(16) then MSC←MSC​ ⋃​ x{ }

(17) CE←CE​ ⋃ ​ Extent(C)

(18) Return 3
(19) Output MSC

ALGORITHM 2: )e stem base-based algorithm for extracting MSCs.
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Step 5. Cycle.

(1) )e first cycle: For any implication in Table 4, there is
not M⊆A∪B. Select the first concept ((sensor-4, h),
h) from KC and h matches the fifth rule in W; )en

let KC�KC\ {(sensor-4, h), (b′, b″), (f′, f″ ), (g′,
g′′)}� {(sensor-7, d), (a′, a″), (c′, c″), (e′, e″)},M�M
– {b, f, g, h}� {a, c, d, e}, KI� {1, 2, 3, 4, 6}, MWZ�

{sensor-4};
(2) )e second cycle: For any implication in KI, there is

not M⊆A∪B. Select the first concept ((sensor-7, d),
d) from KC, and d matches the sixth rule in Table 4;
)en let KC�KC\ {(sensor-7, d), (b′, b″), (c′, c″)}�

{(a′, a″), (e′, e″)},M�M – {b, c, d}� {a, e}, KI� {1, 2,
3, 4}, MWZ� {sensor-4, sensor-7};

(3) )e third cycle: )ere is an implication (a, c)⟶{e},
which satisfies {a, e}⊆{a, c, e}. MWZ� {sensor-4,
sensor-7, sensor-5} or {sensor-4, sensor-7, sensor-6}.

6. Conclusion

In wireless sensor networks, the energy storage and power
supply capabilities of sensors are the main problems that limit
the application of sensor network technology. )erefore, how
to extend the service life of sensor networks and reduce the
energy consumption of sensor nodes is a key issue in the
research of wireless sensor networks. To solve this problem, this
paper proposes two FCA-based methods to reduce the energy
consumption of nodes, which are different from other com-
monly used methods. One is an implications-based algorithm
for extracting MSCs. )is method can find the minimum-
maximum sensor combination, but it has to constantly
compare the selection and the rules.)e number of rules affects
the efficiency of this algorithm. )erefore, we need to reduce
the rule set. )e second method is stem base-based algorithm,
which can find the base of rules. )ese two methods are based
on FCA, and both help solve the following problems.)e first is
how to choose a sensor. )e second is how to optimize the
sensor layout. And the third is how to wake up the corre-
sponding sensors. According to experimental results, these two
methods have achieved good results in practical applications.

)e methods proposed in this paper are aimed at the
research and discussion of the energy consumption of WSNs.
)e concept lattice of nodes in the wireless sensor network can
express the relationship between nodes more effectively, and it
is more helpful to choose nodes. With the deepening of re-
search, we will propose more algorithms with concept lattice
methods for other fields like radar sensor networks [56]. We
believe there will be better effective solutions to such problems.
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Table 2: Concepts in the obtained concept lattice.

Number Extent Intent
1 Sensor-12345678 Null
2 Sensor-12356 a
3 Sensor-34678 b
4 Sensor-1234 f
5 Sensor-5678 c
6 Sensor-123 af
7 Sensor-234 fg
8 Sensor-568 ce
9 Sensor-678 bc
10 Sensor-23 afg
11 Sensor-34 bfg
12 Sensor-36 ab
13 Sensor-56 ace
14 Sensor-68 bce
15 Sensor-4 bfgh
16 Sensor-3 abfg
17 Sensor-7 bcd
18 Sensor-6 abce
19 Null abcdefgh

Table 3: Implications in Table 1.

Min. Support: 10%
Min. Confidence: 100%

ID Implication Support (%) Confidence (%)
1 {g} ⟶ {f} 37.5 100
2 {a, c} ⟶ {e} 25 100
3 {a, e} ⟶ {c} 25 100
4 {b, f} ⟶ {g} 25 100
5 {b, g} ⟶ {f} 25 100
6 {e} ⟶ {c} 37.5 100
7 {a, g} ⟶ {f} 25 100
8 {a, b, f} ⟶ {g} 12.5 100
9 {a, b, g} ⟶ {f} 12.5 100
10 {a, b, c} ⟶ {e} 12.5 100
11 {a, b, e} ⟶ {c} 12.5 100
12 {h} ⟶ {b, f, g} 12.5 100
13 {b, e} ⟶ {c} 25 100
14 {d} ⟶ {b, c} 12.5 100

Table 4: )e implications in Table 3.

Min. Support: 10%
Min. Confidence: 100%

ID Implication Support (%) Confidence (%)
1 {g} ⟶ {f} 37.5 100
2 {a, c} ⟶ {e} 25 100
3 {b, f} ⟶ {g} 25 100
4 {e} ⟶ {c} 37.5 100
5 {h} ⟶ {b, f, g} 12.5 100
6 {d} ⟶ {b, c} 12.5 100
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Powered by the development of the �fth-generationmobile communication technology (5G), the Internet of things (IoT) has been
widely applied in people’s life. Due to the limitation of storage and computing power, the data transmission of IoT devices faces
challenges in terms of security and privacy. �erefore, many researchers provide the conjunction of blockchain and mobile edge
computing (MEC) to make up for the lack of computing and security. MEC can meet the storage and computing requirements for
IoT devices. Blockchain can provide a decentralized, antitamper solution that can help devices overcome security de�ciencies,
whereas the speed of blockchain communication is not fast enough because of the consensus mechanism. In this article, we focus
on the permissioned blockchain and propose an optimized bandwidth allocation algorithm to promote the performance of
consensus communication. �e algorithm contains an In-Network control ideology and supports deployment on MEC servers.
Deep reinforcement learning (DRL) is employed to perform the computation of available bandwidth in our scheme. We im-
plement a prototype system in the testbed and perform a simulation, and the results show the advantages compared with the
current widely used algorithm. By applying our method, the Internet of things devices can transmit data safely and e�ciently.

1. Introduction

With the increasing popularity of the 5G, the IoT has been
widely applied in people’s life. 5G network provides infra-
structure for the application of IoT, such as smart city [1],
Internet to Vehicle (IoV) [2], and health monitoring [3].
However, the data generated by the Internet of things de-
vices has security and privacy challenges. �e devices only
have limited storage and computing capability, which makes
it di�cult to ensure the safety of the data transmission.

To meet these challenges, a fusion paradigm of block-
chain and MEC is proposed to strengthen the transmission
of IoT [4, 5]. Blockchain can improve the security for IoT
devices, and MEC o�ers the computing and storage re-
sources for blockchain network. MEC is a distributed system
deployed at the edge of network to process the o¡oading
tasks from the mobile devices. Applying MEC can bring

many bene�ts, including decreased transmission delay [6],
provided more computing power [7], improved user ex-
perience [8], and reduced the energy cost [9]. Because of
sinking the computing and storage resources close to the end
devices, it is possible to improve the security of IoT data
transmission by using blockchain.

Blockchain as a distributed network with decentralized
ledger is widely used in many scenarios such as �nance,
e-business, and IoT. Every node on the blockchain reaches a
consensus for every transaction, and each block is dependent
on the previous one in a cryptographic hash way. All blocks
are linked by hash timestamp like a chain. Attributed to
these structures and organizations, blockchain could prevent
data from being tampered with [10] and provide transac-
tions with a traceable path [11].

Although blockchain brings many bene�ts to applica-
tions, it consumes huge resources to ensure data consistency.
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All peers need to synchronize the information when a new
block is generated. (is will lead to communications be-
tween all nodes on the blockchain. In particular the classic
Byzantine Fault Tolerance (BFT) consensus algorithm used
by the permissioned blockchain causes too many commu-
nications among the peers [12]. When the number of peers
on the blockchain is N, the communication boundary of this
algorithm will be O(N2) [13]. (erefore, the performance of
consensus in the blockchain is an urgent problem to solve.

To improve the performance of blockchain, many
platforms attempt to optimize the process of the transaction.
Some platforms add a database layer above the blockchain to
speed up the operation of transactions [14]. And some re-
searchers try to simplify the consensus mechanism to reduce
the calculated workload [15]. However, these methods
sacrifice parts of consistency to improve performance.

In this paper, we focus on the permissioned blockchain
which employs BFT based consensus mechanism and
propose an optimized bandwidth allocation strategy to
improve the performance. (e permissioned blockchain
usually does not use Proof of Work (PoW) [16] or Proof of
Stake (PoS) [17] as the consensus protocol. (erefore, the
transaction process in this kind of blockchain depends more
on the network.(e performance of the network can directly
affect the performance of the blockchain. (en it affects the
data transmission of IoT network. In addition, the per-
missioned blockchain can be customized, so the deployment
of the permissioned blockchain is easier than public
blockchain on MEC servers. Hence, we consider the per-
missioned blockchain as the target scenarios and optimize
the network to improve the performance of BFT consensus
communication.

Our main contributions of this paper can be summarized
as follows:

(i) First, we design blockchain platform in the MEC
servers which can strengthen the IoT communica-
tion. And we analyze some current bandwidth
congestion control algorithms and provide an
available bandwidth notification (ABN) algorithm.
(e ABN algorithm combines the advantages of
Bottleneck Bandwidth and Round-trip propagation
time (BBR) and explicit congestion notification
(ECN).

(ii) Second, according to the different deployment
methods, we consider the application scenarios of
private network and public network, respectively,
and use the deep reinforcement learning method to
solve the bandwidth allocation method in the public
network with the competition.

(iii) (ird, our prototype has run in the testbed and the
results show the improvement compared with
current widely used techniques.

(e rest of this paper is organized as follows: Section 2
summarizes related work of blockchain optimizations. Next,
we present a blockchain-enabled IoT network model to
optimize the performance of consensus communication in
Section 3. In particular, we illustrate the architecture and

implementation of our new method in this section.(en, we
provide the solution of bandwidth allocation for different
scenarios in Section 4. In Section 5, we introduce the ex-
perimental environment and analyze the result to prove the
improvement of performance. Finally, we conclude this
paper in Section 6.

2. Related Work

2.1.CostofBlockchain. (ediscussion concerning the cost of
blockchain has always been a hot topic. Catalini and Gans
consider the verification cost and network cost by block-
chain technology from an economics perspective [18].
Sukhwani et al. use Stochastic Reward Nets (SRN) to sim-
ulate the PBFT consensus process [19] and investigate why
the process could be a performance bottleneck in the net-
work with a large number of peers. In their SRN model,
conclusion is that the transmission delays can impact the
average time to consensus. Marko from IBM discusses PoW
and BFT blockchains focusing on overcoming and scalability
[20]. In his conclusion, the performance of PoW-based
blockchain depends on the computational power and scale
of nodes.

In addition, scalability is a weakness in this kind of
blockchain. A review on the cost of IoTapplication based on
blockchain is presented in [4], which concludes that the
reduction in overhead is carried out by removing the PoW
consensus mechanism and choosing the right cryptographic
scheme.

Sekaran et al. research the integration of blockchain and
IoT technologies [21]. By addressing the shortcomings and
limitations of IoT, they summarized the state of the art of
high-level solutions. Li et al. propose a blockchain-based
data security scheme for IoTnetworks in 6G [22]. (e fusion
technology of AI and blockchain is developed to evaluate
and optimize the quality of service in IoT networks.

2.2. Attempts to Promote the Performance of Blockchain.
Many researchers and companies have made efforts to
improve performance and reduce costs in the blockchain.
Some researchers analyze the relationship between perfor-
mance and storage structure, and they change the size of
block or database to optimize the blockchain performance
[23, 24]. Sharding is an interesting technology that can
promote the parallel processing capability of the blockchain.
Choosing an optimal shard size or employing a suitable
sharding protocol can maximize performance and improve
scalability [25, 26].

2.3. Optimization from the Perspective of Network. With
respect to performance optimization for blockchain, the
consensus algorithm evolves many branches. As an infra-
structure, the increased network throughput will benefit all
types of blockchain. Many researchers applied Artificial
Intelligence (AI) to optimize the performance for IoT net-
work. Huang et al. [27] studied the federated learning with
the Matrix Factorization method and optimized the rec-
ommendation system for IoT network. Chen et al. [5] dealt
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with task offload problem and used DRL method in MEC to
improve the performance of IoT. (e authors of [28] im-
proved the performance of blockchain by enabling dis-
tributed NFV-MANO framework. Huang et al. proposed the
joint admission control and computation resource allocation
in the MEC server [29]. (eir method reached the balance
tradeoff between the utility and the queue length in small cell
network. Huang’s team proposed a BoR (Blockchain over
RDMA) framework that can reduce the consuming time
when a new node joins the blockchain network [30].
However, these methods need to add some hardware to
ensure network achievement. (is will lead to a sharp rise in
network deployment costs. Jointly considering the cost and
compatibility, we plan to optimize the congestion control of
TCP in network to enhance the performance.

3. System Model

To illustrate our system, we first describe the network ap-
plication scenarios. We classify the network flows according
to the requirements in the scenarios. (en we build a model
to represent the system operation mechanism and provide
an optimal goal for blockchain consensus communication.
Finally, we use the deep reinforcement learning method to
optimize the bandwidth for blockchain business and in-
troduce how feedback mechanism can avoid congestion.

3.1. Network Application Scenarios. We consider a block-
chain-enabled IoTnetwork, which consists of three layers, the
IoT layer, the blockchain and MEC layer, and the cloud/data
center layer. As shown in Figure 1, permissioned blockchain
platform is deployed on the MEC servers, because MEC
servers provide sufficient storage and computing capacities. A
typical communication in this scenario is that the IoTdevices
transmit data to cloud server or data center via MEC servers.
MEC servers deal with a large amount of offloading task from
IoT devices. To enhance the security of data from IoT,
blockchain collects the data as transactions from MEC
servers. All blockchain nodes communicate with each other
and participate in consensus. After the consensus is achieved,
the transaction will be uploaded to blockchain as a new block.
(en, the IoT data is protected against tampering.

To simplify the problem, we define three types of net-
work elements according to network behavior in our system.
Sender. (e network node that sends data is defined as the
sender. It is similar to a mobile phone in an IoT network.
Receiver. (e network node receiving data becomes the
receiver, such as data center or cloud service.Middlebox. (e
network node that forwards data and has a buffer capacity is
called middleboxes. It resembles the MEC servers in this
scenario. (is scenario can be shown as Figure 2.

(e sender and the receiver can be converted to each
other according to the data transmission direction. In
Figure 2, senders sends data to receiver through middlebox
and maybe many other middleboxes. (is scenario can
represent all network transmission forms.

In this scenario, the efficiency of data transmission is
subject to these three types of nodes.(e sender’s congestion
control strategy affects the sending speed. (e middlebox’s
forwarding speed and buffer length determine whether it will
become a bottleneck in the path. (e receiver’s feedback
information ACK controls the sender’s available windows,
and it also decides whether retransmission is needed.
Moreover, different types of data flows will also influence the
utilization of transmission.

3.2. Network Flow Categories. According to the character-
istics of connection, we classify network flows into three
categories. (e first type is fat flow; it usually is used for a
large amount of data transmission with high bandwidth, for
example, video streaming, large file download, and so on.
(e second type is slim flow; it is used for applications that
send fewer data and close quickly. (e most typical instance
is web browsing and blockchain consensus communication.
(e third type is control flow; it is the ACK from receiver to
sender. (ese three types of flows share the bandwidth of the
network.

Each direction in middlebox has a specific bandwidth.
(emiddlebox locates in a critical position whenmany flows
go through it. It can be a bottleneck if the data inflow is
greater than its processing capacity. Normally, the forward
performance of the middlebox limits the receiving ability. If
a great number of flows coming from senders fill the buffer
of the middlebox, the effective bandwidth of the middlebox
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Figure 1: Blockchain-enabled IoT networks.
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will be exhausted. �en, congestion will form and delay will
increase.

In order to avoid congestion, we propose a new method
called available bandwidth noti�cation.

3.3. Available Bandwidth Noti�cation. Our available band-
width noti�cation is di�erent from the existing methods.
�e traditional network is the end-to-end model. �e
senders do not understand the situation in the network.
BBR’s estimates of the �xed bandwidth and min RTT to
operate congestion are like a guess [31]. Even the ECN
method only tells the sender that congestion happens [32].
�e sender does not know what speed is suitable, so it
decreases the congestion window to the lowest value. �e
Software De�ned Network (SDN) can organize the network
topology and learn about the status of the network, but it
needs a controller device and the standards of various
manufacturers have not yet been uni�ed. �e SDN has not
been widely used in many realistic production environ-
ments. Our method is designed to deploy in the traditional
network for wider applicability; furthermore, it breaks
through the end-to-end mode.

In our ABN method, we let middleboxes participate in
congestion control. Middlebox can sense the real condition

of the network in the self-system. All types of §ows go
through the middlebox, and the bandwidth utilization and
queueing status can be read by the system of the middlebox.
�en, the middlebox can calculate the most appropriate
bandwidth value according to this information. With the
help of the control §ow returned from the receiver, the
bandwidth value is put into control §ow by the middlebox
and delivered to the sender. When the sender receives the
control §ow, it will adjust the send window and sequence
number by ACK information. Besides, it will set its pacing
rate according to the value noti�ed by the middlebox. In this
way, the sender can adjust the sending speed in time con-
forming with the frequency of ACK return. �e whole
process of our available bandwidth noti�cation method is
shown in Figure 3. �e details of operation steps are as
follows.

(i) Step 1. �e sender enables the pacing rate system
setting.�at means the sender will transmit data at a
smooth setting speed without burst.

(ii) Step 2. �e sender reads the pacing rate and
transmits data. �e pacing rate will be set to the
initial value.

(iii) Step 3. �e middlebox senses the data §ow from the
sender and forwards the data §ow to the receiver. At

UE
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MiddleBox Receiver

Cloud/Data CenterBlockchain on
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Figure 2: �ree types of network elements.
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the same time, the middlebox registers the flow
information for available bandwidth calculation.

(iv) Step 4. (e receiver accepts the data flow and
returns the ACK information by the control flow.

(v) Step 5. (e middlebox searches the registration
information according to the five-tuple of the
control flow and finds out which one is the cor-
responding sender. It injects the available band-
width value into control flow after calculation, and it
forwards the flow to the sender.

(vi) Step 6. (e sender receives the control flow and
parses the available bandwidth value from it and
then repeats the operation in Step 2. (e sender sets
the pacing rate according to the bandwidth value
and continues to send until the transmission task is
accomplished.

After such a series of operations, the sender can rea-
sonably arrange the sending speed according to the actual
situation in the network. Because the situation of the net-
work is as feedback from the devices inside the network, the
devices inside the network participate in congestion control,
which breaks the end-to-end mode. Next, we will analyze
how the devices in the network, the middlebox, calculate the
available bandwidth.

3.4. Bandwidth Allocation Model. (e total bandwidth of a
middlebox is a fixed value. (is is determined by the service
of ISP (Internet Service Provider) and the performance of
equipment itself. In this fixed bandwidth, there is a part of
the traffic that belongs to non-TCP protocol. It is not affected
by the congestion avoidance algorithm, so our method ig-
nores the bandwidth of this part of the data flow.

According to our previous classification of flow, control
flow, fat flow, and slim flow all belong to TCP protocol.
Although the control flow belongs to TCP protocol, the
timely transmission of control flow is very important to
restore the sender’s windowwhich improves the efficiency of
the whole network. (erefore, this kind of flow should be
given high priority to obtain the required bandwidth.

After removing the bandwidth occupied by non-TCP
traffic and control flow, the remaining bandwidth of the
middlebox is shared by fat flows and slim flows competi-
tively. Our method should reasonably allocate the remaining
bandwidth, calculate a suitable bandwidth for senders, and
ensure that slim traffic representing blockchain communi-
cation gets better service.

In our bandwidth allocation model, the whole band-
width of the middlebox is defined as Ball. (e non-TCP
traffic obtains the bandwidth presented as G, and the control
flow’s bandwidth is presented as C. Excluding these two
parts of bandwidth, the actual bandwidth that can be al-
located is B. And B can be derived as (1).

B � Ball − G − C. (1)

In the middlebox, the number of flows changes with
time. Combined with the strategy of middlebox adjustment,

we define a timer ti to represent the period of bandwidth
adjustment, and i ∈ 1, . . . , N{ }. In order to obtain a steady-
state of the system operation, we define the observation time
as T, and it contains N timers which can be expressed as

T � 􏽘
N

i�1
ti. (2)

When a new flow comes in, the middlebox will register
the information of this flow on the flow table. After the timer
ti expires, the middlebox checks the flow table. If there is no
data belonging to a flow, it is considered that this flow al-
ready has been processed. Consequently, the total number of
flows stored in the flow table will be reduced by the number
of processed flows. (e detail of the flow table is shown in
Table 1.

Based on the previous classification, the B bandwidth is
allocated for fat flow and slim flow. We denote fat flow as a
set Fj � mj, dj, rj􏽮 􏽯, j ∈ 1, . . . , NF(t)􏼈 􏼉, and NF(t) is the
total number of fat flows through the middlebox in time
phase t. It represents a single large amount of data trans-
mission in the middlebox. In this set, mj denotes the whole
data size needed to transmit in flow Fj, dj denotes the
maximum tolerable time to complete the transmission, and
rj denotes the reward for completing transmission of this
flow, which means the system should finish the work of the j

th flow within dj time.
Similar to the fat flow, the slim flow is defined as

Sk � mk, dk, rk􏼈 􏼉, k ∈ 1, . . . , NS(t)􏼈 􏼉, where mk is the data
size of the flow Sk, dk is the time requirement of this flow,
and rk is the reward of finishing this flow. (ese variables
represent the samemeaning as fat flow.(e NS(t) is the total
number of slim flows through the middlebox in time slot t.
According to the actual situation, the value of data size mk in
the slim flow may be substantially smaller than in the fat
flow.

For our method in the middlebox, the most critical work
is to allocate bandwidth to each flow. (e bandwidth allo-
cated to the flow will change with the timer, so we consider
the bandwidth of the flow as a function. We denote BF

j (t) as
the bandwidth which allocated for fat flow Fj during phase t.
(e same to the slim flow, we use BS

k(t) to represent the
bandwidth of slim flow Sk in time slot t.

(e job of our approach is to find the available band-
width for all flows through the middlebox. (e available
bandwidth for each flow should meet the processing time
requirement and be limited by the whole actual bandwidth

Table 1: Flow information table.

Item Description
src_ip Source IP address
dst_ip Destination IP address
src_port Source port
dst_port Destination port
Timer Number of occupied timer cycles
data_inflow (e variable shows data inflow
Rate (e real transmit rate of flow
Count (e number of flows
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of the middlebox B. At time slot ti, we assume that the
middlebox has NF(ti) fat flows and NS(ti) slim flows. (e
total fat flow’s bandwidth can be denoted as 􏽐

NF(ti)
j�1 BF

j (ti),
and all the slim flow’s bandwidth can be denoted as
􏽐

NF(ti)

k�1 BS
k(ti). (e holistic bandwidth of the flows can not be

beyond the B of the middlebox, which can be represented by

􏽘

NF ti( )

j�1
B

F
j ti( 􏼁 + 􏽘

NS ti( )

k�1
B

S
k ti( 􏼁⩽B. (3)

(e timer of bandwidth regulation is a fixed value, so
every time period is the same in our system. We assume that
a slim flow Sk has completed transmission in XS

k time pe-
riods, and the bandwidth allocated for Sk in each time slot ti

is denoted as BS
k(t1), BS

k(t2), . . . BS
k(tXS

k
).

We make an instance to explain our model for band-
width allocation. As shown in Figure 4, there are two fat
flows (F1, F2) and three slim flows (S1, S2, S3) in slot time t1.
We can derive that NF(t1) � 2 and NS(t1) � 3 in phase t1.
(e height of each block represents their bandwidth at time
t1, so the height of S1 equals BS

1(t1) in time t1. For example,
in Figure 4, the slim flow S1 takes two time phases to finish
the data transmission; hence XS

1 � 2 in this flow.
For a data flow, the time to complete all the data

transmission must be less than the required time. Bandwidth
multiplied by time represents the amount of data that can be
transmitted during this period of time. (en in the whole
process, the total processing capacity of allocated bandwidth
for slim slow Sk can be expressed as

PSk
� 􏽘

XS
k

i�1
B

S
k ti( 􏼁 · ti, (4)

where PSk
is the total data size that the allocated resource can

handle. PSk
should be larger than the required data size of

slim flow, which can be represented as

PSk
⩾mk. (5)

(e total processing time should be less than the re-
quired time of slim flow, which can be represented as

􏽘

XS
k

i�1
ti⩽dk. (6)

In order to optimize blockchain communication, we use
slim flow to represent the network traffic in blockchain

applications. Under these constraints, the object of our
bandwidth allocation strategy is to serve as many slim flows
as possible. In our model, we assume that the system will get
a certain reward when a flow task completes. In the T period
of observation, the situation of completed flow can be
denoted as a Boolean array I � 1, 1, 1, 0, . . . , 0{ }, and the
rewards of all fat flows RF can be represented as

R
F

� 􏽘
M

j�1
rj · I

F
j , (7)

where M is the total number of fat flows that go through the
middlebox during T time, IF

j is the status of fat flow Fj, the
situation IF

j � 1 means the flow has been transmitted, and
the situation IF

j � 0 means the flow has not been served or
has not finished. (e rewards of all slim flows RS can be
represented as

R
S

� 􏽘
L

k�1
rk · I

S
k, (8)

where L is the total number of fat flows, and the service
status of slim flows can be represented by IS.

(e object of our model is to maximize rewards by al-
locating bandwidth to serve more data flows. By integrating
all the limited conditions, our bandwidth allocation model
can be defined as follows:

P1: maxR
F

+ R
S
,

s.t. C1: PFj
⩾mj,

C2: PSk
⩾mk,

C3: 􏽘

XF
j

i�1
ti⩽dj,

C4: 􏽘

XS
k

i�1
ti⩽dk,

C5: 􏽘

NF ti( )

j�1
B

F
j ti( 􏼁 + 􏽘

NS ti( )

k�1
B

S
k ti( 􏼁⩽B,

(9)

where P1 represents the goal of our model which means the
rewards from fat flows and slim flows. Constraints C1 and
C2 represent that the amount of transmission capability
provided by allocated bandwidth should be greater than the
amount of data required by the flow itself. C1 is for fat flows,
and C2 is for slim flows. Constraints C3 and C4, respectively,
represent the cost time of flow transmission within the
required time. (e constraint C5 shows the bandwidth di-
vision. In every certain time slot, the sum of the bandwidth
of fat flows and slim flows should be less than the actual
available bandwidth of the middlebox.

(e design of this model considers blockchain com-
munication in a general network environment. In the shared
network environment, blockchain data flows compete with
other network flows for bandwidth. We use slim flow to
represent blockchain communication in our model, because
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Figure 4: Bandwidth allocation for each flows.
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slim flow conforms to the properties of consensus com-
munication in blockchain applications. It is a type of fre-
quent data communication with small bandwidth. (e
communication of blockchain needs to obtain enough
bandwidth resources to ensure the timeliness of consensus.
Consequently, we define a fat flow to simulate the compe-
tition between other network flows and blockchain data
flows in our model.

4. Solution and Optimization for
Blockchain Communication

In order to optimize the performance of blockchain com-
munication, we propose a model of available bandwidth
allocation. By solving this model, we can accelerate the speed
of blockchain network traffic. For our bandwidth allocation
model, we have two types of network environments to
consider. (e first case is the private network, where the
consensus nodes of blockchain are connected by private
networks. (e second case is the public network, where the
data of the blockchain is transmitted in a competitive en-
vironment. We will analyze these two cases respectively.

4.1. Private Network. For the private network, all the net-
work resources are used for blockchain services. It usually is
deployed by consortium blockchain or private blockchain.

In this type of network, all the data flows are blockchain
communications. It means that these flows do not need to
share bandwidth with other services. In our model, if there
are only slim flows, this situation can be represented. All the
slim flows should guarantee quality of service. (e rewards
of these flows are the same, and the bandwidth is exclusively
used by slim flows without the competition of fat flow.

(e solution of resource allocation in a private network
can be simplified as average allocation. (e average allo-
cation method is to equally allocate the current network
bandwidth to the flows through the middlebox.

Although it is an average allocation, there are still three
factors that can change the allocated bandwidth. (e first
factor is the incoming of the new flows in themiddlebox.(e
second factor is that the leaving flows after the transmission
are finished.(e third factor is the urgency of flow that needs
to complete the service in time.

For the first factor, the flow information table updates
when a new flow comes into the middlebox. (e current
total number of flows will increase. (is will result in less
bandwidth allocated to each flow. For the second factor,
once a flow is finished, there is no more data belonging to
this flow coming into the middlebox. (en the flow infor-
mation table will delete the information of this flow, and at
the same time, it will reclaim the bandwidth occupied by this
flow. (e reclaimed bandwidth is allocated to other data
flows; this will increase the bandwidth to each flow.(e third
factor is a special case, which occurs only when the flow is
about to time out. (e system will allocate enough band-
width to this flow so that it can accomplish the data
transmission in the required time.

Combined with these three factors, we propose a
bandwidth allocation algorithm based on the private net-
work. Our priority of consideration is the third factor. To
find out the flows that are about to time out, we look up the
flow information table. (e value of the timer in table XS

k is
the number of time slots that has been spent by this flow.(e
variable dk is the required time slots of the flow k. If dk − XS

k

equal to 1, that means this flow has only one time slot to
finish the transmission. (is is the condition to determine
whether a flow is about to time out. Next, we need to cal-
culate the residual amount of data to be transmitted. We
assume variable rk is the nontransmitted data, where
rk � mk − 􏽐

Xk

i Bk(ti) · ti. (en rk/ti+1 is enough bandwidth
that can satisfy the time requirement.

For the first factor and the second factor, we can combine
them to deal with. By calculating the difference between the
new and reduced flows, the total number of the current flows
through the middlebox is updated. (e system sets the total
number as the count value of the flow information table.

When calculating the bandwidth for each flow, we first
give the bandwidth to the flow that is about to time out.
(en, the total number of flows is subtracted from the
number of flows about to timeout, and the difference is
obtained for the average allocation of bandwidth. (e
bandwidth allocation algorithm for the private network is
shown in Algorithm 1.

4.2. PublicNetwork. In the more widely used public network
environment, it is not only blockchain communication, but
also any other type of transmission. Network resources are
no longer exclusive to blockchain services but compete with
various data flows. In order to reflect the real environment of
blockchain communication, we use the fat flow and slim
flow competitionmodel and define the state space and action
space.

We choose the Deep Q Network (DQN) as DRL method
to optimize the bandwidth allocation. DQN has some ad-
vantages: first, it only needs an incentive mechanism to
evaluate the behavior so that it does not need data sets for
training. Better results can be obtained by training according
to the environment observation and action of the agent.
Second, when the number of flows increases, the DQN can
well deal with the large-dimensional state action space.
(ird, DQN has an experience replay mechanism, which
reuses the samples to improve the learning efficiency. In this
case, we use DQN algorithm to solve the problem.

4.2.1. State Space. For the public network, the model con-
tains slim flows representing blockchain communications
and fat flows representing other application flows.We define
the network resource and flow status as the environment in
reinforcement learning and the state of the environment is
changing along with time. (e flow information table
contains all the flows state and updates in each time slot.
Except for srcip, dstip, sport, and dport variables, other
variables change with time. And the total number of data
flows in the table also changes along with time.
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According to the bandwidth allocation model and flow
information table, the environment has three parts, the fat
flow state, the slim flow state, and the whole number of flows.
(e fat flow state can be represented as Fj(t) �

[dj(t), mj(t)]. And dj(t) is a function that changes with
time t; it represents the remaining available time slots of the
flow j. Function mj(t) denotes the remaining data to be
transmitted. For fat flows j, j ∈ 1, 2, 3, . . . NF(t)􏼈 􏼉 and the
number of fat flows is NF(t). Same to the fat flow, Sk(t) �

[dk(t), mk(t)] denotes the state of slim flow k. (e number
of slim flows is denotes as NS(t), and k ∈ 1, 2, 3, . . . NF(t)􏼈 􏼉.
(e total number of flows through the middlebox is the sum
of fat and slim flows. It can be denoted as NF(t) + NS(t), so
the state space can be represented as

State(t) � Fj(t), Sk(t), N
F
(t) + N

S
(t)􏽨 􏽩. (10)

4.2.2. Action Space. In the public network, the decision
made by the middlebox in each time slot is the calculation of
the bandwidth value for each data flow. According to our
bandwidth allocation model, the actions in each time slots
can be denoted as

Action(t) � B
F
j (t), B

S
k(t)􏽨 􏽩, (11)

where BF
j (t), j ∈ 1, 2, 3, . . . NF(t)􏼈 􏼉 refers to the bandwidth

of fat flow j, and BS
k(t), k ∈ 1, 2, 3, . . . NS(t)􏼈 􏼉 refers to the

bandwidth of slim flow k. (e total bandwidth allocated in
each action should meet the constraint C5 in equation (9).

(e action includes all flows’ bandwidth value in time
slot t. (e value computed by the middlebox is the available

bandwidth for the sender. It will ensure that congestion is
avoided and bandwidth utilization is improved. (e action
will affect the transition of state and the accumulation of
reward.

4.3. Reward Function. (e goal of our model is to maximize
the total reward through bandwidth allocation in a certain
period of time. (e object is to maximize the rewards, which
also means that our allocation strategy serves more data
flows in the observation time.

We choose the RL method to optimize the bandwidth
allocation, because it only needs an incentive mechanism to
evaluate the behavior. We build such a mechanism to train
the strategy of bandwidth allocation. If a flow is not com-
pleted within the required time due to improper bandwidth
allocation, the reward is negative. If the bandwidth alloca-
tion is appropriate and the flow is completed within the
specified time, a positive reward is obtained. We add a
punish rule in the reward function, so it is a little different
from the model definition in equations (7) and (8).

(e details of the reward rules can be described as
follows:

(i) In a time slot t, suppose the state space has a flow
state Fj(t) � [dj(t) � 0, mj(t)> 0], where dj(t) � 0
indicates that it has timed out and mj(t)> 0 indi-
cates that there is still data that has not been served.
Such a state is a bad situation and should be
punished. We use θj(t) � −1 to represent this state,
and the reward of this flow Fj(t) should be
rj · θj(t).

Input: srcip, dstip, sport, dport
Output: bandwidth
Caculate an available bandwidth for the flow identified by srcip, dstip, sport, and dport
load data from flow information table into flowList
create a timeoutList
for each Sk in flowList do

XS
k←Sk.timer

if dk − XS
k � 1 then

timeoutList.add (Sk)

end if
end for
use rk to store the residual data for flow k

use B timeout to accumulate the bandwidth of the timeoutList
B timeout←0
for each Sk in timeoutList do
calculate the residual data for each flow
rk←mk − 􏽐

Xk

i Bk(ti) · ti

BS
k←rk/ti+1

B timeout←B timeout + BS
k

end for
BS

k←B − B timeout/flowList.count − timeoutList.count
update BS

k for each flow to flowList
bandwidth ←flowList.lookup(srcip, dstip,sport, dport)
return bandwidth

ALGORITHM 1: Bandwidth allocation algorithm for private network.
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(ii) In a certain time slot t, suppose the state space has a
§ow state Sk(t) � [dk(t)> � 0, mk(t) � 0], where
mk(t) � 0 indicates that the data has been served,
and dk(t)> 0 indicates that the data has been
completed before the timeout. Else dk(t) � 0 in-
dicates that the §ow �nished in time. �is state is a
good situation and it should be rewarded with the
value of rk · θk(t) and θk(t) � 1.

(iii) In other states, there is no change in the number of
data §ows, so no reward can be obtained in this
situation. �e corresponding parameter θ(t) equals
zero in this state.

(iv) To optimize blockchain communication, the abso-
lute value of the reward of slim §ow should be
greater than that of fat §ow. It can be shown as
|rk|>|rj|,∀k∈ 1,2,3,...NS(t){ },j∈ 1,2,3,...{ NF(t)}.

�e reward function R(t) is the sum of rewards of all the
§ows at time slot t.

R(t) � RF(t) + RS(t) �∑ rj · θj(t) +∑ rk · θk(t),

θj,k(t) �
−1 , dj,k(t) � 0, mj,k(t)> 0,
1 , dj,k(t)≥ 0, mj,k(t) � 0,

0 , others.




(12)

After each action of bandwidth allocation, the system
calculates the state of each §ow. When the system has
�nished updating the state and the total number of data
§ows, it will enter the next state. According to the state of
served data and the residue time requirement, the system
decides whether to get a reward.

4.4. DQN. Our system needs to compute proper bandwidth
for data §ows in each time slot. �e principle of proper
bandwidth calculation is to maximize the rewards in the
whole observation time period. When the number of §ows
increases or the network bandwidth to be allocated is large,
the space of states and actions becomes di�cult to calculate.
Due to the large scale of state-changing of data §ows in the
middlebox, we employ the DQN method to deal with the
high-dimensional state spaces and action spaces.

DQN is a reinforcement learning algorithm with the
advantages of neural networks [33]. �e agent of DQN can
replace the role of the middlebox system and complete the
bandwidth allocation according to learning from the envi-
ronment. For our model, the long-term value function
represents the accumulated reward from the data §ow
service. It can be denoted as

Q(State(t),Action(t))←(1 − α)Q(State(t),Action(t))+,
α[R(t) + cmaxQ(State(t + 1),Action(t + 1))].

(13)

In this function, α is the learning rate that is used to
balance the current and future reward value, and c is the
discount rate. �e DQN method for bandwidth allocation is
shown as Figure 5.

In the DQN method, two neural networks are used to
train the agent to do bandwidth allocation. One neural
network is called eval_net that trains the parameter of agent
to estimate Q value. �e other neural network is called the
target_net. It is used to save the target Q value. �e eval_net
and the target_net are with the same structure but di�erent
parameters. When training the agent to allocate bandwidth,
the experience replay is well utilized to learn from the past
operations. By random sampling of the experiences, the
neural network will update more e�ciently. �e eval_net
represents the Q-estimation which contains the new pa-
rameter. �e target_net predicts Q-reality, but its parameter
is not new. After some steps, the target_net will be updated
according to the parameters of the eval_net. �is mecha-
nism, which is called �xed Q-targets, can overcome the data
correlation and ensure the convergence of parameters. �e
algorithm of DQN for bandwidth allocation is present in
Algorithm 2.

5. Experimental Environment and Results

In this section, we �rst introduce our experimental envi-
ronment. �en we discuss performance evaluation.

5.1. Experimental Environment. In our test environment, we
use VMware ESXi virtual machine system to build a local
network.�is network has 4 middleboxes and 4 endpoints to
act as senders and receivers. �ese middleboxes can play the
role of consensus nodes in blockchain communication. Each
node is a virtual machine with 2 gigabit netcards and 4GB
memory. �e operating system is Ubuntu 18.04 LTS with
4.15 version Linux kernel.

For throughput test, we use the network testing tool
IPerf3. To simulate a complex network environment, TC
(Tra�c Control) tool is employed. Netem (Network emu-
lation) is a kernel module controlled by TC. We use Netem
to set packet loss and delay in the middlebox. In order to
make a bottleneck in the network path, HTB (Hierarchy
Token Bucket) is utilized to do shaping and policing for
network tra�c. It is also a type of queue managed by TC and
can set a rated speed for a network interface.

In order to make the system support our available
bandwidth noti�cation method, we create a new kernel

eval_net

Reward

Environment

Action

Update

Q-Estimation
R(t)=RF(t)+RS(t)
=Σrj(t) - θj(t)
+Σrk(t) - θk(t)

flow : F1(t)=[d1(t),m1(t)]
flow : S1(t)=[d1(t),m1(t)]
flow : S2(t)=[d2(t),m2(t)]
flow : F2(t)=[d2(t),m2(t)]
flow : S3(t)=[d3(t),m3(t)]...

B1 ,B2 
...

B1 ,B2 ,B3 
...

...
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Q-Reality

target_net
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Figure 5: DQN method for bandwidth allocation.
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module called “tcp_abn” following the example of “tcp_bbr”
that is developed by Google. Some kernel �les of the TCP
stack have been modi�ed, while the compatibility has been
kept. As our method needed, the modi�ed �les contain two
types. One type is deployed on the middlebox. �is type of
�le contains sch_htb.c. In sch_htb.c, the calculation of
available bandwidth is added, and the bandwidth value is
injected into the corresponding ACK packet. �e other type
is deployed on the sender. �is type of �le contains tcp.h,
tcp_input.c, tcp_ipv4.c, tcp_output.c, and tcp_abn.c. �e
tcp_abn.c �le is the major part of the “tcp_abn” module.
Other �les make the system suitable for the “tcp_abn”
module and support applying the bandwidth values from the
ACK packet.

5.2. Results. For the private network, we only initiate
blockchain communication in our local network. In the
middlebox, we set the upper limit of network bandwidth to
2Gbit/s by HTB policing function. We use the sysctl
command to change the kernel �le “/proc/sys/net/ipv4/
tcp_wmem” as “4096 16384 100000000” in each sender. �is
operation can make the system provide better performance
which avoids limiting network speed due to insu�cient send
windows.

In this network con�guration, we compare our ABN
method with two recently popular algorithms, Cubic and
BBR. Cubic is the default TCP congestion control algorithm
in Linux system, and BBR is a Google provided algorithm
that is also supported in Linux kernel.

In order to get a more signi�cant e�ect, we set the delay
changing in a certain range. It is hard for the RTT probing

mechanism to measure an accurate value in variable delay.
We use Netem tool to add latency in the network, and the
delay range is 50ms, 100ms, and 200ms, respectively. We
use IPerf3 to transmit data in TCP protocol where the
packets go through the middlebox. �e middlebox will be
deployed on Cubic, BBR, and our ABN. We use tcpdump to
catch all the tra�cs generated by IPerf3 during 60 seconds
and save then into a pcap �le. �en, we convert these pcap
�les to csv format �les and draw Figures 6–8.
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Figure 6: �roughput with 50ms delay.

(1) Initialize memory M for experience replay
(2) Initialize eval_net and Qestimation function with weight parameter ω
(3) Initialize target_net and Qreality function with weight parameter ω− � ω
(4) for each episode do
(5) Initialize State(t)
(6) for each time slot t do
(7) Generate a random number λ using ϵ − greedy policy for balancing exploration and exploitation
(8) if λ< ϵ then
(9) Randomly choose a series of bandwidth BF1 , B

F
2 , . . . , B

S
1, B

S
2, . . .{ } as the Action(t) for current §ows.

(10) else
(11) Action(t) � avgmaxQ(State(t),Action(t);ω)
(12) end if
(13) Execute Action(t)
(14) Obtain R(t) and State(t + 1)
(15) Save State(t),Action(t), R(t), State(t + 1){ } into memory D
(16) Randomly select batch of experience data Statei,Actioni, Ri, Statei+1{ } from D
(17) if Statei+1 is the terminal state then
(18) set yi � Ri.
(19) else
(20) set yi � Ri + cmaxaQreality(Statei+1, a)
(21) end if
(22) Perform gradiant descent on (yi − Qestimation(Statei,Actioni;ω))

2 with ω
(23) Update Qreality parameter with Qestimation
(24) end for
(25) end for

ALGORITHM 2: DQN algorithm for bandwidth allocation in public network.
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�e throughput with 50ms range delay is shown in
Figure 6. We can �nd that our ABN method has a relatively
stable speed close to the ceiling bandwidth. BBR has 6 spikes
and Cubic has 4; in addition, the average height of spikes of
BBR is higher than Cubic. It means the throughput of BBR is
better than Cubic. �e throughput results during 60 s with
50ms range of delay are Cubic : 235Mbit/s, BBR :1370Mbit/
s, and ABN :1990Mbit/s. At the position of 40 s in Figure 6,
the throughput is higher than the limit capacity. �at is
because BBR will probe the available bandwidth and
sometimes overestimate it. �en it will occupy the network
bu�er of the middlebox.

�e throughput with 100ms and 200ms range of delay is
shown in Figures 7 and 8. With the delay increasing, we can
see that the number of spikes of BBR and Cubic gets smaller.
�e throughput of our ABN decreases minorly and still stays
at a stable speed. �at is attributed to the bandwidth no-
ti�cation from the middlebox. �e speed of ABN accords
with the feedback of the network environment, not probing
or guessing. BBR will drop the speed when it perceives the
delay increasing in probeRTT phase. Cubic sends packets
continually, so the spike of Cubic usually lasts longer than
BBR. When delay increases and leads to packet drop oc-
currence, Cubic sharply reduces the transmission speed. If
the packet loss state continues, Cubic will always maintain
the low speed state. �e throughput of Cubic with 100ms
range of delay is 205Mbit/s. BBR is 1120Mbit/s, and ABN is
1990Mbit/s. With 200ms range of latency, the throughput
of Cubic drops to 93.2Mbit/s. BBR’s throughput shrinks to
465Mbit/s. �e average speed of ABN during 60 seconds is
1970Mbit/s. �e performance analyses demonstrate that the
ABN method can stand delay in§uence and improve the
network bandwidth utilization.

For the public network, we use a DQN model to do the
performance simulation. �ere are two neural networks in
DQN, eval_net and target_net, each network has two layers,

and each layer has 20 neurons. �e input of neural network
is set according to the amount of §ows and the size of
bandwidth allocation action space. Tensor§ow 1.12.0 with
python 3.7 is employed to do the training on Windows 10
system. In the simulation, 4 blockchain nodes with PBFT
consensus initiate slim §ows through a middlebox. In order
to highlight the support of the ABN method for blockchain
communications, we add two fat §ows with large bandwidth
as the background tra�c to compete with blockchain
communications, and the agent tends to allocate bandwidth
to blockchain §ow for more rewards. �e detail of simu-
lation parameters can be shown in Table 2.

�e loss of DQN model is as shown in Figure 9. We can
�nd that the loss is getting lower with the training steps
increasing. �e loss value tends to be stable which means the
model is available. In Figure 10, the reward variation with
di�erent learning rates is presented. �e learning rate a�ects
the rewards during the training.When the learning rate is 0.1
and 0.01, the reward curve oscillates violently and gets the
optimal value occasionally. When the learning rate is 0.001,
the reward curve is relatively convergent, but it does not
converge to the optimal value. In our simulation, the
learning rate of 0.0001 obtains better performance than
others. As shown in the �gure, the learning speed is ac-
ceptable, and the reward curve stably converges to the
optimal value. �e rule of reward function is to accumulate
the reward of each served §ow.

�e comparison of reward between ABN, BBR, and
Cubic is presented in Figure 11. In this training, we send one
slim §ow and fat §ow at the beginning and add slim §ows
during 200 s. To simulate PBFT communications, we add
slim §ows as a multiple of 4 which is the number of con-
sensus nodes. In the case of background tra�c, ABN can
obtainmore rewards with the increase of §ows. Although the
reward of Cubic is the same as others at the beginning, it will
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be punished when congestion occurs with the increase of
§ows.�e result is the slow growth of reward for Cubic. BBR
sometimes can get a better reward, because it attempts to �ll
the pipe to probe bandwidth, and it possibly occupies the
bu�er. We can �nd that when the amount of §ow is 32, the

reward of BBR is a little higher than ABN. But this situation
cannot be persistent; it will drop the speed when BBR is in
the drain phase. As we can see, ABN can get a more stable
reward augmentation than BBR in a long-term running.

6. Conclusions

In this paper, we investigate a blockchain-enabled IoT
network deployed on MEC servers and analyze the char-
acteristics of the network §ow of blockchain in consensus
communication. After researching the relationship between
consensus communication and performance in the per-
missioned blockchain, we determine to optimize the per-
formance by focusing on network bandwidth utilization. We
proposed an optimal allocation algorithm called available
bandwidth noti�cation. �e ABN method can provide ef-
�cient bandwidth utilization and avoid congestion; it will
improve the speed of blockchain consensus, so as to ensure
IoT data is safe and fast. �e results derived from the
evaluation demonstrate the high performance of our
method. Compared with the current TCP network, our
method is more friendly to the communication of block-
chain. With the further development of the research, we
would consider the data privacy protection function of
blockchain-enabled IoT network.
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Figure 11: �e reward comparison of ABN with BBR and Cubic.

Table 2: �e parameter settings in the simulation.

Parameter Value Description
Bandwidth 10Mbit/s �e whole bandwidth in the network
Fat §ow 1000Mbits, 200 s, 80 A type of fat §ow as background tra�c
Slim §ows 1Mbits, 1 s, 10 Four slim §ows in a group to represent blockchain communications
T 200 s Total time of observation
Node 4 �e number of blockchain nodes that initiate PBFT consensus communications
c 0.9 �e discount factor
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In the cloud computing era, a paper recommender system is usually deployed on the cloud server and return recommendation
results to readers directly. However, considering the paper recommender system, processing tremendous paper citation data on
the cloud cannot provide fine-grained personalized and real-time recommendations for each reader because these recommended
papers from the cloud are far from readers and probably not correlated strongly with each other for helping each reader research
further and deeper in the interested field. Recently, the edge-cloud collaboration-based recommender system has been used for
releasing parts of the cloud computing task to the edge and provides the recommendation near the client. Based on the edge
computing recommender system, a keywords-driven and weight-aware paper recommendation approach is presented, namely,
LP-PRk+ w (link prediction-paper recommendation), to enable intelligent, personalized, and efficient paper recommendation
services in the mobile edge computing environment. Specifically, the whole paper recommendation process mainly covers two
parts: optimizing the existing paper citation graph via introducing a weighted similarity (i.e., building a weighted paper correlation
graph) and then recommending a set of correlated papers according to the weighted paper correlation graph and the users’ query
keywords. Experiments on a real-world paper correlation dataset, Hep-*, show the capability of our proposal for improving the
paper recommendation performance and its superiority against other related solutions.

1. Introduction

Generally, recommender system is based on the cloud-client
structure that raises the risk of delays due to network
bandwidth and latency, data leakage during remote trans-
mission, and recommending uncorrelated results for users
by processing tremendous multivariate heterogeneous data.
In recent years, edge-cloud collaboration-based recom-
mender systems are proposed to solve these problems [1, 2].
In the mobile edge computing environment, the recom-
mender system can utilize the real-time information of users
on the edge end to provide better recommendations.

Currently, the paper recommender system is one of the
major tools and ways for readers to find their required

papers. For example, popular academic paper search tools on
the mobile edge end (e.g., Baidu Academic and Google
Scholar) allow readers to look for their interesting papers
from massive papers registered on the web, based on a set of
desired keywords. In practice, one paper only covers readers’
partial query keywords. *erefore, the paper search tools
probably recommended a set of papers that contain all the
query keywords to meet the readers’ tastes for papers.

As shown in the right part in Figure 1, the fundamental
paper recommendation process mainly consists of three
phases in the cloud computing environment. First, a reader
types a set of query keywords into the paper recommender
system (e.g., {k1, k2, k3, k4, k5}). *e second phase is papers’
discovery, in which vast candidate papers can be identified
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by using traditional keyword search methods [3]. *e
third phase is papers’ recommendation, in which the
recommender system will output all candidate papers to
the reader.

However, finding a set of desirable papers from
massive candidates on the cloud server for the reader is
often a sophisticated job even for an experienced reader.
*e reasons are mainly threefold, which are clarified as
follows:

(1) As the paper recommender system usually returns
recommendation results to readers directly in the
cloud computing, the paper recommender system
cannot provide fine-grained personalized and real-
time recommendation for readers.

(2) *e returned paper list should meet the following
conditions. First, these papers collectively cover all
the query keywords from the reader. Second, the
recommended papers should own certain correla-
tions with each other so as to aid the reader in
launching in-depth and continuous research on an
identical idea.

(3) Traditional keywords-based paper recommendation
approaches hardly analyze the possible correlations
among different papers. Although paper citation
graphs provide a good indicator of paper correlation
relationships, they still face the serious problem of
sparse data.

Currently, link prediction approaches are the best al-
ternatives to address the sparse data problem of graphs
(networks) [4], which aims to find the missing links and
forecast future links based on known graphs (networks)
information [5]. Specifically, link prediction approaches

estimate the likelihood of building a new link among two
unconnected nodes according to their graph structure and
attribute information. Hence, applying link prediction to
paper recommendations is of theoretical and practical
significance.

To satisfy readers’ requirements on paper search, we
propose a novel keywords-driven and weight-aware paper
recommendation approach deployed on the mobile edge
end, that is, LP − PRk+w (link prediction-paper recom-
mendation). As shown in the left part in Figure 1, LP −

PRk+w integrates multiple operations: query keywords, link
prediction, papers’ discovery, and papers’ recommendation.
On the mobile edge end [6], through analyzing a reader’s
query keywords, LP − PRk+w can return a set of correlated
papers (depicted by a connected subgraph) by mining the
potential correlation patterns hidden in the weighted paper
correlation graph. As output, the returned subgraph is
interconnected by the target papers (containing query
keywords) and bridging papers (containing no query key-
words). Particularly, we consider interchangeability of one
paper and its corresponding node in this paper, denoted as p
or v.

Generally, we achieve the following main contributions:

(1) We propose a novel keywords-driven and weight-
aware paper recommendation approach based on the
mobile edge computing framework, i.e., LP − PRk+w,
which enables intelligent, personalized, and efficient
paper recommendation services in the mobile edge
computing environment.

(2) We optimize the existing paper citation graph model
by introducing weighted similarity-based link pre-
diction. *us, we construct a weighted paper cor-
relation graph.

Cloud Computing

1. Query keywords

2. Papers discovery

3. Papers recommendation

A set of query keywords 

……

Mobile Edge Computing

2. Link prediction

v2

v3

v1

v4

Weighted paper correlation graph

w1.2

1. Query keywords

k1

A set of query keywords 

……

3. Papers discovery

4. Papers recommendation

……

w1.4w2.3

w3.4

k2 k3 k4 k5
k1 k2 k3 k4 k5

Figure 1: *e recommendation process on the cloud computing and the mobile edge computing.

2 Scientific Programming



(3) To evaluate the usefulness and feasibility of
LP − PRk+w, we conduct a group of experiments on a
real-world paper citation dataset, Hep-*.

*e rest of the paper is organized as follows. Related
researches are summarized in Section 2. Paper motivation is
demonstrated in Section 3. In Section 4, we introduce the
weighted similarity-based link prediction approach. Section
5 answers readers’ keywords query via the proposed LP −

PRk+w solution. Section 6 analyzes and evaluates LP − PRk+w

through experimental comparisons. Finally, we summarize
the paper and point out the future research directions in
Section 7.

2. Related Work

2.1. Paper Recommendation. In general, Collaborative Fil-
tering (CF) approach can calculate the similarity scores
among different items; thus, paper recommender systems
apply the CF approach and focus on ratings matrices.
Furthermore, the CF approach can also calculate the ratings’
matrixes that are created on a paper citation graph [7].
*erefore, the early works of paper recommendation mainly
used the CF approach to recommend papers. With the
application of the CF approach in the paper recommen-
dation, researchers found that the CF approach is generally
restricted to cold-start and data sparsity problems [8]. In
addition, Content-Based Filtering (CBF) approach is similar
to the CF approach.*e CBF [9] approachmainly focuses on
the content relevance [10, 11] among papers to recommend
papers. However, these recommended papers hardly match
readers’ deep and continuous research around an identical
focus. Furthermore, the CBF encounters the semantic am-
biguity problem.

As the citation relationships between papers can reflect
the correlations among papers’ research content, a graph-
based approach becomes research focus. For example, Meng
et al. [12] regarded authors, papers, topics, and keywords as
nodes and multiple relationships as edges; the approach
executed a random walk on the constructed four-layer
heterogeneous graph to recommend papers. Furthermore,
[13] proposed a graph-based PageRank-like paper recom-
mendation approach, which mainly executed a biased
random walk on paper citation graphs to recommend pa-
pers. Although [12] and [13] take papers’ citation rela-
tionships into account, these approaches do not tackle the
data sparsity in the existing paper citation graphs.

2.2. Link Prediction. Link prediction [14] is an important
approach of resolving links’ sparsity problem as it can
compute the likelihood of building new links between two
unconnected nodes. At present, three types of link predic-
tion have been identified, that is, similarity-based method,
maximum likelihood approach, and probabilistic method.
*e similarity-based method was used in large-scale net-
works as it could compute the similarity score among any
two nodes. *e maximum likelihood approach predicted
links by utilizing specific parameters, and the probabilistic
method could employ the trained model to forecast links

[15]. However, these two approaches did not apply to the
large-scale networks. In the paper, our proposal mainly
employs the similarity-based method considering that an
existing paper citation graph is a large-scale paper rela-
tionships network [16].

Currently, more researchers considered utilizing the
weight of links in link prediction approaches. For example,
the work of [17] tried to identify strong ties (e.g., spouses or
romantic partners) in social network, and these strong ties
were considered as the different link weight among users.
Furthermore, [18] investigated the use of link strength on
link prediction approaches; their proposed weighting cri-
terion was based absolutely on topological data (i.e., the
frequency of interactions among nodes). In addition, link
prediction model could be categorized into two types: an
unsupervised link prediction model and a supervised link
prediction model. For example, [18] and [19] made use of
user’s attributes information (i.e., gender, age, and sex) and
interactive activities to estimate the social relationships
strength on unsupervised link prediction model. Further-
more, [20] proposed a supervised link prediction model that
used similarity metrics to calculate the similarity eigen-
vectors between a pair of nodes, and these eigenvectors were
regarded as new databases for constructing the supervised
model in predictive tasks [21].

In view of the above research content, a novel keywords-
driven and weight-aware paper recommendation approach,
that is, LP − PRk+w, is proposed in the paper, to cope with
the sparse data problem and recommend a set of correlated
papers. Next, actual examples are presented in Section 3 to
further demonstrate the research motivation of the paper.

3. Research Motivation

In this section, the examples of Figures 2 and 3 are recruited
to directly demonstrate our research motivation. Figure 2
describes a scenario that a reader needs to perform five
keywords research before he creates a new paper: (1) key-
word search (i.e., k1) is used by readers to search for in-
teresting papers by typing query keywords; (2) paper citation
graph (i.e., k4) is for finding the correlation relationships
among different papers (i.e., mining the potential correlation
patterns); (3) link prediction (i.e., k2) is to solve the data
sparsity of paper citation graph; (4) Steiner tree (i.e., k3) [22]
is utilized to find a set of correlated papers; and (5) dynamic
programming (i.e., k5) [23] is applied to solve the Steiner tree
problem. *us, the reader obtains five corresponding query
keywords, Q� {k1, k2, k3, k4, k5}.

Figure 3 is a part of an undirected paper citation graph. It
contains 14 nodes (papers), that is, v1, . . . , v14, covering
diverse keywords. *e notation v13 {k11, k13} {2021} {a1}
indicates that node v13 offers keywords k11and k13, an author
a1, and the published time 2021. e(v1, v10) indicates that
nodes v1 and v10 generate an undirected citation
relationship.

According to the query keywords, the reader easily
obtains a set of papers in Figure 3 (i.e.,
Rp � {v1, v2, v3, v4, v5, v6, v11, v12}). However, these returned
papers fail to satisfy the reader deep and continuous
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academic research around an identical focus. In fact, a
paper recommender system generally recommends a
larger number of candidate papers to readers; further-
more, the correlation relationships among candidate
papers are transparent to readers. *erefore, readers
hardly select a set of correlated papers from these can-
didate papers. Luckily, a paper citation graph depicts
citation relationships among diverse papers, so it provides
a promising way to mine the potential correlation pat-
terns. However, the paper citation graph faces to the
sparse data problem; that is, it does not consider the
potential correlations among different papers not con-
nected in the graph. For example, nodes v11 and v13 have
common research content, while they fail to build a
correlation relationship in Figure 3.

According to the above examples, in the mobile edge
computing environment, we firstly address the data sparsity
of paper citation graph and then recommend a set of cor-
related papers, these contents are presented in detail in
Section 4 and Section 5, respectively.

4. Link Prediction of LP-PRk + w

4.1. Weighted Similarity-Based Link Prediction Approach.
According to the analysis of the research motivation, we
propose a weighted similarity-based link prediction schema
that follows tasks’ sequence [24]. In Figure 4, the link
prediction process mainly comprises the following activities:

Activity 1. Preprocessing of Graph. For simplicity, a
directed paper citation graph is treated as an un-
directed graph.
Activity 2. Nodes’ Weighting. *is activity mainly
calculates the actual weight (i.e., wij) between all
nodes of the undirected paper citation graph. Here,
the weights of two connected nodes and two un-
connected nodes are both computed by employing
the following KTA weighting criterion.
Criterion.Keywords, Time, and Authors (KTA).Here,
the number of common keywords of two papers
increases and their published time are relatively
close; thus, their weight (i.e., wij) will be larger.
Furthermore, the theory of [25] states that two
different papers containing common authors tend to
refer to each other. *us, the KTA weighting cri-
terion is as follows:
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where β, λ, and α are arbitrary parameter values, i.e.,
β, λ, and α ∈ (0, 1). Higher (or lower) values of β, λ,
and α intensify (or attenuate) the influence of key-
words, published time, and authors in the weighting
criterion, respectively. Kvi

(Kvj
) and Avi

(Avj
) denote

a set of keywords and authors, respectively. Avi
∩Avj

and Kvi
∩Kvj

represent co-authors and common
keywords, respectively. cosine(Avi

, Avj
) and

cosine(Kvi
, Kvj

) denote that the method computes
the similarity authors of and keywords between two
nodes, respectively. tvi

and tvj
indicate the published

time of two nodes, respectively.
Activity 3. Score Calculation and Ranking.

(1) Firstly, we get the actual weight of two connected
nodes (e.g., vi and vz, vj and vz). *en, we calculate

New Paper

Solving the data sparsity of paper citation graph.

(3) link prediction research

(5) dynamic programming research

Solving the Steiner tree problem.

(4) Steiner tree research

Finding a set of correlated papers.

link prediction, k3
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Creation

research

(1) keyword search research

Searching for papers based on query keywords. keyword search, k1
(2) paper citation graph research

Minding the potential correlation patterns. paper citation graph, k2

A set of query keywords

Figure 2: *e paper research and creation tasks: an example.

Traditional Recommendation

Q={k1, k2, k3, k4, k5}

v14{k14}

v1{k1, k4} v2{k1, k4}

v7{k7}

v10{k10}

v8{k8}

v3{k2} v4{k2, k6}

v13{k11, k13}{2021}{a1}

v11{k2, k13}{2021}
{a1}

Rp={v1, v2, v3, v4, v5, v6, v11, v12}

v12{k5, k12}

v9{k9}

v5{k3, k5} v6{k3, k5}

e(v1, v10)

Figure 3: Tradition recommendation: an example.
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the weight of two nonconnected nodes (e.g., vi and vj)
by using the weighted similarity function (i.e.,
weighted common neighbor). Finally, we sort a
descending list in order, and the maximum score [26]
is saved in wmax (vi, vj).
Weighted Common Neighbor—WCN (vi, vj) [20]. It
computes the average weight between two non-
connected nodes vi and vj; that is,

WCN vi, vj􏼐 􏼑 � 􏽘

vz∈Γ vi( )∩Γ vj( 􏼁

w
KTA

vi, vz( 􏼁 + w
KTA

vz, vj􏼐 􏼑

2
,

WCN vi, vj􏼐 􏼑 �
WCN vi, vj􏼐 􏼑

Γ vi( 􏼁∩ Γ vj􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
,

wmax vi, vj􏼐 􏼑 � arg max
i,j�1,...,N

w
WCN

vi, vj􏼐 􏼑,

(2)

where (6) calculates the weight of two nonconnected
nodes vi and vj by using the WCN. |Γ(vi)∩ Γ(vj)|

represents the number of common neighbor nodes.
Equation (2) obtains a maximum weight (i.e., the
maximum score) over the undirected paper citation
graph.

(2) Here, we directly use the actual weight of all un-
connected nodes to produce a descending-ranking
list.
Activity 4. Links Establishment.*is activity connects
a pair of unconnected nodes. LP (link prediction) is
defined as

LP � wij ≥wmax vi, vi( 􏼁􏽮 􏽯. (3)

4.2. Weighted Paper Correlation Graph. In the mobile edge
computing environment, LP − PRk+w builds a weighted
paper correlation graph by using the weighted similarity-
based link prediction. *e weighted paper correlation graph
is defined as follows.

Definition 1 (Nodes). For one paper p, the weighted paper
correlation graph has a mapped node v. And the node covers
diverse keywords (i.e., k1. . . kz), where these keywords
denote its main research content.

Definition 2 (Edges). For any pair of nodes (vi, vj), the
weighted paper correlation graph has a corresponding edge
e(vi, vj). And e(vi, vj) denotes the fact that two papers have
a correlation relationship.

Definition 3 (Weights). For any two connected nodes vi and
vj, the weight of wij/wij (larger than 0) directly indicates the
strength of correlation between nodes vi and vj. For ex-
ample, considering two edges e(v1, v2) and e(v2, v3), if
w1,2 > w2,3, then node v2 has better “similarity” (correlation)
with node v1 instead of node v3.

Definition 4 (Weighted Paper Correlation Graph (W-PCG)).
*e W-PCG is expressed in Gw(Vp, Ep, Wp), where Vp, Ep,
and Wp represent a set of nodes, edges, and weights.

According to Definition 1, each node of Gw contains
diverse keywords. To expediently answer the keywords query
of Section 5, LP − PRk+w needs to preestablish an inverted
index Sk. Concretely, given a query keyword k, we can faster
search for all papers containing keyword k. For example,
nodes v1 and v2 cover keywords k1 (i.e., Sk{k1}� {v1, v2}).

5. Paper Recommendation of LP-PRk+w

5.1. Problem Formalization of Keyword-Driven Pattern
Mining. On the mobile edge end [27], according to reader’s
query keywords, we will introduce our paper recommen-
dation approach based on a W-PCG (i.e., Gw). Specifically,
given a queryQ containing l (l≥ 2) query keywords (i.e.,Q�

{k1, · · · , kl}), our proposal can find optimal answer trees on
Gw, denoted as Tw (Q), where Tw (Q) is not only a connected
tree containing all query keywords (i.e., Q) but also having
highest correlation. To better clarify the paper, we sum-
marize the symbols in Table 1.

Figure 5 is a part of Gw and contains the same nodes of
Figure 3 (i.e., v1, · · ·, v14). And a new link e(v11, v13) (i.e., blue
line) is added in Figure 5. According to the query keywords
of Figure 2, i.e.,Q� {k1, k2, k3, k4, k5}, nodes v1 and v2 contain
keywords k1 and k1, nodes v3, v4, and v11 contain keyword
k2, nodes v5 and v6 contain keywords k3 and k5, and node v12
contains keyword k5. *us, an answer tree Tw (Q) connects
one node from {v1, v2}, one node from {v3, v4, v11}, one node
from {v5, v6}, and one node from {v5, v6, v12}; furthermore,
Tw (Q) may connect nodes that do not contain any query
keywords, i.e., v10, v13, and v14.

Paper citation graph

Undirected paper
citation graph

Weighted
paper correlation graph

Score calculation
and ranking

The Maximum
Score

Unconnected
nodes weighted

The descending
ranking list

A list of scores
≥ The Maximum Score

Links
establishment

Score calculation
and ranking

Connected nodes
weighted

Figure 4: Process of the weighted similarity-based link prediction:
overview.
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*erefore, the reader will obtain a set of papers that is
different from Figure 3 (i.e., Rp � {v1, v10, v13, v11, v14,

v12, v16}).
According to the above example, in the mobile edge

computing environment, the reader initially pursues a weighted
Steiner tree Tw (Q) [28], and the definition is as follows.

Definition 5 (Weighted Steiner Tree). Given aW-PCG (i.e.,Gw)
and a set of nodesVp

′⊆Vp, whenTw (Q) is a connected subgraph
covering all nodes of Vp

′, Tw (Q) is a weighted Steiner tree.
Considering the inverted index of Section 4, we recog-

nize multiple groups of nodes according to diverse query
keywords from Q� {k1, . . ., kl}, denoted as Vp1, . . . , Vpl,
where Vpn (1≤ n≤ l) is a set of nodes covering a query
keyword kn (1≤ n≤ l). Next, we need to find a group
weighted Steiner tree that covers all query keywords. *e
definition is as follows.

Definition 6 (Group Weighted Steiner Tree). Given Gw and
multiple groups of nodes Vp1, . . . , Vpl⊆Vp, when a
weighted Steiner tree wij (Q) selects nicely one node from
each group Vpn (1≤ n≤ l),Tw (Q) is a group weighted Steiner
tree.

*ere may be obtained multiple diverse group
weighted Steiner trees in answer to reader’s keywords
query. In fact, our recommendation goal, in the mobile
edge computing environment, is simply to recommend a
set of “most correlative” papers covering all query key-
words. Here, the weight Tw of Gw denotes the “similarity”
(correlations) of nodes vi and vi. Hence, the recommen-
dation goal is finding a group weighted Steiner tree with
maximal weight. In practice, LP − PRk+w considers the
weight-aware (i.e., correlation-aware) paper recommen-
dation problem as an optimization problem, and the
object function is of “the smaller weight the better” case.
Here, we transform Figure 5 into Figure 6. In Figure 6, the
weight wij of edge e(vi, vj) is represented by 1/wij. For
example, when w1,10 � 0.5 holds in Figure 5, w1,10 � 2 holds
in Figure 6. In the remainder of this paper, we only use a
converted W-PCG (i.e., Gw) as illustration. Next, we must
search for a group weighted Steiner tree with minimum
weight. *e definition is as follows.

Definition 7 (Minimum Group Weighted Steiner Tree).
Given a set of alternative group weighted Steiner trees, that
is, Tw1 (Q), . . ., Twm (Q), when w (Twi (Q))�min (w (Tw1
(Q)), . . ., w (Twm (Q))) (1≤ i≤m), Twi (Q) is a minimum
group weighted Steiner tree.

5.2. Searching for Optimal Answer via Pattern Mining.
According to readers’ keywords query Q, LP − PRk+w must
search a minimum group weighted Steiner tree Tw (Q)
representing final solution for readers via mining on a
W-PCG (i.e., Gw). However, the computation of the Tw (Q)
is the NP-complete problem. *erefore, we will utilize a
dynamic programming (DP) technique [28] to solve this
problem.

Generally, the DP technique firstly divides the MGWST
(minimum group weighted Steiner tree) problem into a set
of easier subproblems. Next, each same subproblem is
addressed only once and the DP technique stores the cor-
responding result. Finally, the DP technique can exactly
provide optimal solutions to readers by combining previ-
ously saved results.

In DP model, Tw (v, K′) (K′ ⊆K�Q) is a state, which
covers a set of query keywords K′. Furthermore, w (Tw (v,
K′)) denotes the weight of Tw (v, K′). *e model state
transitions equations are defined as follows.w(Twmin

∀v∈Vp(v, K′)) �∞
if Twmin
∀v∈Vp

(v, K′) does not contain any query keywords:

Table 1: Symbol definition.

Symbol Definition
p/v A paper
k1, . . ., kz *e paper contains keywords
e(vi , vj) A correlation relationship
Q/K A set of query keywords
Avi

/Kvi
A set of authors/keywords

Vp A set of nodes
Ep A set of edges
Wp A set of weights
Gw(Vp, Ep, Wp) W-PCG
Sk An inverted index
Tw (Q) An optimal answer tree
Q1/Q2 Two queues

Twmin (v, K′) A minimum group weighted Steiner tree rooted
at v

RP Recommendation result
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LP-PRk+w

Q={k1, k2, k3, k4, k5} Rp={v1, v10, v13, v11, v14, v12, v6}

v1{k1, k4} v2{k1, k4} v3{k2} v4{k2, k6} v5{k3, k5} v6{k3, k5}

v14{k14}

v12{k5, k12}

v9{k9}v8{k8}

v11{k2, k13}{2021}
{a1}

v13{k11, k13}{2021}{a1}

v7{k7}

v10{k10}

Figure 5: LP − PRk+w: the same paper recommendation example.

6 Scientific Programming



w Twmin
∀v∈Vk⊆Vp

v, K′( 􏼁⎛⎝ ⎞⎠ � 0 if Twmin
∀v∈Vk⊆Vp

v, K′( 􏼁

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
� 1, (4)

w Twmin v, K′( 􏼁( 􏼁 � min w Twg v, K′( 􏼁􏼐 􏼑, w Twm v, K′( 􏼁( 􏼁􏼐 􏼑, (5)

w Twg v, K′( 􏼁􏼐 􏼑 � min
u∈N(v)

w Twmin u, Ku
′( 􏼁( 􏼁 + wu,v􏽮 􏽯, (6)

w Twg v, K′( 􏼁􏼐 􏼑 � min
Ku
′∩K′≠Ku

′&&Ku
′∩K′�K′

‖ Ku
′∩K′≠K′&&Ku

′∩K′�Ku
′

􏼠 􏼡

w Twmin v, K′( 􏼁( 􏼁 + w Twmin u, Ku
′( 􏼁( 􏼁􏼈 􏼉,

(7)

w Twm v, K′( 􏼁( 􏼁 � min
Ku
′⊆K&&K′⊆K&&

Ku
′∩K′≠K′&&Ku

′∩K′≠Ku
′

􏼠 􏼡

w Twmin v, K′( 􏼁( 􏼁 + w Twmin u, Ku
′( 􏼁( 􏼁􏼈 􏼉,

(8)

where N(v) is a set of neighbor nodes of node v; u, v

∈∈Gw(Vp, Ep, Wp), u ∈∈N(v), e(u, v) ∈ Ep, and wu,v ∈∈Wp.
Since tree Twmin (v, K′) does not contain any query key-
words, the weight of the tree is infinite in formula (3). In
formula (10), a tree covers one query nodes and its weight is
0. Formula (5) denotes that tree Twmin (v, K′) is acquired by
doing the following operations: tree growth operation (i.e.,
formulas (7) and (8)) and tree merging operation (i.e.,
formulas (9) and (10)). In Figure 7(a), the tree growth

operation creates new tree Tw (v, K′) by adding new node u,
and the pseudocode of the tree growth operation is specified
in Algorithm 1. In Figure 7(b), the tree merging operation
creates new tree Tw (v, K′) by merging two trees; these two
trees are both rooted at v. And the pseudocode of the tree
merging operation is specified in Algorithm 2. When K′�K,
LP − PRk+w searches for a minimum group weighted Steiner
tree Twmin (v, K′) in formula (11), and Twmin (v, K′) contains
at least one node.

w Twm v, K′( 􏼁( 􏼁 � min
K1′∩K2′�Φ

K1′∪K2′�K′

w Twmin v, K1′( 􏼁( 􏼁 + w Twmin v, K2′( 􏼁( 􏼁􏼈 􏼉,

Tw(Q) � Twmin v, K′( 􏼁 if K′ � K.

(9)

According to formulas (4)–(11), Tw (Q) is returned by
repeating the tree growth and the tree merging operations,
and the pseudocode of the MGWSTalgorithm is specified in
Algorithm 3. Furthermore, the algorithm maintains two
queues: Q1 and Q2: the queue Q1 records intermediate trees

only containing partial query keywords, and the queue Q2

records qualified trees covering all query keywords K.
Note that, in the worst-case scenario, the MGWST al-

gorithm may return the entire W-PCG as its output. In
addition, the algorithm does not take into account the role of
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v1{k1, k4} v2{k1, k4} v3{k2} v4{k2, k6} v5{k3, k5} v6{k3, k5}
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v13{k11, k13}{2021}{a1}

v12{k5, k12}v11{k2, k13}{2021}
{a1}

v9{k9}v8{k8}v7{k7}

v10{k10}

Figure 6: *e W-PCG converted from Figure 5.
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the synonymy and word inflections in the paper recom-
mendation [29–35] process.

6. Experiments

To evaluate the usefulness and feasibility of LP − PRk+w, the
large-scale experiments are tested on Hep-* dataset [36].

6.1. Experimental Environment

Dataset. We select part of the Hep-* data set for the
experiment (i.e., these papers are published between
1997 and 2003); the partial data contains 8721 papers
and forms a paper citation graph. Here, each paper
node stores paper published time and authors’

T (u1,K1) T (u2,K1) T (u3,K1)

v1 v2 v3

v
T (v,K1)

(a)

T (v,K1) T (v,K2) T (v,K1 K2)

v v v

(b)

Figure 7: Tree operations. (a) Tree growth. (b) Tree merging.

Input: K� {k1, k2, . . . , kl
}, Q1 � V

Output: Q1

(1) For each u ∈N(v) do
(2) If wu,v + w(Twmin(u, Ku

′)) <w(Twmin(v, K′))
(3) Twmin(v, K′)= e(u, v)+Twmin(u, Ku

′)
(4) enqueue Twmin(v, K′) into Q1
(5) update Q1
(6) End If
(7) If (Ku

′ ∩K′ ≠K′&&Ku
′ ∩K′ =Ku

′ || Ku
′ ∩K′ ≠Ku

′&&Ku
′ ∩K′ =K′)

(8) w(Twmin(u, Ku
′))+w(Twmin(v, K′)) <w(Twmin(v, K′))

(9) w(Twmin(v, K′))=w(Twmin(u, Ku
′)) +w(Twmin(v, K′))

(10) enqueue Twmin(v, K′) into Q1
(11) update Q1
(12) End If
(13) Return Q1
(14) End For

ALGORITHM 1: Tree growth.

Input: K= {k1, k2, . . . , kl}, Q1 =V

Output: Q1
(1) For each u ∈N(v) do
(2) If (Ku

′ ⊆K&&K′⊆K&&Ku
′ ∩K′ ≠Ku

′&&Ku
′ ∩K′ ≠K′)

(3) Twmin(v, K′)=Twmin(u, Ku
′)+Twmin(v, K′)

(4) enqueue Twmin(v, K′) into Q1
(5) update Q1
(6) End If
(7) End For
(8) K1′= K′
(9) For each Twmwminin(v, K2′) in Q1 s.t(K1′ ∩K2′=V&&K1′⋃K2′= K′)
(10) If w(Twmin(v, K1′))+w(Twmin(v, K2′))<w(Twmin(v, K1′⋃K2′))
(11) Twmin(v, K1′⋃K2′)=Twmin(v, K1′)�Twmin(v, K2′)
(12) enqueue Twmin(v, K1′⋃K2′) into Q1
(13) update Q1
(14) End If
(15) Return Q1
(16) End for

ALGORITHM 2: Tree merging.
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information. Furthermore, the keywords’ informa-
tion of each paper is constructed by employing the
RAKE (rapid automatic keyword extraction)
technique.
Experiment Settings. To obtain an optimal W-PCG
(i.e., Gw), we execute the link prediction process
depicted in Figure 4. Furthermore, we also set the
parameters values of the KTA weighting criterion: α,
ß ∈ {0.3, 0.5, 0.7, 0.9}, λ ∈ {0.3, 0.9}.
In the keywords query experiments, three diverse
sets of the keywords are set, i.e., set A, set B, and set
C. In set A, the keywords of one paper are regarded
as the query keywords, where readers can provide all
query keywords for their research content. In set B,
the query keywords are randomly selected from
different papers (in excess of one paper) as the
readers’ research content covers diverse research
topics. In set C, the query keywords are randomly
selected from any two papers to further verify the
feasibility of the MGWST algorithm. Furthermore,
an author of each paper basically creates the number
of keywords with up to 6, so there are up to six query
keywords in each set. Each experiment is repeated
100 times and the average experiment results are
adopted.
Evaluation Criteria. We compare the following
evaluation criteria:

(1) Number of new edges: the larger, the better; that is,
more new edges denote that our link prediction
approach can better solve the sparse problems of the
existing paper citation graph.

(2) Number of nodes: number of recommended papers
(the smaller, the better, i.e., fewer papers denote that
high correlation). Note that the return solution
contains at least one paper.

(3) Success rate [37]: when the number of papers of a
recommendation result is less than twice the number
of the readers’ query keywords, the recommendation
result is successful (the larger, the better).

(4) Weight: the weight of a recommended result (the
smaller, the better).

(5) Computation time: the time for generating an an-
swer tree (the smaller, the better). Here, the com-
putation time can be well described by logarithmic
function (log2).

(6) Precision [20] is defined as

precision �
TP

Rp

, (10)

where TP denotes a set of papers containing query
keywords and Rp denotes a recommendation result.

(7) Recall [38] is defined as

recall �
1

|p|
􏽘

pa∈p

Rp ∩Tpa

Tpa

, (11)

where |p| is the number of papers (e.g., |p| � 2) in set
C. Tpa

is a set of papers cited by pa.
(8) F1 score is defined as

F1 score �
2∗ recall ∗ precision
recall + precision

. (12)

Here, we compare LP − PRk+w with several similar paper
recommendation approaches:

Baseline 1. Link Prediction-Random (LP-Random) [28].
*e approach is randomly finding a set of nodes from
the Gw, and these nodes collectively cover readers’
query keywords. Finally, this approach grows a mini-
mum weighted spanning tree.
Baseline 2. Link Prediction-Greedy (LP-Greedy) [28].
Likewise, the approach selects a set of nodes contained
all query keywords from the Gw. Next, this approach
regards these nodes as the initial root nodes and
continuously generates a tree until these nodes are
interconnected.
Baseline 3. Link Prediction-Random Walk (LP-RW)
[13]. First, using papers’ keywords and the correlation
relationships of Gw to build 2-layer graph, and then the
approach runs on the 2-layer graph to recommend
papers. Furthermore, each query only uses readers’
entered keywords: q� [0, qW].
Baseline 4. Link Prediction-Random Walk Restart (LP-
RWR) [12]. Likewise, the approach also uses the 2-layer
graph for paper recommendation. If the state vectors of
LP-RWR steadily grows linearly in the experiment,
then we consider the approach achieves linear
convergence.
Experimental Tools. All experiments are implemented
by python and executed with Intel® Core® CPU @
3.0GHz, 16GB RAM, and Windows 10 @ 1809, 64-bit
operating system.

6.2. Experimental Results

(1) Profile 1: Ge Number of New Edges.
In this profile, we compare the number of new edges
to select a set of appropriate parameters values that
are better at solving the sparsity of an existing paper
citation graph in some extent. Tables 2–3 present that
we mostly gain different experimental results as
paper keywords, paper published time, and paper
authors’ information have a significant role in the
link prediction process. According to the above
experiments results, when α� 0.3, ß� 0.5, and
λ� 0.9, we get the best experimental results; that is,
the number of new edges is 348. *erefore, we select
the set of appropriate parameters values to build a
W-PCG.

(2) Profile 2: Ge Number of Nodes of Different
Approaches.

Scientific Programming 9



In the experiment, we test the number of recom-
mended nodes (papers) of different approaches.
Here, the number of readers’query keywords ranges
from 2 to 6. As shown in Figure 8, these experiment
results show that the number of recommended in-
cluding more papers can satisfy requirements of
readers on more keywords query. When readers can
accurately provide all query keywords, Figure 8(a)
presents that our approach can accurately answer
readers’ keywords query; that is, the number of
papers is 1. Furthermore, the experiment results of
Figure 8(b) demonstrate that LP − PRk+w can find
necessary bridging nodes between target nodes. In
the case of same keywords query, Figure 8 shows that
the number of recommended papers of LP − PRk+w

is fewer than that of the other two approaches (i.e.,
LP-Random and LP-Greedy). In fact, a recommended
result contains a handful of papers, which means
these recommended papers have higher correlation.

*us, the experiment results of Figure 8 can show
directly that our paper recommendation approach is
superior to LP-Random and LP-Greedy.

(3) Profile 3: Ge Success Rate of Different Approaches.
As shown in Figure 9, we compare the success rate of
different approaches in the different sets. According
to [39], if the number of query keywords equals 6,
then the number of papers of a successful recom-
mended result must range from 1 to 12. When
readers can accurately provide all query keywords,
Figure 9(a) presents that the success rate of our
approach is 100%. For the other keywords query
cases, the experiment results of Figures 9(b) and 9(c)
again present that the success rate of LP − PRk+w is
100%. However, LP-Random and LP-Greedy are
difficult to obtain successful paper recommendation
results, especially with the number of query key-
words equal to 6. In conclusion, the experiment

Input: K= {k1, k2, . . . , kl}, Q1 =V, Q2 =V

Output: Q1, Q2, Twmin(v, K)

(1) Let Q1=V, Q2 =V

(2) For each v ∈ Vp do
(3) If v contains any nonempty keyword set K′ ⊂ K

(4) w(Twmin(v, K′))≠‘

(5) enqueue Twmin(v, K′) into Q1
(6) End If
(7) End For
(8) While Q1 ≠V do
(9) dequeue Q1 to Twmin(v, K′)
(10) If K′ =K
(11) enqueue Twmin(v, K′) into Q2
(12) Continue
(13) End If
(14) Else tree growth
(15) Else tree merging
(16) Return Twmin(v, K)=Q2.top ()
(17) End While

ALGORITHM 3: MGWST (Gw, K).

Table 2: α, ß, and λ� 0.3 are employed in the link prediction to obtain the number of new edges.

αβ 0.3 0.5 0.7 0.9
0.3 190 192 136 160
0.5 264 270 276 238
0.7 258 258 264 310
0.9 258 258 258 264

Table 3: α, ß, and λ� 0.9 are employed in the link prediction to obtain the number of new edges.

αβ 0.3 0.5 0.7 0.9
0.3 208 152 160 168
0.5 348 234 216 176
0.7 342 342 314 226
0.9 288 288 288 294
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results of the set C can verify the feasibility of our
paper recommendation algorithm (i.e., the MGWST
algorithm). Furthermore, the experiment results of
Figure 9 can show that LP − PRk+w can recommend
more sets of papers with the higher correlations than
other two approaches.

(4) Profile 4: Ge Weight of Different Approaches.
In the paper, LP − PRk+w, LP-Random, and LP-
Greedy are both returning a tree containing all query
keywords to readers. Furthermore, the weight of a tree
can reflect the correlation of a set of papers; the
smaller the weight, the higher the correlation. Hence,
we compare the weight of different approaches in this
experiment. As shown in Figure 10, these experiment
results show that the weights of different approaches
increase with the number of query keywords in-
creasing, as these approaches need to find more pa-
pers to meet readers’ keywords query requirements.
In the case of the same keywords query, the weight of
our approach is less than the other two approaches
(i.e., LP-Random and LP-Greedy) as LP − PRk+w

adopts the weight optimization strategy. Furthermore,
Figure 10(a) shows that the weight of LP − PRk+w

equals 0, which further shows that our proposal can
find one corresponding paper containing all query
keywords. According to the above experiment results,
LP − PRk+w can guarantee to return a set of papers
with the minimum weight; that is, these papers have
the higher correlation.

(5) Profile 5: Ge Computation Time of Different
Approaches.
In the paper, a computation time is defined as the
time of finding paper recommendation results. *us,
we compare the computation time of different ap-
proaches. As LP-RW and LP-RWR only do iterative
operations and matrix operations in the process of
paper recommendation, the computation time of
these two approaches are both fixed values in the sets
B and C.
Moreover, we only count the time when LP-RW
achieves linear convergence, so the computation
time of the approach is smaller than that of our
approach. As shown in Figure 11, the computation
time of LP − PRk+w, LP-Random, and LP-Greedy
generally increases as the number of query keywords
increases; that is, these three approaches all take
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Figure 8: *e number of recommended nodes of different approaches. (a) *e number of recommended nodes in set A. (b)*e number of
recommended nodes in set B. (c) *e number of recommended nodes in set C.

Scientific Programming 11



150
140
130
120

Su
cc

es
s r

at
e (

%
) 110

100
90
80
70
60
50
40
30
20
10

0
2 3 4

Number of keywords
5 6

LP – PRk + w
LP-Greedy
LP-Random

(a)

150
140
130
120

Su
cc

es
s r

at
e (

%
) 110

100
90
80
70
60
50
40
30
20
10

0
2 3 4

Number of keywords
5 6

LP – PRk + w
LP-Greedy
LP-Random

(b)

150
140
130
120

Su
cc

es
s r

at
e (

%
) 110

100
90
80
70
60
50
40
30
20
10

0
2 3 4

Number of keywords
5 6

LP – PRk + w
LP-Greedy
LP-Random

(c)

Figure 9: *e success rate of different approaches. (a) *e success rate in set A. (b) *e success rate in set B. (c) *e success rate in set C.
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Figure 10: Continued.
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more time to find an answer tree with the increasing
number of query keywords. Furthermore, the
computation time of these three approaches in-
creases exponentially. As LP-Random and LP-Greedy

both use extremely simple heuristic for selecting the
bridging nodes from Gw, these two approaches find
the answer tree faster than our approach. In fact, the
recommended results of LP-Random and LP-Greedy
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Figure 10: *e weight of different approaches. (a) *e weight in set A. (b) *e weight in set B. (c) *e weight in set C.
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Figure 11: *e computation time of different approaches. (a) *e computation time in set A. (b) *e computation time in set B. (c) *e
computation time in set C.
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Figure 12: *e precision of different approaches. (a) *e precision in set A. (b) *e precision in set B. (c) *e precision in set C.

100

Re
ca

ll 
(%

)

90
80
70
60
50
40
30
20
10

0
2 3 4

Number of keywords
5 6

LP – PRk + w
LP-Greedy
LP-Random

LP-RW
LP-RWR

(a)

100

F1
-s

co
re

 (%
)

90
80
70
60
50
40
30
20
10

0
2 3 4

Number of keywords
5 6

LP – PRk + w
LP-Greedy
LP-Random

(b)

Figure 13: Continued.
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are not ideal for readers as their recommended re-
sults contain some unnecessary bridging nodes (see
Figure 8). In most really cases, the computation time
of LP − PRk+w is allowable and receivable, which is
the price to pay if readers save more time and energy
on achieving their research goal.

(6) Profile 6: Ge Precision of Different Approaches.
For diverse paper recommendation approaches, we
compare the precision of their recommended results.
As shown in Figure 12, these experiment results
show that the precision of diverse approaches is very
different in the same keywords query cases. Whether
readers accurately or randomly provide their query
keywords, LP − PRk+w can accurately answer the
readers’ keywords query, and the precision equals
100%. However, the precision of LP-Random and
LP-Greedy has both a range from 22% to 33% in the
experiment. *erefore, the experiment results of
Figure 12 further show that readers will easily realize
their research aim by using our recommended
results.

(7) Profile 7: Ge Recall and F1 Score of Different
Approaches.
In this profile, we further compare the recall and F1
score of different approaches in sets B and C. Here,
the numbers of recommended papers of LP-RW and
LP-RWR are both equal to 20. As can be seen
Figures 13(a) and 13(b), the recall and F1 score of
LP − PRk+w range from 17% to 69% and from 29% to
81%, respectively; meanwhile, the other four ap-
proaches have smaller recall and F1 score than our
approach. Likewise, Figures 13(c) and 13(d) also
show that the recall and F1 score of other four ap-
proaches are smaller than LP − PRk+w.*erefore, the
experiment results of Figure 13 are not only dem-
onstrating that our proposal can satisfy readers’
keywords query requirements but also verifying

further the feasibility of the MGWST algorithm (i.e.,
Algorithm 3).

7. Conclusions

In this paper, a novel keywords-driven and weight-aware
paper recommendation approach based on the mobile edge
computing framework, that is, LP − PRk+w, is put forward to
address the sparsity and compatibility issues existing in
paper recommendations. *e recommended papers are not
only collectively containing readers’ query keywords but also
having the highest correlation degree. *erefore, the rec-
ommended papers can significantly promote readers’ in-
depth and continuous research around an identical focus.
Furthermore, our proposal indirectly solves the problem of
latency of recommendation results by adjusting the order of
paper recommendation in the mobile edge computing en-
vironment. Finally, the experimental results show the fea-
sibility of LP − PRk+w, in terms of multiple evaluation
metrics. In summary, our proposal can provide intelligent
and personalized paper recommendation services in the
mobile edge computing environment and further promote
the quality-of-retrieval experience of readers.

Although our work shows desirable results, there are still
several issues remaining unsolved. Firstly, our adopted link
prediction approach in recommender system [40–46] is a bit
naive and straightforward. *erefore, more refinements are
needed in the future. Second, readers’ paper search is often a
multiobjective decision-making problem that involves a
number of influencing factors [47–54] in the mobile edge
computing environment. We will further improve our
proposal by considering these factors.

Data Availability

*e experiment dataset Hep-* used to support the findings
of this study has been deposited in “http://snap.stanford.
edu/data/cit-Hep*.html.”
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Figure 13: *e recall and F1 score of different approaches. (a) *e recall in set B. (b) *e F1 score in set B. (c) *e recall in set C. (d) *e F1
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Additional Points

*is work is intended to improve and perfect the model in
[40]. *us, the work enables intelligent, personalized, and
efficient paper recommendation services in the mobile edge
computing environment.
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