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Considering the potential risk of X-ray to patients, denoising of low-dose X-ray medical images is imperative. Inspired by deep
learning, a convolutional autoencoder method for X-ray breast image denoising is proposed in this paper. First, image symmetry
and fip are used to increase the number of images in the public dataset; second, the number of samples is increased further by
image cropping segmentation, adding simulated noise, and producing the dataset. Finally, a convolutional autoencoder neural
network model is constructed, and clean and noisy images are fed into it to complete the training. Te results show that this
method efectively removes noise while retaining image details in X-ray breast images, yielding higher peak signal-to-noise ratio
and structural similarity index values than classical and novel denoising methods.

1. Introduction

Medical images are frequently utilized in modern clinical
diagnosis and therapy to aid in disease diagnosis and
treatment evaluation, among other things. Tey provide a
crucial foundation for clinical diagnosis and treatment.
Unlike natural photos, medical images generate a lot of
signal-related noise during the creation process; therefore,
the contrast is lower and the noise is more visible [1]. As a
type of medical imaging, X-ray is of great value in early
breast cancer detection. Patients should receive mammog-
raphy with the lowest possible radiation dose [2]. Te most
common way to reduce the radiation dose is to reduce the
X-ray fux by decreasing the operating current and short-
ening the exposure time of the X-ray tube. However, the
weaker the X-ray fux, the more-noisy the reconstructed
image will be. Noise can blur the image, obscure important
information in the image, and make disease analysis and
diagnosis more difcult. Terefore, it is important to study
how to remove the noise from X-ray images.

In the past few decades, many scholars have been
proposing new image denoising algorithms as image noise
has been intensively studied. Traditional image denoising

models can be classifed into four categories based on spatial
domain, transform domain, sparse representation, and
natural statistics. Among them, the representative methods
are the median fltering method based on the spatial domain
[3], which ignores the characteristics of each pixel, and the
image will be more seriously blurred after denoising; the
BLS-GSM [4] based on the transform domain lose some
useful information while denoising; the NLSC [5] based on
the sparse representation has a long computation time and
low denoising efciency. Te natural statistics-based BM3D
[6] can only flter a specifc noise. Although these algorithms
are efective in removing noise, they often inevitably result in
loss of texture information in the medical image and ex-
cessive smoothening of edges, which adversely afects di-
agnosis. It is still a challenging problem to remove the noise
while retaining the detailed information in the medical
image.

With the improvement of hardware computing power,
the powerful learning and ftting capabilities of neural net-
works have shown great potential in image processing [7]. For
example, convolutional neural networks (CNNs) have been
applied to image classifcation, target detection, image seg-
mentation, image denoising, etc. Currently, many scholars
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have used CNN to denoise medical images such as low-dose
CT images [8, 9], OCT images [10], and MRI images [11, 12],
ultrasonography images [13], and so on. Kim et al. improved
the BM3D method by proposing a method to assign diferent
weights to each block according to the degree of denoising
[14]. Although the detailed information of the image can be
well recovered, the Gibbs efect will be produced after
denoising, and the artifacts will be produced which cannot be
eliminated. Guo et al. proposed a median fltering method
based on adaptive two-level threshold to solve the problems of
low contrast and blurred boundary of traditional weighted
median flters [15]. Tis method has a very good denoising
efect on CT images of COVID-19, but it is not suitable for
denoising mixed noise, which is easy to cause image blur and
discontinuity. Jia et al. proposed a pyramid dilated CNN [16],
which uses dilated convolution to expand the network’s re-
ceptive feld and obtain more image details. Tis method has
good denoising efect on both gray image and color image.
However, the dilation rate needs be adjusted according to the
size of the object in the input image to avoid image dis-
continuity. Huang et al. proposed a denoising GAN based on
the U-Net discriminator [17], which can not only give
feedback to each pixel in the image but also use U-Net to focus
on the global structure at the semantic level. Tis method has
a very good denoising efect on low-dose CT images, but the
model is complicated and difcult to train. However, there are
few studies on the denoising of X-ray breast images. Tis
inspired us to use a CNN-based denoising model to remove
noise from X-ray breast images and improve the quality of
X-ray breast images. Tis paper proposes an X-ray breast
image denoising method based on a convolutional autoen-
coder. First is by expanding the public breast dataset of
Mammographic Image Analysis Society MiniMammographic
Database (MIAS) and then centrally cropping the key parts to
intercept the data containing key medical information while
further expanding the number of samples; second is by adding
Gaussian noise and salt and pepper noise to the sample data to
generate noisy images and then combining the clean and
noisy images into a dataset; and the fnal one is building an
autoencoder denoising model based on CNN and completing
the training. Te results of the experiments show that the
method can efectively remove various levels of blending
noise in medical images while retaining image detail texture.
Te following are the main contributions of this paper: (1)
We achieved better results than the current denoising
methods, with higher peak signal-to-noise ratio (PSNR) and
structural similarity index (SSIM); (2) we proposed a
mathematical model to simulate blending noise which was
implemented by code to add diferent levels of blending noise
in medical images; (3) in the MIAS dataset, the performance
of this method is tested from the perspective of multiple
index analysis, which fully verifes the efciency and supe-
riority of this method; and (4) we completed end-to-end
modeling for medical image denoising.

2. Proposed Method

2.1. Simulated Medical Image Noise. In imaging, complex
noise sources include Gaussian, impulse, pretzel, and scatter

noise [18]. Salt and pepper noise, Gaussian noise, and other
types of noise are common in medical images. Because noise-
free images are not readily available in clinics, and the net-
work model of proposed method requires high-resolution
noise-free images to train the network. As a result, the open
dataset is chosen, and the open dataset is a clear clean image
free of noise obtained by adding simulated noise to the image
to obtain paired training data to train the noise removal
network model. In this paper, noise is added to an image by
adding noise components to the values of the image’s cor-
responding pixels. Te noise model can be defned as follows:

N(h,w,c) � O(h,w,c) + Y(h,w,c) + G(h,w,c), (1)

where (h, w, c) represents the pixel point in the image, h

represents the image height, w represents the image width, c

represents the number of channels, and when c � 1 repre-
sents the single-channel gray image, O(h,w,c) represents
original images, Y(h,w,c) represents salt and pepper nose data,
and G(h,w,c) represents Gaussian noise data.

2.1.1. Generation of Gaussian Noise. Gaussian noise is a kind
of noise that obeys Gaussian distribution, where μ represents
the expectation of Gaussian noise data and σ represents the
variance of Gaussian noise data. In this paper, the method of
adding Gaussian noise to medical images is as follows:

Z ∼ N(μ, σ),

G(h,w,c) � kZ(h,w,c),
(2)

where k represents noise intensity, Z(h,w,c) represents
denoising images, considering the pixel of images whichmay
over 255 before adding noise, and the pixel of the noisy
image is limited to avoid data overfow in the computer, and
the restriction is as follows:

N(h,w,c)

0, N(h,w,c) < 0,

255, 255<N(h,w,c),

N(h,w,c), 0≤N(h,w,c) ≤ 255.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

2.1.2. Salt and Pepper Noise Generation. Salt and pepper
noise generation is also a common noise in the image, as the
name suggests, and pepper represents black, and salt rep-
resents white. Salt and pepper noise represents white or
black points. Te generation way is as follows:

N(h,w,c)

255, 0≤W≤ 1 − SNR andZ � 1,

0, 0≤W≤ 1 − SNR andZ � 0,

O(h,w,c), other,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

W ∼ U(0, 1),

Z ∼ B(1, 0.5),

(4)

where SNR represents signal-to-noise ratio, which is
expressed in the range of [0, 1], W obeys the uniform
distribution of parameter [0, 1], Z obeys the 0.1 distribution
when P(1) � 0.5 and W ∈ [0, (1 − SNR)] , and the value of
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pixels in the original image in each channel has a 50% chance
of being 255 or 0. When the pixel value is 255, it shows black
salt and pepper noise points, and when it is 0, it shows white
salt and pepper noise points.

In Figure 1, (a) represents the original image, (b) rep-
resents the image after adding Gaussian noise, (c) represents
the image after adding salt and pepper noise, and (d) rep-
resents the mixed image after adding Gaussian noise and salt
and pepper noise.

2.2. Convolutional Autoencoder Model. Te concept of
autoencoder was frst proposed by Rumelhart et al. [19],
which was originally applied to dimension reduction of
complex data. Te autoencoder includes encoding and
decoding and trains the network through reverse propa-
gation, so that the output is equal to the input [20]. Te
encoder can reduce the dimension of data compression,
reduce the amount of data, and retain the most critical
feature information. Te function of the decoder is opposite
to the encoder. Te decoder restores the compressed data
and restores the input data through decoding. Te full

connection layer of the traditional autoencoder will stretch
the data into one dimension, thus losing the spatial infor-
mation of the two-dimensional image data. Te CNN has
strong performance in extracting spatial feature information
of images, which can compensate for the loss of spatial
information when an autoencoder extracts features. Based
on the traditional autoencoder, convolutional autoencoder
combines the advantages of CNN and realizes the deep
neural network through the superposition of convolution
layer, activation layer, and pooling layer to complete the
extraction of image detail features [21]. Tis paper uses the
convolution layer, pooling layer, activation layer, and
deconvolution layer in the CNN to construct an encoder and
decoder. Encoders and decoders can be defned as

M � f Wi ∗X + bi( 􏼁,

N � f Wi ∗X + bi( 􏼁,
(5)

where Wi and bi represent the weight matrix and bias of each
convolution layer, respectively; i represents the i convo-
lution layers; f and h represent the encoder and decoder,
respectively; X represents the input medical image data; M

(a) (b)

(c) (d)

Figure 1: Noise images. (a) Origin image. (b) Gaussian noise. (c) Salt and pepper noise. (d) Mixed noise.
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represents the feature information of input image data after
feature extraction by the encoder; and N represents the
medical image data generated after the feature information is
decoded.

2.3. Loss Function and Optimization Algorithm. Te mean
squared diference loss function is used in this paper to
compute the diference between the denoised noisy image
and the clear image. Te mean squared diference of image
reconstruction in this paper is as follows:

MSE �
1

M
􏽘

M

i�1
fp yi, θ( 􏼁 − fi􏼐 􏼑

2
,

θ � w, b{ },

(6)

where M represents the number of training samples; θ
represents the parameters in the network model; w repre-
sents weight; and b represents a bias. fp(yi, θ) represents the
output image of the denoising model, and fi denotes the
noise-free image corresponding to the output image of the
model. When the mean square diference is smaller, the
reconstruction efect is better. To make the model converge
faster and better [22], the learning process of the model is
optimized using the Adam algorithm, which is based on the
gradient descent method but difers from the traditional
stochastic gradient descent algorithm that can make the
model converge faster and better. To update all the weights,
stochastic gradient descent uses a single learning rate that
does not change during the training process. In contrast, the
Adam algorithm calculates the frst-order moment estimates
and second-order moment estimates of the gradient to
design independent adaptive learning rates for diferent
parameters, which has signifcant advantages for model
optimization of large-scale datasets. Te Adam algorithm’s
optimization procedure is as follows:

gt � ∇θFt θt−1( 􏼁,

mt � β1mt−1 + 1 − β1( 􏼁g1,

vt � β2vt−1 + 1 − β2( 􏼁g
2
t ,

mt
^

�
mt

1 − βt
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where t is the current time step; F is the optimization function
of the model; gt is the gradient of the optimization objective
function F at the time step t; θ is the model parameter vector;
and θt

i is the value of the frst element θi in the parameter

vector θ when t time step. α is the step length; m is the frst-
order moment estimation of gradient; β1 is the exponential
decay rate of m; v is the second-order moment estimation of
gradient; β2 is the exponential decay rate of v; and β1,
β2 ∈ [0, 1); ε � 10− 8 equation (6) represents each update of
the parameter vector θ. However, as the neural network is
trained, the distribution of the parameters of the next layer will
change from the parameters of the previous layer.Tis causes a
constant change in the distribution of parameters, which slows
down training. Tis issue can be addressed by incorporating a
normalization layer into the network model and performing
normalization for each small batch of samples [23]. Suppose
the input of a layer in themodel is x � (x1, x2, . . . , xn) and the
set of samples is B � (x1, x2, . . . , xm). Te batch normaliza-
tion method is as follows:

μB �
1
m

􏽘

m

i�1
xi,

σ2B �
1
m

􏽘

m

i�1
xi − μB( 􏼁

2
,

x(̂n) �
x

(n)
− μB

σB

,

y
(n)

� c
(n) ∗ x(̂n) + β(n)

,

(8)

where x(n) is the nth dimension of the input x; μB is the
sample set B’s expectation; σ2B is the variance of the sample
set B; x(k) is the input’s regularization result; y(n) is the batch
regularization result of x(n); and c(n) and β(n) is the pa-
rameters to be learned. Te network model species’ pa-
rameters are then continuously updated using back-
propagation and optimization algorithms to produce the
best denoising model.

3. Design of the Denoising Method

3.1. Denoising Process. Figure 2 depicts the overall fow of
the denoising method. To begin with, a public dataset is
chosen for data preprocessing. Te MIAS dataset with 322
high-defnition 1024∗ 1024mammographic images are used
in this paper.TeMIAS dataset is then cropped, rotated, and
fipped to increase the volume of training data to 3000
images with 336∗ 336 resolution. Second, simulated noise is
added to the cropped and expanded clear image data, and
the noise images and clear images are combined into a
dataset that can be passed into the model, with the samples
in the dataset divided into an 8 :1 :1 training, test, and
validation set. Te convolutional autoencoder neural net-
work model is then built, and the training set is fed into the
model to complete the model’s training. Te validation set is
then fed into the trained model, which checks the model’s
denoising efect and outputs the model parameters. Finally,
the model is loaded and the test set is fed into it to test the
model’s denoising efect.

Figure 2 depicts the process of the denoising method
used in this paper: frst, the public dataset is converted into a
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dataset, and then the dataset is divided into a training set, a
validation set, and a test set.Temodel training is completed
with the help of the training set. Te validation set is used to
determine whether the trained model is overftting. Te test
set is used to validate the model’s denoising efect. Finally,
the model is then saved.

3.2. Model Structure. Te model’s goal is to create an end-
to-end mapping of noisy image noise to a clear image. Te
process of converting a noisy image to a clear image is
known as image denoising. Tis paper’s convolutional
autoencoder denoising network is divided into two parts:
encoder and decoder. Te encoder compresses and
downscales the input noisy image through feature ex-
traction via convolution before transforming it into an
abstract mathematical description. By deconvolution, the
decoder converts this abstract description into an image.
As the cost function is reduced, the decoder generates
images that are increasingly similar to the target image.
Te structural model of convolutional autoencoder pro-
posed in this paper is shown in Figure 3, where the input is
the noisy image and the output is the image with com-
pleted noise reduction processing. Te model contains a
total of 12 convolutional layers, the frst 6 layers belong to
the encoder structure, and the last 6 layers belong to the
decoder structure. Te frst four layers of the encoder
contain 32 convolutional kernels, the ffth layer contains

64 convolutional kernels, and the sixth layer contains 128
convolutional kernels. Te frst two layers of the decoder
contain 64 convolutional kernels, layers 3 and 4 contain 32
convolutional kernels, layer 5 contains 16 convolutional
kernels, and the last layer contains 1 convolutional kernel.
Te size of all convolutional kernels in the model is 3∗ 3. A
3∗ 3 convolution kernel has the same perceptual feld after
three convolutions as a 7∗ 7 convolution kernel after 1
convolution; that is, a small-sized convolution kernel can
obtain the same perceptual feld as a large-sized convo-
lution kernel through multiple convolution operations,
and the multiple convolution operations of a small-sized
convolution kernel can increase the network depth and
improve the network’s nonlinear ftting ability [24].
Furthermore, the small convolution kernel reduces the
number of parameters and improves the model’s con-
vergence speed. As a result, small-sized convolutional
kernels of 3∗ 3 are used in the models developed in this
paper. A ReLU layer is added as the activation function to
ensure the gradient descent speed and model convergence.
After the encoder’s third layer, the model adds a maxi-
mum pooling layer. Te pooling layer can reduce re-
dundant information while also expanding the receptive
feld.

Figure 3 depicts the end-to-end medical image denoising
model developed in this paper, with the noisy image as the
input, and the regenerated image after noise reduction as the
output.

MIAS dataset

data pre-
processing

data set

network model

cost function

back 
propagation

denoising 
model

preservation 
model

validation set

training set

output model

testing set

Figure 2: Flow chart of the denoising method.
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4. Experimental Analysis and Results

4.1. Experimental Set-Up

(1) Data for Training and Testing. To train the proposed
model’s denoising ability under diferent levels of
noise, we used the MIAS dataset to generate the
training dataset. In the dataset used for model
training, four diferent intensities of Gaussian noise
and four diferent intensities of salt and pepper noise
were set. Te standard deviations of Gaussian noise
are set to 40, 50, 60, and 70, respectively; the signal-
to-noise ratios of salt and pepper noise were set to
0.99, 0.97, 0.95, and 0.93, respectively. Te change of
mixed noise intensity in the proposed method is
completed by setting parameters in the program. An
image training set consists of 2400 336∗ 336 MIAS
breast X-ray images. Te test set and validation set
were 300 MIAS breast X-ray images of 336∗ 336.

(2) Super Parameter Setting and Model Training. Based
on a large number of experimental results, the depth
of themodel is determined to be 12 layers byweighing
the receptive feld and the model depth. When the
model is trained, the number of mini-batch is 4, the
initial learning rate is 0.01, and after three rounds of
iteration, the learning rate is 0.0001, so that themodel
continues to learn. If the loss function of the model
does not change after fve consecutive iterations, the
model stops iterative training.

(3) Experimental Environment. To train the model with a
better denoising efect, a large number of experi-
ments are performed in this paper. Te experimental
environment mainly includes hardware and soft-
ware. Te hardware confguration is mainly Intel
Core i7 4810M CPU and NVIDIA GeForce960M
GPU, in which the graphics card memory is 2G, and
the running memory is 12G. Te software envi-
ronment includes operating system Windows 10 64-
bit, programming language Python 3.8, deep
learning framework PyTorch 1.10, and Python data
integration package Anaconda.

(4) Evaluation Indicators. Because it is a medical
image, this paper employs both objective and
subjective evaluation methods. Te subjective

evaluation is the human’s subjective reaction to
the denoised image. PSNR is the most commonly
used image quality evaluation criterion among
image researchers, but the visual efect of an
image is not identical to the PSNR. Because the
PSNR index is not always the highest for the best
visual efect in a set of images, it cannot be used as
an absolute criterion to assess image quality [25].
SSIM structural similarity, on the other hand,
comprehensively takes into account nonstruc-
tural distortions such as brightness and contrast
as well as structural distortions such as junction
noise intensity and blurring degree [26]. Tis
means that in the context of visual perception,
SSIM can better refect the image quality.
Terefore, in this experiment, we comprehen-
sively considered PSNR and SSIM to evaluate the
denoising efect of the model. Te calculation
formula is as follows:

PSNR � 10∗ log10
MAX2

MSE
􏼠 􏼡,

l(x, y) �
2μxμy + c1

μ2x + μ2y + c1
,

c(x, y) �
2σxσy

σ2x + σ2y + c2
,

s(x, y) �
σxy + c3

σxσy + c3
,

SSIM(x, y) � l(x, y)
α ∗ c(x, y)

β ∗ s(x, y)
c

􏽨 􏽩,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

where MAX is the maximum value of pixels in the
image, and all the images involved in this paper are
8-bit color depth, so MAX � 255; MSE is the mean
square value; x and y are input images; μ is the mean
value of the input image; σ is the variance of the input
image; and α, β, c are power exponents used to adjust
the importance of input images. Since the input
image is equally important, here we take the power

Conv
ReLU

MaxPool
Sigmoid

Input OutputEnconder Deconder

Figure 3: Structure model of the convolutional autoencoder.
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Table 1: Te PSNR (dB) and SSIM value of diferent methods at the MIAS dataset (SNR� 0.99, k� 0.1).

Diferent methods
σ � 40 σ � 50 σ � 60 σ � 70

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
Noise image 23.37 0.33 22.76 0.27 21.97 0.21 21.21 0.17
Literature [14] 37.39 0.90 36.19 0.87 34.83 0.82 34.22 0.80
Literature [15] 37.51 0.90 37.24 0.89 35.26 0.83 34.68 0.81
Literature [16] 38.37 0.91 38.03 0.90 37.37 0.88 35.29 0.84
Literature [17] 38.91 0.92 38.25 0.91 37.28 0.88 35.87 0.86
Proposed 38. 5 0. 3 38.31 0. 2 37.48 0. 1 36.36 0. 0

Table 2: Te PSNR (dB) and SSIM of diferent methods at the MIAS dataset (k� 0.1, σ � 60).

Diferent methods
SNR� 0.99 SNR� 0.97 SNR� 0.95 SNR� 0.93

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
Noise image 21.97 0.21 19.22 0.14 17.55 0.10 16.32 0.07
Literature [14] 37.15 0.90 36.15 0.88 34.72 0.85 32.41 0.82
Literature [15] 36.82 0.89 35.64 0.87 33.48 0.84 31.52 0.81
Literature [16] 37.24 0.91 36.23 0.88 36.04 0.88 34.91 0.85
Literature [17] 37.29 0.91 36.59 0.89 36.21 0.88 35.73 0.87
Proposed 37.48 0. 1 37.07 0. 0 36.47 0.8 35. 3 0.88

(a) (b) (c)

(d) (e) (f )

Figure 4: Denoising results of diferent methods. (a) Noisy image (PSNR� 21.53 dB) (SSIM� 0.26). (b) Literature [14] (PSNR� 33.47 dB)
(SSIM� 0.87). (c) Literature [15] (PSNR� 33.58) (SSIM� 0.83). (d) Literature [16] (PSNR� 36.18 dB) (SSIM� 0.88). (e) Literature [17]
(PSNR� 37.41 dB) (SSIM� 0.90). (f ) Proposed method (PSNR� 37.83 dB) (SSIM� 0.91).
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index as 1; l represents brightness, c represents
contrast, and s represents structure.

4.2. Results and Discussion. To show the proposed method’s
efectiveness in removing noise from X-ray breast pictures
and its benefts in maintaining texture. In this study, we
conduct an experimental comparison of the proposed
method’s denoising performance with that of novel
denoising methods.Tese methods include those mentioned
in literatures [14], [15], [16], and [17]. In our experiments,
we denoise the dataset constructed based on MIAS, and the
experimental results are shown in Tables 1 and 2. All
methods present visually well denoised results to some
degree. When σ � 40, the PSNR of literature [16] and lit-
erature [15] are 0.98 dB and 0.12 dB greater than literature
[14], respectively. Te PSNR of literature [17] is 0.54 dB
higher than literature [16], while the PSNR of the proposed
approach in this study is 0.04 dB higher than literature [17].
Te average SSIM values of literature [16] are improved by
0.01 compared to literature [14] and literature [15], and the
SSIM of literature [17] is improved by 0.01 compared to
literature [16]. Te SSIM of the proposed method in this
paper is improved by 0.01 compared to literature [17]. In
addition, with the increase in noise intensity, σ � 50, σ � 60,

and σ � 70, and it can be seen from the experimental data in
Table 1 that the proposedmethod in this paper performs well
on PSNR and SSIM. When SNR� 0.99, the PSNR of liter-
ature [16] and literature [14] are 0.42 dB and 0.33 dB greater
than literature [15], respectively. Literature [17] is 0.05 dB
greater than literature [16], while the PSNR of the proposed
approach in this study is 0.19 dB higher than literature [17].
Te average SSIM values of literature [16], literature [17] and
literature [14] are improved by 0.02, 0.02, and 0.01 compared
to literature [15], respectively, and the SSIM of the proposed
method has the same value with literature [17] and literature
[16]. In addition, with the decrease in signal-to-noise ratio,
SNR� 0.97, SNR� 0.95, and SNR� 0.93, and it can be seen
from the experimental data in Table 2 that the proposed
method performs well on PSNR and SSIM.

We chose two images from the test set to display in
Figures 4 and 5 to further confrm the visualization efect of
the technique for X-ray image denoising described in this
research. In Figure 4, the noise intensity factor is 0.1, the
variance of the noisy image is� 0.6, and the SNR is 0.99. In
Figure 5, the noise intensity factor is 0.1, the variance of the
noisy image is 0.6, and the SNR is 0.93. It is observed that
the literature [14] produces a signifcant blurring efect
while removing noise and fails to recover the detailed
texture information of the image. A weakness can be seen in

(a) (b) (c)

(d) (e) (f )

Figure 5: Denoising results of diferent methods. (a) Noisy image (PSNR� 22.58 dB) (SSIM� 0.27). (b) Literature [14] (PSNR� 32.17 dB)
(SSIM� 0.51). (c) Literature [15] (PSNR� 33.78) (SSIM� 0.75). (d) Literature [16] (PSNR� 33.49 dB) (SSIM� 0.82). (e) Literature [17]
(PSNR� 34.91 dB) (SSIM� 0.86). (f ) Proposed method (PSNR� 35.17 dB) (SSIM� 0.87).
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the harmonious interplay between noise removal and preser-
vation of edge features and texture information. Literature [15]
is a highly competitive technique that has shown higher per-
formance in both noise removal and texture information
preservation. Te Gibbs efect, which cannot be removed, will
be produced by BM3D since it executes the fltering operation in
the transform domain, which is comparable to windowing the
image signal. After denoising, the Gibbs efect will produce
pseudo-textures that resemble scratches. Te clinical diagnosis
might be signifcantly impacted by pseudo-texture. Literature
[16] is a relatively novel method at present, and the pyramid
convolution method expands the perceptual feld without in-
creasing the number of parameters, and thusmore image details
can be obtained. Figure d shows the denoising results of the
method in the literature [16] for mixed noise, which not only
removes the noise in the image but also retains the image detail
information. Te proposed method obtains a better denoising
efect than literature [16], and the image detail texture is clearer.
Literature [17] is a U-net based denoising method that has a
simple structure and uses a completely diferent feature fusion
approach to stitch the features in channels to form thicker
features. Figure e shows the denoising results of the method in
the literature [17] for mixed noise, and the noise in the image is
removed more cleanly. Te proposed denoising method in this
paper obtains comparable denoising results to those of the
literature [17].

To better show the detailed information about image
denoising, we zoom in on the areas marked by red arrows in
Figures 4 and 5, as shown in Figure 6. Figures 6(a1)–6(f1)
correspond to the part pointed by the red arrow in Figure 4,
respectively.

Figures 6(a2)–6(f2) correspond to the part pointed by
the red arrow in Figure 6, respectively. From Figures 6(b1),
6(b2), 6(c1), and 6(c2), it can be found that the literature
[14, 15] cannot produce a good denoising efect on the
mixed noise in X-ray breast images, and the denoised
images are blurred, and there are artifacts. Figures 6(d1),
6(d2), 6(e1), and 6(e2) show the enlarged details after
denoising the noisy images in literature [16, 17]. Besides,

these two methods can remove the noise in X-ray breast
images and retain the details better. Figures 6(f1) and 6(f2)
show the detailed information of the X-ray breast image
denoised by the proposed method. It can be seen that the
denoising efect of the proposed method on X-ray breast
images is slightly better than that of the literature [16, 17].
By showing the enlarged details, it can be seen that the
proposed method has a better denoising efect on X-ray
breast images, compared with the current novel denoising
methods.

5. Conclusions

In this paper, the image denoising method is described. In
view of the shortcomings of the current traditional denoising
methods, a convolution autoencoder neural network
denoising model for medical images is proposed by using the
powerful extraction ability of the convolution neural net-
work for image information and the learning ability of the
autoencoder network structure. A solution to mixed noise in
medical images is presented. Te proposed method has the
following advantages: (1) Denoising efect is obvious, in the
removal of mixed noise in medical images, while retaining
the details of the image texture information; (2) model
denoising is fast and can complete a large number of medical
image denoising tasks in a short time, which has a clinical
application value; (3) end-to-end modeling is realized, and
the denoised image can be obtained by inputting the noise
image without manually adjusting the parameters. In ad-
dition, the experiment in this paper is limited by thememory
of graphic processing unit. In the future, we can consider
increasing the memory of the graphic processing unit and
further optimize the model from the total amount of sample
data and mini-batch.

Data Availability

Te data used to support the fndings of this study are
available from the corresponding author upon request.

(a1) (f1)(e1)(d1)(c1)(b1)

(a2) (b2) (c2) (d2) (e2) (f2)

Figure 6: Local detail enlarged image.
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To address the features of strong noise, blurred boundaries, and poor imaging quality in breast ultrasound images, we propose a
method for segmenting breast ultrasound images using adaptive region growing and variation level sets. First, this method builds a
template layer from the di�erence between the marked image and the original image. Second, the Otsu algorithm is used to
measure the target and background using the maximum class variance method to set the threshold. Finally, through the level set of
the pixel neighborhood, the boundary points of the adaptive region growth are speci�ed by the level set of the pixel neighborhood,
and it is therefore possible to accurately determine the contour perimeter and area of the lesion region. �e results demonstrate
that the value of Jaccard andDice for benign tumors is greater than 0.99.�erefore, the segmentation e�ect of breast images can be
achieved by utilizing a breast ultrasound image segmentation approach that uses adaptive region growth and variation level sets.

1. Introduction

Medical image segmentation is a key technology in medical
image processing, and its task is to extract interesting objects
from medical images to serve the clinician’s computer-aided
diagnosis. In recent years, breast ultrasound image seg-
mentation has become a challenging task because of the
simultaneous consideration of speckle noise, ultrasound
image quality, and the location and size of breast lesions [1].
Several auxiliary systems assist doctors in e�ectively
detecting some of the conditions in breast ultrasound im-
ages, via image processing and pattern recognition algo-
rithms [2]. Segmentation of breast ultrasound images is
critical to systematically localize the speci�c locations of
breast lesions; however, speckle noise, image quality, and
location and size of breast lesions are the limitations of this
method.

�ere are several automatic, semi-automatic, and
manual breast ultrasound image segmentation methods
available in modern society [3–5]. Histogram threshold is a

common method in breast ultrasound image segmentation.
In this method, a histogram threshold is set in breast ul-
trasound image segmentation and is widely used in grayscale
image segmentation. Another method is the active contour
model, which is a framework for delineating object contours
from background images. It is an edge-based segmentation
method, in which active contour models are widely used in
breast ultrasound images [6], and it also applies in en-
hancement [7]. A hybrid scheme combining region-based
and boundary-based techniques for breast ultrasound image
segmentation was developed using these methods, in which
seed points are automatically generated by an empirical rule-
based formula, and boundary points are thereafter deter-
mined by region growing (RG) and directional gradient
operation, which combines the clustering algorithm used in
computed tomography detection [8]. Compared to RG,
adaptive region growing (ARG) is more e�ective in seg-
mentation [9], improved genetic algorithms [10], enhanced
seeded region growing [11], automated inspection [12],
magnetic resonance imaging [12], and other types of
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imaging [13], and it also combines clustering [14], statistical
characters, and point cloud images [15]. In addition, Markov
random field models have been used for breast ultrasound
image segmentation. It provides efficient use of pixel cor-
relations, and the segmentation results are further improved
by applying a maximum posterior segmentation prediction
scheme. However, it has a complex iterative process and is
time consuming. A neural network is also used in breast
ultrasound image segmentation to simplify processing. +is
transforms the segmentation problem into a classification
decision based on a set of features. +e neural-network-
based image segmentation method is based on an adaptive
reference point classification algorithm, and the extraction
of tumor images is performed based on a cost function,
which is defined according to the boundary and region
information of the tumor in the frequency and spatial do-
mains. Neural network-based methods are typically used
when the lesions are compact and round, and the algorithms
do not perform well in other cases [16–18]. +ey also
combine other methods to improve accuracy [19]. Subse-
quently, the RG method was applied to mammary image
segmentation to improve the degree of automation.

Medical image segmentation is a challenging task be-
cause of the low contrast between the region of interest and
other textures. Vakanski et al.[20] proposed an algorithm
based on convolutional neural networks (CNN) for medical
image segmentation, which included U-Net and full con-
volutional neural networks. To further improve the accu-
racy and precision of detection, an image segmentation
method combining level set systems was used as a piece of
picture division [21]. In this method, the region growth
combined level set was applied in mammary image seg-
mentation, and it improved the segmentation accuracy. To
improve the robustness and accuracy, Regonda et al. [22]
performed a machine learning approach for medical image
segmentation by employing a CNN. At this time, an
adaptive segmentation algorithm combined with machine
learning was developed. To improve the accuracy, opti-
mized methods are used in image segmentation and image
classification. Ahmad et al. [23] proposed a probability-
based optimal deep learning feature fusion applied in ul-
trasound image segmentation, which can detect tumors in
ultrasound images automatically. Subsequently, Shwetha
et al. [24] proposed a design and analysis algorithm with
high precision for breast tumor segmentation in mam-
mograms and ultrasound images and compared the fea-
tures of breast ultrasound. Praveen and Rajendra Prasad
[25] used multi-ROI segmentation for effective texture
features of mammogram images, which is effective for
texture features, and Shrivastava and Bharti [26] suggested
density applied in breast tumor detection for further re-
search. To further improve the intelligence level of seg-
mentation, in 2020, Lei et al. [27] proposed an automatic
breast anatomy segmentation method for automated whole
breast ultrasound images, but experiments have proved
that it is currently difficult to effectively address the breast
anatomy segmentation problem using this method. To
address this problem, an ARG algorithm based on opti-
mization is applied in medical image segmentation.

In conclusion, it is known from the above literature that
in RG, the edges are optimized using methods such as deep
learning, CNN, and level sets. Considering the boundary of
the ending condition, the level set method (LSM) is used to
track various interfaces and shapes. +e strength of the level
set method (LMD) is that it automatically handles topo-
logical changes in the tracked shape because it uses an
implicit representation to represent active contours. Active
contour model (ACM) is a competitive tool in image seg-
mentation, and an active contour approach driven by
adaptive local prefitting energy function based on Jeffreys
divergence (APFJD) applied in image segmentation is ef-
fective while handling images with uneven intensity. [28]
+e LMD was developed by two mathematicians, Stanley
Osher and James Sethian, in the 1980s.+is method has been
widely used inmany disciplines and fields, and subsequently,
a large amount of level set data has been developed, which
makes the level set, and the application of sets in computing
has become easier. It has already been applied in brain image
segmentation and breast thermograms and is also used in
data processing. +e variation level set segmentation
method, which is advantageous for dealing with a variety of
topologies, is an important branch of medical applications. It
is essential to transform the higher dimensional space into a
lower dimensional space to describe the evolution and
achieve medical image segmentation.+e GMACmodel was
used in the variation-level set [29]. Later, to improve the
accuracy of segmentation, it was combined with statistics
[30].

In summary, in the field of medical image segmentation,
a combination of methods is often used to complement each
other’s advantages. Owing to the complexity of the situation,
the automatic breast ultrasound image segmentation
method cannot accurately segment the breast ultrasound
image, whereas the LSM can automatically process the to-
pological changes of the tracking shape; thus, adaptive re-
gion growth and variation-based methods are adopted. +e
level set breast ultrasound image segmentation method
makes the segmentation of breast ultrasound images more
accurate.

2. Related Work

To improve image segmentation accuracy, Koshki et al. [31]
proposed a two-step method to segment breast thermal
images and obtained relatively accurate results. Niaz et al.
[32] proposed an active contour method based on an im-
proved combined local and global fitting function to address
the breast tumor segmentation problem, and it was exper-
imentally confirmed that the proposed method exhibited
better performance when compared to previous state-of-the-
art methods. Gonalves et al. [33] proposed a deep learning
algorithm that used the learning of the probability map of
key points in the loss function as a regularization term for
robust learning of key point localization and analyzed a deep
image segmentation and deep key point-based algorithm. A
new algorithm was proposed for detecting model interac-
tions that improve state-of-the-art performance and exe-
cution time for breast key point detection tasks. Liao et al.
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[34] combined ultrasound image diagnosis and deep
learning technology to identify benign and malignant tu-
mors.+e experimental results show that the accuracy of the
region segmentation algorithm based on supervised blocks is
the same as that of manual segmentation. Ho et al. [35]
presented a deep multimagnification network trained by
partial annotation for automated multiclass tissue seg-
mentation using a set of patches from multiple magnifica-
tions in digitized whole slide images. +ey proposed
architecture with multiencoder, multidecoder, and multi-
concatenation that outperformed other single- and multi-
magnification-based architectures by achieving the highest
mean intersection-over-union and could be used to facilitate
pathologists’ assessments of breast cancer. Huang et al. [36]
proposed a new segmentation method by dense prediction
and local fusion of superpixels for breast anatomy with
scarce labeled data and achieved good results. Wang et al.
[37] proposed a novel CNN with coarse-to-fine feature
fusion to address the poor quality of breast ultrasound
images and large variations in breast lesion size, shape, and
location. Zhang et al. [38] proposed a multitask learning
model based on a soft and hard attention mechanism for the
simultaneous segmentation and binary classification of
breast ultrasound images, and the experimental results
demonstrated the effectiveness of the model. Salama and Aly
[39] proposed a new framework for segmentation and
classification of breast cancer images. Different models,
including InceptionV3, DenseNet121, ResNet50, VGG16,
and MobileNetV2, were applied to classify the mammo-
graphic image analysis society (MIAS), digital database for
screening mammography (DDSM), and the curated breast
imaging subset of DDSM (CBIS-DDSM) into benign and
malignant, and the accuracy of breast cancer diagnosis re-
sults has been greatly improved. Hassanzadeh et al. [40]
leveraged the potentials of dense and residual blocks, used
the capability of evolutionary computation, and proposed an
automatic evolutionary model to detect an optimum and
accurate network structure and its parameters for medical
image segmentation. Subsequently, Wang et al. [41] applied
an iterative edge attention network in image segmentation
with EA-net, whereas Han et al. [42] used a CNN for image
segmentation with U-NeXt. +ere is a new method for the
segmentation of medical images that has achieved good
results.

Recently, in terms of mammary image segmentation, the
accuracy of the algorithm was improved by combining re-
gion growing with other methods, which is crucial for the
effective classification of mammary images. In this study,
based on the segmentation algorithm combining RG and
adaptive level set, the boundary points of the ARG are
defined through the level set of the pixel neighborhood, so
that the contour perimeter and area of the lesion region
could be effectively identified. +e Jaccard of Koshki et al.
[31] is 0.9658, and the run time is 2.6 seconds, whereas the
Dice of Wang et al. [37] is 0.8142, and that of Zhang et al.
[38] is 0.8152. Our work is to calculate the value of Jaccard
and Dice used in an ARG algorithm for level set

optimization, and the results exhibited better Jaccard and
Dice. +e run time was fast, which is suitable for the seg-
mentation effect of breast images.

3. Methodology

+e region-growing method involves gathering the region
formed by the pixel points based on their similar properties.
+is method starts with a single pixel and gradually merges
to form the desired region. Initially, the seed pixel is selected
from the seed point inside the lesion by considering it as the
starting point, that is, the starting point of growth.

+e qualified pixels in the domain are merged with the
seed pixels to form a new seed pixel, and themerge operation
in mathematics is used until it changes to the edge line and
the unqualified points outside the edge line. +erefore, in
regional growth, the selection of seed pixels, determination
of growth rules, and termination conditions are the three key
factors.

3.1. Regional Growth Principle. Regional growth utilizes the
similarity between image pixels. It is a gray-value-based
processing method that divides an image into similar regions
according to specified criteria, as shown in Algorithm 1.

+is is a process of region growth, that is, region growth
is a process of aggregating into larger regions according to
subregions under the above conditions, as shown in Figure 1.
In the 4-neighbor connected pixels of the seed point pixel
label 1, namely points 2, 3, 4, and 5, respectively. +e gray
value 12 of pixel point 4 is the closest to the gray value 10 of
the seed point; thus, pixel point 4 is added to the seg-
mentation area, and pixel 4 is used as a new seed point to
perform the following process. During the second cycle, in
the image to be analyzed, namely 2, 3, 5, 6, 7, and 8, re-
spectively, the gray value of pixel 6 is 16, and the gray mean
value of the already segmented area, comprising 1 and 4, is
10.5, pixel 6 gets added to the segmented area.+e last image
depicts the direction in which the region grows, from
shallow to deep.

3.2. Steps of Regional Growth

3.2.1. Based on Regional Grayscale Difference

① Scan the pixels to find pixels that have not yet been
attributed

② Check its neighborhood pixels by considering a pixel
as the center, that is, compare the pixels in the
neighborhood with that at the center one by one, and
merge them if the grayscale difference is less than a
predetermined threshold

③ Assume the newly merged pixel as the center, return
to step ②, and check the neighborhood of the new
pixel until the area cannot be expanded further

④ Return to step①, continue to scan until all pixels are
assigned, and end the entire growth process
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3.2.2. Based on the Statistical Properties of Grayscale Dis-
tribution in the Region

① Divide the pixels into small nonoverlapping areas
② Compare the cumulative grayscale histograms of

adjacent regions and merge regions based on the
similarity of the grayscale distribution

③ Set the termination criteria and merge the regions by
repeating the operations in step ② until the termi-
nation criteria are met

3.2.3. Based on the Shape of the Area. Fixed grayscale is used
to divide the image into sections. Set the perimeters P1 and
P2 of the two adjacent areas and set the part where the
grayscale difference between the two sides of the common
boundary line of the two areas is less than the given value as
L, if (T1 is a predetermined threshold)

L

min P1, P2􏼈 􏼉
>T1. (1)

Following the merging of the two regions as shown in
(1), let B be the common boundary length of the two ad-
jacent areas, and the image is divided into various areas with
fixed grayscale, and the length of the part, where the
grayscale difference between the two sides of the common
boundary line of the two areas, is set, which is less than the
given value, which is set to L, and T2 is a predetermined
threshold value.

L
B
>T2. (2)

In summary, the first method merges the regions with
lower contrast in the common boundary of two adjacent
regions, and the second method merges the lower contrast
portion of the common boundary of the two adjacent re-
gions [43].

3.3. Adaptive Region Growth Algorithm. While processing
the breast images, it was found that the determination of
growth seed points, conditions for regional growth, and
conditions for terminating regional growth are the key
factors for regional growth. +e similarity between growth
points and similar regions can be judged based on the gray
value, texture, and image information, such as color.
+erefore, the number, position, and gray value of seeds in
the RG algorithm are also important factors that affect the
results of RG. +e ARG algorithm means that not only the
position of the seed needs to be selected but also the gray
value of the starting point of growth needs to be selected.
ARG uses the grayscale difference as the criterion for re-
gional merging and then performs the regional merging
method according to the similarity of the grayscale distri-
bution in a small area, equalizes the grayscale histogram, and
finally divides and merges to determine the finish condition.

In the region growing method, when a long point is
selected, the growth is performed according to the similarity
criterion of the gray histogram. Usually, the boundary be-
tween the discontinuous regions of the gray level, threshold
processing boundary of the pixel property distribution, and
segmentation of the direct search region are considered.
Adaptive region growth is the process of aggregating pixels
or subregions into larger regions according to predefined
criteria, starting from a set of growth points, which can be

0 5 7 0

2 1 4 8

0 3 6 0

(a)

0 17 18 0

21 10 12 26

0 25 16 0

(b) (c)

Figure 1: Region growing method: (a) pixel label, (b) gray value, and (c) corresponding image.

Assume R represents the whole image, then the segmentation can be seen as the process of dividing the region R into n sub-regions:
R1, R2, . . ., Rn

And ∩ n
1Ri � R, Ri is a connected area, i � 1, 2, 3, . . ., n

if Ri ∩Rj is empty,
for any i, j; i≠ j;
If P(Ri) � TURE,
for i � 1, 2, 3, . . ., n;
then P(Ri ∪Rj) � FALSE

ALGORITHM 1: Region growing.
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either a single pixel or a certain growth point. A small area,
adjacent pixels, or areas with properties similar to the growth
point are merged with it. +ese new pixels are regarded as
new growth points, and the process is repeated continuously
until no pixels that meet the conditions can be included.+is
implies that the growth points can no longer grow because
the growth of this region has been completed.

In other words, the conditions for RG are similarity
criteria defined according to the continuity between pixel
gray levels, and the conditions for region growth stop define
a termination rule, conditions, and regional growth stops. In
the algorithm, we define a variable, the maximum pixel gray-
value distance, reg_maxdist. When the absolute value of the
difference between the gray value of the pixel to be added
and the average gray value of all pixels in the segmented area
is less than or equal to reg maxdist, the pixel is added to the
segmented area; in contrast, and the area increases and the
algorithm ends.

As depicted in Figure 2, Figure 2(a) is the original
image, and the numbers represent the grayscale of the
pixels. Assuming a pixel with a gray value of eight as the
initial growth point, denoted as f(i, j), the circle repre-
sents the seed point. In the 8-neighborhood, the growth
criterion is that the difference between the gray value of
the point to be measured and the gray value of the growing
point is one or zero. Figure 2(b) shows that after the first
region growth, the difference between f(i − 1, j),
f(i, j − 1), f(i, j + 1) and the gray value of the growth
point is one, thus merged. Figure 2(c) shows that after the
second growth, f(i + 1, j) is merged. Figure 2(d) shows
that after the third growth, f(i + 1, j − 1) and f(i + 2, j)

are merged. +us far, there are no pixels that meet the
growth criteria, and the growth stops.

+erefore, the steps for realizing adaptive region growth
are as follows: the processing process is depicted in Figure 3.

Step 1: Scan the image sequentially to find the first pixel
that has not yet been attributed and set the pixel as
(x0, y0).
Step 2: By assuming (x0, y0) as the center, consider
four-neighborhood pixels (x, y) of (x0, y0). If (x0, y0)

satisfies the growth criterion, merge (x, y) with
(x0, y0). In the same area, push (x, y) onto the stack at
the same time.

Step 3: Take a pixel from the stack, treat it as (x0, y0),
and return to Step 2.
Step 4: When the stack is empty, go back to step 1.
Step 5: Repeat steps 1–4 until every point in the image
has attribution and the growth is over.

In a word, the region growing method is simple to
calculate and has a good effect on segmenting connected
regions with the same features. However, due to the
problems of noise and uneven greyscale, it is easy to generate
holes and oversegmentation. +erefore, threshold method
and region method are used for medical image segmenta-
tion. It is usually combined with other segmentation
methods.

3 7 7 3

7 8 7 5

5 6 1 3

2 6 0 4

(a)

3 7 7 3

7 8 7 5

5 6 1 3

2 6 0 4

(b)

3 7 7 3

7 8 7 5

5 6 1 3

2 6 0 4

(c)

3 7 7 3

7 8 7 5

5 6 1 3

2 6 0 4

(d)

Figure 2: Schematic of iterative region growth results: (a) original image, (b) first RG result, (c) second RG result, and (d) third RG result.
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Figure 3: ARG flow chart.
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4. Optimization of Variation Level
Set Segmentation

4.1. Variable Differential Principle. Assume that E(u) rep-
resents two-dimensional energy, as shown in

E(u) � BF x, y, u, ux, uy􏼐 􏼑dxdy. (3)

We derived the Equation (3) to obtain the extreme value
of energy, which is the minimum value, and applied the
Euler-Lagrange Equation to obtain the basic equation for the
level set, as shown in

zF

zu
−

d
dx

zf

zux

􏼠 􏼡 −
d
dy

zF

zux

􏼠 􏼡 � 0. (4)

In the nonlinear partial differential equation (PDE)
composed of Euler-Lagrange, to address the extreme value of
the minimum energy, it is necessary to refer to the time
variable, which also transforms the static nonlinear PDE
problem into a dynamic PDE problem and realizes the
steady evolution of the solution [44].

+e effect of the variable differential set treatment of the
breast ultrasound image is depicted in Figure 4, in which, we
can see that the ultrasound image shows the presence of
noise. +e image is not high, the edge is unclear, and the
image is directly used. +e edges of the identified lesion area
are relatively broad.

4.2. Level Set Segmentation Principle. Assume that C is a
closed curve, which can be expressed using the following
equation:

C � (x, y) | u(x, y) � c􏼈 􏼉. (5)

In (5), we introduced a time variable, t in the solution of
the original PDE, and the time function u(x, y) is the level
set, which is shown in

C(t) � (x, y) | u(x, y, t) � c􏼈 􏼉. (6)

We also introduced time variables separately while
constructing original Equation (4). +e derivative of
Equation (4) is shown in

du

dt
�

zu

zt
+ ∇u ·

zx

zy
,
zy

zt
􏼠 􏼡 � 0. (7)

Assume the partial differential components of x, y, and
partial derivatives concerning the time variable: the partial
derivative of the curve corresponds to the time variable, and
zc/zt represents the variation in curve C.

Similarly, the form in which the total derivative of u(t)

can be expressed as − ∇u · V, here, we assume β(F) as an
energy functional, and the total derivative of u(t) transforms
to the following equation:

β(F) � N · V, (8)

zu

zt
� β(F)|∇u|. (9)

It can be observed from the above equation that F is a
velocity function. (9) is a developed form of the level set PDE
equation, which belongs to a class of solutions that apply the
Hamilton-Jacobi equation to the variation differential
problem, which requires the introduction of time variables
to find the solution of the equation.

At this time, the solution of the equation does not affect
the value of parameter C. +erefore, C is assigned zero. +e
solution of curve C can be transformed into a solution for
the level set of the embedded function. Similarly, the evo-
lution of the curve can be transformed into the evolution of
the level set equation of the embedded function u(x, y)

under a given initial value u0(x, y).
In the evolution process of the initial curve C, the in-

troduced time variable can determine the current curve C(t)

by taking the two-dimensional level set of u(x, y, t) at any
time, to obtain the pole that makes the energy function go.
+e solution of the Euler-Lagrange equation of small values
terminates the evolution of curve C and finds a solution to
[45]

C(0) (x, y) | u(x, y, 0) � u0(x, y)􏼈 􏼉. (10)

In summary, the numerical calculation in this LSM may
be unstable, or the solution process tends to be complicated
owing to the improper selection of the embedded function
u(x, y). +erefore, the most commonly used embedding
function is the signed distance function − d((x, y), C), which
indicates that it is outside curve C, and vice versa. Among
them, the Euclidean distance represents the distance be-
tween point (x, y) and curve C, and its main advantage is
that it is equal to one, and the rate of change of the function
is uniform, which is conducive to the stability of the nu-
merical calculation [46].

4.3. Variation Level Set Segmentation. When the level set
indicates that curve C is a closed curve, the minimization of
the equation of motion of the curve can be applied to the
minimum energy of the capability functional function that
should close the curve. (11) expresses the energy function of
the Geodesic Active Contour model for level set image
segmentation.

E(C) � 􏽚
1

0
g(|∇[C(s)]|)ds. (11)

Considering the initial value and assuming that the curve
parameters C(0) and C(1) are equal, (11) can be modified to

E(C(p)) � 􏽚
1

0
g(C(s))Cpds. (12)

Applying the LMD to (12), the PDE of the corresponding
embedding function is shown in

zu

zt
� [g(|∇I ×[C(s)]|)k − ∇g · N]|∇u|. (13)

+e Heaviside function is introduced in (13), and using
Green’s Equation, the energy function can be expressed in
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E(u) � B
Ω

g(x, y)|δ(u)dxdy|. (14)

+e energy differentia δ(u) is equal to dH(u)/du, H(u)

is the Heaviside function by assuming that the energy u is
larger than zero, and the Heaviside function value is equal to
one. Using the variation method, the level can be set based
on the type of the evolution.

zu

zt
� z(u)div g

∇u
|∇u|

􏼠 􏼡. (15)

+e regularization zε(u) is the approximation in

zu

zt
� zε(u)div g

∇u
|∇u|

􏼠 􏼡. (16)

Overall, the minimum solution of the closed curve C

was converted into a solution of the minimum value of the
energy functional. By introducing the embedded function,
Heaviside function, and Green Equation to transform the
functional, the solution of E(C) is transformed into the
solution problem of E(u) and then the PDE is obtained by
the LSM, and the steady-state solution is finally obtained
by numerical calculation, which is the variation LSM [47].

In the process of curve evolution, the level set seg-
mentation method must address the PDE for each iterative
calculation and loop until convergence. +e results are
depicted in Figure 5. In addition, the energy function in the
segmentation model of the LSM may be nonconvex, and the
curve evolution is very sensitive to the initial contour, which
is prone to local minimum results, further resulting in
segmentation failure.

+e GAC model was introduced as an active contour
model to address this problem. Compared to the region-
based model using level set evolution, the numerical iter-
ation of its PDE is time consuming; therefore, the seg-
mentation speed is slow, which is not ideal. However, the
orientation of the evolution model based on gradient in-
formation in segmentation and the existence of a stable
minimum solution make it easy to solve.

To address the boundary problem in the traditional LSM
in the past, especially in the local minimum energy function,
which cannot achieve segmentation results, we have pro-
posed a global variation segmentation method. In this
method, the image area information is used to build a
posterior probability-based energy model, followed by a very
small variation in the overall framework.+e combination of
the GAC model uses gradient information to establish a
global variation energy model and finally constructs a new
integrated image segmentation model.

4.4. Variation Level Set Model. +e perimeter of the shadow
part was calculated, and the pixel neighborhood method was
used to obtain the boundary points. We used the level set

Doctor's mark line
Four neighborhood mark line

Background region
Breast cancer region

Figure 5: Level set optimization boundary.

(a) (b)

Figure 4: Result of variable let segmentation. (a) Original image and (b) after CV filtering.
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optimization to test using templates a and b. According to
the data in Figure 6, we can see that initially a template layer
is developed, and the marked image and original image are
acquired. +ereafter, the Otsu algorithm is used to measure
the target and background using the maximum class vari-
ance method to set the threshold.

5. Breast Ultrasound Image
Segmentation Algorithm

5.1.Differential ImageAcquisition. Read the “marked image”
and “unmarked image,” because the “marked image” is
marked in red. +e Red channel is referred as the R channel,
and the difference between the two images “− diff” (differ-
ence value) is obtained.

5.2. Image Segmentation. Using the OUST algorithm to
binarize the diff image [48], a black-and-white image was
obtained in the previous step.

+e regional growth method was used to grow from two
origins in the upper right corner and the lower left corner,
respectively. +e growth rules are as follows:

(1) Horizontal growth begins from the first pixel of each
row

(2) Vertical growth starts from the first pixel in each
column

(3) Stop the growth if it encounters a marked boundary
value

(4) Stop all growth after all growth outside the marked
area is complete

+e area of the shadowed part was calculated. After
executing the above three steps, only the pixel value of the
shadow part was zero, all the points with a pixel value of zero
in the image were traversed, and the total number was
counted, which is the area of the shadow part.

In the neighborhood of templates a and b, if only one
neighborhood is a boundary point, this point can be con-
sidered as a boundary point. Taking the four neighborhoods
as an example, as depicted in Figure 6, all black points are
traversed, and when there is a white point in the four
neighborhoods of the black point, the point is determined as
a boundary point and marked as orange. +e number of
orange points was counted to obtain the perimeter of the
marked area.

6. Experimental Results and Analysis

6.1. Experimental Data and Platform. In the experiment,
three datasets from various sources were employed. +e first
dataset(data set (1) was generated from the mini-MIAS
mammography database, which divided the data into benign
and malignant categories based on tumor severity. +e
second dataset(data set (2) was gathered from public dataset
Dataset_BUSI_with_GT, which was collected and released.
It includes thousands of breast ultrasound images, of which
780 were chosen as the experimental dataset. +e third
dataset (data set (3) was a two-dimensional image of over

200 breast instances acquired over 6 months using Toshiba’s
BSM31 equipment. Staff screening resulted in the identifi-
cation of nine photographs for the study. +e data set 3 is
manually labeled into three sections: benign, malignant, and
normal.

+e collected images were run on an AMD Ryzen
74800H with 8 cores and 16 threads at 4.2 GHz, the GPU
was RTX 2060 6G, the operating system was Windows 11,
the memory is 16G, the hard disk is 512G, using Python
version 3.8 programming, the compiler uses VS Code, and
the experimental results are obtained.

Using adaptive area production and variation level set
optimization, the relative perimeter and area of the diseased
area in breast images were obtained, and its shape was
determined. Finally, the optimization results of four-
neighborhood a and eight-neighborhood b in adaptive re-
gion growing were compared, along with the relative pe-
rimeter difference, perimeter-area ratio, and other
parameters.

6.2. Evaluation. In this study, the Jaccard similarity coef-
ficient (Jaccard) and Sørensen–Dice coefficient (Dice) are
introduced to calculate the effectiveness of breast image
segmentation. Jaccard was used to compare the similarities
and differences between the limited sample sets. +e larger
the Jaccard coefficient value, the more similar the samples,
and the higher the degree. +e Jaccard was calculated as
shown in Equation (17). +e Jaccard similarity coefficient
was defined.

acc(x, y) �
|x∩y|

|x| +|y| − |x∩y|
. (17)

When x equals y, the Jaccard coefficient is one. When A

and B do not intersect, the Jaccard coefficient is zero, and the
Jaccard distance represents the dissimilarity of the sample or
set. +e larger the Jaccard distance, the lower the sample
similarity. +erefore, the Jaccard distance was used to de-
scribe the dissimilarity. However, the disadvantage is that it
is only applicable to sets of binary data.

+e Dice distance is mainly used to calculate the simi-
larity between two sets (it can also measure the similarity of
the strings). +e Dice similarity coefficient of the two sets of
x and y is defined as: where |x| represents the cardinality of
the set x (that is, the number of elements in the set) and |y|

represents the cardinality of the set y.

Dice(x, y) �
2∗ |x∩y|

|x| +|y|
. (18)

Jaccard and Dice calculations were performed on 18
sample images collected at the hospital. +e calculation
results are depicted in Figure 7. It can be observed from the
figure that the two parameters of the six sets of data are both
below 0.99, which can be judged as irregular images and
malignant tumors.

Comparing the images of the public dataset, the cal-
culation results of Jaccard and Dice are shown in Figures 8-9.
It can be seen from the figure that 11 pairs of two parameters
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are below 0.99, which are images of the algorithmmisjudged,
and the misjudgment rate is 2.422%. +e running time of
each image on the public dataset is shown in Figure 10. In
which, data set 1 is a subset of benign tumors in the public
dataset and data set 2 is a subset of malignant tumors in the
public dataset.

6.3. Results and Discussion. According to the comparison of
different public data sets, nine sets of ultrasound images
were simultaneously selected for testing at the same time.
+e outline of the lesion is represented using red, and the
long and short diameters are represented using green lines,
as shown in Figure 11.

In the experiment, a third group of double lesions was
used as an example. To demonstrate the effectiveness of the
processing results, the small lesions in the third group were
selected and processed by adaptive region growth and
variation level set optimization.

+e degree histogram is shown on the right in
Figures 11(a)–11(c) respectively give the local effect maps of

(a) (b)

Figure 6: boundary model size. (a) Model a. (b) Model b.
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the neighborhoods processed by two different templates, (b)
is the boundary termination point of the growth of the four-
neighborhood optimization area of template a, (b) the pixel
distribution on the left, and the right schematic diagram of
the lesion, (c) is the boundary termination point for the
growth of the eight-neighborhood optimization region of
template b, (c) the pixel distribution on the left, and the
schematic diagram of the lesion on the right.

From the comparison of the results in Figures 11(b) and
11(c), the boundary point in Figure 10(b) is a closed curve
with strong connectivity. In Figure 11(c), the lesion point is
mistakenly judged as the boundary point. Figure 11(b) has a
better effect.

+e results of the adaptive region growth optimized by
the variable differential level set are applied to other
lesions, and the images of the left lesions in the third
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Figure 10: Run time results of data set 1 and data set 2.
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Figure 11: Test3 breast ultrasound image: (a, b) model a processing and (c) model b processing.
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group are processed to obtain the image shown in
Figure 11(a), and then the edges are corrected to obtain
Figure 11(b).

At the same time, the perimeter and area of the nine
groups were calculated according to the method of
modifying the adaptive region growth by variable dif-
ferential. +e calculation results are listed in Table 1. +is
lays the foundation for the automatic labeling of lesions
and identification of lesion morphology.

We evaluated five ways to find the circumference of
breast cancer on the first dataset using Jaccard and Dice
scored on data set 1 and dataset set 2. +e five methods
are 4-neighborhood, 8-neighborhood, original image
minus erode image, dilate image minus original image,
and dilate image minus erode image. +e Dice and
Jaccard scores for the various ways are shown in Fig-
ures 12 and 13.

For data set 3, we simultaneously compared the pe-
rimeters computed for the two different templates in Section
6.2, resulting in the image depicted in Figure 14. +e
comparison results show that the perimeter data calculated
by template a is closer to the actual disease image. In ad-
dition, the comparison data of the area and perimeter of the
application of template a and the method described in this
study were also investigated. From Figure 14, it is evident
that as the perimeter length increased, the accuracy of the
detection results decreased.

According to Table 2, the run results showed a total of 24
breast tumors, which are malignant tumor data in public
dataset 2, those images are Jaccard values below 0.99, or Dice
values below 0.98. No is the image number, and value is the
score with Dice or Jaccard. Combined with a comparison of
clinical observations, the tumors in the 24 images detected
above were all malignant tumors.

Table 1: Result of area and perimeter in data set 3.

Name Region Area Model a perimeter Model b perimeter

test1 Left 4904 240 341
Right 5661 262 373

test2 Whole 143 55 76

test3 Left 3573 248 355
Right 369 72 91

test4 Whole 1017 136 189
test5 Whole 672 169 211
test6 Whole 974 177 228
test7 Whole 1295 185 224
test8 Whole 3101 224 286
test9 Whole 1643 196 259
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Figure 12: Dice comparison histogram in data set 3.
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Figure 15 depicts 13 images with Jaccard and Dice below
0.99 in themalignant tumor database. It can be seen from the
figure that breast malignant tumors present an irregular
shape, and the average Jaccard value of the public dataset is
0.9932.

+e experimental results demonstrated that the clin-
ical images and public dataset images were processed in
this study, and the boundary points of the adaptive region
growth were defined through the level set of the pixel
neighborhood to effectively identify the contour perim-
eter and area of the lesion area. +e results demonstrated
that in the proposed method for breast ultrasound image
segmentation based on adaptive region growing and
changing level sets, the Jaccard and Dice values of the

processed benign tumors were both greater than 0.99;
therefore, breast ultrasound image segmentation using
adaptive region growing and changing level sets is
adopted. +is method is suitable for the segmentation of
mammary gland images and can address the problem of
image classification in the case of large noise, blurred
boundaries, and poor imaging quality of mammary gland
images.

According to the data in Table 3, it shows that there are
different methods of breast image segmentation indica-
tors. +rough the investigation of Dice and Jaccard,
Jaccard and running time were compared to level set
model for multiclass [31], and Dice was compared to
Coarse-to-Fine Fusion CNN [37] and soft and hard
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Figure 13: Jaccard comparison histogram in data set 3.
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attention multitask learning [38], respectively. By testing
the surface of the public data set, the value of the method
explained in this paper is better than that listed in level set
model for multiclass [31] on Jaccard, which reduces the
running time; when compared to the Dice index, the value
of the Dice method in this paper is higher than that
mentioned in Coarse-to-Fine Fusion CNN [37] and soft
and hard attention multitask learning [38].

7. Conclusion

In this study, breast image segmentation based on global
adaptive region growing and variation-level sets were
combined for blurred and noisy edges of lesions in breast
ultrasound images. By establishing the difference model
between the breast ultrasound image and the labeled
image, setting the R channel, selecting two seed points
through the upper right and lower left, growing along the

horizontal and vertical directions simultaneously, and
then setting the neighborhood template and variation-
level set optimization. When compared to the adaptive
region growing method [13], this study optimizes the cut-
off adjustment through variation level sets, compares the
localized boundaries of the four-neighborhood template a
and the eight-neighborhood template b, and provides the
discrimination of the neighborhood template a. Result of
level set optimization adaptive region growing algorithm
is better. When compared to the level set model for
multiclass [31], this study optimizes Jaccard; the value is
0.9999 in malignant and 0.9954 in benign, both of which
are better than 0.9658. At the same time, the runtime is
shorter, 0.233 s and 0.185 s in this study, which is shorter
than 2.6 s. Considering the Dice, by comparing soft and
hard attention multitask learning [38] and Coarse-to-Fine
Fusion CNN [37], the scores are 0.9999 and 0.9977, re-
spectively, both of which are better than 0.8142 and
0.8652.

Figure 15: Correspondence map with a Dice or Jaccard evaluation value of less than 0.99 for malignant tumors in data set 2.

Table 3: Comparison of different methods of breast image segmentation indicators.

Method Average Dice (%) Average Jaccard (%) Average run time (%)
Soft and hard attention multitask learning [38] 81.42 — —
Level set model for multiclass [31] — 96.58 2.60
Coarse-to-fine fusion CNN [37] 86.52 — —
Our method for malignant public data subsets 99.99 99.97 0.23
Our method for benign public data subsets 99.77 99.54 0.19

Table 2: Dice or Jaccard evaluation value of less than 0.99 for malignant tumors in data set 2.

No. 4 5 8 12 43 68 80 101 112 120 127 139
Dice 0.991741 0.988884 0.960118 0.994826 0.990654 0.987858 0.994806 0.993732 0.980671 0.994378 0.986136 0.988848
Jaccard 0.983618 0.978013 0.923295 0.989706 0.981481 0.976007 0.989666 0.987542 0.962074 0.988819 0.972651 0.977941
No. 148 149 152 156 162 166 167 169 172 174 185 203
Jaccard 0.992388 0.980077 0.988719 0.980632 0.99343 0.994326 0.982379 0.994867 0.992215 0.992126 0.990241 0.994195
Dice 0.98489 0.960932 0.97769 0.962 0.986945 0.988715 0.965368 0.989787 0.984549 0.984375 0.98067 0.988458
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In the future, we will obtain the segmentation effect of
breast images and extract the perimeter and area of the
lesion image, thereby laying a foundation for the accuracy of
computer-aided diagnosis and lesion identification.
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�e original similarity measurement model is easy to ignore the processing of image details, resulting in poor accuracy of
similarity measurement. In the paper, we propose a similarity measurement model for the medical image feature matrix based on
the convolutional neural network (CNN). First, the Gaussian convolution kernel is used to obtain the global and local feature data
of medical images, and the corresponding data set is formed. Second, the convolution layer of CNN is introduced, and the image
feature matrix is obtained by the convolution layer. Finally, the similarity measurement model of the medical image feature matrix
is constructed. �e results show that the image similarity measurement e�ect of this model is better when the test process is
divided into three parts: global, local, and detail. �e highest error rate of the proposed algorithm is only about 0.21, which takes
less time, and the overall �tting degree can reach about 91%. Compared with traditional methods, the accuracy of image similarity
measurement is higher and the use e�ect is better.

1. Introduction

With the continuous development of visualization technology
and computer graphics, the research on the medical image is
also deepening. �e basis of medical image research is feature
analysis. �erefore, at present, taking medical images as the
research object, the integration of research on the extraction
method of medical image feature points has become a hot
research direction [1]. At the same time, there have been
many studies on the similarity measurement of image fea-
tures, which providemore useful information for the in-depth
analysis and application of medical images. Many achieve-
ments have been made in medical image feature analysis and
similarity measurement at home and abroad. Abdar et al. [2]
proposed a medical image classi�cation and fusion model,
which mainly uses the binary residual feature fusion method
to solve the uncertainty of the algorithm. �is method makes
a detailed analysis of the medical image features and obtains a
good image classi�cation e�ect. However, this method takes a
long time; Shu et al. [3] proposed an initial spatial convolution
block to collect the context information related to the
decoding stage, extract and accumulate features from

di�erent paths and establish associations between structural
features and semantic features for medical image segmen-
tation. However, the practical applicability of this method is
relatively weak. Poudel and Lee [4] established a multi-scale
global feature map and used the attention mechanism to
suppress noise and bad features, resulting in the complete
recovery of context feature dependence, and completed the
feature extraction of medical images, which has a high recall
and precision. However, it takes a long time. Wenping et al.
[5] proposed an improved random walk node similarity
measurement method: a random walk similarity measure-
ment method based on relative entropy. �e transition
probability distribution of the node is constructed according
to the transition probability of the node arriving at the in-
�uential node in the network after the multi-step random
walk. �e relative entropy of the transition probability dis-
tribution of two nodes is calculated to obtain the di�erence
score between node pairs in the network. �en the similarity
matrix between network nodes is obtained. RE-model algo-
rithm performs well in symmetry, network propagation, and
community discovery, but themeasurement e�ect is not ideal.
Feng, et al. [6] established the isometric isomorphism model
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of multi-scale spatial entities from the viewpoint of metric
geometry. (e geometric and topological similarity mea-
surement of graphics is expressed in multiple scales for planar
and linear spatial entities with different complexities. (is
method can simultaneously take into account the changes in
geometry and topology of multi-scale spatial entities and
conform to the multi-scale abstraction law of spatial entities,
but the similarity measurement takes a long time. Wang et al.
[7] proposed a spatiotemporal trajectory similarity mea-
surement method using Hausdorff distance. Starting from the
three features of spatiotemporal trajectory, a spatiotemporal
trajectory reorganization strategy for similarity measurement
is proposed. (e traditional idea of similarity measurement
with a point as the center is changed to track segment as the
center, and the track spatiotemporal clustering experiment is
carried out with micro-blog check-in track data and taxi GPS
track data. (is method can effectively calculate the similarity
of spatiotemporal trajectories and meet the needs of spatio-
temporal trajectories clustering, but the measurement accu-
racy is not ideal.

(e original similarity measurement method is easy to
ignore the analysis of image details, resulting in unsatis-
factory calculation results. (erefore, this paper proposes a
similarity measurement model of the medical image feature
matrix based on CNN. Starting from the global and local,
the feature points of the medical image are extracted in an
orderly, and CNN is introduced to construct the feature
matrix, to complete the construction of the medical image
feature matrix similarity measurement model. To ensure
the use effect of the similarity measurement model based on
CNN designed in this study, after the model is built, the test
analysis method is used to verify the model in this paper.
(e contributions of this paper are as follows: (1) Starting
from the global and local, the feature points of medical
images are extracted orderly, taking into account the details
of medical images, which provides the basis for improving
the accuracy of the algorithm calculation; (2) CNN is used
to construct the similarity measurement model of the
feature matrix to improve the performance of the model;
(3) Using different data sets, the performance of this model
is tested under different indicators to verify the efficiency of
this model.

2. Proposed Model

2.1. Acquired Feature Matrix of Medical Images. Image
features can be divided into global features and local
features. (e former mainly reflects the statistical infor-
mation of the image, while the latter describes the image as
a whole based on local structure, texture, and other details
[8, 9]. Aiming at the deficiency of the original similarity
measurement model, the acquisition of the image feature
matrix is optimized to ensure the effectiveness of acquiring
image feature information. In the process of image feature
acquisition, scale-invariant feature mode is selected to
extract the relevant information in a medical image. (is
method can deal with translation, rotation, scaling,
brightness change, and other external factors. It also
maintains certain stability for visual changes and applies to

the scaling and rotation changes of human organs in the
medical image [10].

A medical image equalization algorithm with segmen-
tation factors is introduced. Firstly, the medical image of the
input image is divided into two sub-medical images
according to the threshold. In this process, the average
brightness of the output image is retained, and the disad-
vantage of brightness drift of the output image is overcome.
Suppose the input image is X, the medical image H(k) of the
grayscale of the input image k is defined as

H(k) � nk, for k � 0, 1, . . . , L − 1, (1)

where n(k) is the frequency of the k grayscale pixel in the
image, and L is the highest grayscale in the image. (e
probability density function of image p(k) is

p(k) �
H(k)

N
, for k � 0, 1, . . . , L. (2)

According to the threshold τ, the medical image
grayscale [0, L − 1] of the input image is divided into two
parts: low square and high-quality medical image, which
are expressed by Hlow(k) and Hup(k). (e range of their
grayscale is [0, τ − 1] and [τ, L − 1]. Probability density
function of sub medical image nlow and nup are the total
number of pixels in low-quality medical image area and
high-quality medical image area. (e probability density
function of a medical image is shown in (3) and (4):

Plow(k) �
Hlow(k)

nlow
, for k � 0, 1, . . . , τ − 1, (3)

Pup(k) �
Hup(k)

nup
, for k � τ, τ + 1, . . . , L − 1, (4)

τ � ⌊median · r⌋. (5)

As mentioned in the introduction, the literature [4]
method emphasizes the high-frequency pixels of the image,
which is easy to cause the loss of details of the output image,
and the phenomenon that the low-frequency pixels are
swallowed by the adjacent high-frequency pixels. (rough
equations (6) and (7), the modified medical image equal-
ization algorithm modifies the low-quality medical image
and the high-quality medical image and overcomes the
problems of the literature [4] method.

new plow(k) � log plow(k) + 1􏼂 􏼃 k � 0, 1, . . . , τ − 1, (6)

new pup(k) � log pup(k) + 1􏽨 􏽩 k � τ, τ + 1, . . . , L − 1.

(7)

Medical image equalization is the last step to modify the
medical image equalization algorithm. (e cumulative
probability density function for medical image equalization
in the literature [4] algorithm is c(k).

c(k) � 􏽘
k

i�0
p(i), for k � 0, 1, . . . , L − 1. (8)
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(e transformation function f(k) is used to remap the
grayscale k of the input image. (e definition of the
transformation function f(k) is shown in the following
equation:

f(k) � X0 + XL−1 − X0( 􏼁 · c(k), (9)

where X0 and XL−1 are the minimum value and the max-
imum value of the image grayscale. From (9), it can be seen
that the grayscale of the input image through the literature

[4] method is remapped to the entire dynamic range
[X0, XL − 1].

Consistent with the literature [4] method, the sub-
medical image equalization equation of the modified
medical image equalization algorithm is shown in (10). (e
medical image of the modified grayscale can be regarded as
the cropped pixels that are reassigned to the medical image
before the medical image is equalized. Finally, the final
enhanced image is obtained by equalizing the sub-medical
image.

f(k) �

X0 + Xτ−1 − X0( 􏼁 · 􏽘
k

i�0
new plow(i), for k � 0, 1, . . . , τ − 1,

Xτ + XL−1 − Xτ( 􏼁 · 􏽘
k

i�τ
new pup(i), for k � τ, τ + 1, . . . , L − 1.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(10)

(e modified medical image equalization algorithm
enhances the input image through medical image seg-
mentation, correction, and equalization. Compared with the
literature [4] algorithm, the modified medical image
equalization algorithm has a higher signal-to-noise ratio on
the premise of preserving image details.

(e image size of the medical image is set under different
sizes, which can be obtained by convolution of the original
image and Gauss:

A(x, y, z) � G(x, y, z)∗p(x, y), (11)

where (x, y) is the original position of the image, z is the
scale spatial factor, G(x, y, z) is the two-dimensional
Gaussian function, p is the original medical image, and A is
the spatial scale of the medical image. When acquiring
feature points of medical images, the DoG operator [11] is
used to process medical images. (e operator can be
expressed as

D(x, y, z) � (G(x, y, iz) − G(x, y, z))∗p(x, y). (12)

(is operator is used to calculate the points on the image,
and the calculated values are connected to obtain the ei-
genvalue curve of the image [12, 13]. (en, the fitting
function is used to accurately obtain the position and scale of
image feature points, and unstable feature points are re-
moved, to enhance the stability and antimanufacturing
ability of image feature points, as shown in Figure 1.

Following the above process, feature points of medical
images are extracted orderly, and the feature points in the
images are integrated and stored in the medical image da-
tabase [14].

2.2. Modeling of Similarity Measurement for the Constructing
Medical Image Feature Matrix. According to the medical
image features acquired in 2.1, the CNN is used to construct
the medical image feature matrix, which is used as the basis
of the measurement model.

In this study, CNN is used to classify the extracted
feature points. (is part is mainly related to the convolution
layer of the neural network [15]. (erefore, the image data
processing process of the convolution layer in this model is
set as follows:

f1(a)∗f2(a) � 􏽚
∞

−∞
f1(a)f2(b − a)da, (13)

where f1(a) and f2(a) refer to the image information to be
processed, and ∗ is the convolution calculation symbol. To
improve the accuracy of feature classification, a Gaussian
convolution [16, 17] check is used to process the image data
in this part, and the classification results of feature points are
obtained. (e processing results are output in the form of a
matrix.

Suppose the output feature points matrix is set as a set,
then w � w1, w2, . . . , wn􏼈 􏼉, in which n refers to the number
of medical images [18], and wi refers to the feature matrix
corresponding to the medical image i. (en the similarity
measurement equation of the image matrix can be obtained
by using Mahalanobis distance:

d wi, wj􏼐 􏼑
u

�

������������������

wi − wj􏼐 􏼑
t
u wi − wj􏼐 􏼑

􏽱

, (14)

where t is the measurement time, wi, wj is the corresponding
feature vector in the image i， j, d(wi, wj)u is the distance
from image wi to image wj.(emore similar the two are, the
smaller the value of d(wi, wj)u is. In this model, u is the
similarity measurement matrix of two images [19]. To ensure
the validity of its numerical value, it is set as a symmetric
positive definite matrix c.

u � yy
t
, (15)

where y is the feature quantity of image classification.
(en the characteristics of the above equation can be

reflected as
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d wi, wj􏼐 􏼑
u

�

�������������������

wi − wj􏼐 􏼑
t
yy

t
wi − wj􏼐 􏼑

􏽱

. (16)

Integrate (14) and (16) to obtain the following similarity
measurement model, as follows:

􏽘
i,j

di,j − di,j
′

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 � 􏽘
i,j

wi − wj􏼐 􏼑
t

wi − wj􏼐 􏼑

− wi − wj􏼐 􏼑
y
yy

t
wi − wj􏼐 􏼑

� 􏽘
i,j

wi − wj􏼐 􏼑
t
yyt

wi − wj􏼐 􏼑≥ 0.

(17)

To prevent the above equation from overfitting during
image processing [20], it is rewritten as

RS � − wi − wj􏼐 􏼑
t
yyt

wi − wj􏼐 􏼑, (18)

where RS is the model constraint, y is the measurement
model component. (en the final model processing
equation is

y
∗

� argmin w1 ∗R1 + w2 ∗R2 + w3 ∗R3( 􏼁, (19)

where y∗ is the optimal similarity measurement model, R1 is
constraint condition of the subject, R2 is the constraint
condition of the main feature, and R3 is regular constraint.
For the optimization of this model, it is necessary to solve
many of the above items. (erefore, in the process of cal-
culation, the above equation should be used for nonlinear
problem planning, to obtain the optimal similarity mea-
surement model.

(is part is connected with the abovementioned medical
image feature extraction part to complete the construction
process of the feature similarity measurement model of the
medical image. So far, the similarity measurement model of
the medical image feature matrix based on CNN has been
designed, as shown in Figure 2.

3. Experimental Analysis and Results

3.1. Data Sets and Evaluating Indicator. MURA data set and
MRNet data set were used for analysis. MURA data set: one of
the largest X-ray database at present, there are a large number
of muscle and bone X-ray images, including shoulder, hu-
merus, elbow, forearm, wrist, palm, and fingers.(e images in
this dataset are manually marked by doctors. MRNet data set:
this data set is the MRI data of the knee joint, including 1370
MRI images and 1104 abnormal examination images such as
anterior cruciate ligament tear and meniscus tear, which is
suitable for the analysis and research of medical image fea-
tures. From the above two data sets, one thousand medical
image data are selected as the data source. First, the selected
data are preprocessed to avoid noise, redundant information,
and other interference, and then two thousand data are di-
vided into 4 points for cross-validation. (e performance of
this model is fully verified through many experiments.

(e test platform used in this test consists of two parts.
Because of the particularity of the signal of the medical
image acquisition site, the medical image acquisition
equipment cannot take real photos. (erefore, it only shows
the same prototype as the test equipment. To ensure the
effectiveness of this test, the first step of this experiment is
the global similarity measurement of medical images. In the
second part, the local comparison is used to improve the
detail of the design model test in this paper.

Error rate: in the calculation of medical image feature
data, the function objective is optimized through spatial
constraints. To verify the accuracy of the proposed method,
the error rate is selected as an index for comparative analysis.

U �
G

E
× 100%. (20)

Measurement time: to verify the classification efficiency
of the proposed method, the classification time in different
iteration times is selected as the indicator.

T �
UX

N
. (21)

Fitting degree of measurement: to verify the accuracy of
the method, a section of data is input and different methods
are selected for fitting degree analysis. (e fitting degree
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Figure 1: Medical image feature acquisition process.
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directly determines the classification performance of the
method.

R
2

� 1 −
Q

L
. (22)

3.2. Results andDiscussion. In this test, any image is selected
as the key image of similarity measurement, and the
methods in Literature [2], Literature [3], Literature [4], and
the design model in this paper are used to perform similarity
measurement on the images in the image database and
obtain similar images. (rough the image extraction results,
the differences between the methods in Literature [2], Lit-
erature [3], Literature [4], and the design model in this paper
are obtained, as shown in Figure 3.

(rough the above settings, the image extraction results
of literature [2] method, literature [3] method, literature [4]
method, and the design model in the paper are shown in
Figure 4.

According to the above experimental results, the sim-
ulation measurement accuracy of the design model in this
paper is better than that of the methods in Literature [2],
Literature [3], and Literature [4]. Similar medical images
with high accuracy can be obtained by using the model
designed in this paper. (e methods in Literature [2], Lit-
erature [3], and Literature [4] have poor accuracy for image
similarity measurement and cannot extract all medical
images with feature information in the database.

(e universal joint graph is selected as the test sample for
local test. It is known that there are 150 images with the
following joint characteristics in the database. (e design
model in this paper and the methods in Literature [2],
Literature [3], and Literature [4] are used to perform sim-
ilarity measurement on the image data in the database to
extract images with the same features. In this part of the test,
the above step is repeated for a total of 5 times, and the
accuracy of image extraction is calculated, as shown in
Figure 5.

(e following test results are obtained through multiple
experiments. To ensure the effectiveness of the test results,
only two decimal places of the calculation results are re-
served, as shown in Table 1.

According to Table 1. In the local similarity measure-
ment test, the image extraction accuracy of the design model
in this paper is better than that of the methods in Literature
[2], Literature [3], and Literature [4]. It has a high similarity
measurement ability for the images in the medical image
database. By integrating the experimental results of the
above two parts, it can be seen that the similarity mea-
surement model of the medical image feature matrix based
on CNN designed in this paper can achieve good results in
both global similarity measurement and local similarity
measurement. (erefore, the similarity measurement model
of the medical image feature matrix based on CNN designed
in this paper is better than the methods in Literature [2],
Literature [3], and Literature [4] and has higher measure-
ment accuracy, as shown in Figure 6.

(e features extracted in this test are shown in the circle
in Figure 6. (rough the above settings, the methods in
Literature [2], Literature [3], Literature [4], and the image
extraction results of the design model in this paper are
shown in Figure 7.

It can be seen from the above experimental results that
the detail processing effect of the design model in this paper
is better than that of the methods in Literature [2] and
Literature [3]. (e image of small details can be effectively
obtained by using the model designed in this paper. (e
methods in Literature [2] and Literature [3] have a poor
effect on obtaining the details of the image and cannot
obtain the image consistent with the details of the test
image.

Figure 3: Test image.
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Figure 2: Similarity measurement model design process.
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To test the accuracy of this method in similarity mea-
surement of medical image features, the proposed method is
compared with the traditional methods in Literature [2],
Literature [3], and Literature [4]. With 200 medical images
used in the database, four methods are used to analyze the
error rate, As shown in Figure 8.

(a) (b)

(c) (d)

Figure 4: Comparison results of global similarity measurement. (a) Proposed method. (b) Literature [2] method. (c) Literature [3] method.
(d) Literature [4] method.

Figure 5: Partial test image.

Table 1: Comparison results of local similarity measurement.

Number
of tests

Literature
[2] method/

%

Literature
[3] method/

%

Literature
[4] method/

%

Proposed
method/%

1 92.02 90.62 87.20 98.25
2 92.62 81.31 91.23 98.74
3 92.15 94.43 89.36 98.64
4 92.25 84.66 88.95 98.37
5 92.44 94.65 87.64 98.87

Figure 6: Dental test image.
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As can be seen from Figure 8, the error rate of the
method proposed in this paper is smaller than that of the
other three methods in different iteration times. (e highest
error rate is only about 0.21, and the minimum error rate can
be 0.01. (e decrease in error rate is the largest. (e min-
imum error rate of literature [2] method, literature [3]
method, and literature [4] method is also between 0.03 and

0.05. (erefore, the proposed method has obvious advan-
tages in the accuracy of image feature detection.

To further verify the measurement efficiency of the
proposed method, the measurement time is taken as the
experimental index to compare the four methods. In the

(a) (b)

(c) (d)

Figure 7: Comparison results of detail similarity measurement. (a) Proposed method. (b) Literature [2] method. (c) Literature [3] method.
(d) Literature [4] method.
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Figure 8: Comparison of error rates of different methods.
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experiment, 200 medical images in the database are selected,
and the number of iterations is 30, as shown in Figure 9.

According to Figure 9, the measurement time of the
method proposed in this paper is the lowest at the 10th it-
eration, only about 25 s, and the highest at the 25th iteration,
about 43 s. However, the minimum time of the method in
Literature [2], Literature [3], and Literature [4] is 73 s, 71 s,
and 43 s, respectively, which are higher than the maximum
time of the proposed method. And the measurement time
variation of this method is smaller than that of the other
three methods. (erefore, it can be considered that the
proposed method has high measurement efficiency.

Taking the fitting degree as the test index, the com-
parative experiments of the four methods are performed.
(e experimental results obtained according to the exper-
imental indexes in Section 3.1 are shown in Figure 10.

Figure 10 shows that the fitting degree of the proposed
method in this paper is the highest among the four methods,
which can reach about 91%, and it reaches 100% when the
fitting degree is the highest. However, the fitting degree of
the methods in Literature [2], Literature [3], and Literature
[4] is relatively low. In particular, the fitting degree of the
methods in Literature [2] is only about 15%, and the fitting
degree of the methods in Literature [3] and Literature [4] is
about 51% and 71%, respectively, which is quite different
from the fitting degree of the methods in this paper.
(erefore, it can be seen that the method proposed in this
paper has obvious advantages in fitting degree and meets the
actual needs.

4. Conclusion

With the continuous development of medical image imaging
technology, there are gradually more ways to obtain medical
images. Medical image has the advantages of low cost, simple

operation, and easy preservation, as well as enhancing
people’s health awareness, thus it has been widely used in
medical treatment in recent years. To further analyze
medical images and obtain more useful information, this
paper proposes a similarity measurement model of medical
image feature matrix based on CNN. (e global and local
information of the medical image is analyzed, the image
feature points are extracted orderly, and the CNN is input to
construct the feature matrix. Based on the CNN operation,
the similarity measurement model of the medical image
feature matrix is constructed, and the model design is
completed. (e results show that the proposed model has a
good similarity measurement effect in global, local, and
detailed aspects, and themaximum error rate of this model is
only about 0.21, the minimum operation time is only about
25 s, and the overall fitting degree can reach about 91%,
which has significantly superior performance compared
with traditional methods.

In the research of medical images, it is an important
direction for the development of medical images in the
future to realize the diagnosis of disease according to the
different locations and the similarity of location. In future
research intomedical images, it is necessary to not only focus
onmedical knowledge but also learn from the corresponding
model recognition and bionics knowledge, to integrate
multiple patterns, obtain better similarity measurement
methods, and make more breakthroughs. In this study, we
only optimize the insufficient use of the previous model, and
the research depth is insufficient. In the future, we need to
continue to find better calculation methods to improve the
use effect of the similarity measurement model.
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Image processing technology assists physicians in the analysis of athletes’ human motion injuries, not only to improve the
accuracy of athletes’ injury detection but also to improve the localization and recognition of injury locations. It is important to
accurately segment humanmotion injury ultrasound medical images. To address many problems such as poor e�ect of traditional
ultrasonic medical image segmentation algorithm for a sports injury. �erefore, we propose a segmentation algorithm for human
motion injury ultrasound medical images using deep feature fusion. First, the accurate estimated value of human posture is
extracted and combined with image texture features and image gray value as the target feature value of the ultrasonic medical
image of human motion injury. Second, the image features are deeply fused by an adaptive fusion algorithm to enhance the image
resolution. Finally, the best segmentation value of the image is obtained by the trained support vector machine to realize the
accurate segmentation of human motion injury ultrasonic medical image. �e results show that the average accuracy of the
posture accurate estimation of the proposed algorithm is 95.97%; the segmentation time of the human motion injury ultrasound
medical image of the proposed algorithm is below 150ms; and the convergence of the algorithm is completed when the number of
iterations is 3. �e maximum segmentation error rate is 2.68%. �e image segmentation e�ect is consistent with the ideal target
segmentation e�ect. �e proposed algorithm has important application value in the �eld of ultrasonic medical diagnosis of
sports injury.

1. Introduction

Human motion analysis is to use relevant methods to track
and capture human motion parameters, so as to reconstruct
human structure and posture and achieve the goal of esti-
mating and identifying human structure and posture [1].
With the continuous progress of image processing tech-
nology [2], using image processing technology to assist
doctors in human motion injury analysis of athletes is one of
the focuses of scholars at home and abroad in recent years.
Using image processing technology to process the ultrasonic
medical image of the injured part of human motion athletes
not only can improve the injury detection of athletes but also
can improve the ability to locate and identify the injured
position. �erefore, the ultrasonic medical image segmen-
tation algorithm for human motion injury has very im-
portant research signi�cance.

Yan et al. [3] proposed an image segmentation algorithm
based on a level set. First, the algorithm obtains the value of
the image symbol function through the calculation of the
objective function, determines the relevant constraints, and
establishes the image segmentationmodel. Finally, the image
contour segmentation is completed based on the established
model and the set relevant initial curve, but the algorithm is
too complex and has the practical problem of long seg-
mentation time. Liu et al. [4] proposed the ore image seg-
mentation algorithm based on U-Net and Res-Unet
convolution networks. First, the algorithm implements gray
value and median �ltering to complete image denoising and
uses the histogram equalization method to extract the image
target position. And then, based on U-net and Res-U-net
convolution network, the image contour segmentation
model is constructed; �nally, the image segmentation is
realized through the image segmentation model. However,
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in practical application, it is found that the convergence
speed of this algorithm is slow and the practical application
effect is poor. Sediqi and Lee [5] proposed an image semantic
segmentation algorithm based on new sampling and context
convolution. *e algorithm preserves the spatial informa-
tion of the image based on the guidance filter; then, the local
context convolution method is used to cover the target in the
image, and the accurate boundary description is carried out;
and finally, the accurate segmentation of the image is re-
alized by depicting the results. However, this algorithm has a
high segmentation error rate and poor practical application
effect. Lin and Li [6] proposed a parallel region segmentation
algorithm for high-resolution remote sensing images based
on a minimum spanning tree. *e algorithm divides the
image into several pixel blocks according to the conventional
mosaic algorithm. Based on the multicore parallel method,
the image segmentation rules are obtained, and the mini-
mum spanning tree model is established. Finally, the model
is solved by the parallel merging method to realize image
segmentation. However, the segmentation time of this
method is poor, which is quite different from the ideal
application effect. Xue et al. [7] proposed an image seg-
mentation algorithm based on improved FCN-8s. First, the
algorithm establishes the image data set, extracts the image
features according to the multiscale feature extraction
method, and then establishes the convolution network
model of the image. Finally, the image segmentation is
realized through the output of the model. However, this
method has a slow convergence speed and is difficult to
achieve the expected goal.

*e above image segmentation algorithm fails to fuse the
image pixel values. *erefore, the above algorithm has the
problems of long segmentation time, slow convergence
speed, high segmentation error rate, and poor segmentation
effect. In order to address these problems, this paper pro-
poses a human motion injury ultrasonic medical image
segmentation algorithm based on deep feature fusion. *e
contributions of this paper are as follows: (1) according to
the accurate estimation of human posture, image texture
features, and image gray value, the image target feature value
is obtained, which improves the accuracy of feature ex-
traction. (2) *is study uses the advantages of fast speed and
high precision of support vector machine to realize accurate
image segmentation and puts forward the quality and effi-
ciency of image segmentation. (3) Multiple data sets are
selected for testing to prove that this algorithm has certain
advantages in cutting time, convergence speed, segmenta-
tion error rate, segmentation effect, and so on.

2. Methodology

Before the image segmentation of human motion injury
ultrasonic medical image [8, 9], it is necessary to give priority
to estimating the athlete’s motion posture and take it as the
feature of the medical ultrasonic image to assist in the
segmentation of the medical ultrasonic image.

2.1. Analysis of Human Motion Trajectory of Athletes. *e
high-definition camera is used to capture the athlete’s
motion process, obtain the athlete’s motion video image, and
complete the motion trajectory analysis of the athlete’s
human parts on this basis [10, 11].

2.1.1. Trajectory Analysis of Human Single Part. Set the
single part appearance test item of human as Ωa(b), and
Φa(bt, bt+1) is similarity measure, as to complete the motion
trajectory expression of a single part of the human. *e
process is as follows:

Ωa(b) � 􏽘
C

i�1
Ω bi( 􏼁 + 􏽘

D− 1

n�1
βn bi ≠ b

n
i

����
����⎛⎝ ⎞⎠,

Φa bt, bt+1( 􏼁 �

exp −
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����
����
2
2

θ2
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(1)

where the image frame of the human single part motion
image is described by t and (t + 1). βn is Lagrange multiplier;
D denotes the total number of multipliers; and C is the single
part appearance feature set. *e appearance of athletes’
human parts is described by Ω(bi), and b is the position of
athletes’ human parts in the image frame. α2 is chi-square
operator. T(b) is local HOG feature coefficient [12]; θ is a
relevant parameter; and 􏽢bt is the predicted location of the
(t + 1) image frame through streamer prediction.

According to the above calculation results, set the ath-
lete’s single part status configuration parameter as χe

i to
obtain the athlete’s single part trajectory. *e process is as
follows:

Ee χe
( 􏼁 � 􏽘

L

i�1
Ωa χe

i( 􏼁 + 􏽘
L− 1

i�1
Φa χe

i , χ
e
i+1( 􏼁, (2)

where Ee(χe) is the athlete’s single part trajectory, χe is video
sequence, L denotes the number of video frames, the op-
timization function of athlete’s single part trajectory [13] is
described by Ee, and i is the constant.

2.1.2. Analysis of Athlete’s Symmetrical Part Trajectory.
Based on the analysis of the trajectory of single parts of the
human, the trajectory of symmetrical parts of athletes is
analyzed, so as to realize the analysis of the trajectory of
athletes’ human motion. Since the positions of symmetrical
parts are left and right symmetrical, it is necessary to obtain
their positions through the position coordinates of x, y. Set
the athlete’s compound coordinate position as f � (x, y) to
obtain the appearance feature of the athlete’s symmetrical
part. *e specific results are as follows:
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Ωε(f) �
Φa(f, x) +Φa(f, y)( 􏼁 × ∧(f, x)

T
· ∧(f, x)􏼐 􏼑
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− |f,x− f,y|/K

􏼐 􏼑
,

(3)

where the expression of the athlete’s symmetrical part is
marked in the form of Φa(f, x) and Φa(f, y). g is the
penalty function of the symmetrical part; K denotes the
penalty coefficient; and ∧ stands for the color histogram of
the human motion image.

Finally, based on the above calculation results, the
motion track of athletes’ symmetrical parts is obtained, and
the process is as follows:

Eε χε( 􏼁 � 􏽘
L

i�1
Ωε χεi( 􏼁 + 􏽘

L− 1

i�1
Φε χεi , χ

ε
i+1( 􏼁, (4)

where χε is video sequence, χεi represents status configura-
tion set of symmetrical parts of athletes, and Eε is the target
optimization function.

2.2. Establishment of an Accurate Estimation Model of Ath-
letes’ Motion Posture. According to the analysis results of
athletes’ human motion trajectory, an accurate estimation
model of athletes’ motion posture is constructed to realize
the accurate estimation of athletes’ motion posture. *e
athletes’ motion posture can be expressed by three-di-
mensional coordinates with p nodes. To reduce the fuzziness
of athletes’ motion posture estimation results, it is assumed
that the athletes’ motion posture to be estimated can be
linearly represented by a set of predefined basic postures.
*e athlete’s motion posture model in the video can be
expressed in the following equation:

St � 􏽘
k

i�1
citBi, (5)

where t represents the value of frame t of the athlete’s
motion video, Bi represents the basic posture of athletes, k

represents the number of atoms of the basic posture Bi, and
cit is the coefficient of base posture Bi.

*e two-dimensional posture of each frame of the
athlete’s motion video can be obtained by translating and
rotating the corresponding three-dimensional posture.
*erefore, the projection relationship between the athlete’s
two-dimensional posture and its corresponding athlete’s
three-dimensional posture can be expressed by the following
equation:

Wt � RtSt + Tt1
T

􏼐 􏼑, (6)

where Rt and Tt represent the camera translation vector and
rotation matrix, respectively, and T represents matrix
transpose.

Supposed that W, R, and T represent the set of Wt, Rt,
and Tt of all frames, respectively.

θ � C, R, T{ } is the overall parameter of the athlete’s
three-dimensional posture coordinates. L(θ; W) is the loss
function, expressed as follows:

L(θ; W) �
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where ‖∗ ‖F is the F norm of the representative matrix and v

represents the projection variance of athletes’ three- to two-
dimensional posture.

According to the above results, the athlete’s motion
posture model is optimized, and the optimization results are

St �
v

2
􏽘

k

i�1
citRitBi. (8)

Set the fixed components of the model as η � 26 and
local mixing type as μ � 4, and A is the top of the model. δ is
edge set of connected parts of human; B � bi|

K
i�1􏽮 􏽯 denotes

location collection of human parts; and χi is human part
status configuration, so as to establish the accurate esti-
mation model of athlete’s posture [14]. *e process is as
follows:

M(χ) �
􏽐χi∈χΩ χi( 􏼁 + 􏽐χi ,χj∈χc χi, χj􏼐 􏼑

A
δ, (9)

where M(χ) is the established accurate athlete’s posture
prediction model, c(χi, χj) is the athlete injury scoring item,
Ω(χi) stands for appearance features of human parts, and
the part compatibility of the top of a human A � (vi, vj) is
marked in the form of bi and bj.

2.3. Accurate Estimation Process of Athletes’ Posture. *e
specific accurate estimation process of an athletes’ posture is
shown in Figure 1.

According to the data in Figure 1, the accurate esti-
mation process of athlete’s posture is to capture the ath-
lete’s motion process through the high-definition camera,
obtain the athlete’s motion video image, and complete the
image acquisition. On this basis, the human position and
the initial position of each part of the human in a single
frame image are estimated. According to the relevant es-
timation results, the relevant constraint relationship of
human part posture estimation is established, so as to build
the relevant posture estimation model. By obtaining the
motion trajectory of human parts, the model is optimized,
and the accurate estimated value of athlete posture is
output.

2.4. Segmentation Algorithm of Athletes’ Injury Ultrasonic
Image. Taking the accurate estimated value of athletes’
posture obtained above as the target feature of athletes’
injury ultrasonic image, SVM [15] is used to segment ath-
letes’ injury ultrasonic image.

2.4.1. Image Segmentation Recognition. According to the
determined image features and high-resolution CT scanning
algorithm, the high-resolution information sampling equa-
tion of medical ultrasound image is obtained [16].*e process
is as follows:
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_m(r) � − Gm(r) + Hf(n(r − λ)),

_n(r) � − On(r) + Pm(r − φ),
􏼨 (10)

where pixel acquisition point of ultrasonic medical image is
marked in the form of G, H, O, and P. m(r) is pixel length of
the injured part of the athlete in the image; n(r) is the width;
and the domain decomposition value of information feature
fusion for human motion injury is marked in the form of λ
and φ.

Because the acquired image features are not a kind of
athlete’s posture estimation value, it is necessary to deeply

fuse the image features. Set the similarity feature of the
ultrasonic medical image as w(m, n); Ncut(m, n) is the
image gray histogram; and (x, y) denotes the gray pixel set,
so as to establish feature decomposition model of ultrasonic
image [17]. *e process is as follows:

Ffjz x, ym( 􏼁 �
1
��
x

√
Q

Q

2
+

xQ

2
􏼒 􏼓 − ym􏼒 􏼓, (11)

where z(x, ym) is image texture output, Q stands for feature
decomposition coefficient, Ffjz(x, ym) is the established
feature decomposition model, and m is the constant.

According to the adaptive fusion algorithm, the pixel
value of medical ultrasound image is fused, and the deep
feature fusion output of the medical ultrasound image is
completed. *e calculation equation is as follows:

R(a) � J(a) −
Szj

max t(a), t0( 􏼁
􏼢 􏼣 + Szj, (12)

where R(a) is feature fusion output value of medical ul-
trasound image, Szj is image pixel subset, J(a) represents the
gray image [18, 19], t0 is the image initial structure similarity,
and (t(a), t0) denotes the similarity degree.

2.4.2. Proposed Algorithm. *eprocess of ultrasonic medical
image segmentation algorithm for human motion injury is
as follows:

Input: ultrasonic medical image of human motion
injury
Output: image segmentation results

(1) Based on the deep feature fusion results of human
motion injury ultrasonic medical image, the corre-
sponding constraints are formulated to reduce the
segmentation surface error of ultrasonic image. First,
the fusion evaluation result of the human motion
injury image is set as v, and the image matching
evaluation function is marked as v(gi). Based on this,
the distance between the pixel and the cluster center
in the human motion injury image is calculated, and
the pixel gray output of the visual graphics of the
human motion injury image is obtained, which is
used as the pathological characteristic value of the
ultrasonic image. *e calculation equation is as
follows:

ϑ � arccos
ZiWk×
�������→

ZiZj
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�����→�����
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max
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⎪⎩

⎫⎪⎬

⎪⎭
, (13)

where ϑ is the pixel gray output value is marked. Wiis
the gradient direction position value of the image,
and ZiZj

����→
denotes the image rendering vector.

(2) According to the above calculation results, the fusion
region constraint is carried out on the visual graphics
of the ultrasonic image, and the threshold seg-
mentation value of SVM is obtained. *e calculation
equation is as follows:

Begin

Image acquisition

Estimation of human posture in a single frame image 

Initial position estimation of human parts 

Establishment of constraints

Establishment of posture estimation model of human parts

Obtain the motion trajectory of human parts 

Model optimization 

Accurate output of athlete's posture estimation value 

End

Figure 1: Accurate estimation process of athletes’ posture.
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ξ(m, n) �
1

T(i)
exp −

c(m, n)

ρ2
􏼠 􏼡, (14)

where ξ(m, n) is the optimal segmentation threshold,
T(i) denotes the best match value of the image
template, ρ2 is a constraint parameter, and c(m, n)

stands for the feature point of the pixel. Finally, the
feature fusion value is minimized by a priori energy
function to obtain the best segmentation output
value. *e calculation equation is as follows:

f(x) � rρx − rρx1􏼐 􏼑, (15)

where f(x) is the optimal segmentation and output
of ultrasonic medical images of human motion in-
jury, rρ is statistical features of ultrasonic images, and
x is image edge subset.

(3) According to the optimal segmentation value of
SVM, the ultrasonic pathological feature is adap-
tively segmented, so as to realize the accurate seg-
mentation of human motion injury ultrasonic
medical images [20].

*e process of ultrasonic medical image segmentation
algorithm for sports injury based on deep feature fusion is
shown in Figure 2.

3. Experimental Analysis and Results

3.1.DataSet. In this paper, MedPix data set andMURA data
set data sets are selected for the experiment. MedPix data set
is a free and open online access database, which contains
medical images, teaching cases, and clinical topics and in-
tegrates image and text metadata, including more than
12,000 patient cases, 9,000 topics, and nearly 59,000 images.
Our main target audience includes doctors and nurses, full-
time medical personnel, medical students, nursing students,
and others who are interested in medical knowledge. *e
content materials are organized according to the location of
the disease (organ system) and pathological category and
patient data and through image classification and image title.
*e collection can be searched by patient symptoms and
signs, diagnosis, organ system, image form and image de-
scription, keywords, contributing authors, and many other
search options. MURA data set is one of the largest public
ray image data sets produced by the Stanford machine
learning working group. MURA is a data set of musculo-
skeletal radiographs. It contains a total of 14,863 studies in
12,173 patients and 40,561 multiview ultrasound radio-
graphs, including fingers, elbows, forearms, hands, humerus,
shoulders, and wrists.

Integrated the data in the two data sets and input all the
experimental sample data into the simulation software.
Randomly select 2,000 images in two data sets to test the
segmentation error rate. Eighty percent of the data is used
for training, and 20% of the data is used for testing. After
many tests, the optimal operating parameters of the simu-
lation software are obtained, and relevant experiments are

carried out under these parameters, so as to ensure the
authenticity and reliability of the experimental results.

3.2. Experimental Standard. *e proposed algorithm of
human motion injury based on deep feature fusion, algo-
rithm (algorithm 1) proposed by literature [3], algorithm
(algorithm2) proposed by literature [4], algorithm (algo-
rithm 3) proposed by literature [5], algorithm (algorithm 4)
proposed by literature [6], and algorithm (algorithm 5)
proposed by literature [7], were used for testing. In the
process of image segmentation, the segmentation

Begin

Pixel gray output of visual graphics of Human
motion injury images

The pathological eigenvalues of ultrasound images
were calculated

Ultrasonic image visual graphics fusion region constraints

Obtain the threshold segmentation value of support
vector machine

End

Adaptive segmentation based on ultrasonic pathological
feature expansion

Segmentation output

Figure 2: *e proposed algorithm process.
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performance of segmentation algorithm is the key to re¡ect
the e�ectiveness of segmentation algorithm. When using the
proposed algorithm, algorithms 1–5 to carry out image
segmentation, several test indexes such as accuracy, seg-
mentation time, convergence speed, segmentation error, and
segmentation e�ect are selected to test the segmentation
performance of the above six image segmentation
algorithms.

(1) Accuracy of athlete’s posture estimation: this indi-
cator refers to the probability of accurately esti-
mating an athlete’s posture. �e calculation equation
is as follows:

f �
zi
zj
× 100%, (16)

where zi refers to the amount of data about the
accurately estimate athlete’s posture and zj refers to
the total amount of athlete’s data sample.

(2) Segmentation time: this indicator is only the sum of
the time taken to complete the segmentation steps of
ultrasonic medical images of human motion injury.
�e calculation equation is as follows:

t �∑
n

i�1
Ti, (17)

where Ti represents the time taken for the i-th di-
vision step.

(3) Convergence speed: this indicator refers to the
number of iterations when the segmentation error of
ultrasonic medical images of humanmotion injury is
the lowest. �e less the number of iterations, the
faster the convergence speed.

(4) Segmentation error rate: this index refers to the ratio
of the number of correctly segmented images to the
total number of experimental samples. �e calcu-
lation equation is as follows:

e �
o

p
× 100%, (18)

Table 1: Accuracy of athletes’ posture accurate estimation.

Number of images/piece
Estimated accuracy (%)

Proposed algorithm Algorithm 1 Algorithm 2 Algorithm 3 Algorithm 4 Algorithm 5
100 95.63 85.63 85.63 85.64 75.41 69.36
200 96.84 87.49 84.75 87.45 86.39 75.64
300 97.56 86.33 90.12 71.36 84.75 75.88
400 96.31 85.94 87.11 74.56 82.31 74.63
500 95.22 82.37 78.63 82.35 74.56 85.12
600 98.17 84.19 85.26 79.63 72.35 87.65
700 96.33 85.67 74.16 78.41 74.18 85.22
800 95.14 85.61 71.33 71.63 84.36 84.79
900 92.37 84.75 79.63 85.36 76.33 86.31
1,000 96.17 83.69 85.23 80.12 84.15 84.54
Average value 95.97 85.16 82.19 79.65 79.48 80.91
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where o refers to the number of correctly segmented
images, and p refers to the total amount of experi-
mental samples.

(5) Segmentation effect test: the closer the segmentation
results of different algorithms are to the ideal seg-
mentation results, the better the segmentation effect
of human motion injury ultrasonic medical image.

3.3. Results andDiscussion. *e accuracy of athletes’ posture
accurate estimation of the proposed algorithm, algorithm 1,
algorithm 2, algorithm 3, algorithm 4, and algorithm 5 are
compared. *e comparison results are shown in Table 1.

According to the data in Table 1, the average accuracy of
an athlete’s posture estimation of the proposed algorithm is
95.97%. *e average accuracy of an athlete’s posture esti-
mation of algorithm 1 is 85.16%. *e average accuracy of an
athlete’s posture estimation of algorithm 2 is 82.19%. *e
average accuracy of an athlete’s posture estimation of al-
gorithm 3 is 79.65%. *e average accuracy of an athlete’s
posture estimation of algorithm 4 is 79.48%. *e average
accuracy of an athlete’s posture estimation of algorithm 5 is
80.91%. Compared with the experimental comparison al-
gorithm, the accuracy of an athlete’s posture estimation of
algorithm in this paper is higher, and the estimation effect is
better.

In the process of image segmentation, the segmentation
time is the key index to display the segmentation perfor-
mance of the segmentation algorithm. *e above six image
segmentation algorithms are used to carry out image seg-
mentation and test the image segmentation time of the six
algorithms, as shown in Figure 3.

It is seen in Figure 3 that in the process of image seg-
mentation, the longer the segmentation time, the worse the
segmentation performance of the segmentation algorithm,
and the shorter the segmentation time, the higher the
segmentation performance. By analyzing Figure 3, it can be
seen that with the increase in detection times, the seg-
mentation time of the six image segmentation algorithms
has increased to varying degrees. *e segmentation time of
ultrasonic medical image of sports injury in the proposed
algorithm is less than 150ms, which is 45ms, 19ms, 71ms,
90ms, and 105ms lower than algorithms 1–5, respectively.

*e proposed algorithm has the shortest image segmenta-
tion time among the six segmentation algorithms. *is is
because the proposed algorithm uses an adaptive fusion
algorithm to fuse the image pixel values during image
segmentation. *erefore, the segmentation time of the
proposed algorithm in image segmentation is better than the
other five image segmentation algorithms.

When carrying out image segmentation, the conver-
gence speed of the segmentation algorithm is an important
process to detect the segmentation performance of the
segmentation algorithm. *e above six image segmentation
algorithms are used to carry out image segmentation, and
the segmentation convergence speed of the six algorithms is
tested, as shown in Figure 4.

According to Figure 4, in the process of image seg-
mentation, the faster the convergence speed, the better the
image segmentation performance, and vice versa. By ana-
lyzing the experimental data in Figure 4, it can be seen that
the proposed algorithm completes the convergence of the
algorithm when the number of iterations is 3, and the
number of convergence is 4, 8, 11, 14, and 15 lower than
algorithms 1–5, respectively. In general, the convergence
speed of other algorithms is lower than that of the proposed
algorithm, and the convergence speed of algorithm 4 is the
most unstable. It can be proved that the proposed algorithm
has a high convergence speed when implementing image
segmentation.

In the process of image segmentation, the level of image
segmentation error can directly affect the segmentation
performance of the segmentation algorithm.When using the
proposed algorithm, algorithms 1–5 to perform image
segmentation, the segmentation error rates of six image
segmentation algorithms are tested. It is shown in Table 2.

*e larger the segmentation error, the worse the seg-
mentation performance of the segmentation algorithm, and
vice versa. It can be seen from Table 2 that the more images
to be segmented, the greater the segmentation error mea-
sured by the six algorithms. *e maximum segmentation
error rate of the proposed algorithm is 2.68%, which is
0.48%, 2.24%, 3.08%, 5.33%, and 5.82% lower than algo-
rithms 1–5, respectively. Overall, the test result of the
proposed algorithm is the image segmentation algorithm
with the smallest error among the six image segmentation

Table 2: Comparison of segmentation error rate test results of different segmentation algorithms.

Number of images/piece
Segmentation error rate test result (%)

Proposed algorithm Algorithm 1 Algorithm 2 Algorithm 3 Algorithm 4 Algorithm 5
100 0 0 0 0.11 0.27 0.42
200 0 0 0.10 0.47 0.61 1.04
300 0 0.22 0.48 1.13 1.55 2.08
400 0.25 0.39 0.99 1.88 2.03 3.43
500 0.47 0.58 1.57 2.59 3.21 4.57
600 0.89 1.05 2.03 3.01 4.08 5.29
700 1.23 1.64 2.84 3.99 5.12 6.43
800 1.79 2.08 3.42 4.58 6.25 7.14
900 2.37 2.51 4.05 5.01 7.39 7.92
1,000 2.68 3.16 4.92 5.76 8.01 8.50
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algorithms. It can be proved that the segmentation error of
the proposed segmentation algorithm is small, and the
segmentation algorithm is e�ective.

Randomly select an image in the MedPix data set for the
segmentation e�ect test. Based on the above test results, the
segmentation e�ects of the above six image segmentation al-
gorithms are tested, and the test results are shown in Figure 5.

According to the analysis of Figure 5, the image seg-
mentation e�ect of the proposed algorithm is consistent with
the ideal target segmentation e�ect, while the segmentation
e�ects detected by other segmentation algorithms are lower
than the test results of the proposed algorithm, in which

algorithms 1–3 are inconsistent with the ideal segmentation
e�ect, while algorithms 4 and 5 also have excessive seg-
mentation. It can be proved that the proposed algorithm has
an excellent segmentation e�ect in image segmentation,
which proves that the segmentation algorithm has high ef-
fectiveness and superior segmentation performance.

4. Conclusions

With the continuous progress of image processing tech-
nology, the image segmentation algorithm has become one
of the important technologies to assist doctors in diagnosis.

Original medical ultrasound
image 

Proposed segmentation

Ideal segmentation 

Algorithm 1 segmentation Algorithm 2 segmentation

Algorithm 3 segmentation Algorithm 4 segmentation 

Algorithm 5 segmentation

Figure 5: Comparison of segmentation e�ect test results of di�erent segmentation algorithms.
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Aiming at the problems existing in the traditional image
segmentation algorithm, a human motion injury ultrasonic
medical image segmentation algorithm based on deep fea-
ture fusion is proposed.*e algorithm trains SVM according
to the image feature fusion results and completes the seg-
mentation of human motion injury image through the ei-
genvalue output of SVM.*e experimental results show that
the average accuracy of the athlete’s posture of the algorithm
is 95.97%. *e segmentation time of ultrasonic medical
images of human motion injury in this paper is less than
150ms.*e convergence of the algorithm is completed when
the number of iterations is 3. *e maximum segmentation
error rate is 2.68%. *e image segmentation effect is con-
sistent with the ideal target segmentation effect. However,
there are some problems in the design process of the al-
gorithm. *e algorithm has some errors in enhancing the
effect of image segmentation. In view of this problem, we will
continue to optimize the segmentation algorithm until the
algorithm is perfect, so as to further improve the quality of
the ultrasonic medical image segmentation algorithm for
human motion injury.
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Image segmentation technology can e�ectively extract the foreground target in the image. However, the microbial image is easily
disturbed by noise, its greyscale has the characteristics of nonuniform distribution, and several microorganisms with diverse forms
exist in the same image, resulting in insu�cient accuracy of microbial image segmentation. �erefore, a multithreshold microbial
image segmentation algorithm using improved deep reinforcement learning is proposed.�e wavelet transformmethod is used to
remove the noise of the microbial image, the threshold number of themicrobial image after denoising is determined by calculating
the number of peaks of the grey histogram, and the foreground target of the microbial image is enhanced by the mean iterative
threshold segmentation method, the preliminary segmentation of the microbial image is realized, the multithreshold microbial
image segmentation model based on ResNet-Unet is constructed, and the cavity convolution and dual Q network mechanism are
introduced to improve the segmentation model. �e preliminary segmented microbial image is input into the improved seg-
mentation model to realize the segmentation of the multithreshold microbial image.�e results show that the proposed algorithm
can e�ectively remove the noise of microbial images.With the increase in the number of thresholds, the peak signal-to-noise ratio,
structural similarity, and feature similarity show an upward trend, and the loss rate of the model is less than 0.05%.�e minimum
running time of the algorithm is 3.804 s. It can e�ectively and quickly segment multithreshold microbial images and has important
application value in the �eld of microbial recognition.

1. Introduction

In people’s daily life, microorganisms are everywhere, in the
recognition of microorganism images, how to accurately
obtain the features of microorganism images is the core
problem that needs to be addressed [1]. Extracting image
features and obtaining microbial targets by image seg-
mentation is a commonly used e�ective method. However,
the microbial image segmentation is often susceptible to
various factors, resulting in poor microbial image target
extraction [2, 3]. First, microorganisms are diverse, most of
them have nonrigid features, their morphology shows
nonregularity, their shapes are very di�erent and their sizes
vary. Second, in the microbial images, the di�erence degree
between the image target and background greyscale is small.
For multitarget microbial images, the spatial distribution of
microorganisms is crossed and overlapping, and conven-
tional segmentation techniques may produce a

pseudocontour phenomenon [4]. In addition, noise is an-
other important factor a�ecting the imaging e�ect of mi-
crobial images. Excessive noise will cause the lack of detailed
information in microbial images, especially when there is a
large number of bright signals, the microbial target will be
submerged in the background, resulting in image quality
degradation [5]. �ese factors can adversely a�ect image
segmentation and lead to the degradation of image seg-
mentation quality and e�ciency. �erefore, it is important
to study a new multi-threshold microbial image segmen-
tation method.

To address the important research topic of multi-
threshold microbial image segmentation, Li et al. [6]
implemented the segmentation process of greyscale image
thresholding by constructing a quantum circuit, which can
complete the acquisition of the histogram of pixel distri-
bution and determine the image threshold by obtaining the
maximum interclass variance of each greyscale level, to
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achieve image segmentation. However, the single threshold
value determined by this method is not suitable for the
segmentation of a wide variety of microbial images. Li et al.
[7] proposed to improve the traditional fuzzy C-mean al-
gorithm for poor image segmentation by using a parallel
Lévy-grey-wolf optimization algorithm to improve the
image segmentation by obtaining the best initial centre.
However, this method still results in a serious loss of image
detail information. Cai et al. [8] proposed the use of an
improved particle swarm optimization algorithm to achieve
segmentation processing of thresholded images, and the
method obtained a small number of image thresholds, which
has limitations in applying it to the segmentation of a variety
of microbial images. Jia et al. [9] proposed to improve the
multiverse optimization algorithm using the Leyland flight
mechanism to improve the accuracy of image segmentation
by accurately determining the number of image thresholds.
However, this method fails to achieve accurate learning of
image information due to premature convergence. Sun et al.
[10] proposed an image small target recognition method
based on a deep reinforcement learning method using a
multilayer convolutional neural network to achieve image
target segmentation. However, the convolutional neural
network constructed by this method suffers from gradient
loss, which reduces the image segmentation performance
and thus has a serious impact on the accurate recognition of
image targets. To improve the quality and efficiency of
multithreshold microbial image segmentation, a new mul-
tithreshold microbial image segmentation algorithm using
improved deep reinforcement learning is proposed, and the
contributions of this paper are as follows:

(1) )e wavelet transform method is used to remove the
microbial image noise, which improves the image
quality and reduces the interference of noise to the
subsequent image segmentation

(2) )e foreground target of microbial images is enhanced
to achieve the initial segmentation of microbial images
and lay the foundation for the subsequent multi-
threshold microbial image segmentation

(3) To improve and introduce a reinforcement learning
mechanism to build the relevant segmentation
model to achieve the ultimate aim of image seg-
mentation quality and efficiency

2. Methodology

2.1. Multithreshold Microbial Image Segmentation. )e
process of multithreshold microbial image segmentation
algorithm using improved deep reinforcement learning is
shown in Figure 1.

Analysis of Figure 1 shows that the microbial image is
preprocessed to remove the noise contained in the image.
)e calculation of the number of image thresholds is
completed by analyzing the number of wave peaks in the
grey histogram to determine the number of thresholds. )e
foreground target of the microbial image is enhanced to
achieve the initial segmentation of the background and
foreground. )e image segmentation model based on

ResNet-Unet is constructed, and the improvement of the
segmentation model is completed by introducing the null
convolution and double Q network mechanisms, and the
initial segmentation results are input to the improved model
to obtain the segmentation results of the relevant multi-
threshold microbial images.

2.2. Microbial Image Denoising Based onWavelet Transform.
In this paper, the wavelet transformmethod is used to realize
the noise reduction of microbial image. Its principle is as
follows: set f(i, j), i, j � 1, 2, · · · N as the original microbial
image, in which the value of N is among the integer power of
2, (i, j) is the pixel point of the image, and the grey value of
the pixel is expressed as f(i, j). When a large amount of
noise is covered in the original multithreshold microbial
image, the noisy microbial image can be described by the
following equation [11]:

v(i, j) � f(i, j) + b(i, j), (1)

where b(i, j) is the noise in themicrobial image, whichmeets
the Gaussian distribution, the mean value is 0 is, σ2 is the
variance which is independent just as f(i, j). It is processed
using the wavelet method, which is described by the fol-
lowing equation:

Zvi,j
� Zfi,j

+ Zbi,j
, (2)

where for noisy microbial images, Zvi,j
is the wavelet coefficient.

For the original microbial image, Zfi,j
is wavelet coefficient.)e

noise in the microbial image, Zbi,j
is wavelet coefficient.

)e multithreshold microbial image noise reduction
process based on wavelet transform is as follows:

Step 1: wavelet transform is used to process noisy
microbial images v(i, j). After s layers of orthogonal
redundancy decomposition, the wavelet coefficient can
be determined, expressed as Wvi,j

(s, j), and
j � 1, 2, · · · s.
Step 2: the estimation of noise variance σ2 is realized
from different decomposition levels and directions [12].
)e following calculation equation is as follows:

􏽢σbi,j
(s, j) �

median Wvi,j
(s, j)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓

0.6634
,

(3)

Step 3: the parameters of the noise threshold are de-
termined. For the original microbial image, σfi,j

is the
variance of Zfi,j

. A satisfies a Gaussian distribution
whose variance Equation can be described by the fol-
lowing equation. Zvi,j

satisfies Gaussian distribution,
the calculation equation is as follows:

􏽢σ2vi,j
(s, j) �

􏽐
N(j)
i,j�1 Z

2
vi,j

(s, j)

N
2
(j)

. (4)

According to σ2vi,j
� σ2fi,j

+ σ2bi,j
, it can be determined

that:
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􏽢σfi,j
(s, j) � max 􏽢σ2vi,j

(s, j) − 􏽢σ2bi,j
(s, j)􏼒 􏼓􏼔 􏼕

1/2
. (5)

Step 4: determine the threshold coefficient, expressed as
β. )rough β, it can update the thresholds of different
high-frequency sub-bands in different decomposition
layers. )e calculation Equation of β is expressed as
follows:

β �
log Lk/j( 􏼁􏼂 􏼃

1/2

4.08
, (6)

where for wavelet coefficient after j layers of decom-
position, Lk is the length of layer k.
Step 5: determine the threshold calculation Equation,
described as follows:

T(s, j) � β􏽢σ2bi,j
(s, j) 􏽢σfi,j

(s, j)􏼒 􏼓
− 1

. (7)

)e wavelet coefficient of the denoised image is de-
termined by the wavelet soft threshold processing
method, and its equation is described as follows:

􏽥Zvi,j
(s, j) � WST Zvi,j

(s, j)􏼒 􏼓. (8)

where WST(·) is the soft threshold processing function.
)e method to obtain the original microbial image
f(i, j) is to adopt the inverse wavelet transform based
on determining 􏽥Zvi,j

(s, j).
Based on the above-given process, the noise reduction
processing of microbial images can be obtained and
realized.

2.3. Determination of Multithreshold for Microbial Images.
In the multithreshold segmentation of the microbial image,
the selection of threshold number has a direct impact on the
segmentation effect of the microbial image [13].)e accurate
threshold number can effectively avoid the misclassification
of false peaks in the histogram of the microbial image and
improve the segmentation effect of the microbial image. For
the microbial image, obtain its grey histogram, expressed as
h. Suppose U is the number of grey levels contained, i is the
grayscale, and i ∈ [0, U − 1]. )e mean value of frequency is
expressed as have whose solution can be obtained by

have � mean(h). In this paper, the threshold amount of
microbial image is determined by the following steps:

Step 1: the denoise-colour or microbial image is ob-
tained, perform the grey operation on it, and obtain the
grey histogram.
Step 2: according to the obtained grey histogram, the
frequency comparison relative to the grey value is
completed in corresponding order. For any grey value,
when its frequency is greater than that of the adjacent
grey value, the determination of the wave crest can be
realized, that is, the frequency relative to the grey value.
Step 3: the histogram peak can be obtained through step
2, but there are some pseudopeaks in it. To ensure that
the false peak misclassification problem does not occur,
setD as the peak spacing, and consider that there is only
one peak in D area.
Step 4: most of the pixels in the microbial image are
covered by each target. To accurately determine the
wave crest [14], it is necessary to further screen the
wave crest, and the screening rule is set that its grey
value should be higher than have.
Step 5: set Ai as the wave peak, which can be expressed
by the frequency of the grey value of i, and An refers to
the number of wave peaks. )e solution Equation is
described as follows:

A
n

� count A
k
i􏼐 􏼑. (9)

where Ak
i − D<Ak

i <Ak
i + D and Ak

i > have. k refers to
the frequency, and k ∈ [1, 2, . . . , n]. Ak

i refers to the
wave peak with the frequency as k.
Step 6: thus, the threshold number of microbial images
can be obtained, expressed as m. )e following solution
equation is described as follows:

m � A
n

− 1. (10)

2.4. Foreground Target Enhancement of Microbial Image
Using Mean Iterative -reshold Segmentation. )e mean
iterative threshold segmentation method is widely used in
multithreshold image segmentation because of its low
computational difficulty [15, 16]. )erefore, this paper uses
this algorithm to enhance the foreground target of

Begin
Image 
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Initial 
segmentation to 

enhance the 
foreground

ResNet-UNet

Void 
convolution

Dual Q network 
mechanismImproved ResNet-UNetEnd

Multi threshold 
microbial image 

segmentation

Figure 1: A multithreshold microbial image segmentation process.
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multithreshold microbial images. Inputting the enhanced
microbial image into the image segmentation model of im-
proved deep reinforcement learning can effectively eliminate
the characteristics of worthless background and avoid the
influence of image background on multithreshold microbial
image target segmentation. )e algorithm can reduce the
complexity of image segmentation and reduce the parameters
of the multithreshold microbial image segmentation model
and the number of training samples.

)e principle of this method is to divide the microbial
image into two categories, namely, foreground and back-
ground, according to the different grey attributes of mi-
crobial image foreground and background.)e grey levels of
each category show different characteristics. )e classifica-
tion of image pixels is realized by threshold T. )is method
can distinguish the foreground and background of microbial
images. )e specific steps are as follows:

Step 1: set the original threshold value T. )e average
grey value of the microbial image is taken as its initial
value.
Step 2: the foreground and background of the microbial
image are distinguished by threshold value T, which are
expressed as E1, E2. When the grey value of the pixel is
higher than the threshold value T, it is classified into E1.
Otherwise, it is classified as E2.
Step 3: get the solution of the mean grey value of all the
pixels of E1, E2, which are expressed as μ1 and μ2.
Step 4: according to the threshold number m of mi-
crobial image m determined in Section 2.2, the
threshold value T is adjusted by the following equation:

T � 2m
− 1 μ1 + μ2( 􏼁. (11)

Step 5: repeat steps 2, 3, and 4, and the algorithm ends
when the average change of the last two times is lower
than the set value.
Step 6: thus, the new threshold value T′ can be ob-
tained. )rough T′, the distinction between the fore-
ground and background of the microbial image is
realized.

2.5. Multithreshold Microbial Image Segmentation Model
Using ResNet-UNet. Resnet-34 is a residual convolution
neural network. Its structure has 34 layers and includes three
parts: independent convolution module, residual convolu-
tion module, mean pooling, and full connection module
[17]. )e independent convolution module consists of a size
of 7× 64 channel convolution kernel of 7 and 3× 3. )e
former can realize the convolution operation of the input
image, and the latter is used to perform the maximum pool
processing of the image. )e residual convolution part
contains four residual convolution blocks with differences.
For any residual convolution block, it is realized by twice
convolution, batch regularization, and ReLu. Taking the
residual convolution block as a processing unit, complete the
residual processing of the residual convolution module with

3, 4, 6, and 3 different times, respectively, and then “smooth”
the feature vector. )rough mean pooling and full con-
nection, the microbial image is segmented and the seg-
mented image is obtained, to reduce the impact of network
gradient disappearance on network performance [18].

)e UNet network is composed of the front and rear
parts, in which the former is used to obtain microbial image
features, and the latter can realize upsampling of image
information [19]. According to the dimension difference of
the feature map, it can be divided into 5 layers from top to
bottom, and 3 layers× 3. )e convolution and ReLu ad-
justable linear unit are used as the structure of each layer. For
the adjacent two layers, the feature extraction structure
reduces the size of the feature image and improves the
feature dimension through feature cutting and down-
sampling. )e upsampling structure enlarges the feature size
of the microbial image through feature difference and
upsampling and reduces its dimension. For the same layer,
the front and back structure of the net network is completed
by feature replication and splicing. )en, after the last
processing of the upper sampling structure, execute 1× 1.
Convolution and ReLu operation can realize the segmen-
tation of microbial image and obtain the target segmentation
image. )e ResNet-UNet designed in this paper takes
ResNet-34 residual convolution neural network as the fea-
ture image extraction network of microbial image. Based on
the basic principle of the UNet network, the resolution
restoration of microbial images is realized through
upsampling, feature replication, and splicing.

)e specific steps are as follows: take the microbial image
processed in Section 2.3 as the input of the ResNet-UNet
network, and its size is 512× 512. )e characteristic map of
the microbial image is obtained by ResNet -34 network, but
its network structure needs to be adjusted, its independent
convolution and residual convolution modules are retained,
and the mean pooling and full connection modules are
deleted. To ensure the tight connection between ResNet -34
network and the U-Net network, the number of convolution
channels of the fourth residual convolution module of the
ResNet-UNet network needs to be designed to have the same
number of convolution channels as the convolution at the
end layer of ResNet -34 network. According to the principle
of the UNet network, the difference processing of the image
is realized through upsampling to achieve the purpose of
image resolution restoration. When there are features with
the same size in upsampling and extracting the features of
the image, they need to be spliced and fused, which can be
realized through feature replication and splicing processing.
After that, three tests were carried out twice 3× 3 convo-
lutions, batch regularization, and ReLu processing. )e
sigmoid function is applied to the last layer convolution of
the upsampling structure to ensure that the ResNet-UNet
network has a strong learning ability and improves the
classification accuracy. )en the nonlocal operation is used
to realize the integration of microbial image information.
)rough 1× 1 convolution and upsampling processing, the
initial segmentation of the multithresholdmicrobial image is
realized.
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2.6. Improvement of Multithreshold Microbial Image
Segmentation Model

2.6.1. Void Convolution. To ensure that the ResNet-UNet
network has a strong feature extraction ability and make the
obtained microbial image feature map contain complete
image details, this paper improves the ResNet-UNet net-
work, introduces void convolution, and replaces the original
convolution based on the original mean pooling and the
deletion of the full connection module. While ensuring that
the network parameters do not increase, the receptive field of
the image is improved so that the details of the microbial
image are not lost. For void convolution, it can be regarded
as porous convolution, i.e., inserting pixels with a 0-pixel
value between the pixels of the original convolution core, to
increase the size of the convolution core and improve the
image receptive field [20, 21].

2.6.2. Dual Q Network Mechanism. )e improved ResNet-
UNet network realizes the panoramic perception of mul-
tithreshold microbial image features, obtains the microbial
image feature map, takes it as the training data set of re-
inforcement learning, fully considers the dual Q network
mechanism, and introduces the target Net as a network copy
of the depthQ value.)e target value function is determined
through the ResNet-UNet network and provided to the
depth Q-value network [22]. While continuously adjusting
it, the target Net, give play to the decision-making perfor-
mance of the deepQ-value network and complete the feature
extraction of the microbial map and the collaborative op-
eration of parameters. )rough the positive feedback
mechanism, the error of the collaborative operation process
is adjusted, to establish the best segmentation mechanism
for the multithreshold microbial image. )e objective
function gradient function equation is as follows:

∇θJ πθ( 􏼁 � 􏽚
S

A
􏽚

S

A
ρπ(s)∇θπθ(s, a)Q

π
(s, a)dads

� Es·ρπ ,a·πθ ∇θlogπθ(a|s)Q
π
(s, a)􏼂 􏼃,

(12)

where state information and its collection are represented as
s and S, the set of action a is A; the strategy is π, the network
parameter is θ. Qπ(s, a) is used to describe the expected
reward of choosing an action a when the status is s, the
probability distribution function is expressed as ρ.
According to its value, the determination of the optimal
action in the current state can be realized, E is the reward for
the best action in the current status.

According to the objective function gradient function of
equation (12), the deterministic strategy expression is ob-
tained, use function μ and according to the action infor-
mation, actions can be obtained. μ is regarded as the optimal
action strategy at � μ(st|θ

μ). )e quantitative analysis of
multi-threshold microbial image segmentation can be re-
alized by the following equation:

J μθ( 􏼁 � 􏽚
S

A
ρμ(s) 􏽚

S

A
r s, μθ(s)( 􏼁ds � Es·ρμ r s, μθ(s)( 􏼁􏼂 􏼃. (13)

Under competitive conditions, equation (13) has poor
stationarity. )erefore, this paper performs the first-order
derivation. At this time, the deterministic strategy gradient
can be described by the following equation:

∇θJ μθ( 􏼁 � 􏽚
S

A
ρμ(s) 􏽚

S

A
Q

μ
(s, a)∇θμθ(s)|a�μθds

� Es·ρπ Q
μ
(s, a)∇θμθ(s)|a�μθ􏽨 􏽩.

(14)

)e compatibility of equation (14) is outstanding. It can
complete the segmentation of various multithreshold mi-
crobial images in continuous adaptive learning and obtain
the best-segmented image. Due to the variety and diversity
of microorganisms, there are many characteristics of mi-
croorganisms [23]. )erefore, in this paper, the strategy
network μ is regarded as the actor. )e function (s, a) is
fitted through the value network and regarded as critical, to
complete the recognition and segmentation of different
multithreshold microbial images. )e expression of the
objective function is described by the following equation:

J θμ( 􏼁 � Eθμr1 + Eθμcr2 + Eθμc
2
r3 + . . . Eθμc

2
rn. (15)

2.7. Data Sets and Evaluation Index. Experimental data sets
were used Earth Microbiome Project, Human gut micro-
biomes, and Human Microbiome Project. Earth Micro-
biome Project: EMP, founded in 2010, is a large-scale
crowdsourcing work aimed at analyzing the global microbial
community. )e general premise is to study from the
perspective of the microbial community itself. )e re-
searchers used amplicon sequencing, metagenomics, and
metabolomics to analyze 200000 samples from these com-
munities, including 100000 microbial images, which is very
suitable for multithreshold microbial image segmentation.
Human gut microbiomes: human gut microbiomes refer to
all microorganisms inhabiting the human gastrointestinal
tract. )e different roles of intestinal microbiota in human
health and disease have been rerecognized. Metagenomic
research has changed our understanding of the taxonomy
and functional diversity of human microbiota, such as
promoting the maturation of the immune system and
providing a direct barrier against pathogen colonization.)e
data set includes a series of studies on human intestinal
microbiota, including images, papers, and patents. In this
paper, two thousand microbial images are used for exper-
imental tests to verify the application effect of different
algorithms. HumanMicrobiome Project: the overall mission
of the HMP is to generate resources to facilitate the char-
acterization of the human microbiota to further our un-
derstanding of how the microbiome impacts human health
and disease. )e initial phase of the project, HMP1,
established in 2008, characterized the microbial commu-
nities of 300 healthy individuals, across several different sites
on the human body: nasal passages, oral cavity, skin, gas-
trointestinal tract, and urogenital tract. 16S rRNA se-
quencing was performed to characterize the complexity of
microbial communities at each body site and to begin to ask
to investigate whether there is a core healthy microbiome.
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Metagenomic whole genome shotgun sequencing provided
insights into the functions and pathways present in the
human microbiome.

A total of five thousand microbial images were selected
in the earth microbiome projects data set, human gut
microbiomes data set, and Human microbiome project data
set, the discount coefficient is 0.95, and the learning rate is
10− 3. )e value of strategy reward is [− 1, 1], and the reward
of action is − 1. )e parameters of the multithreshold mi-
crobial image segmentation model are adaptively selected to
achieve a better effect of model training. Among them, four
thousand images are used to train the segmentation model,
and the other images are used for image testing. Different
algorithms are applied to the segmentation of microbial
images in the data set to analyze the image segmentation
effect of this algorithm.

(1) Image denoising ability: due to the interference of
noise factors when collecting microbial images, the
visual effect of the obtained microbial images is poor.
)erefore, the clearer the image after denoising, the
stronger the denoising ability.

(2) Peak signal-to-noise ratio (PSNR): it is an index for
evaluating image quality.)e calculation Equation of
this index is as follows:

PSNR � 10 × log10
2n

− 1( 􏼁
2

MSE
􏼠 􏼡, (16)

where MSE refers to the mean square error between
an original image and a denoised image, and n refers
to the number of bits of the sample value.

(3) Structural similarity (SSIM) is an important index to
judge the contrast of segmented multithreshold
microbial images and whether the structure is
suitable and complete.

% SSIM(x, y) � l(x, y)
α

􏼂 􏼃 c(x, y)
β

􏽨 􏽩 s(x, y)
c

􏼂 􏼃, (17)

where x and y refer to the two input microbial
images, l(x, y) refers to the brightness comparison
function, c(x, y) refers to contrast comparison
function, s(x, y) refers to structure comparison
function, and α, β, c are different constants.

(4) After using the algorithm to segment the microbial
image, the similarity of the segmented image features
compared with the original microbial image can be
reflected by feature similarity (FSIM). )e value
range of FSIM is [0, 1], and the closer its value is to 1,
the closer their characteristics are. )e calculation
Equation of this index is as follows:

FSIM �
􏽐x∈ΩSL(x)PCm(x)

􏽐x∈ΩPCm(x)
, (18)

where PCm(x) refers to phase consistency judgment
function, and SL(x) refers to coupling functions of
different terms.

(5) Loss rate: it refers to the rate of loss in the process of
segmentation of microbial image by an algorithm.
)e calculation equation of this index is as follows:

A � (1 − (t − i)) × 100%, (19)

where t refers to the planned quantity of microbial
image experiment, and i refers to the total amount of
microbial images.

3. Results and Discussion

In this paper, three microbial images randomly selected
from the Earth microbiome projects data set, human gut
microbiomes data set, and human microbiome Project data
set are denoised first. By comparing the microbial images
before and after denoising, the image denoising ability of this
algorithm is analyzed as shown in Figure 2.

According to Figure 2. )e three selected microbial
images have a lot of noise, which has the problems of too
high brightness and too large contrast, resulting in the loss of
some details of the microbial image, which seriously affects
the visual effect of the microbial image. After denoising with
this algorithm, the supersaturation of the microbial image is
suppressed, the brightness and contrast of the image are
restored, and the microbial image information is complete
and rich in detail. )erefore, it can be determined that the
algorithm in this paper has image noise reduction perfor-
mance, and the noise reduction effect is outstanding.

)e threshold number of the microbial image has a
direct impact on its image segmentation effect. )is algo-
rithm is used to determine the threshold number of Earth
Microbiome Project data set, Human gut microbiomes data
set, and Human Microbiome Project data set. )e Influence
of different threshold numbers on the microbial image
segmentation effect is analyzed by the PSNR index as shown
in Figure 3.

According to the data in Figure 3, PSNR index is used to
reflect the visual effect of the segmented microbial image,
and the image distortion decreases with the increase of the
PSNR index. )is algorithm is used to determine the
threshold number of microbial image. With the increasing
number of thresholds of the microbial image, the PSNR
index of the microbial image after segmentation shows an
increasing trend. When the threshold number of the Earth
Microbiome Project data set increases to 6, the growth trend
of the PSNR index tends to be stable. )us, it can be de-
termined that when the number of thresholds is 6, the image
can achieve the best segmentation effect; similarly, it can be
determined that the threshold numbers of the Human gut
microbiomes data set and Human Microbiome Project data
set are 8 and 4, respectively.

According to the relationship between the threshold
number of different microbial images and SSIM, the image
segmentation effect of this algorithm is analyzed. It is shown
in Figure 4.

According to Figure 4, with the increasing number of
threshold values of microbial images, SSIM indexes show an
upward trend. When the number of threshold values is
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(a) (b)

(c) (d)

(e) (f )

Figure 2: Comparison of microbial images before and after denoising. (a) Microbial image A before denoising. (b) Microbial image B after
denoising. (c) Microbial image A before denoising. (d) Microbial image B after denoising. (e) Microbial image A before denoising.
(f ) Microbial image B after denoising.
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small, SSIM indexes increase rapidly, the number of
threshold values increases from 2 to 4, and SSIM indexes
increase significantly. When the number of Human
Microbiome Project data set threshold values reaches 4,
SSIM indexes increase slowly. When the number of Human
gut microbiomes data set threshold reaches 8, the SSIM
index remains unchanged. When the number of Human
Microbiome Project data set threshold increases to 6, the
change in the SSIM index is very small. It can be seen that the
threshold number of different data sets is different. When
the threshold number of Earth Microbiome Project data set,
Human gut microbiomes data set and Human Microbiome
Project data set is 6, 8, and 4, respectively, it can have the best
contrast.

By analyzing the relationship between FSIM index and
threshold number, this paper realizes the analysis of the
multithreshold microbial image segmentation effect. It is
shown in Figure 5.

)e FSIM index showed an upward trend with the in-
creasing number of thresholds. When the number of
thresholds increases from 1 to 2, the FSIM increase of the
three data sets is small. When the number reaches 4, the
three FSIM curves show a rapid growth trend and continue
to increase the threshold number. )e FSIM index of the
EarthMicrobiome Project data set changes slightly. After the
threshold number of the Human gut microbiomes data set is
8, the FSIM does not change, and after the threshold number
of the Human Microbiome Project data set is 6, the FSIM
index remains stable. From the above-given analysis, when
the threshold number of three data sets is 6, 8, and 4, re-
spectively, the characteristics of the segmented image can be
closer to the original microbial image.

Based on the microbial images of the Earth microbiome
projects data set, human gut microbiomes dataset, and
humanmicrobiome Project data set, the image segmentation
accuracy of this algorithm is verified by the loss rate.
)erefore, this paper verifies the image segmentation ac-
curacy of this algorithm by analyzing the model loss rate
index under the conditions of training and testing. It is
shown in Figure 6.

)e training image set is used to complete the training of
the multithreshold microbial image segmentation model,
and the test image set is input into the trained model. )e
loss rate indexes of training and test image set gradually
decrease with the increasing number of iterations. After 60
iterations, the segmentation model begins to converge, and
the loss rate curve under the test condition fluctuates at the
beginning of the iteration, which is due to the wide variety of
microorganisms and the small variety of microorganisms in
the training image set. However, this model can better learn
the feature information of the microbial image and reduce
the loss rate of the model, which is less than 0.05%. )e
experimental results show that this algorithm can effectively
reduce the loss rate of the model and improve the seg-
mentation accuracy of the multithreshold microbial image.

)e quantum-based image segmentation algorithm in Li
et al. [6], the parallel Lévy grey wolf optimized segmentation
algorithm in Li et al. [7], the segmentation algorithm based
on the Intelligent Algorithm in Cai et al. [8], the Lévy flight
improvedmultithreshold segmentation algorithm in Jia et al.
[9], and the target recognition algorithm of deep rein-
forcement learning in Sun et al. [10] are used as comparison
algorithms. )e above-given algorithm and proposed al-
gorithm were used to segment the three data sets, and the
advantages of this proposed algorithm for image segmen-
tation were analyzed by normalized absolute error (NAE),
mean square error (MSE), and running time indexes. )e
results are shown in Table 1.

According to the data in Table 1, different algorithms are
used to segment three data sets. )e number of thresholds
determined by the algorithms in Li et al. [6], Li et al. [7], and
Cai et al. [8] is less than other algorithms, which seriously
affects the image segmentation performance of the
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Table 1: Comparison of segmentation performance of different algorithms in different data sets.

Algorithms Data sets )reshold number NAE MSE Running time (s)

Li et al. [6]
Earth microbiome project 154 0.976 78.432 15.886
Human gut microbiomes 137 0.925 70.537 17.1406

Human microbiome project 107 0.826 64.311 15.34

Li et al. [7]
Earth microbiome project 134, 170 0.77 77.532 10.0427
Human gut microbiomes 52, 113, 170, 181 0.646 68.443 10.7601

Human microbiome project 73, 110, 136 0.561 62.431 9.7423

Cai et al. [8]
Earth microbiome project 59, 148, 152 0.75 78.531 4.7921
Human gut microbiomes 58, 125, 186, 172 0.621 75.811 4.7178

Human microbiome project 75, 128 0.561 69.583 4.6341

Jia et al. [9]
Earth microbiome project 61, 141, 165, 173, 224, 100 0.476 60.830 5.3121
Human gut microbiomes 53, 120, 181, 169, 212, 141, 137, 101 0.501 57.041 5.6212

Human microbiome project 83, 112, 150, 136 0.361 40.560 5.2353

Sun et al. [10]
Earth microbiome project 48, 138, 155, 182, 235, 100 0.503 53.880 4.6748
Human gut microbiomes 69, 111, 177, 163, 202, 125, 114, 98 0.457 46.336 5.2346

Human microbiome project 88, 108, 124, 147 0.357 38.483 4.2728

Proposed
Earth microbiome project 63, 134, 185, 197, 225, 100 0.316 34.015 4.0863
Human gut microbiomes 66, 118, 181, 177, 215, 116, 128, 103 0.21 30.586 4.1408

Human microbiome project 91, 105, 132, 148 0.288 29.043 3.804
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algorithm. )is is the reason why its NAE and MSE indexes
are higher than other algorithms, and the operation effi-
ciency of the above-given algorithms is low. )e algorithms
in Jia et al. [9], Sun et al. [10], and the algorithm in this paper
is used to segment three data sets, the same threshold
number can be determined. However, the NAE and MSE
indexes of this algorithm are the lowest and can realize the
efficient operation of image segmentation. )e reason is that
this algorithm can quickly and accurately learn the char-
acteristic information of microbial image through the im-
proved image segmentation model of deep reinforcement
learning, and the loss of microbial image information is low.
)e experimental results show that the microbial image
segmentation ability of this algorithm is outstanding and has
significant operational advantages.

4. Conclusions

To address the problem of poor performance of multi-
threshold microbial image segmentation existing in tradi-
tional methods, this paper proposes a multithreshold
microbial image segmentation algorithm using improved
deep reinforcement learning. )e results show that the
proposed algorithm can improve the accuracy of multi-
threshold microbial image segmentation and has application
performance. It can effectively address the problems of loss
of image detail information and poor image visualization
caused by noise interference in microbial images. )e im-
proved deep reinforcement learning segmentation model
can efficiently learn microbial features of different mor-
phologies and shapes and has better generalization perfor-
mance. However, this paper did not verify the image detail
information and image visual effect during the experimental
process, which led to a decrease in the persuasive power of
the experimental results. )erefore, this problem will be
investigated in depth in the future as a way to improve the
comprehensive performance of the proposed algorithm.
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 e improvements in computation facility and technology support the development and implementation of automatic
methods for medical data assessment.  is study tries to extend a framework for e�ciently classifying chest radiographs (X-
rays) into normal/COVID-19 class.  e proposed framework consists subsequent phases: (i) image resizing, (ii) deep features
extraction using a pretrained deep learning method (PDLM), (iii) handcrafted feature extraction, (iv) feature optimization with
Brownian May�y-Algorithm (BMA), (v) serial integration of optimized features, and (vi) binary classi�cation with 10-fold
cross validation. In addition, this work implements two methodologies: (i) performance evaluation of the existing PDLM in the
literature and (ii) improving the COVID-19 detection performance of chosen PDLM with this proposal.  e experimental
investigation of this study authenticates that the e�ort performed using pretrained VGG16 with SoftMax helped get a
classi�cation accuracy of >94%. Further, the research performed using the proposed framework with BMA selected features
(VGG16 + handcrafted features) helps achieve a classi�cation accuracy of 99.17% on the chosen X-ray image database.  is
outcome proves the scienti�c importance of the implemented framework, and in the future, this proposal can be adopted to
inspect the clinically collected X-rays.

1. Introduction

Due to di�erent grounds, the occurrence speed of diseases in
humankind is gradually rising, and timely screening and
treatment are necessary to reduce the infection/death rates.
In the current era, many advanced life-saving facilities are
available in healthcare centers to treat individuals su�ering
from infectious/acute diseases. However, even though
enough investigative and healing services are conveniently
accessible to the individuals, the occurrence rate of life-
threatening communicable infections is gradually rising,
which causes more medical burden worldwide [1–3].

 e contagious infections caused by viruses/bacteria
commonly infect a sizeable human group, and early recognition

and management is the solitary remedy to manage its increase.
Recently, contagious infection named COVID-19 infected
many individuals globally and are the prime reason for in-
creased death rates in the years 2020 and 2021. Due to its
severity and spreading speed, the World Health Organization
(WHO) con�rmed it as a pandemic in early 2020 [4, 5].
COVID-19 is caused by the SARS-CoV-2 virus, which creates
mild to harsh pneumonia in individuals based on their im-
munity intensity. Even though the patient is vaccinated and
following the COVID-19 protocol suggested by WHO, its in-
fection rapidity is still unmanageable due to the speedy alter-
ation in the virus.

Self/doctor can diagnose the symptom of COVID-19,
and the clinical level screening of this disease involves
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(i) collection of samples from individuals and execution of
the reverse transcription-polymerase chain reaction (RT-
PCR) using permitted clinical practice and (ii) radiological
image-based lung screening. First, radiology-supported lung
imaging is performed in a controlled environment, in which
the infection in the lung is diagnosed with chest X-ray or
computed tomography (CT) images. +en, the pulmonol-
ogist examines the collected X-ray/CT images to detect the
severity of the infection, decision making, and treatment
execution to cure the disease.

In hospitals, the usages of the X-ray/CT are prevalent to
examine lung infection and compared to the CT, the
implementation of the X-ray is simple and cost-effective.
Hence, most of the initial level lung screening considers
X-ray images. +e disease and its harshness can be easily
detected when the radiologist/pulmonologist examines it.
Several computerized screening procedures for X-ray images
are discussed in the literature, and these works confirm that
X-ray-supported lung infection screening helps achieve a
better diagnosis.

Several X-ray image examination methods are proposed
and implemented in the literature using the machine
learning (ML) schemes and deep learning (DL) methods.
+e existing works helped achieve better detection accuracy.
However, the integration of the ML and DL approaches is
minimal, and this scheme will help to achieve improved
detection accuracy when the clinical-grade X-ray image is
assessed. +is research aims to develop a DL framework for
automatic detection of COVID-19 in chest X-ray images. In
order to achieve a better disease detection, this framework
employs the following stages: (i) Collection and pre-
processing of X-ray images; (ii) evaluating the performance
of pretrained deep learning method (PDLM) and finding the
appropriate practice to screen the X-ray database; (iii)
mining of deep features from the X-ray; (iv) mining of
handcrafted features (HF) using chosen procedures; (v)
feature selection with Brownian Mayfly-Algorithm (BMA)
and serial feature integration; and (vi) classification and
validation of the performance of proposed COVID-19
screening framework.

+is research primarily executes PDL scheme-supported
X-ray evaluation and identifies the infection screening
performance based on the attained metrics. +e initial study
confirms that the COVID-19 detection accuracy achieved by
VGG16 is better (>95%) than other PDL schemes. Hence,
the VGG16 supported framework is considered, and then its
performance is enhanced by serially integrating the HF, such
as local binary pattern (LBP) and PHOG. In order to avoid
the overfitting problem, these features are then optimized by
the BMA. +en, the necessary hybrid feature vector
(Deep +HF) is generated, and it is then considered to train
and validate the binary classifiers with 10-fold cross-vali-
dation. +is study considers 4800 (2400 normal and 2400
COVID-19) X-ray images for the evaluation, in which 90%
images are considered for training and 10% are considered
for the validation. +e experimental outcome of this study
confirms that the proposed technique helps get a classifi-
cation accuracy of 99.17% with the K-nearest neighbor
(KNN) classifier.

+e novelty and the merits of this research include

(i) Implementation of Brownian Mayfly-Algorithm
(BMA) based deep and handcrafted feature opti-
mization on improving the detection accuracy
without the overfitting

(ii) Precise COVID-19 detection in X-ray images using
hybrid features with 10-fold cross-validation

+e upcoming sections of this work are demonstrated as
follows: Section 2 shows the literature review; Section 3
presents the methodology; and Sections 4 and 5 demonstrate
achieved results and conclusion of the presented work,
respectively.

2. Related Research

Chest X-ray supported lung infection detection is a clinically
accepted methodology in which the combined report of the
radiologist and pulmonologist are considered to evaluate the
disease in the lung to plan and implement the necessary
treatment to cure the patient. +e computer algorithm-sup-
ported X-ray examination is one of the widely accepted pro-
cedures. Hence, several PDL schemes have been implemented
to examine the harshness of COVID-19 infection in patients.
+e employed PDL schemes help categorize the available X-ray
images into normal and disease classes with better accuracy.
+is procedure is an essential process when a mass screening
procedure is implemented, and this considerably reduces the
COVID-19 detection burden when more patients are to be
screened. Table 1 depicts some chosen deep-learning assisted
COVID-19 infection procedures found in the recent literature.

+e earlier works in the literature authenticate that the
combination of deep and HF assists to acquire better disease
detection accuracy [19]. +e above table confirms that the
maximum detection accuracy presented in the earlier work is
99.02% [13]. +is work considered the hybrid feature-based
X-ray classification to improve the detection accuracy.Hence, in
this work, the classification of X-rays into normal/COVID-19 is
implemented using the BMF algorithm optimized VGG16’s
features and the optimally selected LBP and PHOG features.
+e experimental outcome of this research confirms that the
presented work helps to get better detection accuracy than the
works considered in Table 1.

3. Methodology

+is section represents the developed structure to examine
the selected X-ray database. Also, it outlines the different
procedures implemented to distinguish normal/COVID-19
class X-rays.

3.1. Framework. Figure 1 depicts the proposed framework
developed to sense the COVID-19 in chosen test X-ray pictures.
In this effort, the necessary images are primarily collected and
resized into 224 × 224 × 1 pixels, and these imagery are af-
terward considered to extract the deep features (DF) and HF.
+e DF mining is initially achieved using the pretraining
schemes, and every scheme helps to get a one-dimensional (1D)
feature vector of size 1 × 1 × 1000. +is feature vector is
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adopted to confirm the SoftMax (SM) classifier’s merit on the
chosen test images. +e initial experiment proves that the
COVID-19 detection accuracy of VGG16 with SM classifier is
better than AlexNet, VGG19, ResNet18, ResNet50, and
ResNet101 schemes. Furthermore, the initial study confirmed
that the VGG16 provides better results on the chosen data than
other methods.

Later, the HF, such as LBP and PHOG, is extorted from the
test imagery. +e collected DF and HF are then reduced by the
BMF algorithm, the selected features are then serially integrated,
and the classification study is repeated. +is experimental
outcome authenticates that the proposed framework helped to
accomplish a categorization accuracy of 99.17% for the chosen
X-ray database. +e various stages of this framework are clearly
depicted in Figure 1, and the outcome of the framework is more
significant compared to other results presented in Table 1.

3.2. X-Ray Database. +e merit of the planned COVID-19
detection framework is then tested and validated with bench-
mark X-ray images found in the literature. In this scheme, the
necessary test images for this study are collected from the
following locations [20, 21]. During this study, 4800 test images
were considered for the assessment. Table 2 presents the in-
formation about the images (total, training, and validation), and
Figure 2 presents the sample test images of the chosen database.
Finally, all the considered PDLM are tested with the considered
database and the results are analyzed.

3.3. Deep-Features Mining. +e concert of the planned
framework relies mainly on the deep features obtained
from the chosen PDLM [22]. In this work, the well-
known PDLM, such as AlexNet, VGG16, VGG19,
ResNet18, ResNet50, and ResNet101, are considered for
the evaluation. During this task, the following parameter
setting is implemented on all the chosen PDLM: initial-
weights � imageNet features, total epochs � 100, opti-
mizer �Adam, pooling �max/average (AVG), activation
for hidden-layer �ReLu, classifier-activation � sigmoid,
training images � 2160, validation images � 240, and
classifier validation � 10-fold.

Before employing the chosen PDLM to assess the images,
an image augmentation is employed to increase the number
of images for training the PDLM scheme. +e augmentation
of images is achieved with horizontal flip, vertical flip,
rotation� 25o, zoom� 0.4, width shift� 0.4, height
shift� 0.4, and shear range� 0.3, and this method assists the
PDLM in distinguishing the image information correctly.

+is scheme helps to extract 1 × 1 × 1000 deep features
from every PDLM, and this value is mathematically depicted
in the following formula:

Deep − feature (1×1×1000)

� Deep(1,1),Deep(1,2), . . . ,Deep(1,1000).
(1)

Table 1: Summary of chosen methodologies employed to detect COVID-19 from X-ray images.

Reference Methodology employed
Performance metrics (%)

Accuracy Sensitivity: Specificity:

Narin et al. [6] +e performance of pretrained deep-learning scheme supported COVID-19
detection is demonstrated using X-ray images 98.00 — —

Apostolopoulos and
Mpesiana [7]

Convolutional-neural-network (CNN) with transfer learning is employed to
examine X-ray to detect COVID-19 93.48 92.85 98.75

Chouhan et al. [8] Transfer learning based deep-learning scheme is employed to recognize
pneumonia in X-rays 96.39 — —

Stephen et al. [9] Automatic detection of pneumonia in X-ray is performed using transfer
learning 95.00 — —

Liang and Zheng [10] Classification of paediatric pneumonia in X-ray is achieved using pretrained
CNN 90.00 — —

Nour et al. [11] Detection of COVID-19 in X-ray is discussed with deep features and
Bayesian optimization 98.97 89.39 99.75

Brunese et al. [12] Implementation of explainable deep-learning scheme to detect pulmonary
abnormality and COVID-19 is presented with X-ray 96.00 96.00 98.00

Ardakani et al. [13] A detailed analysis of ten widely adopted deep learning methods is discussed
and their performance in detection the COVID-19 is demonstrated 99.02 98.04 100

Jaiswal et al. [14] DenseNet201 supported detection of COVID-19 in X-ray is demonstrated
with transfer learning technique 96.25 96.29 96.21

Ucar and Korkmaz [15] +is work proposed deep Bayes-SqueezeNet to detect COVID-19 in X-rays 98.26 99.13 —
Saiz and Barandiaran
[16] +is work presented pretrained VGG16 based COVID-19 in X-rays 94.92 94.92 92.00

Panwar et al. [17] +is work demonstrated nCOVnet based identification of COVID-19 in X-
rays 88.10 97.62 78.57

Waheed et al. [18] +is work developed a novel deep-learning scheme CovidGAN to detect
COVID-19 in X-ray pictures 95.00 90.00 97.00

Kannan et al. [19]

+is work demonstrated a study with various pretrained scheme supported
COVID-19 classification, and the result of this study confirms that the

VGG16 along with K-nearest neighbor (KNN) helped to get better accuracy
with Deep +HF

96.48 95.56 95.37
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3.4. Handcrafted-Feature Mining. In this work, the HF is
mined using the LBP [23, 24] with varied weights and the
PHOG [24, 25] with various bins, and the discussion about
these procedures can be found in earlier research works. +e
essential HF is then mined using local binary patterns (LBP)
with different weights (W� 1 to 4) and PHOG with various
bins (Bin� 1 to 3). +e outcome attained with LBP is
depicted in Figure 3, in which Figures 3(a)–3(d) present the
outcomes with various values of weights (W� 1 to 4) on a
chosen test X-ray.

A similar practice is then implemented with the PHOG,
and the achieved features for bin1, bin2, and bin3 are
presented in Figure 4.

LBPw1 (1×1×59) � W1(1,1), W1(1,2), . . . , W1(1,59), (2)

LBPw2 (1×1×59) � W2(1,1), W2(1,2), . . . , W2(1,59), (3)

LBPw3 (1×1×59) � W3(1,1), W3(1,2), . . . , W3(1,59), (4)

LBPw4 (1×1×59) � W4(1,1), W4(1,2), . . . , W4(1,59), (5)

LBPtotal(1×1×236) � LBPw1(59) + LBPw2(59) + LBPw3(59)

+ LBPw4(59),

(6)

PHOGBIN1(1×1×85) � BIN1(1,1),BIN2(1,2), . . . ,BIN3(1,85),

(7)

PHOGBIN1(1×1×170) � BIN1(1,1),BIN2(1,2), . . . ,BIN3(1,170),

(8)

PHOGBIN1(1×1×255) � BIN1(1,1),BIN2(1,2), . . . ,BIN3(1,255),

(9)

PHOGtotal(1×1×510) � PHOGBIN1(85), +PHOGBIN2(1,170)

+ PHOGBIN3(1,255),

(10)

HF(1×1×746) � LBPtotal(1×1×236) + PHOGtotal(1×1×510). (11)

In this research, equation (11) is considered as the HF,
and the optimized HF is then combined with the deep-

Normal

VGG16

Local Binary
Pattern

BMF feature
selection

(HF)

BMF feature
selection
(Deep)

Serial
features

integration

Normal

COVID19

COVID19

PHOG

Conv1
224x224x64

Conv2
112x112x128

Conv3
56x564x256

Conv4
28x28x512

Conv5
14x14x512

FC1 FC2 FC3

1×1×1000

1×1×236
1×1×510

1×1×510

1×1×427

1×1×184

1×1×611

Binary
classification

Figure 1: Developed framework to detect normal/COVID-19 X-ray using hybrid features.

Table 2: Dataset considered in this framework to test the per-
formance of proposed scheme.

Class Dimension Total
image

Training
image

Testing
image

Normal 224× 224× 3 2400 2160 240
COVID-19 224× 224× 3 2400 2160 240
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Figure 2: Sample test images of normal/COVID-19 class in the chosen database.
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Figure 3: Sample LBP pattern generated for COVID-19 image: (a) W� 1, (b) W� 2, (c) W� 3, and (d) W� 4.
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Figure 4: PHOG feature obtained for a sample COVID-19 image. +e features obtained with these methods are presented in
equations (2)–(11).
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feature to get the deep +HF, which helps to classify the X-ray
with better accuracy.

3.5. Feature Selection Using Brownian Mayfly-Algorithm.
Feature selection is a prime task in this work, and as
discussed in the earlier work, the deep and HF are op-
timized using the Mayfly Algorithm (MA) [26]. +e MA
is a nature-inspired algorithm invented by combining
Firefly, particle swarm, and genetic algorithm. A levy-
flight search operator guides the traditional MA, and in
this work, the proposed MA is driven by a Brownian
operator. +e search process found in Brownian Mayfly-
Algorithm (BMA) is smoothly compared to the tradi-
tional approach [27, 28]. Figure 5 depicts the working of
the proposed BMA, in which Figure 5(a) illustrates the
Brownian walk search process for a single Mayfly. +e
various stages (Stages 1 to 3) are depicted in
Figures 5(b)–5(d).

+e description of the MA is as follows.
Let, MA includes identical male (M) and female (F)

flies, which are randomly distributed in search space. Let
these flies are demoted as i � 1, 2, ..., N. During the ex-
amination task, each fly is authorized to fuse close to the
optimum location (Gbest). After reaching Gbest, male-fly
(M) is permitted to stay in Gbest. +is process is depicted in
Figure 5(b).

+is process is shown in equations (12) and (13).

P
t+1
i � P

t
i + V

t+1
i , (12)

V
t+1
i,j � V

t
i,j + C1 ∗ e

− βDp2 pbesti,j−Pt
i,j􏼐 􏼑

+ C2 ∗ e
− βDg2 Gbesti,j−Pt

i,j􏼐 􏼑
,

(13)

where Pt
i and Pt+1

i are initial and ending spots and Vt+1
i and

Vt+1
i,j are initial and ending velocities. C1 � 1 and C2 � 1.5

denote local and global learning constraints. Other pa-
rameters are assigned as follows. β � 2, Dp and Dg are the
Cartesian distance among flies.

During the relocation, every M will achieve Gbest and
executes a velocity update to attract female-fly (F) with the
help of nuptial-dance.

+e velocity update at this condition is shown in the
following equation:

V
t+1
i,j � V

t
i,j + d∗R, (14)

where nuptial-dance (d)� 5 and R� random numeral [−1,1].
When the search by M is finished, every F is permitted to

find M, which reached Gbest and this process is depicted in
Figure 5(c).

+e expression for female-fly update given in equations
(15) and (16).

P
′t+1
i � P

′t
i + V
′t+1
i , (15)

F
′t+1
i,j �

F
′t
i,j + C2e

− βD2
mf M

t
i,j − Y

t
i,j􏼐 􏼑 if Omax Fi( 􏼁>Omax Mi( 􏼁

F
′t
i,j + W∗ r if Omax Fi( 􏼁≤Omax Mi( 􏼁

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (16)

where Omax is the objective-value.
When the search process continues, each F will find the

finest, the offspring generation happens, and other infor-
mation onMA can be found in literature, and this procedure
is depicted in Figure 5(d).

Figure 6 presents the feature optimization process. During
the feature reduction process, the BMA is permitted to ex-
plore the deep/HF to reduce the value based on the Cartesian
distance (CD). +is process compares the features of the
normal/COVID-19 class images and helps to find the features
whose CD is large. +e features with lesser CD are discarded,
and this procedure is depicted graphically in Figure 4. +is
procedure helps to find the optimal features (deep-features�

1 × 1 × 417 and HF� 1 × 1 × 241) and the selected features
are then combined to get a hybrid feature vector (1 × 1 × 658),
which is considered to train and validate the classifiers.

3.6. Classification and Validation. In the proposed research,
initially, the SoftMax classifier is employed to recognize the
classifier performance with the selected PDLM, and after
achieving the results, the performance of other binary

classifiers, like decision tree (DT), random forest (RF), aı̈ve
Bayes (NB), K-nearest neighbor (KNN), and support vector
machine (SVM) with linear kernel is considered and the
attained results are measured. +e merit of planned practice
is measured using the essential measures, like true ositive
(TP), false negative (FN), true negative (TN), and false
positive (FP), accuracy (AC), precision (PR), sensitivity
(SE), specificity (SP), F1-score (F1S), and negative predictive
value (NPV) are obtained from these values.

+e mathematical expression for these measures is
presented in equations (17) to (22) [29–32].

AC �
TP + TN

TP + TN + FP + FN
, (17)

PR �
TP

TP + FP
, (18)

SE �
TP

TP + FN
, (19)
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SP �
TN

TN + FP
, (20)

F1S �
2TP

2TP + FN + FP
, (21)

NPV �
TN

TN + FN
. (22)

4. Results and Discussion

+is part of the work present the investigational results
obtained with an Intel i5 2.6GHz CPU, with 18GB RAM
and 4GB VRAM, and equipped with Python®. In this work,
4800 images (2400 normal and 2400 COVID-19) are con-
sidered for evaluating themerit of the PDLM on the assigned
task. In this work, the performance of the proposed scheme
is verified with max-pooling (MP) and average pooling (AP)
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Figure 5: Demonstration of the Brownian search and Mayfly algorithm: (a) Brownian walk, (b) Stage1, (c) Stage2, and (d) Stage3.
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approaches, and the merit of the scheme is confirmed based
on the achieved metrics.

Initially, the performance of the PDLM is tested on the
considered images with the SoftMax classifier, and the
achieved results are shown in Table 3. +is table proves that
the VGG16 scheme with AP helps to get superior categori-
zation accuracy (95.21%) contrast to other methods. Table 4
confirms that fold6 presents a better result compared to other
folds, and its graphical verification is presented in Figure 7.

+e experimental outcome shown in Table 3 proves that
the outcome achieved with VGG16 is superior contrast to
other PDLM of this study. Also, this study verifies that the
outcome of the average pooling is superior to max-pooling.
Hence, the VGG16 with average pooling is then considered
to verify the performance of the classifiers, such as DT, RF,
NB, KNN, and SVM, and the results are presented in Table 5.

After verifying the performance of the VGG16 with deep-
features, its performance is then confirmed using the BMA
optimized serially integrated deep and HF. During this task,
the BMF-based feature selection is then employed to find the
optimal deep (equation (1)) and HF (equation (11)) features.
+e BMF algorithm based feature selection helps to get a
deep-feature of size 1 × 1 × 417, HF of size 1 × 1 × 241, and
the integrated feature of size 1 × 1 × 658. +is hybrid features
are then used to verify the merit of VGG16 in detecting
normal/COVID-19 X-ray images using the different classi-
fiers using 10-fold validation, and the attained result is
depicted in Table 5. +is table validates that the KNN is better
(accuracy� 99.17%) compared to other methods.

+e various convolutional-layer (CL) outcome of the
VGG16 achieved for a sample test image is presented in
Figure 8. Figure 8(a) depicts the sample test image and

Table 3: Initial results achieved with pretrained deep learning methods.

Method Pooling TP FN TN FP AC PR SE SP F1S NPV

AlexNet MP 221 17 228 14 0.9354 0.9404 0.9286 0.9421 0.9345 0.9306
AP 223 12 230 15 0.9437 0.9370 0.9489 0.9388 0.9429 0.9504

VGG16 MP 223 16 231 10 0.9458 0.9571 0.9331 0.9585 0.9449 0.9352
AP 224 14 233 9 0.9521 0.9614 0.9412 0.9628 0.9512 0.9433

VGG19 MP 222 12 227 19 0.9354 0.9212 0.9487 0.9228 0.9347 0.9498
AP 228 19 219 14 0.9313 0.9421 0.9231 0.9399 0.9325 0.9202

ResNet18 MP 230 16 218 16 0.9333 0.9350 0.9350 0.9316 0.9350 0.9316
AP 231 13 222 14 0.9437 0.9429 0.9467 0.9407 0.9448 0.9447

ResNet50 MP 216 19 228 17 0.9250 0.9270 0.9191 0.9306 0.9231 0.9231
AP 227 16 219 18 0.9292 0.9265 0.9342 0.9241 0.9303 0.9319

ResNet101 MP 229 13 220 18 0.9354 0.9271 0.9463 0.9244 0.9366 0.9442
AP 219 15 230 16 0.9354 0.9319 0.9359 0.9350 0.9339 0.9388

Table 4: Experimental outcome of VGG16 with SoftMax classifier through 10-fold validation.

Cross validation TP FN TN FP AC PR SE SP F1S NPV
Fold1 217 23 223 17 0.9167 0.9274 0.9042 0.9292 0.9156 0.9065
Fold2 222 19 219 20 0.9187 0.9174 0.9212 0.9163 0.9193 0.9202
Fold3 228 18 219 15 0.9313 0.9383 0.9268 0.9359 0.9325 0.9241
Fold4 221 14 227 18 0.9333 0.9247 0.9404 0.9265 0.9325 0.9419
Fold5 231 11 221 17 0.9417 0.9315 0.9545 0.9286 0.9429 0.9526
Fold6 224 14 233 9 0.9521 0.9614 0.9412 0.9628 0.9512 0.9433
Fold7 226 15 221 18 0.9313 0.9262 0.9378 0.9247 0.9320 0.9364
Fold8 226 14 221 19 0.9313 0.9224 0.9417 0.9208 0.9320 0.9404
Fold9 228 19 216 17 0.9250 0.9306 0.9231 0.9270 0.9268 0.9191
Fold10 220 19 219 22 0.9146 0.9091 0.9205 0.9087 0.9148 0.9202

Image features

F1 F2 Fn

Fs1 Fs1 Fsn

F1 F2 Fn

Normal

BMA
with optimally assigned values

Selected features by
MFA

COVID19

Figure 6: Feature optimization with BMA.
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Table 5: Investigational outcome of VGG16 with deep and hybrid features.

Feature Classifier TP FN TN FP AC PR SE SP F1S NPV

Deep features

SoftMax 224 14 233 9 0.9521 0.9614 0.9412 0.9628 0.9512 0.9433
DT 227 8 231 14 0.9542 0.9419 0.9660 0.9429 0.9538 0.9665
RF 228 15 226 11 0.9458 0.9540 0.9383 0.9536 0.9461 0.9378
NB 230 11 224 15 0.9458 0.9388 0.9544 0.9372 0.9465 0.9532
KNN 229 7 225 19 0.9458 0.9234 0.9703 0.9221 0.9463 0.9698
SVM 226 10 232 12 0.9542 0.9496 0.9576 0.9508 0.9536 0.9587

Optimal Deep +HF

SoftMax 236 3 234 7 0.9792 0.9712 0.9874 0.9710 0.9793 0.9873
DT 238 4 232 6 0.9792 0.9754 0.9835 0.9748 0.9794 0.9831
RF 240 6 231 3 0.9812 0.9877 0.9756 0.9872 0.9816 0.9747
NB 239 5 232 4 0.9812 0.9835 0.9795 0.9831 0.9815 0.9789
KNN 244 0 232 4 0.9917 0.9839 1.0000 0.9831 0.9919 1.0000
SVM 238 6 231 5 0.9771 0.9794 0.9754 0.9788 0.9774 0.9747
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Figure 7: 10-fold cross validation outcome for VGG16 with SoftMax.
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Figure 8: Continued.
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Figures 8(b)–8(f) show the outcome of CL1 to 5, respec-
tively. +e overall performance of the binary classifiers is
verified using the metrics in Table 5, analyzed with a spider
plot, and is depicted in Figure 9. Figure 9(a) presents the plot
to confirm the merit of VGG16 with the traditional deep-
feature of dimension 1 × 1 × 1000 and Figure 9(b) shows the
result for deep +HF of size 1 × 1 × 658. +e spider plot,
which creates a major pattern, is considered to be superior,
and this plot confirms that the result of DT (with deep-
feature) and KNN (with hybrid features) is better. +e
achieved experimental results with VGG16 and KNN for
deep +HF are presented in Figure 10. Figures 10(a) and
10(b) demonstrate the validation/validation accuracy and
loss function for 100 epochs. Figures 10(c) and 10(d) show

the confusion matrix and ROC curves, respectively.
From this result, it can be verified that the outcome of
this experiment confirms that the proposed scheme helps
to achieve a better classification metric during the as-
sessment of the considered image database.

+e performance of this practice is further demon-
strated with the experimental outcome (classification
accuracy) of other methods discussed in Table 1, and its
value is graphically depicted in Figure 11. +is com-
parison validates that the accurateness realized with the
proposed scheme is improved compared to earlier works.
+is ensures that this proposal is clinically noteworthy,
and the proposed technique can be considered to inspect
the clinical-grade X-ray imagery, in future. In the future,
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Figure 9: Spider-plot to display the overall merit of VGG16 with various features with chosen classifiers: (a) spider-plot1 and (b) spider-
plot2.

(d) (e) (f )

Figure 8: Various convolutional-layer outcome for VGG16 scheme: (a) test image, (b) CL1, (c) CL2, (d) CL3, (e) CL4, and (f) CL5.
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the proposed methodology’s performance can be en-
hanced by considering other handcrafted methods ac-
cessible in the literature.

5. Conclusion

COVID-19 is a pandemic disease that causes pneumonia in
humankind, and the unrecognized infection will lead to
death. X-ray-supported lung infection detection is an ex-
tensively implemented medical procedure, and radiologists
and pulmonologists typically assess the recorded X-ray to
recognize the disease. +is research developed a PDLM-
based COVID-19 recognition from X-ray, and this scheme
executes different features assisted detection of COVID-19.
+is research considers the serially combined features of
VGG16 and HF to classify the X-ray images into normal/
COVID-19. Furthermore, this work employed the BMA to
optimize the deep features and HF to reduce overfitting. +e
investigation is implemented using a binary classifier with
10-fold cross-validation. +is study confirms that the BMA
optimized Deep+HF helps get an improved accuracy
(99.17%) with the KNN classifier. +is accuracy is compared
with other results existing in the literature, and this study
confirms that the proposed scheme is better. +is scheme
can be considered to evaluate the clinically collected X-ray
images in the future.

Data Availability

+e Experimental data can be accessed from the following
links: (1) https://www.kaggle.com/tawsifurrahman/COVID-
19-radiography-database and (2) https://ieee-dataport.org/
open-access/covid-19-and-normal-chest-x-ray.
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Personalized interactive image recommendation has several issues, such as being slow or having poor recommendation quality.
­erefore, we propose an image personalized recommendation algorithm (IPRA) using deep learning to improve the time and
quality of personalized interactive image recommendations. First, the feature subimage is obtained and converted into a one-
dimensional vector using the convolution neural network model. Single input and single output functional and dual input and
single output generalized functional network model are integrated into the model to improve the learning ability of nonlinear
mapping and avoid over�tting during the training process; second, a one-dimensional vector is clustered using the fuzzy k-means
approach and then translated into hyperbolic space; Finally, the Poincare map model is used to map the updated vector, the
transformed vector is mapped using the PM model, and the image information is fed back to the two-dimensional plane, and the
image recommendation set is formed based on the ranking of similarity, and the visual recommendation is presented to the user.
­e results show that the size of the convolution kernel is 2× 2, and the image one-dimensional vector clustering can be better
completed. ­e optimal value of F1 is 0.92, and the optimal value of average time is 11 s. ­e image recommendation quality is
better, and the image recommendation can be formed according to the photographic similarity, which has good application value.

1. Introduction

At the moment, with the rapid development of Internet
technology and multimedia [1], image interactive person-
alized recommendation is an important research in the �eld
of image application to obtain the required images accu-
rately and quickly and transmit them to users in time [2].
­e personalized recommendation is a clear feature of
content distribution, which has a high performance, high
availability level, which can recommend it related content to
the user in a short time, recommended content reliability,
and high accuracy. Personalization recommendation avoids
the �lling information push of traditional recommendation
services, which can set the push time and the number of
pushes and can push the relevant information to the user
according to the user’s interest and preferences [3, 4]. ­e
main contributions of this article are as follows: (1) image

features are obtained through the training of the image
recommendation process model to visualize the image
recommendation results. (2) To realize interactive image
personalized recommendation, hyperbolic space and the
Poincare map (PM) are used to complete the visualization of
images.

For the personalized recommendation problem of the
image, many scholars put forward related learning methods.
Zhou W et al. [5] utilized image structures for the recom-
mendation, and image-based recommendation methods fo-
cus on capturing the user’s preferences and using the image
model to exploit the relationships between di�erent entities in
the image, and a new-based ranking recommended algorithm
is proposed, which utilizes the user’s explicit and implicit
feedback. Yin P et al. [6] proposed a recommended algorithm
based on deep learning, the algorithm utilizes a user pref-
erence three-dimensional model and improved resource
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allocation processes, matching target users with similar
preferences, and performing personalized recommendations.
,e principle of the additional preference layer is to capture
the user’s pair preference, providing detailed information for
the user for further recommendation. ,e results show that
this algorithm has better performance than other image based
and ranking oriented benchmark algorithms. Chen S et al. [7]
calculated the semantic similarity between learners and all
learning resources based on the similaritymeasurement based
on meta path, combined with knowledge transformation
probability and learning feedback information. According to
the similarity ranking, the learning resources ranked Top-k
are recommended to learners relevant experiments show that
it effectively realizes the accurate recommendation of learning
resources in adaptive learning. Ye Junmin et al. [8] proposed a
research on Learning Resource Recommendation Algorithm
Based on HIN. On the basis of similarity measurement based
on meta path, combined with knowledge transformation
probability and learning feedback information, semantic
similarity is calculated, learners are sorted according to the
similarity, and learning resources ranked Top-k are recom-
mended to teachers and students. Yang X et al. [9] proposed a
novel Translation-based Neural Fashion Compatibility
Modeling (TransNFCM) framework, which jointly optimizes
fashion item embeddings and category-specific comple-
mentary relations in a unified space via an end-to-end
learning manner. Extensive experiments demonstrate the
effectiveness of TransNFCM over the state-of-the-art on two
real-world datasets. Jian M et al. [10] proposed a semantic
manifold modularization-based ranking (MMR) for image
recommendation. Experimental results demonstrate that
user-consumed visual correlations play actively to capture
users’ interests, and the proposed MMR can infer user-image
correlations via visual manifold propagation for image rec-
ommendation. Qiu Ningjia et al. [11] proposed the research
on recommendation algorithm based on user preference
optimization model and constructed user preference matrix
for project type by using user project scoring matrix and
project type information; ,en, the linear regression model is
used to calculate the user’s weight for each type; finally, the
prediction score is combined with slope one algorithm to
improve the quality of user preferred recommendation al-
gorithm. Although the above-givenmethods have made some
progress, in the process of recommendation, the recom-
mendation of the image set cannot be completed according to
the similarity of the images.,erefore, this paper proposes an
image personalized recommendation algorithm (IPRA) un-
der deep learning. ,e IPRA cannot only complete image
recommendations, but also realize image visualization and
image interaction.

2. Methodology

2.1.MethodFramework. In this paper, in order to realize the
personalized recommendation of the interactive image, the
IPRA based on a convolution neural network (CNN) is
proposed. ,e method includes two parts: the model
training process and the image recommendation process.
,e method structure is shown in Figure 1.

As can be seen from Figure 1, the method framework is
mainly completed by three steps, and steps 1 and 2 belong
to the model training process, and Step 3 is the recom-
mended process and visualization. In step 1, it is necessary
to determine the input of the model. In this paper, we used
the features of images as input to build an association
model between users and images, determine whether the
images meet the needs of users, and judge whether the
images are recommended. Step 2 is to construct a CNN
model according to the association between the user and
the image, and complete the model training. ,e model
expression is

F Xi( 􏼁 � 􏽘
k

i�1
φi × βi.t, (1)

where φi represents the weight of Gaussian distribution i. βi.t

represents the mean value of Gaussian distribution i when
the time is t. Equation (1) shows that the probability density
function of the convolution neural network model is
established by using the three-dimensional Gaussian func-
tion with the quantity of k.

Step 3 is to input the training data into the training
completed model, complete the personalized recommen-
dation, and complete the visualization of the recommen-
dation results. ,e training process of the model is to realize
the algorithm design as well as to obtain the image features;
the image personalized recommendation process is to realize
the visualization of image recommendation results based on
the training process [12, 13].

2.2. Interactive Image Feature Extraction from the Perspective
of Deep Learning. ,e structure of hierarchical generalized
networks in interactive image features from a deep learning
perspective is basically the same as that of artificial neural
networks, and not all hierarchical generalized networks can
be described by a universal structure, nor can all hierarchical
generalized networks be represented using a unified gen-
eralized equation [14, 15]. Based on these features, inter-
active image features are classified into single input and
single output type and dual input and single output type, and
the two models are used as basic components in extracting
interactive image features of hierarchical generalized net-
works [16].

2.2.1. Construction of Single Input and Single Output Gen-
eralized Function Network Model. Figure 2 shows the spe-
cific structure of the single input and single output type
generalized network model.

Figure 2 shows that the structure of the single input and
single output functional network model shows that it can
continuously map between input and output, thus over-
coming the problems of network continuity and approxi-
mation and can be well applied to various complex
problems.

,e output expression for a single input and single
output generalized function network is
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y � 􏽘
n

i�1
fi(x). (2)

In hierarchical generalized networks, the expression
uniqueness problem is an important issue to be solved.

2.2.2. Two-Input Single-Output Generalized Network Model
Construction. ,e structure of the two-input single-output
flooding network model is shown in Figure 3.

It can be seen from Figure 3 that, it can perform a
continuous mapping between input and output. Its form is
different from the single input and single output functional
network model, and the selection of functional neuron
function in the functional network is not fixed, which makes
the model more adaptable.

Assuming that x, y􏼈 􏼉 and z{ } represent the input and
output vectors of a two-input single-output generalized

network, respectively [17, 18], then the output of the gen-
eralized network can be expressed as follows:

z � G(x, y) � 􏽘
m

j�1
gj(x, y). (3)

When Equation (3) holds the generalized network can be
defined as a separable generalized network.

gj(x, y) � pj(x)qj(y). (4)

Based on the above-given single input and single output
generalized network model and dual input and single output
generalized network model, the specific steps for extracting
interactive image features from a deep learning perspective
are [19, 20].

Step 1. In the first layer of the hierarchical generalized
function network, assume that there exist n1 input variables
x1, x2, . . . , xn. When i � 1, the output of the first layer of the
hierarchical generalized network is

y1 � f x1
�→

( 􏼁, (5)

where the expression for x1
�→ is

x1
�→

� x1, x2, . . . , xn1
􏼐 􏼑. (6)

Step 2. Let i � i + 1, then there are ni + 1 input variables in
the i th basic level generalized network, then the output of
the basic level generalized network is

fi xNi+1, xNi+2, . . . , xNi+n, yi−1􏼐 􏼑, (7)
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where the expression for yi−1 is

yi−1 � fi−1 xi−1
���→

( 􏼁,

Ni � 􏽘
i−1

j�1
nj.

(8)

Step 3. If the relation 􏽐
n
j�1 nj < n exists, return to Step 2, and

vice versa build the hierarchical generalized function net-
work [21, 22].

According to the above-given steps, interactive image
feature extraction from a deep learning perspective is
completed.

2.3. Proposed Algorithm. To achieve image personalized
recommendation, clustering is used to cluster the one-di-
mensional vectors of mapped images, and it is done based on
the degree of similarity of visual content, which is done in
this paper using the fuzzy K-means method. ,e interactive
image personalization recommendation algorithm is de-
scribed as follows:

Input: introduction of the affiliation function Pi(xj).,e
function Equation of the method is

Jf � 􏽘
k

i�1
􏽘

k

j�1
Pi xj􏼐 􏼑􏽨 􏽩

b
xj − mi

�����

�����
2
, (9)

where j represents the j-th sample; b is the constant; mi

represents the cluster center.
Output: the result of interactive image personalized

recommendation.
In order to realize interactive image personalized rec-

ommendation, hyperbolic space and PM are used to com-
plete the visualization of images. ,e specific steps are as
follows:

(1) ,e one-dimensional feature vector after clustering
is transformed into hyperbolic space; ,e expression
is

P �
H2 − H1

Jf

, (10)

where H1 is the hyperbolic space coefficient. H2
represents hyperbolic space conversion coefficient.

(2) PM model is used to map the transformed feature
vector, and the image information is fed back to the
two-dimensional plane to realize image interaction.
,e expression of the PM model is:

Xabc � Qa × Wb × Rc, (11)

where Qa is the offset function, Wb is the excitation
function. Rc indicates the output characteristic.

(3) Hyperbolic space can maximize the retention of
image feature similarity information and display the
nonlinear growth trend of an image, which belongs
to feature similarity. ,e expression is

De �
Pmax

Xabc

, (12)

where Pmax represents the maximum load of image
nonlinear growth trend.

(4) Since the space cannot present the image on the two-
dimensional plane, Poincare disk mapping is used to
map the coordinate points of the space and present
them on the two-dimensional plane to realize the
presentation of the image on the two-dimensional
plane.

(5) ,e PM model is also known as a codisc model,
which consists of a hyperplane geometric model, and
the dimension is n. During mapping, if
[t, x1, . . . , xp] is a point on the hyperboloid and
located in this space, the definition of a point in the
hyperboloid model can be completed, the point can
be connected with [−1, 0, . . . , 0], and the connecting
line between them can be mapped to hypersurface
t � 0, so as to obtain the corresponding point in the
PM model.

2.4. Experimental Analysis andResults. In order to verify the
effectiveness and validity of the IPRA from the deep learning
perspective, the experimental environment is built in
MATLAB simulation software, and the operating system
required for the experiment isWindows 10.,e algorithm of
Zhou W et al. [5], the algorithm of Yin P et al. [6], the
algorithm of Chen S et al. [7], and the algorithm of Ye
Junmin et al. [8] are used as experiments to compare the
IPRA.,e LIDC-IDRI data set and the LUNA16 data set are
used as experimental objects and the images in two images
are named L image and C image, respectively, and real-time
tracking of images in two datasets using the IPRA to verify
the effectiveness of the recommendations of the IPRA. ,e
LIDC-IDRI data set was collected at the initiative of the
National Cancer Institute (NCI) to study the early detection
of pulmonary nodules in high-risk populations. In this data
set, a total of 1018 study instances are included. For each
instance, the images were diagnostically annotated in two
stages by four experienced chest radiologists. ,e data set
consists of chest medical image files (e.g., CT and

g1 (x, y)

g2 (x, y)

gn (x, y)
z = G (x, y)

x

y

Figure 3: Dual input and single output generalized network model
structure.
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radiographs) and corresponding diagnostic outcome lesion
annotations. ,e LUNA16 data set contains 888 CT images
with 1084 tumors, with a desirable range of image quality
and tumor size. ,e data were divided into 10 subsets, and
the subset contained 89/88 CT scans. ,e CT images of
LUNA16 were taken from the LIDC/IDRI data set, and the
annotation withmore than three radiologists’ agreement was
selected, and the tumors smaller than 3mm were removed,
so the data set does not contain tumors smaller than 3mm,
which is convenient for training. 500 images are randomly
selected from each image data set for experimental analysis.
70% of the images will be selected as the training set, and the
other images will be used as the test set.

,e evaluation indexes are as follows:

(1) Convolution Kernel Size. In the training process of
IPRA, the size of the convolution kernel has a direct
impact on the training results. ,erefore, it is nec-
essary to determine the optimal size of the convo-
lution kernel and take the value of the loss function
as the measurement standard.

(2) Image Feature Clustering Effect. Taking adjusted
Rand index (ARI), Macro-F1 measure (F1), and
average time as evaluation criteria, the calculation
equations of the first two are expressed by Equations
(13) and (14), and the larger the values of the two, the
better the performance of the IPRA.

KAPI �
􏽐ij nij/2􏼐 􏼑 − 􏽐i ai/2( 􏼁􏽐j bj/2􏼐 􏼑􏽨 􏽩/(n/2)

1/2 􏽐i ai/2( 􏼁 + 􏽐j bj/2􏼐 􏼑􏽨 􏽩 − 􏽐i ai/2( 􏼁􏽐j bj/2􏼐 􏼑􏽨 􏽩/(n/2)
. (13)

KMacro−F1 �
2KMacro−P ∗KMacro−P

KMacro−P + KMacro−P

, (14)

where ai represents the average distance, KMacro−P

and KMacro−R represent macroprecision and mac-
rorecall, respectively.

(3) Personalized Recommendation Effect. the Normalize
Discounted Cumulative Gain (nDCG) is adopted as
the evaluation index, which is standardized, and its
calculation equation is

nDCG � 􏽘
k

i�1

2rel(i)
− 1

log2(i + 1)
, (15)

where k represents the k-th image. 2rel(i) − 1 and
log2(i + 1) represent the quality and weight of each
image recommendation result, respectively. ,e
larger the NDCG value, the better the quality of the
recommended image.

(4) In order to intuitively measure the image recom-
mendation effect of the five algorithms, the images in
the verification set of the five algorithms are used for
recommendation, and one image is randomly
extracted from the Y image as the target image to
obtain the image recommendation results of the five
algorithms.

(5) Expect Average Overlaprate (EAO). ,e algorithm
from Zhou W et al. [5], Yin P et al. [6], Chen S et al.
[7], and Ye Junmin et al. [8] is selected as the
comparison algorithm of the IPRA, and the images
within the recommended dataset using the five al-
gorithms are analyzed for the EAO in the process of
recommending 10 images with different attributes.
EAO belongs to the comprehensive evaluation index
of tracking accuracy and robustness, and the value of
EAO is proportional to the tracking effect.

3. Results and Discussion

,e function value results are tested under different con-
volution kernel sizes are shown in Figure 4.

According to Figure 4, with the increase of the number of
iterations, the value of the loss function of the convolution
kernel changes significantly when the size of the convolution
kernel is 2× 2, the loss function value shows a slow
downward trend with small fluctuation. ,e other two
convolution kernels are different in size and the loss function
value is higher. ,erefore, the convolution kernel size is
determined to be 2× 2.

In order to analyze the advantages of IPRA, Zhou W
et al. [5], Yin P et al. [6], Chen S et al. [7], and Ye Junmin
et al. [8] algorithms are used as the comparison algorithms of
IPRA. ,e test results of the five algorithms on the training
set are obtained according to Equations (13) and (14), as
shown in Table 1.

According to the test results of Table 1, among the test
results of the five algorithms with the different number of
images and three evaluation indexes, the results of each
index of IPRA are better than the other four algorithms, and
the best value of ARI is 0.62, the best value of F1 is 0.92, and
the best value of average time is 11 s, which are significantly
better than the four comparison algorithms. ,erefore, the
clustering effect of IPRA is good.

According to equation (6), the recommended nDCG
results for the verification set are obtained, as shown in
Figure 5.

According to Figure 5, in the test set, with the gradual
increase of the number of images, the nDCG values of the
five algorithms fluctuate to a certain extent, and rise slowly
and slightly; in which, the nDCG values of the IPRA are
above 0.8, and the nDCG values of the other four
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comparison algorithms are between 0.5 and 0.8, which is
significantly lower than the IPRA. ,erefore, the image
recommendation quality of the IPRA is better.

,e images in the validation set of the five algorithms are
used for recommendation, and one image is randomly
extracted from the Y image as the target image, and the
image recommendation results of the five algorithms are
obtained as shown in Figures 6 and 7.

According to the test results of Figure 7, the five al-
gorithms can complete the personalized recommendation

of the target image. However, the IPRA can form an image
recommendation set according to the photographic simi-
larity. Users can click any recommendation set to view all
the images in it; the other four algorithms cannot form the
image recommendation set, cannot complete the formation
of the image recommendation set according to the pho-
tographic similarity and can only present the recommen-
dation results of relevant images. ,erefore, the
recommendation effect of IPRA is better than the four
comparison algorithms.

Table 1: Comparison of five algorithms.

Number of images
IPRA Zhou W

et al. [5] Yin P et al. [6]

ARI F1 Average time (s) Ari F1 Average time (s) ARI F1 Average time (s)
25 0.58 0.92 12 0.13 0.54 34 0.18 0.59 29
50 0.61 0.88 14 0.14 0.58 31 0.17 0.58 32
75 0.59 0.91 Mean 0.12 0.56 30 0.19 0.59 31
100 0.62 0.83 16 0.13 0.57 32 0.18 0.62 28
125 0.58 0.9 14 0.12 0.63 29 0.19 0.61 30
150 0.61 0.83 Mean 0.13 0.57 33 0.18 0.59 33
175 0.62 0.84 11 0.16 0.53 35 0.19 0.63 29
200 0.59 0.91 16 0.14 0.64 34 0.18 0.6 31
225 0.61 0.89 15 0.13 0.55 32 0.19 0.59 30

Number of images
Chen S et al. [7] Ye Junmin et al. [8]

ARI F1 Average
time (s) ARI F1 Average time (s)

25 0.12 0.53 33 0.17 0.58 28
50 0.13 0.57 30 0.16 0.57 31
75 0.11 0.55 29 0.18 0.58 30
100 0.12 0.56 31 0.17 0.61 27
125 0.11 0.62 28 0.18 0.60 29
150 0.12 0.56 32 0.17 0.58 32
175 0.15 0.52 34 0.18 0.62 28
200 0.13 0.63 33 0.17 0.59 30
225 0.12 0.54 31 0.18 0.58 29
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,e algorithm from Zhou W et al. [5], Yin P et al. [6],
Chen S et al. [7], and Ye Junmin et al. [8] was chosen as the
comparison algorithm for the IPRA. Five algorithms are
used to recommend interactive images in the data set. ,e
EAO analysis results are shown in Figure 8.

According to Figure 8, when the five algorithms rec-
ommend interactive images, the EAO values of this algo-
rithm are significantly higher than those of the other four
algorithms, and the change range of EAO values of IPRA in
image personalized recommendation is small, and the
fluctuation range of EAO values of the other five algorithms
is large. Experiments show when recommending interactive
images, the EAO values of IPRA are high, which has a better
personalized recommendation effect.

4. Conclusions

In order to realize interactive image personalized recom-
mendation and provide users with more reliable and higher
quality images, this paper proposes an IPRA from the
perspective of deep learning. ,e conclusions are as follows:
(1) the IPRA combines the CNN model, hyperbolic spati-
alization, PM, and fuzzy k-means algorithm to realize image
feature extraction, processing, transformation, and clus-
tering. (2) ,e IPRA realizes image recommendation and
visualization. (3) With the gradual increase of the number of
images, the nDCG values of this algorithm fluctuate to a
certain extent, and rise slowly and slightly.,e nDCG values
are above 0.8, and the image recommendation quality is
better. (4) ,e IPRA has good image feature clustering
performance, and the recommended image quality is high.
At the same time, it can form the recommended set of
images required by users according to the similarity, and
present the image recommendation results. (5) ,e EAO
value of IPRA is high and has a better personalized rec-
ommendation effect.

From the perspective of deep learning, IPRA has
shortcomings. In future works, it is necessary to continu-
ously optimize the algorithm according to the development
of the image, so as to truly and accurately provide the basis
for the image algorithm. ,e security and omnipotence of
the personalized recommendation process are studied to
further optimize the performance of interactive image
personalized recommendation. (1) ,e recommended al-
gorithm is fully considering different features, and the new
metric is performed according to the actual development. (2)
Improving the performance of recommendation capability
prediction in the recommendation process.
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Continuous advancements in biotechnology are generating new knowledge and data sources that might be of interest for the
insurance industry. A paradigmatic example of these advancements is genetic information which can reliably notify about future
appearance of certain diseases making it an element of great interest for insurers. However, this information is considered by
regulators in the highest con�dentiality level and protected from disclosure. Recent investigations have shown that the
microbiome can be correlated with several health conditions. In this paper, we examine the potential use of microbiome in-
formation as a potential tool for cardiovascular diagnosis. By using a recent dataset, we analyze the relation of some variables
associated to coronary illnesses and several components of the microbiome in the organism by using a new copula-based
multivariate regression model for compositional data in the predictor. Our �ndings show that the coabundance group associated
to Ruminococcaceae-Bi�dobacteriaceae has a negative impact on the age for nonsedentary individuals. However, one should be
cautious with this conclusion since environmental conditions also in�uence the baseline microbiome.

1. Introduction

In recent years, the advances in biomedical sciences and
biotechnology have enabled an unprecedented leap forward
in the amounts and variety of data and information available
for research and other purposes.  is has translated in new
applications and the development of new approaches such as
a personalised or precision medicine where the aim is to use
these new data and information sources (mostly related with
genetic/genomic information) for diagnostic and thera-
peutic purposes and tailoring them to individuals or groups
of patients (see Ginsburg and Phillips [1]). However, ge-
nomic information is considered in the highest level of
con�dentiality and protected from disclosure. For these
reasons, the use of genomic data sparked a debate around the
ethics and limits associated with the use of this knowledge
and information in di�erent sectors how it could be

eventually regulated. In an attempt to overcome this po-
tential limitation, in this paper, we propose to explore new
avenues and information sources and the use of microbiome
as a potential tool for disease diagnosis.

 e microbiome is de�ned as the set of microorganisms
that live inside or on the organism and its analysis has
attracted a great interest in the biomedical domain, par-
ticularly since the development of new technologies that
have facilitated and reduced the costs of accessing this in-
formation. Microbiome is an extremely dynamic element,
and it changes with time and environmental conditions and
other external factors, such as diet, geographical location, or
physical activity and even with interaction betweenmicrobes
and microbes and the host.  e advances in biotechnology
allow researchers to measure dynamic behaviors of the
microbiota at a large scale (see [2]). Recent studies have
shown that di�erences in the microbiome composition are
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correlated with an increasing number of conditions ranging
from cardiovascular diseases, autoimmune diseases, meta-
bolic diseases, or neurological disorders and mental health
aspects [3–7]. Another interesting reference linking a well-
established cohort in the biomedical domain (the Fra-
mingham Study) with changes in the microbiome for
multiple relevant health parameters such as cardiovascular
risk, metabolic syndrome, and diabetes is Walker et al. [8].
BMI and physical activity have been also studied in the
context of the microbiome finding relationships with dif-
ferent microbiome compositions [9–12]. Quite often, these
relationships have been studied under the umbrella of either
different ages or other health conditions. For a recent review
highlighting that physical activity has an impact in gut
microbiota and that physical exercise could be used to
control obesity and health (see [13]). Both BMI and physical
activity are important factors considered in insurance un-
derwriting. For example, a higher BMI was predominantly
related to blood pressure and lipids, which is consistent with
results found in the literature (see [14] or [15]). ,ere also
exists an association between obesity and higher BMI with
all-cause mortality (see [16]). Besides, BMI is connected to
increased cancer risk as was recently described by Bhaskaran
et al. [17] in a recent paper. On the other hand, microbiome
data present a singular challenge due to its inherently high-
dimensional and sparse structure. To handle the high di-
mensionality and compositional nature of the data, Wang
et al. [18] proposed a sparse microbial causal mediation
model specifically; also, Zhang et al. [19] used an isometric
log-ratio transformation of the relative abundances as the
mediator variables between treatment and outcome. A
statistical approach that enables the inclusion of all daily
activity behaviors, based on the principles of compositional
data analysis was described by Dumuid et al. [20].

In our cross-sectional analysis, using a sample of eligible
individuals with unique microorganisms across the Indian
microbiome population, due to the large number of oper-
ational taxonomic units available in the gut microbiome
across the sample, a clustering analysis to reduce the di-
mensionality of the dataset was initially carried out. ,en,
the resulting proportions of each of the groups of bacterial
coabundance are combined in compositional data predictors
that will be used to jointly explain the relationship of age,
BMI, and level of physical activity by using a new bivariate
regression model for compositional data in the predictor. In
this paper, the margins are a beta regression and mixture of
logistic regression models. As the age in years of the indi-
viduals is restricted to the interval 18–65, a beta regression
model indexed by mean and dispersion parameters is
considered. ,is regression family is useful in situations
where the dependent variable is continuous and restricted to
a bounded interval. On the other hand, regardless of the
gender and physical activity level, the empirical distribution
of BMI in humans is bimodal. ,erefore, choosing suitable
parametric models that can capture this feature is crucial; for
that reason, a mixture of logistic regression model has been
chosen due to its flexibility and simplicity.,ese margins are
linked via a t-copula. ,is is an elliptical copula that is
particularly well suited for this purpose as they not only

allow for separate modeling of the univariate marginal
distributions from the dependency structure but also for
covariate adjustment in the margins and uncertainty
quantification of their dependence estimates. In addition,
they can specify different levels of correlation between the
marginals. ,e compositional data included in the linear
predictor are rewritten as logarithms of ratios. ,en, we
perform estimation via inference for margins method to
explain the age, BMI, and level of physical activity using as
margins a beta regression and mixture of regression models.
Although copula models have been widely applied to model
the joint distributions with mixed margins, copula models
with the margins proposed in this work with compositional
data in the predictor have not been extensively studied in the
literature.

,e rest of the paper is structured as follows: in Section 2,
an examination of a human microbiome dataset is carried
out. Here, a cluster analysis to classify the proportion of the
most significant bacterial coabundance groups in the sample
is completed. Furthermore, an approach to deal with the
implementation of microbiome data as compositional data
in the predictor is presented. ,e relationship of age, body
mass index, and physical activity level with microbiome is
analyzed in Section 3. Here, we firstly consider the marginal
relation of age given a level of physical activity with
microbiome through a beta regression model. Next, we
examine the connection of BMI with the microbiome given
the level of physical activeness by using a mixture of logistics
regression model. Later, the joint relationship of these
variables is examined by using a t-copula. Finally, discussion
and extensions conclude the paper.

2. Analysis of a Human Microbiome Dataset

In our analyses we use a dataset available in Dubey et al.’s
[21] LogMPIE study. ,is dataset is freely accessible, and it
may be downloaded from the European Nucleotide Archive
(ENA) portal of the European Bioinformatics Institute
(https://www.ebi.ac.uk/ena/data/view/PRJEB25642). In this
study, as it was portrayed in the original description of the
dataset, they identify and map the Indian gut microbiome. It
was carried out in fourteen geographical locations. Indi-
viduals were uniformly selected across geographical regions
and some variables associated with changes in the structure
of microbiome such as BMI, age in years of the individual,
restricted to the interval 18–65 and level of physical activity
(sedentary-nonsedentary) and gender (male-female) were
also considered in their study design. In addition, a subject is
classified as an obese if his/her BMI is greater than 30. ,is
study recorded data from 1004 eligible individuals and re-
ported 993 unique microorganisms across the Indian
microbiome population. Unfortunately, in this dataset
neither a longitudinal analysis across time of individuals nor
changes in the composition of microbiome in old subjects
are available.

2.1. Cluster Analysis. In general, microbiome empirical
distribution includes a high proportion of zero observation
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and a truncation point mass to account for high values that
are too sparse to model; for that reason, models that gives an
accurate estimates of the true proportion of zeros have been
considered in the literature (see [22] and [23]). In addition,
given the dynamic character of the microbiome other
techniques such as functional response regression on cor-
related longitudinal microbiome sequencing data has been
recently considered in the literature [24]. In this work, in
order to facilitate further analyses and reduce the dimen-
sionality of our data set, we started carrying out a cluster
analysis. A main task of exploratory data mining, to group a
set of bacterial coabundance collections in such a way that
objects in the same group or cluster are more similar to each
other than to those in other clusters. We performed our
clustering based on the coabundance of genus-like groups at
a taxonomic level of species within a sample of 1004 subjects.
A total of 993 bacterial genera were identified. ,e core
microbiota analysis was completed by using theHierarchical
Ordered Partitioning and Collapsing Hybrid (HOPACH)
package in R that can be downloaded from the Bioconductor
website http://www.bioconductor.org/. ,is package in-
cludes the HOPACH clustering algorithm that assembles a
hierarchical tree of clusters by recursively portioning the
whole dataset while ordering and collapsing clusters at each
level. In our analysis, we have discarded redgenus that
contain at least a minimum relative abundance of 30%, i.e.,
70% of zeros in the sample of 1004 individuals. ,e algo-
rithm uses the MSS (Mean/Median Split Silhouette) criteria
to identify the level of the tree with maximally homogeneous
clusters. ,e correlation distance (cor) was the metric se-
lected for clustering the microbiome species by calculating
dissimilarities between variables. We have also used a
nonparametric bootstrap to estimate the probability that
each species belongs to each cluster and to better understand
the variability of each cluster. For that reason, we employed
the “boothopach” function by taking 1000 bootstrap
resample datasets to obtain a suitable balance between
precision and speed. As a result of this, we were able to group
the microbiome in five groups containing different numbers
of genera (see supplementary tables in Table 1). ,e five
different group of bacteria (classes) identified from the
cluster analyses could be associated with different taxonomic
groups according to the most abundant or representative
genus for each of the identified clusters. Groups 1 and 4 are
the two largest groups in terms of number of taxonomic
elements. Also, as in Group 1, a majority of members comes
from the Bacteroidales-Bacteroidaceae group that represents
almost 2/3 of the species contained in this cluster (17 out of
27 members), it could be related to Bacteroidales-Bacter-
oidaceae cluster. Group 4 is associated with Lachnospiraceae
which represent almost 1/3 of the total in this group (7 out of
23 members). ,e other three groups (2, 3, and 5) were
assigned to the Ruminococcaceae-Bifidobacteriaceae group
(5 out of 19 members), Negativicutes group (4 out of 19
members), and Pasteurellaceae group (3 out of 15 members),
respectively. ,e results and relationships between the
different elements on each of the clusters are presented in
Figure 1. Here, species close to each other in the tree are
shown in a similar way. ,e ordered distance matrix shows

the clustering structure. Similar clusters appear as blocks on
the diagonal of this heatmap. Darker colours represent small
distances whereas the lighter colours represent large dis-
tances. ,e identified clusters have different sizes and
compositions, with two large coabundance clusters,
grouping the majority of the genus analyzed. It is important
to note that we have combined under the name Group 0 all
the discarded operational taxonomic units, that is, all the
species with more that 70% of zeroes in the sample.

Table 2 displays the mean, median, and standard devi-
ation for each one of the coabundance groups. It is noticeable
that the proportion of bacteria that belongs to Group 1 is
higher in average than the proportion in the other groups.
,e variability is also larger for the first coabundance group.

In Figure 2, some ternary plots for different combina-
tions of the bacterial groups are displayed. In particular we
have compared the coabundance Group 1, with Group 2
(top left), Group 3 (top right), Group 4 (bottom left), and
Group 5 (bottom right). In order to ensure that the total sum
is one, we have combined the coabundance proportion for
the rest of the groups in each graph as Others. Group 1 is
always located at the top of each triangle. ,e proportion of
coabundance of Group 1 is measured in terms of the hor-
izontal lines, i.e., 0% of coabundance is measured in terms of
base of the triangle (farthest from the vertex Group 1). In the
lower left apex of each triangle is represented the groups
compared to Group 1. ,e right side of the triangle now
becomes the baseline for the percentage of the groups lo-
cated in this vertex. Finally, the combined groups are located
at the lower right apex of the triangle.

,e rate of coabundance for the combined groups is
calculated from the left side of the triangle (0% abundance)
to the lower right corner (100% abundance). It is observable
that the data lie from a high amount of coabundance of
Group 1 and Group 2 with a low coabundance of third,
fourth, and fifth groups (top left graph). From the rest of the
graphs, it can be inferred that when Group 1 is compared to
the other groups, the coabundance of these groups is lower
than in the former graph. Also, as Group 2 has been included
in the lot Others, the corresponding coabundance of the
combined group is higher than in the top left graph.

2.1.1. Compositional Data Predictor. Compositional data
can be defined as arrays of strictly positive numbers for
which ratios between them are important without any
further requirement [25]. Microbiome data are composi-
tional, that is, the distance between component values is only
meaningful proportionally (see [26]). ,e elements of the
composition are non-negative and sum to unity. An im-
portant issue in microbiome data is the large presence of
zeros; however, the issue of zero values in some components
is not addressed in most papers and especially in the task of
regression. In general, in compositional research problems,
most of the basic statistical analysis tools are incorrect unless
the variables are rewritten in terms of logarithms of ratios as
proposed in the log-ratio methodology for compositional
data. After computing these log-ratios, standard regression
methods can be used since the relative character of the
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Table 1: Composition of the five clusters identified in the analysis of the Indian dataset (Dubey et al., [21]).
Group 1
Bacteroidetes-Bacteroidia-Bacteroidales-Rikenellaceae-Alistipes-onderdonkii
Bacteroidetes-Bacteroidia-Bacteroidales-Rikenellaceae-Alistipes-putredinis
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-coprocola
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-coprophilus
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-dorei
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-fragilis
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-intestinalis
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-plebeius
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-thetaiotaomicron
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-uniformis
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-vulgatus
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-xylanisolvens
Bacteroidetes-Bacteroidia-Bacteroidales-Porphyromonadaceae-Barnesiella-intestinihominis
Firmicutes-Clostridia-Clostridiales-Eubacteriaceae-Eubacterium-biforme
Firmicutes-Clostridia-Clostridiales-Eubacteriaceae-Eubacterium-ventriosum
Firmicutes-Clostridia-Clostridiales-Clostridiales-Flavonifractor-plautii
Proteobacteria-Gammaproteobacteria-Enterobacteriales-Enterobacteriaceae-Klebsiella-variicola
Firmicutes-Bacilli-Lactobacillales-Lactobacillaceae-Lactobacillus-rogosae
Firmicutes-Negativicutes-Veillonellales-Veillonellaceae-Megasphaera-sp.
Bacteroidetes-Bacteroidia-Bacteroidales-Porphyromonadaceae-Odoribacter-splanchnicus
Bacteroidetes-Bacteroidia-Bacteroidales-Porphyromonadaceae-Parabacteroides-distasonis
Bacteroidetes-Bacteroidia-Bacteroidales-Porphyromonadaceae-Parabacteroides-merdae
Bacteroidetes-Bacteroidia-Bacteroidales-Prevotellaceae-Prevotella-copri
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Roseburia-sp.
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Ruminococcus-bromii
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Ruminococcus-callidus
Proteobacteria-Betaproteobacteria-Burkholderiales-Sutterellaceae-Sutterella-wadsworthensis
Group 2
Actinobacteria-Actinomycetales-Actinomycineae-Actinomycetaceae-Actinomyces-odontolyticus
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-massiliensis
Actinobacteria-Actinobacteria-Bifidobacteriales-Bifidobacteriaceae-Bifidobacterium-adolescentis
Actinobacteria-Actinobacteria-Bifidobacteriales-Bifidobacteriaceae-Bifidobacterium-bifidum
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Blautia-luti
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Blautia-wexlerae
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Butyrivibrio-crossotus
Actinobacteria-Coriobacteriia-Coriobacteriales-Coriobacteriaceae-Collinsella-aerofaciens
Firmicutes-Clostridia-Clostridiales-Eubacteriaceae-Eubacterium-eligens
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Faecalibacterium-prausnitzii
Firmicutes-Clostridia-Clostridiales-Clostridiales-Howardella-ureilytica
Proteobacteria-Gammaproteobacteria-Enterobacteriales-Enterobacteriaceae-Klebsiella-pneumoniae
Firmicutes-Negativicutes-Veillonellales-Veillonellaceae-Megasphaera-micronuciformis
Proteobacteria-Betaproteobacteria-Burkholderiales-Sutterellaceae-Parasutterella-excrementihominis
Firmicutes-Clostridia-Clostridiales-Peptostreptococcaceae-Peptostreptococcus-stomatis
Firmicutes-Negativicutes-Acidaminococcales-Acidaminococcaceae-Phascolarctobacterium-faecium
Spirochaetes-Spirochaetes-Spirochaetales-Spirochaetaceae-Treponema-succinifaciens
Firmicutes-Erysipelotrichia-Erysipelotrichales-Erysipelotrichaceae-Turicibacter-sanguinis
Lentisphaerae-Lentisphaeria-Victivallales-Victivallaceae-Victivallis-vadensis
Group 3
Proteobacteria-Alphaproteobacteria-Rhodospirillales-Acetobacteraceae-Acidiphilium-sp.
Verrucomicrobia-Verrucomicrobiae-Verrucomicrobiales-Akkermansiaceae-Akkermansia-muciniphila
Proteobacteria-Gammaproteobacteria-Aeromonadales-Succinivibrionaceae-Anaerobiospirillum-
succiniciproducens
Actinobacteria-Actinobacteria-Bifidobacteriales-Bifidobacteriaceae-Bifidobacterium-longum
Proteobacteria-Deltaproteobacteria-Desulfovibrionales-Desulfovibrionaceae-Bilophila-wadsworthia
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Blautia-obeum
Firmicutes-Erysipelotrichia-Erysipelotrichales-Erysipelotrichaceae-Bulleidia-p-1630-c5
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Coprococcus-catus
Proteobacteria-Deltaproteobacteria-Desulfovibrionales-Desulfovibrionaceae-Desulfovibrio-piger
Firmicutes-Negativicutes-Veillonellales-Veillonellaceae-Dialister-succinatiphilus
Firmicutes-Clostridia-Clostridiales-Eubacteriaceae-Eubacterium-siraeum
Firmicutes-Negativicutes-Veillonellales-Veillonellaceae-Megasphaera-elsdenii
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information is considered when analyzing the results, as one
group or variable can only increase in relative terms if some
other group or groups reduce. In this work we focus on the
case of compositional data being included in the predictor
variables. ,e effect of increasing one of the variables in
relative terms in the predictor therefore depends on which
other variables are decreased when this occur. In log-ratio
parlance, the effect of increasing one log-ratio is interpreted
while keeping all other log-ratios constant as the same log-
ratio may have different meaning depending on the way that
the other log-ratios in the model are assembled. ,us, the
interpretation of log-ratios as explanatory variables is usually
different from other approaches. Several different

approaches of building and interpreting the log-ratios have
been considered in the literature, often leading to the same
predictions and residuals [27]. Among the different pa-
rametrizations, in this work, we have chosen centred log-
ratios [28]. In our analysis, we consider a vector of 6-di-
mensional real space that carries information on the relative
importance of its components,

xi � xi0, xi1, . . . , xi5( 􏼁 ∈ R6
+,withxij > 0,

j � 0, 1, 2, . . . , 5, 􏽘
5

j�0
xij � 1,

(1)

Table 1: Continued.
Firmicutes-Negativicutes-Selenomonadales-Selenomonadaceae-Mitsuokella-jalaludinii
Firmicutes-Negativicutes-Selenomonadales-Selenomonadaceae-Mitsuokella-multacida
Bacteroidetes-Bacteroidia-Bacteroidales-Prevotellaceae-Prevotella-stercorea
Firmicutes-Clostridia-Clostridiales-Clostridiaceae-Romboutsia-ilealis
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Ruminiclostridium-siraeum
Actinobacteria-Coriobacteriia-Eggerthellales-Eggerthellaceae-Slackia-isoflavoniconvertens
Proteobacteria-Betaproteobacteria-Burkholderiales-Sutterellaceae-Sutterella-sp.
Group 4
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-caccae
Bacteroidetes-Bacteroidia-Bacteroidales-Bacteroidaceae-Bacteroides-ovatus
Firmicutes-Erysipelotrichia-Erysipelotrichales-Erysipelotrichaceae-Catenibacterium-mitsuokai
Firmicutes-Clostridia-Clostridiales-Clostridiaceae-Clostridium-bartlettii
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Coprococcus-comes
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Coprococcus-eutactus
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Dorea-formicigenerans
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Dorea-longicatena
Firmicutes-Clostridia-Clostridiales-Eubacteriaceae-Eubacterium-hadrum
Firmicutes-Clostridia-Clostridiales-Eubacteriaceae-Eubacterium-hallii
Firmicutes-Clostridia-Clostridiales-Eubacteriaceae-Eubacterium-ramulus
Proteobacteria-Alphaproteobacteria-Rhizobiales-Hyphomicrobiaceae-Gemmiger-formicilis
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Lachnoclostridium-clostridioforme
Firmicutes-Clostridia-Clostridiales-Oscillospiraceae-Oscillibacter-sp.
Firmicutes-Negativicutes-Acidaminococcales-Acidaminococcaceae-Phascolarctobacterium-succinatutens
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Roseburia-faecis
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Roseburia-inulinivorans
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Ruminococcus-faecis
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Ruminococcus-gnavus
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Ruminococcus-sp.
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Ruminococcus-torques
Firmicutes-Negativicutes-Selenomonadales-Selenomonadaceae-Selenomonas-bovis
Proteobacteria-Betaproteobacteria-Burkholderiales-Sutterellaceae-Sutterella-stercoricanis
Group 5
Proteobacteria-Gammaproteobacteria-Pasteurellales-Pasteurellaceae-Actinobacillus-minor
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Blautia-faecis
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Blautia-producta
Firmicutes-Clostridia-Clostridiales-Clostridiaceae-Clostridium-disporicum
Firmicutes-Clostridia-Clostridiales-Clostridiaceae-Clostridium-perfringens
Firmicutes-Clostridia-Clostridiales-Clostridiaceae-Clostridium-sp.
Proteobacteria-Deltaproteobacteria-Desulfovibrionales-Desulfovibrionaceae-Desulfovibrio-D168
Proteobacteria-Gammaproteobacteria-Enterobacteriales-Enterobacteriaceae-Escherichia-coli
Proteobacteria-Gammaproteobacteria-Pasteurellales-Pasteurellaceae-Haemophilus-parainfluenzae
Proteobacteria-Gammaproteobacteria-Pasteurellales-Pasteurellaceae-Haemophilus-pittmaniae
Firmicutes-Bacilli-Lactobacillales-Lactobacillaceae-Lactobacillus-ruminis
Proteobacteria-Gammaproteobacteria-Pseudomonadales-Pseudomonadaceae-Pseudomonas-lini
Firmicutes-Clostridia-Clostridiales-Lachnospiraceae-Roseburia-intestinalis
Firmicutes-Clostridia-Clostridiales-Ruminococcaceae-Ruminococcus-gauvreauii
Firmicutes-Negativicutes-Veillonellales-Veillonellaceae-Veillonella-dispar
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where i � 1, . . . , 1004. Note that the explanatory variables xij

represent the proportion of the bacterial coabundance
proportion of Group j in individual i. Centred log-ratios are
calculated by using a quotient between each variable and the
geometric mean of all components (see [28]),

log2
xj

�������
􏽑

5
j�0 xj

6
􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠, with j � 0, 1, 2, . . . , 5. (2)

,e fact that we are using logarithms to base 2 means
that a unit increase in this logarithm leads to a double in-
crease in the original magnitude. In order to avoid perfect
collinearity one centred log-ratio must be deleted from the
regression equation. Since all six centred log-ratios add-up
to zero, by increasing a fixed centred log-ratio while keeping
the other four remaining log-ratios in the regression
equation (with regressors βj with j � 0, 1, 2, . . . , 5) constant
implies increasing the given centred log-ratio whilst re-
ducing the omitted centred log-ratio by the same amount. In
this regard, a positive statistically significant regression βj

coefficient indicates an increasing value of the covariate xj at
the expense of decreasing the amount of the omitted
component has a significant positive effect on expected value
of the response variable. ,is is equivalent to say that in
terms of logarithm of base 2, βj is interpreted as the expected

change in the response variable when the ratio between xj

and the omitted explanatory variable is multiplied by six.
Finally, in order to obtain the estimates and their corre-
sponding p values for all possible pair combinations, the
model needs to be repeated six different times by ignoring
each time a different centred log-ratio.

3. Relation of Age, BMI, and Level of Physical
Activity with Microbiome

In this section, we firstly consider the marginal relation of
age given a level of physical activity with microbiome
through a beta regression model. Next, we examine the
connection of BMI with the microbiome given the level of
physical activeness by using a mixture of logistics regression
model. Finally, the joint relationship of these variables is
examined via a t-copula.

3.1. Relation of Age and Level of Physical Activity with
Microbiome. It is our interest to model the relationship
between the age of the subject and the proportion of each
coabundance genus-like groups at taxonomic level of species
via a beta regression model (see Ferrari and Cribari-Neto
[29]). ,is model assumes that the response variable is beta
distributed using a parametrization of the beta law that is
indexed by mean and dispersion parameters. ,is regression
family is useful for modeling rates and proportions, that is,
in situations where the dependent variable of interest is
continuous and restricted to a bounded interval (a, b) where
a and b are known scalars with a< b. ,is model is related to
other variables through a regression structure. Our goal is to
explain a continuous response variable Y1 with a<y1 < b.
,e density of Y1 is defined as follows:

f1 y1i|ωi, ϕ( 􏼁 �
Γ(ϕ)(b − a)

1−ϕ

Γ ωiϕ( 􏼁Γ 1 − ωi( 􏼁ϕ( 􏼁

y1i − a

b − a
􏼒 􏼓

ωiϕ− 1 b − y1i

b − a
􏼠 􏼡

1−ωi( )ϕ− 1

,

(3)

with 0<ωi < 1 and ϕ> 0 with i � 1, . . . , n. ,is parametri-
zation allows us to obtain a regression structure for the mean
of the response along with a dispersion parameter ϕ. Here, n

is the sample size and E(Y1i) � ωi(b − a) + a. ,e variance
of the response variable can be easily explained in terms of its
mean by the following expression Var(Y1i) � (b − a)2

ωi(1 − ωi)/1 + ϕ.,e variance decreases with the value of the
dispersion parameter.

Let us now consider that a random variable Y1i denoting
age of the individual i in the sample is related to a com-
positional data predictor related to each one the coabun-
dance groups, xi � (1, ui1, . . . , ui5)

⊤ where (ui1, . . . , ui5) are
chosen among all combinations without repetition from the
vector (xi0/

�������
􏽑

5
j�0 xj

6
􏽱

, . . . , xi5/
�������
􏽑

5
j�0 xj

6
􏽱

)⊤ taking 5 compo-
nents at a time. ,en, by using the logit link (i.e.,
h(ωi) � logω1/1 − ωi), we have that
ωi � exp(x⊤i β)/1 + exp(x⊤i β), where β � (β0, β1, . . . , β5)

⊤ is

Figure 1: Heatmap of coabundance groups. ,is figure represents
the distance among the abundances of the different genus of
bacteria characterised in the sequencing analyses. ,e dashed lines
depict the boundaries between the five different clusters. Darker
colours represent closer distances (coabundance) between genus
whereas lighter colours displays larger distances.

Table 2: Mean, median, and standard deviation for each
coabundance group.

Coabundance group Mean Median Standard deviation
Group 1 0.5548 0.5669 0.1542
Group 2 0.1899 0.1670 0.1024
Group 3 0.0816 0.0624 0.0688
Group 4 0.0899 0.0813 0.0517
Group 5 0.0603 0.0239 0.0859
Group 0 0.0235 0.0120 0.0632
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a vector of regressors. Other choices for the link function
link functions for the response model are feasible.

We have fitted this beta regression model to this dataset
to explain the response variable Age by considering two
levels of physical activity: sedentary and nonsedentary by

assuming a � 17.5 and b � 65.5. Below in Table 3, the es-
timates and p values associated with the six predictors for
individuals classified as sedentary for each microbiome
coabundance group’s proportion obtained under the re-
gression model (1). Similarly, in Table 4 estimates and p
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Figure 2: Ternary plots associated to different coabundance groups. (a) Group1/Group 2/Other groups. (b) Group 1/Group 3/Other groups.
(c) Group 1/Group 4/Other groups. (d) Group 1/Group 5/Other groups.

Table 3: Parameter estimates (first row) and p values (second row) for the regressors associated with the six predictors for individuals
classified as sedentary. ,e response variable is age.

Predictor 1 Predictor 2 Predictor 3 Predictor 4 Predictor 5 Predictor 6

Group 1 −0.0341 — 0.1369 0.0047 −0.0050 0.0921
0.6026 — 0.1388 0.9593 0.9473 0.1262

Group 2 −0.1708 −0.1368 — −0.1313 −0.1500 −0.0448
0.0117 0.1388 — 0.0861 0.0686 0.4267

Group 3 −0.0404 −0.0064 0.1305 — −0.0076 0.0857
0.49404 0.9439 0.0880 — 0.7957 0.0956

Group 4 −0.0448 −0.0112 0.1253 −0.0046 — 0.0809
0.4992 0.9017 0.1923 0.9515 — 0.2157

Group 5 −0.1260 −0.0921 0.0446 −0.0863 −0.1023 —
0.0044 0.1261 0.4286 0.0931 0.0284 —

Group 0 — 0.0341 0.1708 0.0397 0.0145 0.1261
— 0.6025 0.0117 0.5010 0.6334 0.0044

Intercept −0.1209 −0.1210 −0.1214 −0.1178 −0.1088 −0.1210
0.5175 0.5173 0.5157 0.5285 0.5659 0.5173

ϕ 2.9797 2.9795 2.9796 2.9789 2.9807 2.9795
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

AIC 3481.07 3481.07 3481.07 3481.07 3480.86 3481.07
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values results for each predictor are shown for nonsedentary
subjects. From these tables, it is discernible that for the first
predictor the regressor associated to Group 5 for sedentary
individuals is statistically significant at the 5% level whereas
it is not for nonsedentary subjects. Its value, −0.1260, is
interpreted as the decrease in the covariate x5 (i.e., Pas-
teurellaceae) at the expense of increasing the amount of x0
has a significant negative effect on h(ωi) while keeping the
remaining four log-ratios in the equation constant. In a
similar fashion for the third predictor for the nonsedentary
subjects the explanatory variables, x1, x3, x4, and x5 are
significant at the same level while they are not for the
sedentary individuals. For all these covariates, the sign of
their regressors is positive; therefore, an increase in these
regressors at the expense of decreasing the value of x2 has a
significant effect on the transformation of the expected value
of the mean of the model. For the fourth predictor, the
regression coefficient associated to the second group is only
significant for the nonsedentary party. Similarly for the fifth
predictor, x5 is significant for the sedentary individuals
whereas the regressor associated to Group 2, i.e., Rumino-
coccaceae-Bifidobacteriaceae is significant for the non-
sedentary individuals. Similar situation is also verified for
the sixth predictor. On the other hand, for the sedentary
subjects, the variable x0 is a positive significant variable.

In Figure 3, we have plotted the histograms of the
empirical distribution of the response variable Age for the
nonsedentary (top left panel) and sedentary (bottom left
panel) subjects. For both histograms, we have superimposed
the probability density function of the beta distribution. It is
observable that this distribution provides a better fit to
empirical data for the nonsedentary group than for the
sedentary party. Furthermore, we have performed a diag-
nostic analysis to check the goodness-of-fit of the estimated
model by providing a global measure of explained variation
and graphical tools based on QQ-plots, to detect departures
from the given model and influential observations. Residuals
are used to check the appropriateness of a chosen model and

to identify outliers. For that reason, randomized quantile
residuals (Dunn and Smyth [30]) are used since other type of
residuals, i.e., Pearson’s and deviance residuals are far from
normality when the parameters of the model are known and
they fail to provide useful information of the inadequacy of
the model. ,e ith randomized quantile residuals for a dis-
crete response variable is defined as rq,i

� Φ−1(F(y1i; 􏽢ωi,
􏽢ϕ))

where Φ−1(·) is the quantile function of the standard normal
distribution and F(y1i; 􏽢ωi,

􏽢ϕ) is the cumulative distribution
function associated to the beta regression model evaluated at
the estimated parameters for i � 1, . . . , n. In the right panels
of Figure 3, the QQ-plots of the randomized quantile re-
siduals of the beta regression models when the predictor 1 is
considered for the nonsedentary (top right) and sedentary
(bottom right) subjects. Each dot on the plots represents an
empirical residual. A perfect alignment with the 45° line
implies that the residuals are normally distributed. In general,
it is observable that the residuals for the nonsedentary group
adhere closer to the line in the whole distribution.

3.2. Relation of BMI and Level of Physical Activity with
Microbiome. Regardless of the gender, the empirical distri-
bution of BMI in humans is bimodal. ,en, finding appro-
priate statistical models that have the capacity to explain
bimodal datasets is an issue of vital importance. In this work,
we use a mixture of two logistic distributions with different
locations and scale parameters.Wehave chosen this family for
its flexibility and simplicity. It is nowour interest to explain the
BMI in the population in terms of a random variable Y2 ∈ R.
,e probability density function of this random variable is

f2 y2i|wi, μ1, σ1, μ2, σ2( 􏼁 �
wi

4σ1
sech2

y2i − μ1
2σ1

􏼠 􏼡, (4)

+
1 − wi

4σ2
sech2

y2i − μ2
2σ2

􏼠 􏼡, (5)

Table 4: Parameter estimates (first row) and p values (second row) for the regressors associated with the six predictors for individuals
classified as nonsedentary. ,e response variable is age.

Predictor 1 Predictor 2 Predictor 3 Predictor 4 Predictor 5 Predictor 6

Group 1 −0.0465 — 0.1209 −0.0105 −0.0745 0.0159
0.4022 — 0.0283 0.8851 0.3583 0.7459

Group 2 −0.1673 −0.1209 — −0.1328 −0.1954 −0.1052
0.0063 0.1151 — 0.0461 0.0344 0.0459

Group 3 −0.0358 0.0108 0.1318 — −0.0637 0.0265
0.4957 0.8814 0.0477 — 0.4014 0.5497

Group 4 0.0277 0.0745 0.1954 0.0641 — 0.0899
0.6623 0.3583 0.0344 0.3983 — 0.1771

Group 5 −0.0623 −0.0157 0.1052 −0.0263 −0.0902 —
0.1196 0.7484 0.0458 0.5522 0.1753 —

Group 0 — 0.0465 0.1674 0.0349 −0.0280 0.0622
— 0.4021 0.0063 0.5069 0.6589 0.1206

Intercept −0.1641 −0.1642 −0.1641 −0.1667 −0.1643 −0.1649
0.2890 0.2888 0.2892 0.2820 0.2887 0.2869

ϕ 2.9002 2.8999 2.9000 2.8981 2.8999 2.8999
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

AIC 4155.08 4155.08 4155.08 4155.08 4155.08 4155.08
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where μ1, μ2 ∈ R are location parameters and σ1, σ2 > 0 are
scale parameters. In thismodel, itwill alsobe assumed that the
weight parameter for each individual in the sample is again
expressed as a function of the same group of covariates,
wi � exp(x⊤i α)/1 + exp(x⊤i α), where α � (α0, α1, . . . , α5)

⊤ is
a vector of regressors. Other choices for the link function link
functions for the response model are also possible. ,is
parametrization enable us to obtain a regression structure for
the mean of the response in the following way, E(Y2i) �

wiμ1+ (1 − wi)μ2. ,e variance of the response variable is
written in terms of the following linear combination of the
scale parameters:

Var Y2i( 􏼁 �
π2

3
wiσ1( 􏼁

2
+ 1 − wi( 􏼁σ2( 􏼁

2
􏽮 􏽯. (6)

We have now fitted the mixture of logistics regression
model given by (5) to this dataset to explain the dependent
variable BMI by again considering two levels of physical
activity: sedentary and nonsedentary. In Table 5, the esti-
mates and p values associated with the six predictors for
individuals classified as sedentary for each microbiome
coabundance groups proportion obtained under this mix-
ture of logistics regression model (5). In a similar way, in
Table 6, estimates and p values results for each predictor are
shown for nonsedentary subjects. From these tables, it is
apparent that for the first predictor the regressor associated
toGroup 1 for sedentary individuals is statistically significant
at the 5% level whereas it is not for non-sedentary subjects.

,e estimated value is −0.3631, that it is interpreted as the
decrease in the covariate x1 (i.e., Bacteroidales-Bacter-
oidaceae) at the expense of increasing the amount of x0 has a
significant negative effect on h(ωi) while keeping the
remaining four log-ratios in the equation of the predictor
constant. Similarly, for the second predictor and the sed-
entary subjects, the explanatory variables, x0 is statistically
significant at the 10% significance level while it is not for the
nonsedentary individuals. ,e sign of this regression coef-
ficient is positive; therefore, an increase in this regressor at
the expense of decreasing the value of x1, while keeping the
other four log-ratios in the equation constant has a sig-
nificant effect on the transformation of the expected value of
the mean of the model. Finally, for predictor 3, the re-
gression coefficient associated to the first group is only
significant at the 10% significance level for the sedentary
individuals. ,e sign of this regressor is negative.

In Figure 4, we have plotted the histograms of the
empirical distribution of the response variable BMI for the
nonsedentary (top left panel) and sedentary (bottom left
panel) individuals. For both histograms, we have super-
imposed the density function of the mixture of logistics
distributions. It can be seen that this distribution is able to
reproduce the two modes of the empirical distribution for
both cohorts. Note that for the group of sedentary indi-
viduals, the second modal value located around the BMI
value of 31 is clearly more predominant. Once again, we have
plotted the QQ-plots of the randomized quantile residuals of
this mixture of logistics regression when the first predictor 1
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Figure 3: Histograms of theAge distributions and the beta density superimposed and QQplots of the randomized quantile residuals (RQRs)
for each regressionmodel by using Predictor 1. (a) Histogram of age and nonsedentary. (b) RQR of age and nonsedentary against Predictor 1
regression model. (c) Histogram of age and sedentary. (d) RQR of age and sedentary against Predictor 1 regression model.
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is considered for the nonsedentary (top right) and sedentary
(bottom right) individuals. In general, it is observable that
the residuals for the nonsedentary group adhere closer to the
line in the whole distribution but it underestimates the top
part of the distribution of residuals.

3.3. Joint Relation of Age, BMI, and Level of Physical Activity
withMicrobiome. ,e degree of association between the two
variables age and BMI in the sample for the different levels of
physical activity can be summarized in terms of some
measures of correlation for bivariate data. In Table 7,

Table 5: Parameter estimates (first row) and p values (second row) for the regressors associated with the six predictors for individuals
classified as sedentary. ,e response variable is BMI.

Predictor 1 Predictor 2 Predictor 3 Predictor 4 Predictor 5 Predictor 6

Group 1 −0.3631 — −0.5055 −0.2915 −0.1853 −0.1829
0.0492 — 0.0534 0.2393 0.4711 0.2635

Group 2 0.2200 0.3914 — 0.2154 0.3215 0.1421
0.2429 0.1217 — 0.3117 0.2173 0.3455

Group 3 −0.0267 0.2575 −0.2111 — 0.1062 −0.0071
0.8716 0.2966 0.3209 — 0.6199 0.9604

Group 4 −0.1777 0.0996 −0.3113 −0.1064 — −0.1145
0.3450 0.6939 0.2281 0.6195 — 0.5254

Group 5 −0.0527 0.2175 −0.2280 −0.0181 0.0881 —
0.6648 0.1641 0.1379 0.9004 0.6246 —

Group 0 — 0.3143 −0.1292 0.0849 0.1911 0.1057
— 0.0819 0.4838 0.6061 0.3049 0.3826

Intercept 0.3101 0.3894 0.3626 0.3633 0.3634 0.3374
0.5688 0.4873 0.4983 0.4989 0.4989 0.5406

μ1
24.4923 24.70000 24.4250 24.4537 24.4532 24.6451
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

μ2
31.3471 31.4683 31.3505 31.3616 31.3613 31.4405
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

s1
2.1269 2.1761 2.0905 2.0984 2.0984 2.1679
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

s2
1.6660 1.6123 1.6664 1.6643 1.6644 1.6371
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

AIC 2717.15 2717.25 2716.83 2716.83 2716.83 2717.54

Table 6: Parameter estimates (first row) and p values (second row) for the regressors associated with the six predictors for individuals
classified as nonsedentary. ,e response variable is BMI.

Predictor 1 Predictor 2 Predictor 3 Predictor 4 Predictor 5 Predictor 6

Group 1 0.0419 — 0.1453 0.0264 0.2168 0.0526
0.6145 — 0.4500 0.8847 0.2696 0.6742

Group 2 −0.1095 −0.1466 — −0.1185 0.0662 −0.1277
0.4624 0.4459 — 0.4661 0.7654 0.3291

Group 3 0.0164 −0.0282 0.1186 — 0.1793 0.0202
0.8980 0.8769 0.4660 — 0.3258 0.8540

Group 4 −0.1438 −0.1902 −0.0425 −0.1618 — −0.1669
0.3464 0.3322 0.8481 0.3746 — 0.2921

Group 5 0.0084 −0.0252 0.1204 0.0022 0.1827 —
0.9295 0.8366 0.3558 0.9843 0.2488 —

Group 0 — −0.0328 0.1126 −0.0056 0.1725 −0.0027
— 0.8068 0.4497 0.9650 0.2594 0.9771

Intercept 0.2075 0.2282 0.2308 0.2307 0.1902 0.1731
0.6145 0.5798 0.5754 0.5754 0.6438 0.6438

μ1
23.9065 23.8923 23.8953 23.8921 23.8906 23.8869
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

μ2
31.2608 31.2582 31.2606 31.2576 31.2563 31.2567
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

s1
1.9478 1.9444 1.9434 1.9417 1.9408 1.9418
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

s2
1.4769 1.4785 1.4779 1.4788 1.4790 1.4803
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

AIC 3264.49 3264.45 3264.45 3264.45 3264.47 3264.58
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Pearson’s, Spearman’s, and Kendall’s measures of correla-
tion for these continuous random variables are displayed. It
is noticeable that there exists weak positive correlation
between these two variables. ,e degree of association is less
intense for the nonsedentary individuals.

We model the joint dependence of age and BMI for
different level of physical activity and their relationship with
the proportion of each coabundance genus-like groups at
taxonomic level of species via a t-copula with degrees of
freedom (df) parameter ]> 1 with marginal distributions

given by the beta regression model given in (1) and the
mixture of logistics distributions provided in (5).,e density
of this of this multivariate distribution is defined as

g y
i
|Θ1,Θ2,Θ3􏼐 􏼑 �

Γ(] + 1/2)Γ(]/2) 1 + zΣ− 1
z
⊤
/]􏼒 􏼓

−]+2/2

Γ(] + 1/2)
2
|Σ|1/2 􏽑

2
j�1 1 + z

2
j/]􏼐 􏼑

−]+1/2

× f1 yi1|Θ1( 􏼁 × f2 yi2|Θ2( 􏼁,

(7)

where y
i
: � (yi1, yi2)

⊤, Θ1 � (β, ϕ), Θ2 � (α, μ1, σ1, μ2, σ2),
and Θ3 � (],Σ). Here, Σ: � (ρij)1≤ i,j≤ 2 is a symmetric and
positive definite scatter matrix with dimension 2 × 2 with
unit diagonal entries and −1< ρij < 1, | · | denotes the de-
terminant of a matrix, and Γ(·) is the complete gamma
function. Also, z : � (z1, z2)

⊤ with zj � t−1
] (Fj(yj|Θj))

with j � 1, 2, where t−1
] (·) is the quantile function of uni-

variate t-distribution with ] df and Fj(yij|Θj) is the cdf

0.00

0.02

0.04

0.06

0.08

0.10

0.12

Pr
ob

20 25 30 35 4015
BMI

(a)

-4

-2

0

2

4

Sa
m

pl
e q

ua
nt

ile
s

-2 -1-3 1 2 30
Theoretical quantiles

(b)

0.00

0.05

0.10

0.15

Pr
ob

20 25 30 35 40 4515
BMI

(c)

-4

-2

0

2

4

Sa
m

pl
e q

ua
nt

ile
s

10 2 3-2 -1-3
Theoretical quantiles

(d)

Figure 4: Histograms of the BMI distributions and the mixture of logistic density superimposed and QQplots of the randomized quantile
residuals (RQR) for each regressionmodel by using Predictor 1. (a) Histogram of BMI and nonsedentary. (b) RQR of BMI and nonsedentary
against Predictor 1 regression model. (c) Histogram of BMI and sedentary. (d) RQR of BMI and sedentary against Predictor 1 regression
model.

Table 7: Pearson’s, Spearman’s, and Kendall’s measures of cor-
relation for the variables age and BMI and different levels of
physical activity.

Measure of correlation
Physical activeness level

Sedentary Nonsedentary
Pearson’s 0.2238 0.1738
Spearman’s 0.2060 0.1828
Kendall’s 0.1421 0.1242
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associated to the regression models presented above with
i � 1, . . . , n.

,e corresponding log-likelihood function, given a
sample y: � y1, . . . , y

n
is provided by

ℓ Θ1,Θ2,Θ3|y( 􏼁 � ℓC Θ1,Θ2,Θ3|y( 􏼁 + ℓM Θ1,Θ2|y( 􏼁

� n log Γ
] + 1
2

􏼒 􏼓 + n log Γ
]
2

􏼒 􏼓 − 2n log Γ
] + 1
2

􏼒 􏼓

−
n

2
log|Σ| −

] + 2
2

􏽘

n

i�1
log 1 +

ziΣ
− 1

z
⊤
i

]
􏼠 􏼡

+
] + 1
2

􏽘

n

i�1
􏽘

2

j�1
log 1 +

z
2
ij

]
⎛⎝ ⎞⎠ + n log Γ(ϕ) + n(1 − ϕ)log(b − a)

− 􏽘
n

i�1
log Γ ωiϕ( 􏼁 + log Γ 1 − ωi( 􏼁ϕ( 􏼁( + 􏽘

n

i�1
ωiϕ − 1( 􏼁log

yi − a

b − a
􏼒 􏼓

+ 􏽘
n

i�1
1 − ωi( 􏼁ϕ − 1( 􏼁log

b − yi

b − a
􏼠 􏼡

+ 􏽘
n

i�1
log

wi

4σ1
sech2

y2i − μ1
2σ1

􏼠 􏼡 +
1 − wi

4σ2
sech2

y2i − μ2
2σ2

􏼠 􏼡􏼠 􏼡,

(8)

where ℓC(·) and ℓM(·) are the log-likelihood functions of the
copula and marginal model, respectively. Maximum likeli-
hood estimation can be used to estimate the parameters of
expression (8) via an adaptive maximization by parts (MBP)
algorithm as described in [31], by using initial estimates
( 􏽢Θ(0)

1 , 􏽢Θ(0)

2 , 􏽢Θ(0)

3 ) generated by inference for margins algo-
rithm. In the step k of this algorithm for k � 1, 2, . . ., we find,

􏽢Θ(k)

1 , 􏽢Θ(k)

2􏼒 􏼓 � argmax ℓM Θ1,Θ2|y( 􏼁 + ℓC Θ1,Θ2|y, 􏽢Θ(k−1)

3􏼒 􏼓􏼚 􏼛,

Θ(k)
3 � argmax ℓC Θ3|y, 􏽢Θ(k)

1 , 􏽢Θ(k)

2􏼒 􏼓.

(9)

,e algorithm stops when a terminating condition be-
tween two consecutive iterations is reached, i.e.,

ℓ 􏽢Θ(k)

1 , 􏽢Θ(k)

2 , 􏽢Θ(k)

3 |y􏼒 􏼓−ℓ 􏽢Θ(k−1)

1 , 􏽢Θ(k−1)

2 , 􏽢Θ(k−1)

3 |y􏼒 􏼓

������

������1
<10−3

.

(10)

Finally, we have fitted the bivariate distribution given in
(5) to the bivariate data set. Once again, the two levels of
physical activeness have been considered. Results are shown
in Table 8 for the sedentary case and Table 9 for the non-
sedentary situation. When using the first predictor, i.e., the
omitted covariate is x0, the variable x5 and x1 are statistically
significant at the 5% level of significance for the variables age
and BMI, respectively, for sedentary individuals while they
are not for the nonsedentary group. Also, the regressor
associated with the covariates x2 and x0 for the BMI are
significant at the same level of significance for the sedentary
individuals whereas they are not for the nonsedentary group.

,e sign of these regression coefficients is negative. Con-
versely, for the third predictor and the variable Age, the
regressors for the variables x3 and x5 are positive significant
only for the nonsedentary subjects. In addition, the variable
x3 is positive significant for the variable BMI for the same
level of physical activeness. Regression coefficients associated
to x2 in the fourth and fifth predictors (omitted variables x3
and x4, respectively) are negative significant for the response
variable age. Finally, when the explanatory variable x5 is
deleted, the regressor linked to x0 is positive significant at the
5% level for the sedentary subjects and response variable Age.
Similarly, for this sixth predictor, the regressor associated to
the variable x2 for the same response variable is negative
significant for individuals classified as nonsedentary.

4. Discussion and Extensions

Although genetic information can reliably inform about the
future appearance of certain diseases and it is an element of
great interest for different stakeholders, this genomic in-
formation is considered in the highest level of confidentiality
and protected from disclosure. In this sense, in the insurance
industry, a particularity of genomic information in this
context is that it does not only provide information and
knowledge about the individual taking the insurance but also
in respect to their ancestors and descendants. As a conse-
quence of these limitations, international regulators, e.g., the
Council of Europe encourages insurers to update their ac-
tuarial bases according to relevant and new scientific
knowledge and this may open the gates to explore new
avenues and data types and information sources. As part of
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this new vision, we have examined the potential use of
microbiome information in some variables associated with
the insurance underwriting. Recent investigations have
shown that changes in the gut microbiome are associated to
certain risk of pathologies could be a potential proximal
predictor of disease onset.

Recently, in an unpublished work by using text mining
techniques in life insurance literature and microbiome re-
search, a significant overlap between certain diseases and
health conditions and other elements that are considered in
insurance underwriting. One of these elements is the body
mass index (BMI). ,is is one of the variables considered in
the standard health declaration. Traditionally, this decla-
ration is the first step in the risk assessment in health in-
surance underwriting practice. Certainly, depending on the

level of insured capital and age of the policyholder, extra
medical examination will be the obligatory required guar-
antee regardless of the outcome of the standard health
declaration. However, medical examinations are expensive,
disturbing for the applicant and time-consuming in the
underwriting process (see [32]). ,e importance of BMI is
linked to obesity that will lead to large number of chronic
diseases, and consequently increase health expenditures and
claims costs. ,erefore, an early detection of obesity is
crucial to safeguard the financial structure of the health
insurance provider. Similar conclusions can be drawn about
the early detection of cardiovascular, mental metabolic or
immune diseases. ,en, it is extremely important for the
private health insurers to monitor their policyholders’ health
status in order to reduce future claims costs.

Table 8: Parameter estimates (first row) and p values (second row) for the regressors associated with the six predictors for individuals
classified as sedentary (bivariate regression model).

Predictor 1 Predictor 2 Predictor 3 Predictor 4 Predictor 5 Predictor 6

Age

Group 1 −0.0051 — 0.0603 −0.0000 0.0346 0.0857
0.9316 — 0.5081 0.9997 0.6975 0.1475

Group 2 −0.1580 −0.1524 — −0.1233 −0.0983 −0.0437
0.0178 0.0944 — 0.1011 0.2985 0.4303

Group 3 −0.0462 −0.0293 0.1203 — 0.0167 0.0824
0.4265 0.7436 0.1103 — 0.8232 0.1031

Group 4 −0.0430 −0.0371 0.0880 −0.0065 — 0.0765
0.5101 0.6761 0.0116 0.0745 — 0.2339

Group 5 −0.1125 −0.1045 0.0161 −0.0825 −0.0603 —
0.0099 0.0779 0.7711 0.1027 0.3485 —

Group 0 — 0.0126 0.1463 0.0440 0.0645 0.1257
— 0.8448 0.0282 0.4480 0.3238 0.0039

Intercept −0.2183 −0.1924 −0.0095 −0.1094 −0.1543 −0.1174
0.2361 0.2958 0.9587 0.5517 0.4014 0.5226

ϕ 3.1241 3.1261 3.1143 3.1354 3.1258 3.1411
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

BMI

Group 1 −0.3887 — −0.4573 −0.2960 −0.1711 −0.2530
0.0292 — 0.0642 0.2154 0.4850 0.1132

Group 2 0.1077 0.4876 — 0.1827 0.3142 0.2227
0.5429 0.0500 — 0.3680 0.2120 0.1314

Group 3 −0.0647 0.3060 −0.1777 — 0.1355 0.0421
0.6835 0.2018 0.3813 — 0.5090 0.7622

Group 4 −0.2022 0.1727 −0.3104 −0.1363 — −0.0920
0.2598 0.4813 0.2169 0.5057 — 0.5961

Group 5 −0.1169 0.2616 −0.2148 −0.0417 0.0902 —
0.3182 0.1023 0.1444 0.7640 0.6033 —

Group 0 — 0.3713 −0.1111 0.0640 0.1979 0.1079
— 0.0362 0.5286 0.6857 0.2685 0.3546

Intercept 0.4546 0.3999 0.3452 0.3700 0.3962 0.3764
0.3794 0.4365 0.4995 0.4692 0.4403 0.4631

μ1
24.5370 24.5337 24.5521 24.5309 24.5345 24.5355
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

μ2
31.4511 31.4477 31.4557 31.4509 31.4486 31.4552
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

s1
1.9793 1.9764 1.9786 1.9708 1.9752 1.9791
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

s2
1.5562 1.5576 1.5530 1.5526 1.5572 1.5599
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

ρ12
0.2554 0.2550 0.2571 0.2557 0.2558 0.2557
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

] 17.1151 17.1042 16.9295 16.8143 17.0653 16.9971
0.0050 0.0050 0.0046 0.0043 0.0049 0.0047
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,e main findings of our analysis show that the second
bacterial coabundance group associated to Ruminococca-
ceae-Bifidobacteriaceae has a significant negative effect on
the expected value of the response variable Age for the
nonsedentary individuals. ,is issue is verified not only for
the marginal model associated with the response variable age
but also for the joint regression model. Concerning the fifth
coabundance group related to Pasteurellaceae, it was ob-
served a positive impact on the expected value of age for the
sedentary individuals in the marginal model; in contrast, for
some predictors, a negative impact in the mean of the re-
sponse variable age is noticed under the bivariate regression
model. ,is fact is somehow consistent with the recent work
of Jollet et al. [33], where it is described a randomized clinical
trial that shows in two of the bacterial groups of the

Pasteurellaceae group are related to the level of physical
activity. However, the degree that this conclusion is valid is
arguable since, in general it appears that the majority of
people have a unique baseline microbiome that is influenced
by environmental conditions. ,e standard microbiome
composition is affected not only by the level of physical
activity but also for other factors such as age, diet, and
medication. In addition, we have only analyzed a single
observation of the gut microbiome per individual limited to
the age interval 18–65. It should be highly recommended to
perform a longitudinal analysis to relate microbiome in-
formation to risk mortality factors and probability of de-
veloping certain pathologies. For example, to deal with the
high proportion of zeroes in the operational taxonomic units
observed, a two part zero-inflated regression model with

Table 9: Parameter estimates (first row) and p values (second row) for the regressors associated with the six predictors for individuals
classified as nonsedentary (bivariate regression model).

Predictor 1 Predictor 2 Predictor 3 Predictor 4 Predictor 5 Predictor 6

Age

Group 1 −0.0256 — 0.1122 −0.0160 −0.0783 0.0123
0.6443 — 0.1419 0.8252 0.3330 0.8009

Group 2 −0.1632 −0.1279 — −0.1313 −0.1980 −0.1032
0.0076 0.0952 — 0.0478 0.0317 0.0493

Group 3 −0.0324 0.0075 0.1344 — −0.0650 0.0283
0.5360 0.9174 0.0425 — 0.3906 0.5205

Group 4 0.0353 0.0749 0.1917 0.0617 — 0.0913
0.5767 0.3550 0.0371 0.4146 — 0.1690

Group 5 −0.0546 −0.0205 0.1022 −0.0299 −0.0950 —
0.1714 0.6748 0.0513 0.4980 0.1527 —

Group 0 — 0.0420 0.1640 0.0323 −0.0328 0.0622
— 0.4480 0.0072 0.5383 0.6037 0.1197

Intercept −0.2207 −0.1789 −0.1543 −0.1667 −0.1726 −0.1595
0.1532 0.2471 0.3170 0.2802 0.2636 0.3015

ϕ 2.9231 2.9215 2.9357 2.9269 2.9234 2.9294
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

BMI

Group 1 0.0183 — 0.1122 0.0182 0.1886 0.0139
0.8906 — 0.1419 0.9198 0.3338 0.9090

Group 2 −0.1063 −0.1419 — −0.1120 0.0545 −0.1103
0.4730 0.4582 — 0.4883 0.8052 0.3944

Group 3 0.0070 −0.0286 0.1344 — 0.1682 0.0003
0.9561 0.8746 0.0426 — 0.3537 0.9933

Group 4 −0.1635 −0.1953 −0.0549 −0.1703 — −0.1644
0.2825 0.3168 0.8036 0.3474 — 0.2959

Group 5 0.0037 −0.0281 0.1133 −0.0023 0.1680 —
0.9687 0.8168 0.3815 0.9831 0.2856 —

Group 0 — −0.0344 0.1074 −0.0067 0.1623 −0.0054
— 0.7963 0.4682 0.9576 0.2860 0.9546

Intercept 0.2518 0.2081 0.2263 0.2352 0.2327 0.2471
0.5380 0.6100 0.5790 0.5641 0.5689 0.5455

μ1
23.8809 23.8742 23.8818 23.8866 23.8793 23.8795
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

μ2
31.2662 31.2593 31.2647 31.2716 31.2667 31.2640
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

s1
1.9226 1.9203 0.9188 1.9169 1.9224 1.9238
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

s2
1.4653 1.4656 1.4624 1.4634 1.4665 1.4655
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

ρ12
0.1970 0.1968 0.1965 0.1968 0.1970 0.1967
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

] 114.9900 110.6990 98.4523 103.0250 110.6760 106.2180
0.5978 0.5840 0.5393 0.5879 0.5816 0.5676
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random effects could be used [26]. In this regard, the
American Gut Project (a citizen science project containing
more than 10,000 samples not only from the USA but also
from several other countries around the world including
Australia, UK, or Spain) represents an opportunity to access
microbiome data for a variety of age group. ,is source of
information together with the Human Mortality Database
available in https://www.mortality.org could be used to
analyze how changes in the gut microbiome are related to
human longevity in different countries.

Data Availability

In our analyses, we use a dataset available in Dubey et al.’s
[21] LogMPIE study. ,is dataset is freely accessible, and it
may be downloaded from the European Nucleotide Archive
(ENA) portal of the European Bioinformatics Institute
(https://www.ebi.ac.uk/ena/data/view/PRJEB25642). Data-
sets are also included in the submission (Abundance.txt and
Metadata.txt).
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Mercado, J. Olivares-Arancibia, and J. Plaza-Diaz, “Impact of
exercise on gut microbiota in obesity,” Nutrients, vol. 13,
no. 11, p. 3999, 2021.

[14] S. Dua, M. Bhuker, P. Sharma, M. Dhall, and S. Kapoor, “Body
mass index relates to blood pressure among adults,” North
American Journal of Medical Sciences, vol. 6, no. 2, pp. 89–95,
2014.

[15] L. Shamai, E. Lurix, M. Shen et al., “Association of Body Mass
Index and lipid profiles: evaluation of a broad spectrum of
body mass index patients including the morbidly obese,”
Obesity Surgery, vol. 21, no. 1, pp. 42–47, 2011.

[16] K. M. Flegal, B. I. Graubard, D. F. Williamson, andM. H. Gail,
“Cause-specific excess deaths associated with underweight,
overweight, and obesity,” JAMA, vol. 298, no. 17, p. 2028,
2007.

[17] K. Bhaskaran, I. Douglas, H. Forbes, I. dos Santos-Silva,
D. A. Leon, and L. Smeeth, “Body-mass index and risk of 22
specific cancers: a population-based cohort study of 5.24
million UK adults,” Ce Lancet, vol. 384, no. 9945,
pp. 755–765, 2014.

[18] C.Wang, J. Hu,M. J. Blaser, andH. Li, “Estimating and testing
the microbial causal mediation effect with high-dimensional
and compositional microbiome data,” Bioinformatics, vol. 36,
no. 2, pp. 347–355, 2020.

[19] H. Zhang, J. Chen, Y. Feng, C. Wang, H. Li, and L. Liu,
“Mediation effect selection in high-dimensional and com-
positional microbiome data,” Statistics in Medicine, vol. 40,
no. 4, pp. 885–896, 2021.

[20] D. Dumuid, T. E. Stanford, J. A. Martin-Fernández et al.,
“Compositional data analysis for physical activity, sedentary
time and sleep research,” Statistical Methods in Medical Re-
search, vol. 27, no. 12, pp. 3726–3738, 2018.

[21] A. K. Dubey, N. Uppadhyaya, P. Nilawe et al., “LogMPIE, pan-
India profiling of the human gut microbiome using 16S rRNA
sequencing,” Scientific Data, vol. 5, no. 1, 2018.

[22] K. Shestopaloff, M. D. Escobar, B. Graubard, and W. Xu,
“Analyzing differences between microbiome communities
using mixture distributions,” Statistics in Medicine, vol. 37,
no. 27, pp. 4036–4053, 2018.

Mathematical Problems in Engineering 15

https://www.mortality.org
https://downloads.hindawi.com/journals/mpe/2022/8033806.f1.zip


[23] V. Jonsson, T. Osterlund, O. Nerman, and E. Kristiansson,
“Modelling of zero-inflation improves inference of meta-
genomic gene count data,” Statistical Methods in Medical
Research, vol. 28, no. 12, pp. 3712–3728, 2019.

[24] B. Chen and W. Xu, “Functional response regression model
on correlated longitudinal microbiome sequencing data,”
Statistical Methods in Medical Research, vol. 31, no. 2,
pp. 361–371, 2022.

[25] J. J. Egozcue and V. Pawlowsky-Glahn, “Compositional data:
the sample space and its structure,” Test, vol. 28, no. 3,
pp. 599–638, 2019.

[26] X. Yingling, J. Sun, and D. Chen, Statistical Analysis Of
Microbiome Data With R. ICSA Book Series in Statistics,
Springer Nature, Singapore, 2018.

[27] J. Aitchison, “,e statistical analysis of compositional data,”
Monographs on Statistics and Applied Probability, Chapman
and Hal, London, UK, 1986.

[28] J. Aitchison, “Principal component analysis of compositional
data,” Biometrika, vol. 70, no. 1, pp. 57–65, 1983.

[29] S. Ferrari and F. Cribari-Neto, “Beta regression for modelling
rates and proportions,” Journal of Applied Statistics, vol. 31,
no. 7, pp. 799–815, 2004.

[30] P. K. Dunn and G. K. Smyth, “Randomized quantile resid-
uals,” Journal of Computational & Graphical Statistics, vol. 5,
no. 3, pp. 236–244, 1996.

[31] R. Zhang, C. Czado, and A. Min, “Efficient maximum like-
lihood estimation of copula based meta t-distributions,”
Computational Statistics & Data Analysis, vol. 55, pp. 1196–
1214, 2011.

[32] M. Rothstein, Genetics and Life Insurance: Medical Under-
writing and Social Policy, MIT Press, Boston, 2004.

[33] M. Jollet, K. Nay, A. Chopard et al., “Does physical inactivity
induce significant changes in human gut microbiota? New
answers using the dry immersion hypoactivity model,” Nu-
trients, vol. 13, no. 11, p. 3865, 2021.

16 Mathematical Problems in Engineering



Research Article
Fast Recognition Algorithm for Human Motion Posture Using
Multimodal Bioinformation Fusion

Xiangbing Zhao and Jianhui Zhou

School of Computer and Network Engineering, Shanxi Datong University, Datong 037009, China

Correspondence should be addressed to Jianhui Zhou; zhoujianhui@sxdtdx.edu.cn

Received 22 February 2022; Accepted 28 March 2022; Published 15 April 2022

Academic Editor: Xiaofeng Li

Copyright © 2022 Xiangbing Zhao and Jianhui Zhou. *is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

To address the problems of low feature extraction accuracy, large bias of human motion pose recognition and posture recognition
error, poor recognition effect, and low recognition rate of traditional human motion posture fast recognition algorithm, we
propose a human motion posture fast recognition algorithm using multimodal bioinformation fusion. First, wavelet packet
decomposition with sample entropy is used to extract the human motion posture hand features such as kurtosis, time domain
feature skewness, and frequency domain feature electromyogram (EMG) integral value and time domain features such as mean,
standard deviation, and interquartile distance of leg motion amplitude. Second, after normalizing the two features, the human
hand and leg motion feature set is obtained, and finally the feature set is used to construct a human motion posture fast
recognition model based on multimodal bioinformation fusion, and the feature set is input into the recognition model, which
completes the fusion of human motion posture information by improving the typical correlation analysis method, and the fusion
result is used as the input of the minimum distance classifier to achieve human motion posture fast recognition. *e results show
that the proposed algorithm has high accuracy of feature extraction, small bias of human motion posture recognition, the posture
recognition error is -0.21∼0.02, the recognition rate is always above 95%, and the practical application effect is good.

1. Introduction

Data fusion technology is usedmainly to classify and process
multiple data sources. After be processed, data can be
classified into clearer and more perfect categories [1, 2].
Multimodal biological information fusion mainly uses more
biological features to obtain more category information [3],
that is, it can identify biological information more com-
prehensively. As there are a variety of human motion
postures and different motion features will lead to different
motion postures, so how to accurately identify human
motion postures has become a topic that needs urgent study
at present [4].*e recognition of humanmotion posture can
help to solve problems in many fields, such as the analysis of
the motion status of athletes, elderly people, and young
people, in order to enhance the monitoring of human health
levels [5].*erefore, it is very important to study the method
of human motion posture recognition.

More scholars have researched on posture recognition
and more excellent research results have been achieved; for
example, Mou et al. [6] studied attention-based CNN-
LSTM multimodal fusion driver stress detection algorithm
using attention-based convolutional neural network
(CNN) and long and short-term memory (LSTM) models
to fuse nonintrusive data, including eye data, vehicle data,
and environmental data. *en, the features are automati-
cally extracted from each modality separately, and the
features of different modalities are given different levels of
attention by self-attention mechanisms. *e multimodal
fusion driver stress detection is achieved using different
attention mechanisms. However, the recognition effect of
this algorithm is not perfect, and the information of bio-
metric features is not fully fused when fusing motion
features. Zhang et al. [7] studied fall detection based on the
spatiotemporal evolution of human posture, using an
improved two-branch multilevel convolutional neural
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network to extract and construct the inverted pendulum
structure of human posture in real complex scenes. Mul-
timedia analysis is used to observe the time series changes
of the human inverted pendulum structure and construct
the spatio-temporal evolution of human posture motion.
*e visual features of the spatio-temporal evolution of
human posture under potential instability are analyzed, and
two key features of human falling behavior are explored,
which are used for posture recognition and fall recognition.
However, the algorithm is only able to recognize human fall
posture and is less in recognizing other human motion
situations. Han et al. [8] studied a two-stage fall recognition
algorithm based on human posture features, which
extracted human posture features when the human was in
an unstable state by classifying the human state into three
states: stable state, fluctuating state, and disordered state
based on the trend sign and stable sign variables integrated
by the scattered key features. Support vector machine,
K-nearest neighbor, decision tree, and random forest are
used to classify and combine the classification results to
achieve human fall posture detection. However, the algo-
rithm cannot recognize the human at rest and therefore has
a weak recognition capability. Ding et al. [9] studied online
adaptive prediction of human motion intention based on
surface electromyogram (EMG) signals and designed a
surface EMG feature extraction network and an online
adaptive network. Highly compressed surface EMG fea-
tures were obtained using a convolutional self-coding
network combined with muscle synergistic features to assist
motion prediction, and human motion posture recognition
was achieved by combining the motion prediction results.
However, the algorithm cannot accurately extract human
motion features, leading to errors in recognition. Olivas-
Padilla et al. [10] studied wearable devices for stochastic
biomechanical modeling and recognition of human mo-
tion, constructing a gesture-based manipulation model,
which uses an autoregressive model to learn the dynamics
of joints by assuming associations between them. *e
statistical significance of each model hypothesis is calcu-
lated to identify the joints most involved in the motion, and
this result is combined to achieve human motion posture
recognition. However, the algorithm is more based on the
device to achieve recognition, and if the device is abnormal,
it leads to a decrease in the level of recognition.

To solve the problems of the above algorithms, we
propose a fast human motion posture recognition algorithm
using multimodal bioinformation fusion. *e main con-
tributions of this paper are as follows: (1) accurate recog-
nition of posture is achieved by fusion of multimodal
biometric information. (2) *e time domain features of
human motion posture hand features and leg motion am-
plitude are extracted, using these features can lay a solid
foundation for the subsequent accurate recognition of hu-
man motion posture. (3) *e fusion of human motion
posture information is completed by improving the typical
correlation analysis method, which improves the fusion
accuracy and speed, and combines the fusion results to
achieve fast human posture recognition, thus improving the
recognition accuracy and efficiency.

2. Methodology

2.1. Human Motion Pose Feature Extraction

2.1.1. Hand Motion Feature Extraction in Human Motion
Postures. In this study, the characteristic peak value and
skewness of hand characteristic EMG signal and intensity in
human motion are taken as the characteristics of human
motion postures, and these features are extracted by wavelet
packet decomposition and sample entropy method, which
can be used as the basic information of human motion
posture recognition [11, 12].

Suppose the power signal of hand muscle is sEMG. Since
bioenergy is usually in the low-frequency posture of 10 ∼
250Hz, the “db5” wavelet basis function is used. *e muscle
power signal sEMG is decomposed by four layers of wavelet
packet. At the same time, the signals in the first eight
subspaces during the fourth layer decomposition are set as
the extraction content of sample entropy, that is, the sample
entropy of superficial flexor muscle of hand and brachior-
adialis muscle are extracted and set as Sove1 and Sove2.

When the number of wavelet decomposition layers in-
creases, the spatial resolution will decline [13, 14].*erefore,
this paper selects the kurtosis k, time-domain characteristic
skewness η, and frequency-domain characteristic iEMG
integral value in the muscle power signal sEMG as the
features extracted in this paper. *e feature parameters are
defined as follows:

ηi �
N

[(N − 1)(N − 2)]
􏽘

N

i�0

x ti( 􏼁 − 􏽢Mu

􏽢σu

􏼢 􏼣

3

, (1)

ki �
1/N 􏽐

N
i�0 u ti( 􏼁 − 􏽢Mu􏼐 􏼑

4
􏼔 􏼕

1/N 􏽐
N
i�0 xi − 􏽢Mu􏼐 􏼑

2
􏼒 􏼓

2
􏼢 􏼣

, (2)

iEMGi � 􏽚
N

0
u ti( 􏼁dt, (3)

where the sequence value of muscle electronic signal is
described by u(ti); the values of i are 1 and 2, respectively,
which represent the sEMG signals of superficial flexor
muscle and brachioradialis muscle in turn; N represents the
discrete EMG sequence; at the same time, the mean and
variance of EMG signal sequence are represented by 􏽢Mu and
􏽢σu, respectively.

Suppose Feature1 is the combined characteristics of each
hand motion. *e vector composition of the combined
features is expressed by the following equation:

Feature1 � Sove1η1k1iEMG1, Sove2η2k2iEMG2􏼈 􏼉. (4)

2.1.2. Leg Motion Feature Extraction in Human Motion
Postures. Human motion postures are composed of motion
characteristics of various parts. *is paper extracts the leg
motion features during human motion, mainly analyzes the
time-domain features of the leg motion amplitude during
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motion, which are expressed as mean, standard deviation,
interquartile distance, and so on, and extracts the detailed
features in the following ways:

*e number of quantities trending in a certain group of
data sets [15, 16]. , the mean, can be obtained by adding all
the data within the group and dividing it by the number of
data in the whole group, and the mean is calculated as shown
in the equation (5). *e specific calculation is shown as
follows:

Mean �
1
n

􏽘

n

i�1
oi, (5)

where n denotes the number of data in the group and oi

denotes the sum of the data. *e standard deviation refers to
the arithmetic square root of the square of the deviation
between the standard value and its average in all data
[17].*e dispersion of the data set can be displayed through
the standard deviation [18]. *erefore, the standard devia-
tion of the data in the window can represent the intensity of
human leg activity at this stage. Set the standard deviation as
Std, which can be calculated by

Std

�����������

1
n

􏽘

n

i�1
oi − o( 􏼁

2

􏽶
􏽴

. (6)

Skewness can describe the symmetry of sample data
distribution, which can analyze the symmetry of time series
data. If the skewness is greater than zero, it indicates that the
sample data distribution is positive. If the skewness is less
than zero, it indicates that the data distribution is negative
[19]. Set the skewness as Skewness, which can be calculated
by

Skewness �
􏽐

n
i�1 oi − o( 􏼁

3

(n − 1)std
3 . (7)

Suppose Feature2 is the combined characteristics of each
leg motion. *e vector composition of the combined fea-
tures is expressed by

Feature2 � Mean, Std, Skewness{ }. (8)

2.2. Fast Fusion Recognition Model for Human Motion
Posture. In this paper, based on the extraction of two kinds
of features, we propose a fusion recognition method based
on multimodal bioinformation, and the whole fusion rec-
ognition process is represented in Figure 1.

According to Figure 1, in the process of human motion
posture fast recognition, the hand and leg motion data are
extracted first, the motion features of the hand and leg are
extracted separately [20], then the features are normalized to
obtain the human hand and leg motion feature sets, the
fusion of human motion posture information is completed
by improving the typical correlation analysis method, and
the fusion results are used as the input of the minimum
distance classifier to output the human motion posture fast
recognition results.

2.2.1. Multimodal Biometric Fusion Recognition Based on
Improved Typical Correlation Analysis. Canonical correla-
tion analysis method mainly analyzes the feature vectors of
samples. In this paper, the method is improved, and the
samples are analyzed based on the characteristic matrix of
the samples. It is assumed that the characteristic combi-
nation matrices of hand and leg motion and are
X � (X ∈ Rmx×nx ) and Y � (Y ∈ Rmy×ny ). *e typical cor-
relation matrix form is expressed through

ZX
′

ZY
′

⎡⎣ ⎤⎦
X

Y
􏼢 􏼣

RX

RY

􏼢 􏼣. (9)

*is paper improves the canonical correlation analysis
matrix, so that the category information of training samples
can be further used and the recognition results can be more
accurate.

Suppose that the left transformation matrices of X and Y
are ZX and ZY, and the right transformation matrices are RX

and RY. If the first pair of typical related variables of X and Y
are a′X and b′Y, after improvement, the maximum cor-
relation between a′X and b′Y is adjusted to the maximum
correlation between matrix ZX

′XRX and ZY
′YRY. *e im-

proved objective function of the method can be obtained by
introducing matrices ZX

′XRX and ZY
′YRY into the criterion

function in the typical correlation analysis method:

J ZX
′, RX, ZY

′, RY( 􏼁 �
cov ZX

′XRX, ZY
′YRY( 􏼁

���������������������

var ZX
′XRX( 􏼁var ZY

′YRY( 􏼁

􏽱 . (10)

Replace X and Y in (9) with SWX and SWY. After re-
placement, the improved canonical correlation analysis
method (MDCCA) criterion function can be obtained
according to the criterion function in the canonical corre-
lation analysis method, as shown in

Enter hand 
motion data

Enter leg motion
data

Feature 
Extraction

Feature 
Extraction

Normalization
process

Normalization
process

Feature Fusion

Recognition
output

Begin

End

Figure 1: Process of rapid recognition of human motion posture.
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JMDCCA ZX
′, RX, ZY

′, RY( 􏼁 �
cov ZX

′SWXRX, ZY
′SWYRY( 􏼁

���������������������

var ZX
′XRX( 􏼁var ZY

′YRY( 􏼁

􏽱 . (11)

Due to the theory of traditional canonical correlation
analysis method, certain constraints need to be met when
solving (11), as shown in:

var ZX
′XRX( 􏼁 � var ZY

′YRY( 􏼁 � 1 (12)

*erefore, the improved criterion function in this paper
can be expressed by

JMDCCA ZX
′, RX, ZY

′, RY( 􏼁 � cov ZX
′SWXRX, ZY

′SWYRY( 􏼁. (13)

At this moment, the solutions to the projection vector ai

and bi are transformed into the solutions to the projection
matrix ZX, ZY, RX, and RY.

2.2.2. Solution to Improved Canonical Correlation Analysis.
When improving the traditional canonical correlation
analysis method, this paper first adds the intraclass diver-
gence matrix to the original method and then looks for the
left-right transformation matrix ZX, ZY, RX, and RY, which
can effectively improve the correlation of canonical corre-
lation matrices ZX

′SWXRX and ZY
′SWYRY. At the same time,

the left-right transformation matrix also represents the
projection matrix. According to the constraints of (12) and
the criterion function of (13), at the same time, it is assumed
that the p∗ p-order covariance matrix of X is 􏽐11, the q∗ q
covariance matrix of Y is 􏽐12, p< q, and the covariance
matrix between X and Y is 􏽐12 � 􏽐21′, and then
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(14)

*us, it can be seen that
cov(ZX

′SWXRX, ZY
′SWYRY) � ZX

′􏽐R
12 ZY. When the criterion

function of (13) is in a state that can satisfy ZX
′􏽐R

11 ZX � 1
and ZY
′􏽐R

22 ZY � 1, it can be equivalent to

JMDCCA ZX
′, RX, ZY

′, RY( 􏼁

� max J ZX
′􏽘

R

12
ZY

⎛⎝ ⎞⎠.
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From the above calculation process, the following results
can be obtained:
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Meanwhile, 􏽐
Z
21 􏽐

Z
21 ′. When RX

′􏽐Z
11 RX � 1 and

RY
′􏽐Z

22 RY � 1, (13) is equivalent to
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′􏽘

Z

12
RY

⎛⎝ ⎞⎠.
(19)

Introduce the set RX and RY into (15) to get the solutions
to ZX and ZY. *en, use the solutions to get ZX and ZY and
introduce them into (19) to calculate RX and RY. Iteration is
realized after continuous cyclic calculation.

When RX and RY are given, the optimization of the
criterion function of (16) is changed to the generalized ei-
genvalue solution, as shown in
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When RX and RY are given, the optimization of the
criterion function of (16) is changed to the generalized ei-
genvalue solution, as shown in
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*us, the solution process is repeated until the con-
vergence effect is achieved, that is, the projection matrix ZX,
ZY, RX, and RY can be obtained. Obtain the maximum value
of (22) by using Lagrange multiplier method:

GZ � ZX
′􏽘

R

12
ZY −

λZX
ZX
′􏽐R

11 ZX − 1􏼐 􏼑

2
−
λZY

ZY
′􏽐R

22 ZY − 1􏼐 􏼑

2
. (22)
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Lagrange multiplier factors are represented by λZX
and

λZY
, respectively. Use GZ to get the partial derivative ZX and

ZY to make the final value as zero, as shown in
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(23)

ZX
′ and ZY

′ are multiplied by the left multiplication in
(23) in turn to obtain ZX

′􏽐R
12 ZY � λZX

ZX
′􏽐R

11 ZX � λZX
,

ZY
′􏽐R

21 ZX � λZY
ZY
′􏽐R

22 ZY � λZY
.*e above calculation

shows that λ � λZX
� λZY

.
*erefore, the solution of (19) can be realized by using

(23).
If matrix 􏽐

R
22 is a convertible matrix,

ZY � λ− 1(􏽐
R
22)

− 1 􏽐
R
21 ZX and

􏽐
R
12 (􏽐

R
22)

− 1 􏽐
r
21 ZX � λ2 􏽐

R
11 ZX, i.e., through the calcula-

tion of ZX and ZY, the generalized eigenvector of (20) can be
obtained. If the given contents are ZX and ZY, through the
calculation of (21), RX and RY can be obtained.

ZX, ZY, RX, and RY are iterated continuously through
the above process until the result converges. *en, the
projection matrix is calculated, and the matrix X and y are
projected into the projection matrix in turn to form a typical
correlation matrix.

2.2.3. Fast Fusion Recognition Algorithm Process of Human
Motion Postures. Fast recognition of human motion pos-
tures based on multimodal biological information fusion is
realized through the following steps:

(1) Two groups of normalized features can be obtained
by using the algorithm.

(2) *e left and right transformation matrices ZX, ZY,
RX, and RY are given according to the MDCCA
theory. For the training samples X and Y, the
intraclass divergence matrix SWX and SWY is given in
turn, and the objective function is set.

(3) Equations (20) and (21) are iteratively calculated
through the criterion function until the result con-
verges, and the value determined ZX, ZY, RX, and RY

in turn.
(4) Map samples X and Y to the projection matrices ZX,

ZY, RX, and RY to obtain the typical correlation
matrix ZX

′XRX and ZY
′YRY after projection.

(5) Taking thematrix ZX
′XRX andZY

′YRY and the dataX
as the input of the minimum distance classifier, the
minimum distance classifier is used to realize the
rapid recognition of human motion postures. In the
minimum distance classifier, each category wj is
represented by the mean vector ϑj, that is, the vector
is described by the mean vector of the feature vector
family of each sample, that is: ϑj � 1/τj􏽐x∈wj

x, in
which τj refers to the number of training vectors,
through which the summation is realized. At the

same time, the category of unknown sample vector x
is determined through the vector two norm, that is,
the distance between sample vectors is analyzed, and
the recognition process of human motion postures is
realized through the measurement of distance.

2.3. Dataset and Experimental Index. Two data sets were
selected for experimental analysis, Human3.6M dataset and
CMU Panoptic data set. Human3.6M data set includes 3.6
million 3D human postures and corresponding images, a
total of 11 experimenters, and a total of 17 action scenes. To
use this data set for posture recognition can improve the
simulation accuracy. *e CMU Panoptic data set is pro-
duced by CMUUniversity and consists of 480 VGA cameras,
30+ HD cameras, and 10 Kinnect sensors, which are in-
stalled in the lab or in the subject’s body to collect the
subject’s motion data. *e overall number of experimental
samples collected during the experiment was 4000 image
samples, of which 3000 images were used as training samples
and the others were used as 1000 images as test samples.

*e proposed algorithm is compared with the multi-
modal fusion driver stress detection algorithm based on
attention CNN LSTM in literature [6], the fall detection
algorithm based on the spatiotemporal evolution of human
posture in literature [7], the two-stage fall recognition al-
gorithm based on human posture features in literature [8],
the online adaptive prediction algorithm of human motion
intention based on surface EMG signal in literature [9], and
the stochastic biomechanical modeling and recognition al-
gorithm of wearable devices for human motion in literature
[10] and analyze the recognition performance of different
algorithms.

Feature extraction: the general case hand motion feature
amplitude is between [-1.8,1.5] and leg motion feature value
amplitude is between [-3,3], if the feature value extracted in
proposed algorithm is closer to the interval, the higher the
feature extraction accuracy.

Human motion posture skewness: the equation for
calculating this index is as follows:

K � k1 − k2. (24)

Posture recognition error: this value is the difference
between the actual human motion posture and the posture
recognized by the proposed algorithm, which is calculated as
follows:

a � b − c. (25)

ROC curve: receiver operating characteristic curve is the
line of points drawn under a specific stimulus condition with
the probability of false alarm P(y/N) obtained by the subject
under different judgment criteria as the horizontal coor-
dinate and the probability of hit P(y/SN) as the vertical
coordinate.

Recognition rate: this index refers to the ratio of the
amount of data of the correctly recognized human motion
posture to the total amount of experimental data, and the
equation for calculating this index is as follows:

Mathematical Problems in Engineering 5



Z �
zi

zj

× 100%. (26)

3. Results and Discussion

*e hand and leg features during human movement in the
two data sets are extracted, respectively, and the extracted
feature amplitude is counted, asshown in Figure 2.

According to Figure 2, there is a significant difference in
the amplitude of leg and hand motion features at different
times, in which the leg motion features show large up and
down fluctuations, while the hand features are in slow
fluctuations. *erefore, there is a large gap between them,
and there are disadvantages in using a single feature for
human motion posture recognition, and it is necessary to
obtain more accurate human motion biometric features
through reasonable bioinformation fusion, the proposed
algorithm uses the use of wavelet packet decomposition and
sample entropy to extract the kurtosis of muscle power
signal, time domain feature skewness, frequency domain
feature myoelectric integral value and other hand features of
human motion posture, and extract the time domain fea-
tures of leg motion amplitude such as mean, standard de-
viation, and quartile distance. After normalizing the two
features to obtain the set of human hand and leg motion
features, a solid foundation can be laid for the subsequent
rapid recognition of human motion posture.

*e change in skewness of human motion posture
recognition using hand, leg, and post-fusion motion features
at different times is analyzed, and the results are shown in
Figure 3.

According to the data in Figure 3, the bias of human
motion posture recognition using leg motion and hand
motion features is relatively large at different times, in which
the bias of human motion posture recognition using leg
features is larger than that of hand motion in walking,
sitting, standing, squatting, falling, and lying down motion
postures, while the bias of recognition using hand motion
features is relatively small, indicating that the magnitude of
hand motion is relatively low. *e proposed algorithm uses
feature sets to construct a fast recognition model of human
motion posture based on multimodal bioinformation fusion
and inputs the feature sets into the recognition model, which
completes the fusion of human motion posture information
by improving the typical correlation analysis method, im-
proves the fusion accuracy, and can lay the foundation for
subsequent accurate and fast recognition of human motion
posture.

Comparing the posture errors of different algorithms in
performing human motion posture recognition, the analysis
results are shown in Figure 4.

In Figure 4, when the number of frames keeps in-
creasing, the error of different algorithms in posture rec-
ognition decreases, in which, the posture error of the
algorithm of literature [6] decreases the most, but the final
error of this algorithm reaches about −0.82, and the rec-
ognition effect is still poor, the posture recognition error of
the algorithm of literature [7] is between −0.52 and 1.15, the

posture recognition error of the algorithm of literature [8] is
between −0.09 and 1.27.*e posture recognition error of the
algorithm in literature [9] is between −0.31 and 1.25, the
posture recognition error of the algorithm in literature [10]
is between 0.86 and 1.36, which means that the recognition
error of these algorithms is higher than that of the proposed
algorithm at the initial stage, and the recognition error of
proposed algorithm maintains a decreasing trend at the
same time, but the posture recognition error fluctuates
slightly between −0.21 and 0.02. It can be seen that the
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proposed algorithm can effectively reduce the error in
posture recognition.

ROC curves were used to verify the recognition effects of
different algorithms, and the analysis results are shown in
Figure 5.

According to Figure 5, there are some differences in the
ROC curve changes of different algorithms, in which the
ROC curve of the algorithm of literature [10] keeps the
lowest, and the ROC curves of other algorithms are higher
than the algorithm of literature [10]. It means that the al-
gorithms of literature [6], literature [7], literature [8], lit-
erature [9], and literature [10] have lower recognition real
case rate, and the ROC curve of the method calculated in this

paper always keeps the highest, and when the false positive
rate keeps increasing, the real case rate of the proposed
algorithm also keeps at a higher level. *e proposed algo-
rithm has a high recognition effect. *e method uses the
human hand and leg motion feature set to construct a
human motion posture fast recognition model using mul-
timodal bioinformation fusion, and inputs the feature set
into the recognition model, which completes the fusion of
human motion pose information by improving the typical
correlation analysis method, and uses the fusion result as the
input of the minimum distance classifier, so as to achieve
human motion posture fast recognition. *erefore, the
proposed algorithm has a better recognition effect.
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*e results of the analysis of the variation of the rec-
ognition rate of different algorithms in the case of different
postures of human motion are shown in Table 1.

It is seen form Table 1 that the recognition rate of the
proposed algorithm is always the highest in posture rec-
ognition, the recognition rate of the proposed algorithm is
always above 95%, the human motion posture recognition
rate of the algorithm in literature [6] fluctuates in the range
of 89.5% to 92.1%, the human motion pose recognition rate
of the algorithm in literature [7] fluctuates in the range of
85.7% to 89.6%, the human motion posture recognition rate
of the algorithm in literature [8] fluctuates in the range of
81.4% to 89.5%, the human motion posture recognition rate
of the algorithm in literature [9] fluctuated in the range of
71.5% to 78.5%, and the human motion posture recognition
rate of the algorithm in literature [10] fluctuated in the range
of 81.3% to 88.3%. *e recognition rate of the other algo-
rithms is also always lower than that of the proposed al-
gorithm. *erefore, the proposed algorithm has the best
results for human motion posture recognition.

4. Conclusions

Due to single-modal bioinformation is one sided, the ap-
plication of such information to human motion gesture
recognition process leads to increased recognition bias, so
we design a fast human motion posture recognition algo-
rithm using multimodal bioinformation fusion, extracting
biofeatures of multiple human motion modalities and fusing
these features for posture recognition. *e posture recog-
nition error is −0.21∼0.02, and the recognition rate is always
above 95%. *e feasibility of the proposed algorithm is
verified using experiments, and it is confirmed that the
proposed algorithm achieves better application results.
However, the recognition process of proposed algorithm is
too complicated, which may lead to the degradation of
recognition efficiency. *erefore, in future work, the opti-
mization can be continued for the current algorithm, so that
the algorithm can recognize more human motion posture
changes faster.
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Multimodal biometrics fusion plays an important role in the field of biometrics. +erefore, this paper presents a multimodal
biometrics fusion algorithm using deep reinforcement learning. In order to reduce the influence of user behavior, user’s personal
characteristics, and environmental light on image data quality, data preprocessing is realized through data transformation and
single-mode biometric image region segmentation. A two-dimensional Gobar filter was used to analyze the texture of local sub-
blocks, qualitatively describe the similarity between the filter and the sub-blocks and extract the phase information and local
amplitude information of multimodal biometrics features. Deep reinforcement learning was used to construct the classifier of
different modal biometrics, and the weighted sum fusion of different modal biometrics was implemented by fractional infor-
mation.+emultimodal biometrics fusion algorithmwas designed.+e Casia-iris-interval-v4 and NFBS datasets were used to test
the performance of the proposed algorithm.+e results show that the fused image quality is better, the feature extraction accuracy
is between 84% and 93%, the average accuracy of feature classification is 97%, the multimodal biometric classification time is only
110ms, the multimodal biometric fusion time is only 550ms, the effect is good, and the practicability is strong.

1. Introduction

With the development of biometric extraction and its related
technologies, biometric extraction products are becoming
more and more mature and are gradually entering every
aspect of society, which has brought great changes in
people’s living habits. Among them, fingerprint identifica-
tion attendance meter, face recognition access control, iris
customs clearance system, and other products have played a
great role in security and brought great convenience to
people’s lives. However, with the increasing demand for
security, there is an urgent need for a better biometric
recognition system that must meet various requirements,
including uniqueness, universality, stability, collectability,
ease of use, and security. Universality means that the at-
tribute of use needs to be the attribute of normal and healthy
human beings; uniqueness means that the biometric in-
formation used is unique to the individual; stability means
that the biometric mode needs to be stable and constant for a
long time; collectability means that biometric modal

information can be collected by external equipment; and
ease of use means that the system needs to meet the needs of
users for convenience [1]. Security means that the mode
needs to be not easy to leave so as to avoid theft and forgery
by others. +e above requirements can be met through
multimodal biometric fusion. Research on this problem
plays a positive role in the improvement of research results
in the field of biometric extraction and has high research
value. +erefore, the multimodal biometric fusion algorithm
is studied [2].

With more and more attention paid to security in
various fields, research on multimodal biomedical feature
fusion algorithms has gradually attracted much attention.
Dinh Phu-Hung [3] proposed a multimodal medical image
fusion algorithm based on the marine predator algorithm
and three-scale image decomposition. +e algorithm uses
the Kirsch compass operator based on the local energy
function for detailed level fusion so that the output image
retains important information. Moreover, the algorithm
uses the marine predator algorithm (MPA) to fuse the
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bottom layer by optimizing the parameters so that the output
image has good quality, but the algorithm has the problem of
low accuracy in feature extraction. Xinhua Li and Jing Zhao
[4] proposed a new algorithm for multimodal medical image
fusion. Firstly, CT images and MRI images are decomposed
into low and high-frequency sub-bands by NSCT with
multiscale geometric transformation; secondly, for the low-
frequency sub-band, the local standard deviation algorithm
or fusion is selected. For the high-frequency sub-band, the
adaptive pulse-coupled neural network model is con-
structed, and the fusion rules are set according to the cu-
mulative ignition times of iterative operations in the
network; finally, the fused image is obtained by image re-
construction. However, the algorithm has the problem of a
low error rate. M. Zhu and X. Yu [5] proposed a multifeature
fusion algorithm in detail enhancement of VR panoramic
images. +e shadow detection results are obtained by using
HSV color features and texture features, and then the final
detection results are obtained by fusion. Experimental re-
sults show that the algorithm greatly reduces the false de-
tection rate. However, the algorithm has the problem of low
average classification accuracy. Geng Peng and Xiuming Sun
[6] proposed a multimodal medical image fusion algorithm
based on the quaternion wavelet transform. +e algorithm
can fuse not only CT and MR image pairs, but also CT and
proton density-weighted MR image pairs, as well as mul-
tispectral MR images such as T1 and T2. However, the al-
gorithm has the problem of a high average authentication
time for a single user. Castro et al. [7] proposed amultimodal
feature fusion algorithm for gait recognition based on CNN.
Based on the original pixels and their derived simple
functions, the algorithm uses advanced learning technology
to extract relevant features and fuse the original pixel in-
formation with the information from optical flow and depth
map to realize multimodal feature fusion. However, the
algorithm has the problem of a low error rate. +erefore, a
new multimodal biometrics fusion algorithm based on deep
reinforcement learning is proposed. +e main contributions
to this paper are as follows: (1) data preprocessing is realized
through data transformation, single-mode biometric image
region segmentation, and other steps to reduce the impact of
user behavior, user personal characteristics, and ambient
light on image data quality. (2) +e two-dimensional Gobar
filter is used to analyze the local sub-blocks of texture,
qualitatively describe the similarity between the filter and the
sub-blocks, extract the phase information and local am-
plitude information of multimodal biometrics, and the

accuracy and efficiency of feature extraction are proposed.
(3) Deep reinforcement learning is used to construct dif-
ferent modal biometric classifiers, and the weighted sum
fusion of different modal biometrics is implemented through
the score information to realize the design of a multimodal
biometric fusion algorithm so as to achieve the multiple
objectives of improving the fusion efficiency and quality.

2. Materials and Methods

2.1. Dataset Description. In the process of testing the
designed multimodal biomedical feature fusion algorithm
based on deep reinforcement learning, the experimental
datasets used are the CASIA-Iris-Interval-v4 and NFBS
datasets, respectively.

+e CASIA-Iris-Interval-v4 includes binocular iris im-
ages of 100 users. +e image size is 640 ∗ 480, and the
acquisition times on the left and right sides of each person
are 7 times, for a total of 1400 images. +e NFBS (neuro-
feedback skull-stripped) dataset, the dataset includes 125 sets
of brain image data. Each set of data includes a defaced T1
MR image, a skull removed MR image, brain segmentation
results, and its dataset modal T1 weighted MRI scan. In the
performance test of the algorithm, the experimental pa-
rameters are set as follows: the corresponding input batch
size of a convolutional neural network is set to 16. Adam is
the optimizer; the initial learning rate is set to 0.01; the
probability of random inactivation of neurons is set to 0.8.
+e two datasets are divided into verification set, test set, and
training set, with a division ratio of 1 : 2 : 7.

2.2. Preprocessing of Single-Modal Biometric Image Data.
Preprocess the single-modal biometric image data to
eliminate the adverse effects of user behavior, user personal
characteristics, and ambient light. +e specific data pre-
processing steps are data transformation and single-modal
biometric image region segmentation.

Data transformation is to transform the value range of
single-modal biometric image data according to demand so
as to better implement the processing of single-modal
biometric image data [8]. +e processing method of data
transformation is the minimum-maximum normalization
method, whichmainly implements the linear transformation
of value range data through the linear transformation
method [9] so that the transformed data is in a unified value
range. +e equation is as follows:

new_value �
old_value − old_Min ×(new_Max − new_Min)

old_Max − old_Min
+ new_Min, (1)

where new_value refers to the sample data within the
normalized single-modal biometric range; old_value
refers to the sample data of single-modal biometric
range; old_Min refers to the minimum value of sample
data in value range; new_Max refers to the maximum

value of sample data in value range; new_Min refers to
the minimum value of the data classification range within
the value range; and old_Max refers to the maximum
value of the data classification range within the value
range [10].
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+e single-modal biometric region segmentation mainly
detects the edge between the background region and the
single-modal biometric region; that is, the single-modal
biometric contour is detected, and the single-modal bio-
metric region is segmented in the image background [11].

+e human body is affected by infrared, and the
brightness of the single-modal biometric region is often
lower than that of other background regions. Edge detection
is implemented by the Canny operator. +e detection steps
are as follows:

(1) +e smoothing filter is constructed by a one-di-
mensional Gaussian function G(x). +e convolution
operation of f(x, y) is performed by column and
row, respectively, to obtain the smooth image
I(x, y). +e equation for constructing the filter is as
follows [12]:

G(x) �
exp −x

2/2σ2􏼐 􏼑

2πσ2
, (2)

(i) where σ is the standard deviation corresponding
to the Gaussian function.

(2) We pass a 2× 2 matrix, where the gradient direction
H(x, y) and gradient amplitude M(x, y) of I(x, y)

are calculated by the neighborhood first-order partial
derivative equation [13]. +e equation is as follows:

H(x, y) � arctan kx(x, y), ky(x, y)􏽨 􏽩,

M(x, y) �

����������������

k
2
x(x, y) + k

2
y(x, y)

􏽱

,
(3)

(i) where kx refers to the result of I(x, y) convo-
lution operation of the smooth image by line
through the filter; ky refers to the result of I(x, y)

convolution operation of the smooth image by
column through the filter. +e convolution
template of kx is as follows:

fx �
−0.5 0.5

0.5 −0.5
􏼢 􏼣. (4)

(ii) +e convolution template of ky is as follows:

fy �
0.5 −0.5

−0.5 0.5
􏼢 􏼣. (5)

(3) +e nonmaximum suppression of gradient ampli-
tude is implemented to obtain all possible edge
points in the smooth image I(x, y).

(4) +e result of step (3) is segmented by high and low
thresholds, respectively, to obtain two threshold edge
images. For the image obtained by low threshold
segmentation, the edges need to be collected contin-
uously until all the gap connections of the image ob-
tained by high threshold segmentation are realized [14].

+rough the above steps, the preprocessing of single-
modal biometric image data is completed.

2.3. Multimodal Biometric Extraction. +e texture local
sub-block analysis of the segmented single-modal bio-
metric region is implemented through the two-dimen-
sional Gobar filter. +e similarity between the filter and
the local sub-block is qualitatively described [15], and the
phase information and local amplitude information of
multimodal biometrics are extracted [16]. When the
convolution result is positive, the local texture phase
coding of the sub-block is 1. On the contrary, the local
texture phase coding is 0.

+e definition of a two-dimensional Gobar filter is as
follows:

R(x, y) � e
π

x − x0( 􏼁
2

+ y − y0( 􏼁
2

λ · τ
􏼢 􏼣

e
π2

x − x0( 􏼁
2

+ y − y0( 􏼁
2

λ0 · τ0
􏼢 􏼣

,

(6)

where x0 refers to the time domain frequency of two-
dimensional Gabor wavelet; y0 refers to the frequency of
two-dimensional Gabor wavelet in the frequency domain;
λ refers to the localization frequency of two-dimensional
Gabor wavelet; τ0 refers to the local texture threshold of
sub-block; λ0 refers to the wavelet iterative function; and
τ0 refers to the scale difference function of texture extreme
points.

+e texture coordinates in the sub-block are transformed
into a fixed scale rectangular region to describe each pixel in
the single-modal biometric region.

R(r, θ) � e
−ω θ−θ′( )e

− r−r′( )
2/λ2( 􏼁

e
π − θ−θ′( )

2/τ2( 􏼁
, (7)

where r refers to coordinate transformation distance; θ refers
to coordinate transformation angle; ω refers to rectangular
area’s scale; r′ refers to the normalized value of coordinate
transformation distance; and θ′ refers to the normalized
value of coordinate transformation angle [17, 18].

+rough R(x, y), filter waves of R(r, θ). +e local sub-
block is qualitatively described as 1 and 0. +e single-modal
biometrics are described through the description of the local
sub-block, and the corresponding multibit feature codes of
various single-modal are created to realize the extraction of
multimodal biometrics [19, 20].

2.4. Multimodal Biological Feature Fusion Algorithm.
Deep reinforcement learning is used to construct different
modal biometric classifiers, and the weighted sum fusion of
different modal biometric features is implemented through
the score information to realize the design of a multimodal
biometric fusion algorithm.

(i) Input: test sample set of multimodal biometrics.
(ii) Output: fusion results of multimodal biometrics.

(1) +e deep reinforcement learning algorithm based on
convolution neural networks is used to construct different
modal biometric classifiers.+e classifier is composed of two
modules: Inception-ResNet module and residual connection
module [21].
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+e residual connection module can accumulate the
output result of the upper layer network and the copy data
and directly input it to the lower layer network. +e ac-
cumulation of the output and the original image feature map
helps to reduce the training error. +e module network is
composed of multiple residual blocks. It is a stacked
deepening network that can prevent the occurrence of the
overfitting phenomenon. +e middle of the network is the
residual structure, which can realize jump transmission
[22, 23].

+e Inception-ResNet module uses the inception
structure and can find the optimal sparse structure unit. +e
single-modal between the two activation functions is ex-
panded to become a new neural network, and multiple
convolution kernels of different sizes are used to realize
feature classification on different scales. +e loss function of
the classifier is as follows:

l �
1
2

􏽘

N

i�1
t − Ci

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
, (8)

where l refers to the loss value; N refers to the number of
samples; t refers to the feature value; and Ci refers to the
feature center point of category corresponding to sample i.

When the value of the loss function is the smallest, the
network can reach the most convergent state.

(2) m classifiers are represented by the following
equation:

M � m1, m2, . . . , mn􏼈 􏼉, (9)

where mn represents the n th classifier.
+e classification results of m classifiers are as follows:

H � 􏽘
M

n�1
αmn, (10)

where α represents the average classification threshold:
(3) Let us estimate the optimal weight of classification

results as follows:

δn �
κ Genn( 􏼁 − S

κ Impn( 􏼁 − S
􏼠 􏼡

2

2
, (11)

where κ(Genn) is the mean value of the truth function
κ(Impn) is the mean of false value scores. S is the mean of the
matching score.

(4) Let us quantify the uncertain area in the feature
information through the mean closure strategy as follows:

μ � F zi( 􏼁S, (12)

where μ refers to the quantized value of uncertain area and
F(zi) refers to the quantized function of uncertain value zi.

(5) Let us assign weight to uncertain areas according to
δn value as follows:

si �
δn

􏽐
M
n�1 δn

. (13)

+e assigned weight value satisfies the following
equation:

0≤ si ≤ 1, ∀M,

􏽘

M

n�1
si � 1, ∀n.

(14)

+rough the reasonable distribution of weights, the
summation and weighted fusion of the matching score in-
formation of different modal features are realized. +e
process of the proposed algorithm is shown in Figure 1.

2.5. Experimental Index. In the experiment, multimodal
medical image fusion algorithms based on marine predator
algorithm and three-scale image decomposition, the new
algorithm for multimodal medical image fusion, multi-
feature fusion algorithm in detail enhancement of VR
panoramic images, multimodal medical image fusion al-
gorithm based on quaternion wavelet transform, and
multimodal feature fusion algorithm for gait recognition
based on CNN are used as the comparison test algorithms,
which are represented by algorithms 1, 2, 3, 4 and 5,
respectively.

+e various performances of the proposed algorithm are
tested.+e experimental indexes are as follows: fusion effect:
we take brain CT images and MRI images as examples for
multimodal biometric fusion, and compare the fusion re-
sults, that is, the quality of the image. Accuracy of multi-
modal biometric extraction: the calculation equation of
multimodal biometric extraction accuracy is as follows:

A �
ai

aj

× 100%, (15)

where ai refers to the amount of data correctly extracted
from multimodal biometric samples, and aj refers to the
total number of samples for multimodal biometrics.

Average classification accuracy (ACA): it represents the
average probability of correct classification of multimodal
biometrics in multiple experiments, and its calculation
equation is as follows:

ACA �
􏽐

n
i�1 bik/bij􏼐 􏼑 × 100%􏼐 􏼑

n
, (16)

where aik refers to sample data size of correctly classified
multimodal biometrics, bij refers to the experimental data,
and n refers to the times of experiments.

+e time-consuming of multimodal biometric classifi-
cation: the time-consuming of multimodal biometric clas-
sification refers to the time spent in classifying multimodal
biometrics. +e calculation equation of the index is as
follows:

T1 � t1 − t2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, (17)

where t1 represents the classification start time and t2
represents the classification end time.
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Multimodal biometric fusion time: it refers to the sum of
the time taken to complete all multimodal biometric fusion
steps. It is expressed as follows:

T2 � 􏽘
n

i�1
ti, (18)

where ti represents the time taken for the i th multimodal
biometric fusion step.

3. Results and Discussion

+is paper takes brain CT images and MRI images as an
example for multimodal biometric fusion, in which the
original image is shown in Figure 2.

+e fusion results of different algorithms are shown in
Figure 3.

+e fusion results of brain CT images and MRI images
are shown in Figure 3. +e fusion images with algorithms
1–5 are of low quality and have poor definition. +erefore,
the fusion results cannot accurately reflect the detailed
features of the two images. Compared with these algorithms,
the proposed algorithm almost retains the texture of the soft
tissue area in most brain MRI images and obviously retains
the shadow area of a suspected blood clot in brain CT
images.+e image definition is higher and the fusion effect is
better.

We test the feature extraction accuracy of the designed
multimodal biometric fusion algorithm based on deep re-
inforcement learning and five comparison algorithms. +e
test results are shown in Figure 4.

According to the data in Figure 4, the process of in-
creasing dimension, the feature extraction accuracy of the
proposed algorithm also increases. +e feature extraction
accuracy of algorithm1 is 74%–86%, that of algorithm 2 is
63%–73%, that of algorithm 3 is 52%–64%, that of algorithm
4 is 57%–70%, and that of algorithm 5 is 56%–67%. +e
feature extraction accuracy of the proposed algorithm is
between 84% and 93%, and its feature extraction accuracy is
higher than that of the five comparison algorithms, which
shows that the proposed algorithm can achieve more ac-
curate multimodal biometric extraction.

We test the average classification accuracy of the
designed algorithm and the five comparison algorithms. +e
test results are shown in Figure 5.

+e average classification accuracy test results in Figure 5
show that the highest average classification accuracy was
82% for algorithm 1, 73% for algorithm 2, 76% for algorithm
3, 72% for algorithm 4, and 75% for algorithm 5.+e average
classification accuracy of multimodal biometrics of the
proposed algorithm is high, up to 97%, which is higher than
the five comparison algorithms, indicating that the ACA
performance of multimodal biometrics of the proposed
algorithm is strong.

+e time-consuming test results of multimodal bio-
metric classification are shown in Figure 6.

+e test results in Figure 6 show that the multimodal
biometric classification of algorithm 1 takes 270 s, the
multimodal biometric classification of algorithm 2 takes
340 s, the multimodal biometric classification of algorithm 3
takes 250 s, the multimodal biometric classification of al-
gorithm 4 takes 260 s, and the multimodal biometric clas-
sification of algorithm 5 takes 460 s. +e multimodal
biometric classification of the proposed algorithm takes the
shortest time, and it only takes 110ms to realize the mul-
timodal biometric classification with the highest efficiency.

+e test results of multimodal biometric fusion time of
six algorithms are shown in Figure 7.

Begin

Data preprocessing through data change

Analysis of local texture using two-
dimensional gobar filter

Qualitatively describe the similarity
between filter and sub block

Extract the corresponding location
information of multimodal biometrics

Deep reinforcement learning is used to
construct different modal biometric

classifiers

Weighted summation of different
biometrics through score information

Complete the design of multimodal
biometric fusion algorithm

End

Figure 1: Process of multimodal biometric fusion algorithm.
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According to the multimodal biometric fusion time test
data in Figure 7, the multimodal biometric fusion time of
algorithm 1 is 700ms, the multimodal biometric fusion time
of algorithm 2 is 740ms, the multimodal biometric fusion
time of algorithm 3 is 640ms, the multimodal biometric

fusion time of algorithm 4 is 700ms, and the multimodal
biometric fusion time of algorithm 5 is 650ms. +e mul-
timodal biometric fusion time of the proposed algorithm is
the shortest, and the multimodal biometric fusion can be
realized in only 550 ms, which is more efficient.

(a) (b) (c)

(d) (e) (f)

Figure 3: Comparison of fusion effects: (a) algorithm 1, (b) algorithm 2, (c) algorithm 3, (d) algorithm 4, (e) algorithm 5, and (f) the
proposed algorithm.

(b)(a)

Figure 2: Original images: (a) CT image and (b) Mr-t2 image.
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Figure 5: Comparison of average classification accuracy results.
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4. Conclusions

In the research, the problem of multimodal biometric fusion
is solved, a multimodal biometric fusion algorithm based on
deep reinforcement learning is proposed, and the algorithm
is verified in practice. +e following research results were
obtained: (1) the unification of the value range of single-
modal biometric image data and the segmentation of single-
modal biometric regions are realized; (2) the extraction of
multimodal biometric phase information and local ampli-
tude information is realized by two-dimensional Gobar
filter; and (3) different modal biometric classifiers are
designed. In the research, due to the limitations of time and
energy, the training of classifiers and other issues have not
been studied in detail. More in-depth and detailed research
will be carried out in the future so as to maximize the
classification accuracy and the effect of multimodal bio-
metric fusion.
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Feature extraction and selection are important parts of motor imagery electroencephalogram (EEG) decoding and have always
been the focus and difficulty of brain-computer interface (BCI) system research. In order to improve the accuracy of EEG
decoding and reduce model training time, new feature extraction and selection methods are proposed in this paper. First, a new
spatial-frequency feature extraction method is proposed. +e original EEG signal is preprocessed, and then the common spatial
pattern (CSP) is used for spatial filtering and dimensionality reduction. Finally, the filter bank method is used to decompose the
spatially filtered signals into multiple frequency subbands, and the logarithmic band power feature of each frequency subband is
extracted. Second, to select the subject-specific spatial-frequency features, a hybrid feature selection method based on the Fisher
score and support vector machine (SVM) is proposed. +e Fisher score of each feature is calculated, then a series of threshold
parameters are set to generate different feature subsets, and finally, SVM and cross-validation are used to select the optimal feature
subset. +e effectiveness of the proposed method is validated using two sets of publicly available BCI competition data and a set of
self-collected data. +e total average accuracy of the three data sets achieved by the proposed method is 82.39%, which is 2.99%
higher than the CSP method. +e experimental results show that the proposed method has a better classification effect than the
existing methods, and at the same time, feature extraction and feature selection time also have greater advantages.

1. Introduction

Motor imagery electroencephalogram (EEG) signal is widely
used in brain-computer interface (BCI) system, but it has
strong randomness and low signal-to-noise ratio and is easily
disturbed by physiological and nonphysiological noises, which
makes it difficult to decode [1]. In EEG decoding, feature
extraction and selection are the core components [2]. On the
one hand, extracting discriminative and stable features can
effectively improve the performance of EEG decoding [3]. On
the other hand, the extracted features usually contain noise and
redundant information, so feature selection is required to
eliminate invalid information [4]. In addition, feature selection
can reduce the feature dimension and the complexity of the
classification model and avoid dimension disaster and over-
fitting. +erefore, feature extraction and selection have always
been the focus and difficulty of BCI system research.

Common spatial pattern (CSP) is a relatively effective
method for feature extraction of motor imagery EEG among
many methods [5]. +e traditional CSP method extracts
logarithmic variance as features after spatial filtering [6], but
some studies have shown that this feature extraction method
is not necessarily optimal. For example, literature [7] pro-
posed the logarithmic band power (LBP) feature based on
the CSP transform, which is called CSP-LBP in this paper.
+e experimental results show that CSP-LBP is superior to
the traditional CSP method. In addition, the traditional CSP
method lacks frequency domain information. +erefore, a
lot of work has been done to select the optimal frequency
band for CSP. For example, in literature [8], the original
EEG signal was filtered into multiple subbands by filter bank
method, and then CSP was used to extract features. Finally,
mutual information was used to select the features of the
optimal frequency band. Zhang et al. [9] proposed a sparse
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filter band common spatial pattern (SFBCSP) method.
SFBCSP carried out band-pass filtering on original EEG
signals through multiple frequency subbands with a fre-
quency range of 4–40Hz, a bandwidth of 4Hz, and an
overlap rate of 2Hz between subbands. CSP was used to
extract features on each subband, and the least absolute
shrinkage and selection operator (LASSO) was used for
frequency band feature selection. Finally, the support vector
machine (SVM) was used to classify selected features.
Subsequently, Zhang et al. [10] proposed a subband opti-
mization method that implements sparse Bayesian learning
of frequency bands (SBLFB) for motor imagery classifica-
tion. +e subbands filtering method was the same as that in
literature [9], but sparse Bayesian learning was used to select
sparse frequency band features. +e above spatial-frequency
feature extraction methods filter the original EEG signals
into multiple subbands, which requires a large amount of
computation and a long time.

Existing feature selection methods mainly include filter,
wrapper, and embedded [11]. +e filter feature selection
method uses evaluation criteria such as information mea-
surement and distance measurement to select features. +e
wrapper feature selection method generates feature subsets in
a specific way and then uses the results of classifiers as the
evaluation criteria for feature selection.+e embedded feature
selection method can automatically remove some features
during classifier training, so feature selection and classifica-
tion can be carried out simultaneously. +e above three types
of methods have their advantages and disadvantages, and the
organic combination of these methods can achieve comple-
mentary advantages. +erefore, the hybrid feature selection
method has been studied widely in recent years. Moradi et al.
[12] proposed a novel hybrid feature selection algorithm
based on particle swarm optimization (PSO) and the local
search strategy, and the local search strategy was embedded in
the PSO to select the less correlated and salient feature subset.
Jain et al. [13] proposed a hybrid model for gene selection and
cancer classification, and the optimal gene subset was selected
by correlation-based feature selection method combined with
improved binary PSO. Lu et al. [14] proposed a hybrid feature
selection algorithm for gene expression data classification.
+e algorithm combined the mutual information maximi-
zation and the adaptive genetic algorithm to reduce the di-
mension of gene expression data and remove the
redundancies for classification. Ghareb et al. [15] combined
six filtering feature selection methods and an improved ge-
netic algorithm to form a new hybrid feature selection
method. Literature [16] is a review article that comprehen-
sively introduces the hybrid feature selection method for
cancer classification. Although the hybrid feature selection
method has been widely used, as far as we know, few hybrid
feature selectionmethods have been applied to EEGdecoding.
In addition, the existing hybrid feature selection methods are
mostly based on intelligent optimization algorithms such as
PSO and genetic algorithms, so the feature selection time is
relatively long.

In order to further improve the performance of motor
imagery EEG decoding, a new spatial-frequency feature
extraction method and hybrid feature selection method are

proposed in this paper. First, considering the effectiveness of
the CSP-LBP method [7] and the frequency defects of CSP, a
new spatial-frequency feature extraction method based on
CSP transform, filter bank (FB), and logarithmic band power
(LBP) is proposed; we call it CSP-FBLBP. +e original EEG
signals are preprocessed and then spatially filtered by CSP
transform. After that, the spatially filtered signals are
decomposed into multiple subbands using a filter bank, and
the logarithmic band power of each subband is extracted as
the feature. Second, a new hybrid feature selection method
based on Fisher score (F-score) and SVM is proposed to
select subject-specific spatial-frequency features; we call it
F-score-h.+e Fisher score of each feature is calculated, then
a series of threshold parameters are set to generate different
feature subsets, and finally, SVM and 10-fold cross-valida-
tion are used to select the optimal feature subset. After
feature extraction and selection are completed, SVM is used
for classification. Two public data sets and a self-collected
data set are used to verify the proposed method.

+e main contributions of this paper are in two aspects:
First, a new spatial-frequency feature extraction method

is proposed. CSP is used for dimensionality reduction, and
then the spatial projection signal is band-pass filtered using
the filter bank method. Finally, logarithmic band power is
used for feature extraction. CSP dimensionality reduction
effectively reduces the number of signal channels, thereby
reducing the calculation amount and time of band-pass
filtering, which greatly improves the timeliness of feature
extraction. In addition, the experimental results show that
logarithmic band power is more effective than the loga-
rithmic variance of the traditional CSP method.

Second, a new hybrid feature selection method is pro-
posed. +e Fisher score is used for feature sorting, and the
threshold method, SVM, and cross-validation are combined
for optimal feature subset selection. +e proposed method
takes full advantage of the simple calculation of the filtering
method and the supervised selection of the wrappedmethod,
which not only reduces the feature selection time but also
improves the classification performance of EEG decoding.

2. Materials and Methods

2.1. EEG Data Description. Data set 1: data set IIa of BCI
competition IV (2008) [17]: this data set contains 22 elec-
trode channels, and the sampling rate is 250Hz. Nine
healthy subjects (A01, A02, A03, A04, A05, A06, A07, A08,
and A09) performed left-hand, right-hand, foot, and tongue
motor imagery tasks, respectively. Since we only consider
binary classification tasks, C2

4 � 6 groups of binary classi-
fication tasks are obtained by permutation and combination
of four types of tasks. Since there are nine subjects, 9× 6� 54
data subsets could be obtained. +e number of samples in
the training set and test set of each subject is 144,
respectively.

Data set 2: data set IIb of BCI competition IV (2008) [18]:
this data set contains 3 electrode channels, and the sampling
rate is 250Hz. Nine healthy subjects (B01, B02, B03, B04,
B05, B06, B07, B08, and B09) performed left-hand and right-
hand motor imagery tasks, respectively. +is data set has five
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sessions, and we only analyzed the data of the third session
[10].+e number of samples in the training set and test set of
each subject is 80, respectively.

Data set 3: data set self-collected from our laboratory:
NuAmps amplifier and electrode cap from Neuroscan
company are used for scalp EEG signals collection, and the
sampling rate is 250Hz. A total of 36 electrode channel data
in this data set, including 30 channels of EEG data, 4
channels of electrooculogram data, and two reference
channels, and only 30 channels of EEG data, are analyzed
in this paper. Six healthy subjects (S01, S02, S03, S04, S05,
and S06) performed left-hand and right-hand motor im-
agery tasks, respectively.

2.2. #e Proposed Method. +e data processing flow of the
proposed method is shown in Figure 1, which mainly in-
cludes preprocessing, feature extraction, feature selection,
and feature classification. In the preprocessing stage, all data
sets performed 8–30Hz band-pass filtering using a 6-order
Butterworth filter.+e time windowwith 0.5–2.5 s is selected
for single-trial data extraction. In the following content, we
will introduce the core work of the proposed method in
detail.

2.2.1.#e New Spatial-Frequency Feature ExtractionMethod.
+e new spatial-frequency feature extraction method in-
cludes CSP dimensionality reduction, filter bank band-pass
filtering, and logarithmic band power feature extraction.

(1) CSP Dimensionality Reduction. +e solution of the CSP
objective function can be equivalent to a generalized ei-
genvalue problem [19]. After the eigenvector matrix is
obtained, the eigenvectors corresponding to the first m

largest eigenvalues and the last m smallest are selected to
form the final spatial filter. Assuming that the spatial filter is
W and the single-trial data is D, the spatial projection signal
Z can be calculated by the following calculation formula:

Z � WTD, (1)

whereW ∈ RC×2m,D ∈ RC×K, C represents the total number
of electrode channels, m represents the pair number of the
spatial filters, and K represents the number of sampling
points for each electrode channel.

After the single-trial data D is transformed by CSP, the
EEG signal has only 2m channels. +e value of m is usually
set to 3 or 1, so the number of EEG signal channels is
significantly reduced after CSP transformation. For example,

data set 1 has 22 electrode channels; if m is set to 3, the EEG
signal has only 6 channels after CSP dimensionality re-
duction. +e specific form of the signal Z is as follows:

Z �

z1,1 z1,2 · · · z1,K

z2,1 z2,2 · · · z2,K

⋮ ⋮ ⋱ ⋮

z2m,1 z2m,2 · · · z2m,K

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (2)

(2) Filter Bank Band-Pass Filtering. +e signal Z is band-pass
filtered using a filter bank with frequency subbands of
4–8Hz, 6–10Hz, . . ., 26–30Hz. Specifically, band-pass fil-
tering is performed on each channel of the signal Z, which is
shown in Figure 2.

(3) #e Logarithmic Band Power Feature Extraction. +e
logarithmic variance is extracted as the feature in the tra-
ditional CSP method [6]. However, the experimental results
in literature [7] prove that the logarithmic band power is
more effective. +erefore, after band-pass filtering, the
logarithmic band power is extracted as the feature in this
paper, specifically as follows [7]:

LBPp � log
1
K

􏽘

K

i�1
Zp(i)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎝ ⎞⎠, p � 1, 2, . . . 2m, (3)

where Zp(i) represents the i − th sample point of the p − th

channel of the signals Z.
In the newly proposed spatial-frequency feature ex-

traction method, CSP spatial filtering is performed first, and
then band-pass filtering and feature extraction are per-
formed on the spatially filtered signal. +is processing has
two advantages. On the one hand, after the signal is spatially
filtered by the CSP, the signal quality is improved, and the
extracted features are more stable and more discriminative.
On the other hand, after CSP dimensionality reduction, the
signal channel is greatly reduced, thereby reducing the
calculation amount of band-pass filtering. +erefore, the
time of feature extraction is greatly reduced, and it is not
affected by the actual number of electrode channels.

2.2.2. Hybrid Feature SelectionMethod. +e Fisher score can
measure the distinguishing ability of features between two
categories [20]. +e Fisher score is obtained by calculating
the variance ratio between-classes and within-classes of each
feature, details as follows:

F(i) �
x

(+)
i − xi􏼐 􏼑

2
+ x

(− )
i − xi􏼐 􏼑

2

1/ n+ − 1( 􏼁( 􏼁􏽐
n+
k�1􏼠x

(+)
k,i − x

(+)
i 􏼡

2

+ 1/ n− − 1( 􏼁( 􏼁 􏽐
n−

k�1 􏼠x
(− )
k,i − x

(− )
i 􏼡

2, (4)

where F(i) represents the Fisher score of i − th future. n+ and
n− , respectively, represent the number of positive samples

and negative samples, and n � n+ + n− represents the
number of total samples. xi, x

(+)
i , and x

(− )
i are, respectively,
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the mean value of the i − th feature in the whole data sample
set, the mean value of the i − th feature in the positive sample
set, and the mean value of the i − th feature in the negative
sample set. xk ∈ Rp represents the k − th feature sample,
x

(+)
k,i is the feature value of the i − th feature of the k − th

positive class sample, x
(− )
k,i is the feature value of the i − th

feature of the k − th negative class sample, and p is the
feature dimension. +e larger the F value, the stronger the
discrimination of the corresponding features [21]. +e
traditional F-score method sorts the features according to
the Fisher score and then selects the top K features for
subsequent classification.

However, it is difficult to determine exactly how many
features should be selected to achieve the best classification
effect. +erefore, a hybrid feature selection method based on
F-score and SVM classifier is proposed in this paper; we call
it F-score-h. Unlike the filter feature selection method based
on F-score, F-score-h uses feature weights (i.e., the Fisher
score of the feature) to select the optimal feature subset, as
shown in Figure 3. Specifically, after the features are sorted
by the Fisher score, we set a series of thresholds to generate
different feature subsets; the features greater than the set
threshold will be selected. +e set of candidate parameters
for the threshold is Th ∈ 0, 0.05, 0.1 . . . , 0.8{ }. For each
threshold parameter, the average verification accuracy of
each feature subset is calculated by combining SVM and
10-fold cross-validation (CV). +e threshold corresponding
to the highest average accuracy is selected, and the optimal
feature subset is further selected according to the optimal
threshold.

+e newly proposed hybrid feature selection method
takes advantage of the small amount of calculation of the

filtering method and the supervised selection of the wrapped
method, which can take into account the time efficiency and
the classification performance for feature selection at the
same time.

2.2.3. SVM Classification. SVM is used as the classifier. +e
SVM classification model used in this paper is as follows
[22]:

min
w,b,ξ

1
2
wTw + C 􏽘

n

i�1
ξi,

subject toyi wTϕ xi( 􏼁 + b􏼐 􏼑≥ 1 − ξi,

ξi ≥ 0, i � 1, . . . , l, n,

(5)

where xi ∈ Rp represents the i − th feature sample
(feature vector). yi represents the i − th label. ξi rep-
resents the i − th slack variable. xi is mapped into a
higher-dimensional space by ϕ(xi), and C> 0 is the
regularization parameter. Using the primal-dual algo-
rithm to solve (5), the following decision function can
be obtained:

f(x) � sgn 􏽘
n

i�1
yiαiK x, xi( 􏼁 + b⎛⎝ ⎞⎠, (6)

where αi is the Lagrange multiplier, K(x, xi) � ϕ(x)Tϕ(xi)

is the kernel function, and sgn(·) represents a symbolic
function. SVM is implemented with the linear kernel using
the LIBSVM toolbox [22]. +e model parameter of SVM
adopts the default setting of the toolbox [22].
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Figure 1: +e data processing flow of the proposed method.
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Figure 2: +e band-pass filtering on each channel of the signal Z.
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3. Results

3.1. Results for Feature Extraction Methods

3.1.1. Comparison Methods and Parameter Settings. In order
to verify the effectiveness of the proposed feature extraction
method, the proposed method is compared with the other
four CSP methods, which are the traditional CSP method
[6, 19], CSP-FB [11], SFBCSP [9], SBLFB [10], and CSP-LBP
[7]. If there is no special instruction, the pair number of
spatial filters for CSP and its improvement methods are set
as follows: m � 3 for data set 1 and data set 3; m � 1 for data
set 2; SVM is used for classification. +e comparison al-
gorithms and their parameter settings are as follows:

CSP: CSP feature extraction refers to literature [6, 19].
CSP-FB: the parameter setting of the CSP-FB algorithm

refers to literature [11]. F-score-h is used to select features.
SFBCSP: the parameter setting of the SFBCSP algorithm

refers to literature [9]. Seventeen subbands (4–8Hz,
6–10Hz, . . ., 36–40Hz) with a bandwidth of 4Hz and an
overlap rate of 2Hz are used for band-pass filtering. A
6-order Butterworth filter is used. LASSO is used to select
sparse band features.

SBLFB: the parameter setting of the SBLFB algorithm
refers to literature [10]. +e subbands setting is the same as
SFBCSP. Sparse Bayesian learning is used to select sparse
band features.

CSP-LBP: CSP-LBP feature extraction refers to literature
[7].

CSP-FBLBP: CSP-FBLBP is used for feature extraction,
and F-score-h is used for feature selection.

3.1.2. Experimental Results. Tables 1–3, respectively, show
the classification accuracy and the total average classification
accuracy of all the subjects in the three data sets. +e highest
accuracy is marked in bold. In Table 1, the left-hand, right-
hand, foot, and tongue motor imagery tasks in data set 1
were represented by letters L, R, F, and T, respectively. L
versus R means left-hand and right-hand binary classifica-
tion tasks, and the others can be deduced by analogy. Due to
space constraints, only the average classification accuracy of
each binary classification task is given. It can be seen from
Table 1 that CSP-FBLBP achieves the highest average
classification accuracy on data set 1, and the accuracy is
3.24% higher than that of CSP. CSP-LBP and CSP-FB are

better than CSP, but SFBCSP and SBLCSP are lower than
CSP. Similarly, CSP-FBLBP also achieved the highest av-
erage classification accuracy on data sets 2 and 3; see Table 2
and Table 3 for details.

In order to make a more intuitive comparison of the
classification effect achieved by various methods, the average
classification accuracy achieved by different feature ex-
traction methods is shown in Figure 4. It can be seen from
Figure 4 that the classification effect of CSP-FBLBP is sig-
nificantly better than other methods. +e total average
classification accuracy of CSP, CSP-FB, SFBCSP, SBLFB,
CSP-LBP, and CSP-FBLBP in all data is 79.40, 80.53, 75.88,
75.63, 80.01, and 82.39, respectively.

Furthermore, the distribution of classification accuracy
achieved by various feature extraction methods is shown in
Figure 5. +e red line represents the median value of
classification accuracy. It can be seen that the median value
of CSP-FBLBP is higher than that of other methods. +e
maximum value of CSP-FBLBP is 100%, and the minimum
value of CSP-FBLBP is also higher than other methods. In
addition, the accuracy distribution of CSP-FBLBP is rela-
tively compact and close to the top.+erefore, CSP-FBLBP is
superior to other methods.

In order to fully reflect the advantages of CSP-FBLBP,
we further studied the time efficiency of CSP-FBLBP; the
running time of various feature extraction methods is
shown in Table 4. +e training sets of the three subjects
(A01, B01, and S01) are selected to calculate the feature
extraction time. +e feature extraction time of CSP-FB,
SFBCSP, SBLFB, and CSP-FBLBP includes two parts,
namely, CSP spatial filtering time and band-pass filtering
time. For CSP-FB, SFBCSP, SBLFB, and CSP-FBLBP
methods, two types of time are listed in brackets. +e first
one represents the spatial filtering time, and the last one
represents the band-pass filtering time. It can be seen from
Table 4 that the feature extraction time of SFBCSP and
SBLFB is the longest, mainly because their band-pass fil-
tering is relatively time-consuming. It is worth pointing out
that the feature extraction process of SFBCSP and SBCSP
is the same, so the feature extraction time is the same.
Although the feature extraction time of CSP-FBLBP is
longer than that of CSP-LBP and CSP, such time does not
affect the use of CSP-FBLBP in a real-time BCI system. In
addition, we can see that CSP-FBLBP has a greater time
advantage than CSP-FB, SFBCSP, and SBLFB.
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Figure 3: +e hybrid feature selection method based on F-score and SVM.
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Table 1: +e classification accuracy achieved by various feature extraction methods (data set 1).

Subject CSP CSP-FB SFBCSP SBLFB CSP-LBP CSP-FBLBP
L versus R 77.62 79.01 76.39 77.01 77.47 77.78
L versus F 82.41 85.88 79.32 80.25 82.33 87.58
L versus T 85.26 85.42 82.87 81.25 85.80 85.65
R versus F 81.02 84.72 76.93 76.62 84.10 86.96
R versus T 82.95 81.79 79.78 79.32 83.34 85.80
F versus T 72.61 72.61 71.30 70.68 74.46 77.55
Mean± Std 80.31± 14.25 81.57± 12.56 77.76± 12.06 77.52± 12.03 81.25± 12.73 83.55 ± 12.32

Table 2: +e classification accuracy achieved by various feature extraction methods (data set 2).

Subject CSP CSP-FB SFBCSP SBLFB CSP-LBP CSP-FBLBP
B01 80.00 83.75 78.75 77.50 80.00 76.25
B02 60.00 55.00 50.00 42.50 56.25 61.25
B03 43.75 41.25 47.50 46.25 43.75 50.00
B04 97.50 97.50 97.50 98.75 92.50 97.50
B05 87.50 93.75 81.25 80.00 91.25 92.50
B06 81.25 76.25 73.75 75.00 80.00 78.75
B07 81.25 87.50 85.00 82.50 82.50 87.50
B08 92.50 92.50 80.00 76.25 91.25 95.00
B09 80.00 80.00 70.00 70.00 83.75 78.75
Mean± Std 78.19± 16.61 78.61± 18.86 73.75± 16.12 72.08± 17.62 77.92± 16.84 79.72 ± 15.86

Table 3: +e classification accuracy achieved by various feature extraction methods (data set 3).

Subject CSP CSP-FB SFBCSP SBLFB CSP-LBP CSP-FBLBP
S01 70.31 68.75 51.56 50.00 67.19 76.56
S02 68.75 72.92 65.63 68.75 64.06 70.83
S03 68.75 84.62 64.58 62.50 72.92 78.46
S04 78.13 75.00 70.31 73.44 79.69 78.13
S05 75.00 78.13 43.75 45.31 73.44 76.56
S06 77.08 64.62 77.08 83.33 75.00 75.38
Mean± Std 73.00± 4.25 74.01± 7.04 62.15± 12.31 63.89± 14.37 72.05± 5.61 75.99 ± 2.77
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Figure 4: +e average classification accuracy achieved by various feature extraction methods.
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3.2. Results for Feature Selection Methods

3.2.1. ComparisonMethods and Parameter Settings. In order
to verify the effectiveness of the proposed feature selection
method, the proposed method was compared with four
other feature selection methods, namely, LASSO [23], ge-
netic algorithm (GA) [24], binary particle swarm optimi-
zation (BPSO) algorithm [25], and binary differential
evolution (BDE) algorithm [26]. CSP-FBLBP is used for
feature extraction, and SVM is used for classification.

LASSO: the alternative parameter set for LASSO is
λ ∈ 0.1 × 1, 2, . . . , 30{ }. +e optimal parameter is selected by
10-fold cross-validation. LASSO with regression model is
implemented by the SLEP toolbox [27]. After the LASSO
model is determined, the features with a weight coefficient
greater than 0 are selected as the optimal feature subset.

GA: the parameter setting of GA refers to literature [24].
+e binary encoding is selected as the feature encoding
method. +e fitness function is the classification accuracy of
the k-nearest neighbor classifier, where k� 5.+e population
size is 10, the number of iterations is used as the termination
condition of the algorithm, and the maximum number of
iterations is 100. +e crossover probability is 0.8, and the
mutation probability is 0.01.

BPSO: the implementation of BPSO refers to literature
[25], and the parameter setting is consistent with literature
[25]. +e fitness function is the classification accuracy of the
k-nearest neighbor classifier, where k� 5. +e population
size is 10, the number of iterations is used as the termination
condition of the algorithm, and the maximum number of
iterations is 100. +e acceleration coefficients of the BPSO

are set as c1 � 2, c2 � 2. +e maximum and minimum ve-
locities are 6 and − 6, respectively. +e maximum and
minimum inertial weights are 0.9 and 0.4, respectively.

BDE: the parameter setting of BDE refers to literature
[26]. +e population size is 10, and the number of iterations
is used as the termination condition of the algorithm, and
the maximum number of iterations is set to 100. +e
crossover probability is 0.9.

3.2.2. Experimental Results. +e average classification ac-
curacy achieved by different feature selection methods is
shown in Figure 6. +e total average classification accuracy
of LASSO, BPSO, GA, BDE, and F-score-h in all data is
77.57, 80.62, 80.56, 80.43, and 82.39, respectively. F-score-h
is significantly better than other feature selection methods.
BPSO, GA, and BDE are equally effective, and the effect of
LASSO is relatively poor.

+e distribution of classification accuracy achieved by
various feature selectionmethods is shown in Figure 7. It can
be seen that the median value of F-score-h is higher than that
of other methods. +e maximum value of F-score-h is 100%,
and the minimum value of F-score-h is also higher than
other methods. In addition, the overall classification accu-
racy distribution of F-score-h is relatively compact and close
to the top. +ese results fully prove the superiority of
F-score-h.

+e running time of various feature selection methods is
shown in Table 5. +e training sets of the three subjects
(A01, B01, and S01) are selected to calculate the feature
selection time. +e feature selection time of F-score-h is the
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Figure 5: +e distribution of classification accuracy achieved by various feature extraction methods.

Table 4: +e feature extraction time of various methods (unit: second).

Subject CSP CSP-FB SFBCSP (SBLFB) CSP-LBP CSP-FBLBP
A01 0.076 0.912 (0.041, 0.871) 55.380 (0.774, 54.606) 0.052 0.542 (0.040, 0.502)
B01 0.034 0.264 (0.025, 0.239) 11.769 (0.499, 11.270) 0.027 0.173 (0.024, 0.149)
S01 0.050 0.537 (0.026, 0.511) 54.765 (0.756, 54.009) 0.031 0.326 (0.027, 0.299)

Mathematical Problems in Engineering 7



shortest, which is much lower than othermethods.+e feature
selection time of BPSO, GA, and BDE methods is relatively
long. In contrast, F-score-h has a huge time advantage.

In summary, F-score-h has great advantages in classi-
fication performance and feature selection time.

3.3. Results Compared with Other ExistingMethods. In order
to more fully reflect the advantages of the proposed method,
the classification results of the proposed method are com-
pared with that of the recently published papers. +e clas-
sification results of data set 1 (L versus R binary classification
task) are shown in Table 6, and the classification results of
data set 2 are shown in Table 7. In data set 1, the proposed

method is superior to other existing methods. In data set 2,
the proposed method is second only to the NCFS method
[35] and is better than most existing methods. From the
above experimental results, it can be seen that the classifi-
cation effect of the proposed method has certain advantages.

4. Discussion

Comparing the classification results of CSP-FB and CSP as
well as CSP-FBLBP and CSP-LBP can prove that selecting a
subject-specific frequency band can improve the classifica-
tion performance of CSP. +e reason why CSP-FB and
CSP-FBLBP obtain better classification results is mainly that
these two methods use the filter bank method to make up for
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Figure 6: +e average classification accuracy achieved by various feature selection methods.
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Figure 7: +e distribution of classification accuracy achieved by various feature selection methods.

Table 5: +e feature selection time of various feature selection methods (unit: second).

Subject LASSO BPSO GA BDE F-score-h
A01 2.865 39.917 74.561 47.257 0.070
B01 1.879 40.337 77.432 45.693 0.050
S01 2.271 47.711 73.017 46.408 0.037
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the frequency information of CSP. To further illustrate the
problem, two subjects (A01 and B01) have been selected to
show the spatial-frequency feature selection results, where
features are extracted by CSP-FBLBP and selected by
F-score-h. A total of six channels (B01 only has two
channels) of signals are retained after CSP dimensionality
reduction.+e feature index 1–10 in Figure 8 corresponds to
the features of the first channel signal filtered by 8–12Hz, . . .,
26–30Hz band-pass filter. +e other feature indexes can be
deduced by analogy. Figures 8(a) and 8(c) show the feature
weights calculated by Fisher score; Figures 8(b) and 8(d)
show the features selected by F-score-h. From the feature
index, it is possible to calculate which channel and which
frequency band the selected feature belongs to. It can be seen
from Figure 8 that only a few features with high scores are
retained. +e channel (spatial information) and frequency
band (frequency information) selected for different subjects
are different; that is, the optimal spatial-frequency features
are subject-specific. CSP-FBLBP jointly considers subject-
specific spatial-frequency features, so a better classification
result is achieved.

In addition, CSP-FBLBP and CSP-FB use the same
method to compensate for the frequency defects of CSP, but
the classification effect of CSP-FBLBP is better than CSP-FB.
+is result shows that the feature type extracted after CSP
spatial filtering is also very critical. It can be seen from the
experimental results that the logarithmic band power is
better than the traditional logarithmic variance features.
Based on CSP transformation, it is worth studying to further
improve the feature extraction method.

Compared with the existing spatial-frequency feature
extraction methods (CSP-FB, SFBCSP, and SBLCSP),
CSP-FBLBP has a greater time advantage, and the feature
extraction time is significantly lower than the existing
methods. +e feature extraction time of SFBCSP and SBLFB
is the longest, mainly due to the time of band-pass filtering.
SFBCSP and SBLFB decompose the original EEG signals into
17 frequency subbands. +e number of subbands and
channels is relatively large, and the amount of calculation is
relatively large, so the feature extraction time is long. After
CSP dimensionality reduction, the number of signal chan-
nels of CSP-FBLBP is greatly reduced, so its feature ex-
traction time is significantly reduced. In addition,
comparing the feature extraction time of CSP-LBP and CSP
as well as CSP-FBLBP and CSP-FB can show that the cal-
culation time and complexity of logarithmic band power
features are lower than a logarithmic variance.

From the comparative analysis of the above experimental
results, it can be concluded that the F-score-h feature se-
lection method has achieved better classification results, and
its feature selection time also has significant advantages.
F-score-h is a hybrid of filter and wrapper feature selection
methods. On the one hand, the filter feature selection
method has a small amount of calculation, so the calculation
time is short; on the other hand, the wrapper feature se-
lection method uses the classification performance of the
classifier as an evaluation standard, its classification per-
formance is generally better. F-score-h takes into account
the advantages of both filter and wrapper methods, so it has
achieved better classification performance.

Table 6: +e classification accuracy achieved by various methods (data set 1: left-hand versus right-hand).

Subject GRU-RNN [28] (2018) IST-TSVM [29] (2019) ICA+PSR+CSP [30] (2020) p-LTCSP [31] (2020) CSP-FBLBP
A01 84.82 80.14 80 82.6 92.36
A02 65.32 51.55 65.36 70.23 54.17
A03 83.54 95.54 87.14 70.23 93.75
A04 67.67 53.6 67.5 55.15 67.36
A05 64 51.65 55.54 54.36 64.58
A06 70.87 56.83 50.18 60.14 64.58
A07 84.96 56.58 91.79 73.38 77.78
A08 71.95 93.42 84.11 85.29 93.75
A09 68.9 92.66 87.86 74.62 91.67
Mean± Std 73.56± 8.53 70.22± 19.74 74.39± 15.18 69.56± 11.10 77.78 ± 15.53

Table 7: +e classification accuracy achieved by various methods (data set 2).

Subject DBN [32] (2018) CapsNet [33] (2019) SGRM [34] (2019) NCFS [35] (2020) CSP-FBLBP
B01 70.38 78.75 77.3 79.25 76.25
B02 70.34 55.71 59.1 63.48 61.25
B03 71.2 55 51.5 56.65 50
B04 71.24 95.93 97 99.28 97.5
B05 71.21 83.12 87.4 88.67 92.5
B06 70.52 83.43 72.5 79.96 78.75
B07 70.79 75.62 86.7 88.76 87.5
B08 70.49 91.25 84.7 92.66 95
B09 70.32 87.18 85.6 84.95 78.75
Mean± Std 70.72± 0.4 78.44± 14.44 78.0± 14.65 81.52 ± 13.72 79.72± 15.86
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In this paper, for the LASSO method, we select the
features whose weight is greater than 0 as the optimal feature
subset. Generally, the larger the feature weight, the more
important the corresponding feature. However, the optimal
feature subset is selected by the LASSO model, which is not
necessarily the best on the SVM classifier [36]. Combined
with LASSO and SVM for feature selection, the classification
effect may be better [37]. +e classification effect of BPSO,

GA, and BDE is relatively poor; there are many reasons. First
of all, the genetic algorithm may fall into a local optimal
situation, BPSO may appear a “premature” phenomenon
[25], and BDE may not be able to effectively converge. In
addition, the selection of initialization parameters for BPSO,
GA, and BDE also has a great influence on feature selection.
How to choose more suitable model parameters is a very
critical issue.
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Figure 8: +e feature selection by F-score-h.
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Figure 9: +e variation of the average accuracy with the number of features (F-score).
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To further compare the advantages of F-score-h, we
compared F-score-h with F-score. F-score is a filter method
that uses Fisher scores to rank the features and then select
the top K features for classification. +e classification ac-
curacy when a different number of features is selected is
shown in Figure 9. +e feature dimension extracted in data
set 2 is only 20, while the feature dimension of data sets 1
and 3 is 60; in order to compare the variation of the average
classification accuracy of the three data sets with the
number of features on the same axis, the number of features
is mapped to a percentage. For example, 25 on the abscissa
of Figure 9 indicates that the selected feature number is
25% of the total number of features. It can be seen from
Figure 9 that the number of features corresponding to the
optimal classification accuracy of each data set is different.
+e filtering method selects the same number of features
for all data sets, and its classification effect is not good.
F-score-h selects features through feature weights, so the
selected feature subset is more discriminative and contains
less redundant information. In addition, F-score-h can
select subject-specific features. +erefore, F-score-h is
better than F-score.

+e average classification accuracy of each data set when
the F-score takes a different number of features is shown in
Table 8. It can be intuitively observed from Table 8 that the
accuracy of F-score-h is optimal in each data set.

5. Conclusion

+e new feature extraction and selection methods have been
proposed in this paper. In the new feature extraction
method, the logarithmic band power is used to replace the
logarithmic variance, and the filter bank method is used to
compensate for the frequency defects of CSP. In the new
feature selection method, the Fisher score is used to sort the
features, and then a series of threshold parameters are set;
SVM combined with cross-validation is used to select the
optimal threshold parameters so as to obtain the optimal
feature subset. +e experimental results show that the
proposed feature extraction and feature selection method
has better classification performance than existing methods,
and both feature extraction time and feature selection time
have greater advantages, which can be applied to real-time
BCI systems.

Although the proposed method has achieved good
classification results, the impact of the time window on CSP
is not considered in the feature extraction process, and the
proposed method still has a large room for improvement. In
future work, we will jointly consider efficient time-spatial-
frequency feature extraction and selection methods.

Data Availability

In this study, we used three data sets for experiments. Data
sets 1 and 2 are public BCI competition data sets, which have
been deposited on the BCI competition website. Data set 3 is
self-collected by our laboratory and is not publicly available
but can be obtained from the corresponding author upon
reasonable request.

Conflicts of Interest

All authors declare that they have no conflicts of interest.

Acknowledgments

+is work was supported by the National Natural Science
Foundation of China (nos. 61967004, 11901137, and
81960324), Natural Science Foundation of Guangxi Province
(no. 2018GXNSFBA281023), and Guangxi Key Laboratory
of Automatic Testing Technology and Instruments (nos.
YQ20113 and YQ19209).

References

[1] A. Khalaf and M. Akcakaya, “A probabilistic approach for
calibration time reduction in hybrid EEG–fTCD
brain–computer interfaces,” BioMedical Engineering Online,
vol. 19, no. 1, pp. 1–18, 2020.

[2] N. Padfield, J. Zabalza, H. Zhao, V. Masero, and J. Ren, “EEG-
based brain-computer interfaces using motor-imagery:
techniques and challenges,” Sensors, vol. 19, no. 6, p. 1423,
2019.

[3] N. Gursel Ozmen, L. Gumusel, and Y. Yang, “A biologically
inspired approach to frequency domain feature extraction for
EEG classification,” Computational and Mathematical
Methods in Medicine, vol. 2018, 2018.

[4] K. K. Ang, Z. Y. Chin, H. Zhang, and C. Guan, “Mutual
information-based selection of optimal spatial-temporal
patterns for single-trial EEG-based BCIs,” Pattern Recogni-
tion, vol. 45, no. 6, pp. 2137–2144, 2012.

[5] B. Wang, C. M. Wong, Z. Kang et al., “Common spatial
pattern reformulated for regularizations in brain-computer
interfaces,” IEEE Transactions on Cybernetics, vol. 51, no. 10,
pp. 5008–5020, 2020.

[6] B. Blankertz, R. Tomioka, S. Lemm, M. Kawanabe, and
K.-r. Muller, “Optimizing spatial filters for robust EEG single-
trial analysis,” IEEE Signal Processing Magazine, vol. 25, no. 1,
pp. 41–56, 2008.

[7] M. Aljalal, R. Djemal, K. AlSharabi, and S. Ibrahim, “Feature
extraction of EEG based motor imagery using CSP based on
logarithmic band power, entropy and energy,” in Proceedings
of the 2018 1st International Conference on Computer

Table 8: +e classification accuracy achieved by F-score and F-score-h.

Subject
F-score

F-score-h
25% 50% 75% 100%

Dataset 1 83.35± 12.23 82.78± 12.65 82.52± 12.42 81.74± 13.17 83.55 ± 12.32
Dataset 2 79.31± 15.30 78.06± 17.35 78.47± 16.70 78.89± 16.30 79.72 ± 14.95
Dataset 3 74.17± 2.73 73.40± 5.58 74.11± 7.07 72.12± 5.66 75.99 ± 2.53
Dataset all 82.02± 12.49 81.35± 13.25 81.26± 12.97 80.53± 13.45 82.39 ± 12.41

Mathematical Problems in Engineering 11



Applications & Information Security (ICCAIS), pp. 1–6, IEEE,
Riyadh, Saudi Arabia, April 2018.

[8] K. K. Ang, Z. Y. Chin, C. Wang, C. Guan, and H. Zhang,
“Filter bank common spatial pattern algorithm on BCI
competition IV datasets 2a and 2b,” Frontiers in Neuroscience,
vol. 6, p. 39, 2012.

[9] Y. Zhang, G. Zhou, J. Jin, X. Wang, and A. Cichocki,
“Optimizing spatial patterns with sparse filter bands for
motor-imagery based brain-computer interface,” Journal of
Neuroscience Methods, vol. 255, pp. 85–91, 2015.

[10] Y. Zhang, Y. Wang, J. Jin, and X. Wang, “Sparse Bayesian
learning for obtaining sparsity of EEG frequency bands based
feature vectors in motor imagery classification,” International
Journal of Neural Systems, vol. 27, no. 02, Article ID 1650032,
2017.

[11] S. Zhang, Z. Zhu, B. Zhang, B. Feng, T. Yu, and Z. Li, “+e
CSP-based new features plus non-convex log sparse feature
selection for motor imagery EEG classification,” Sensors,
vol. 20, no. 17, p. 4749, 2020.

[12] P. Moradi and M. Gholampour, “A hybrid particle swarm
optimization for feature subset selection by integrating a novel
local search strategy,” Applied Soft Computing, vol. 43,
pp. 117–130, 2016.

[13] I. Jain, V. K. Jain, and R. Jain, “Correlation feature selection
based improved-binary particle swarm optimization for gene
selection and cancer classification,” Applied Soft Computing,
vol. 62, pp. 203–215, 2018.

[14] H. Lu, J. Chen, K. Yan, Q. Jin, Y. Xue, and Z. Gao, “A hybrid
feature selection algorithm for gene expression data classifi-
cation,” Neurocomputing, vol. 256, pp. 56–62, 2017.

[15] A. S. Ghareb, A. A. Bakar, and A. R. Hamdan, “Hybrid feature
selection based on enhanced genetic algorithm for text cat-
egorization,” Expert Systems with Applications, vol. 49,
pp. 31–47, 2016.

[16] N. Almugren and H. Alshamlan, “A survey on hybrid feature
selection methods in microarray gene expression data for
cancer classification,” IEEE Access, vol. 7, pp. 78533–78548,
2019.

[17] C. Zuo, J. Jin, R. Xu et al., “Cluster decomposing and multi-
objective optimization based-ensemble learning framework
for motor imagery-based brain–computer interfaces,” Journal
of Neural Engineering, vol. 18, no. 2, Article ID 26018, 2021.

[18] C. Zuo, Y. Miao, X. Wang, L. Wu, and J. Jin, “Temporal
frequency joint sparse optimization and fuzzy fusion for
motor imagery-based brain-computer interfaces,” Journal of
Neuroscience Methods, vol. 340, p. 108725, 2020.

[19] F. Lotte and C. Guan, “Regularizing common spatial patterns
to improve BCI designs: unified theory and new algorithms,”
IEEE Transactions on Biomedical Engineering, vol. 58, no. 2,
pp. 355–362, 2010.

[20] A. Shoeibi, N. Ghassemi, R. Alizadehsani et al., “A com-
prehensive comparison of handcrafted features and con-
volutional autoencoders for epileptic seizures detection in
EEG signals,” Expert Systems with Applications, vol. 163,
Article ID 113788, 2021.

[21] M. Radman, M. Moradi, A. Chaibakhsh, M. Kordestani, and
M. Saif, “Multi-feature fusion approach for epileptic seizure
detection from EEG signals[J],” IEEE Sensors Journal, vol. 21,
no. 3, pp. 3533–3543, 2020.

[22] C.-C. Chang and C.-J. Lin, “Libsvm,” ACM Transactions on
Intelligent Systems and Technology, vol. 2, no. 3, pp. 1–27, 2011.

[23] A. Meziani, K. Djouani, T. Medkour, and A. Chibani, “A
Lasso quantile periodogram based feature extraction for EEG-

based motor imagery,” Journal of Neuroscience Methods,
vol. 328, Article ID 108434, 2019.

[24] J. Too, A. Abdullah, N. Mohd Saad, andW. Tee, “EMG feature
selection and classification using a Pbest-guide binary particle
swarm optimization,” Computation, vol. 7, no. 1, p. 12, 2019.

[25] J. Too, A. R. Abdullah, and N. Mohd Saad, “A new Co-
evolution binary particle swarm optimization with multiple
inertia weight strategy for feature selection,” Informatics,
vol. 6, no. 2, p. 21, 2019.

[26] D. Datta and S. Dutta, “A binary-real-coded differential
evolution for unit commitment problem,” International
Journal of Electrical Power & Energy Systems, vol. 42, no. 1,
pp. 517–524, 2012.

[27] J. Liu, S. Ji, and J. Ye, “SLEP: sparse learning with efficient
projections,” Arizona State University, vol. 6, no. 491, p. 7,
2009.

[28] E. C. Djamal and R. D. Putra, “Brain-computer interface of
focus and motor imagery using wavelet and recurrent neural
networks[J],” TELKOMNIKA Telecommunication, Comput-
ing, Electronics and Control, vol. 18, no. 4, pp. 2748–2756,
2020.

[29] Y. Xu, J. Hua, H. Zhang et al., “Improved transductive support
vector machine for a small labelled set in motor imagery-
based brain-computer interface[J],” Computational Intelli-
gence and Neuroscience, vol. 2019, Article ID 2087132, 2019.

[30] E. Dong, K. Zhou, J. Tong, and S. Du, “A novel hybrid kernel
function relevance vector machine for multi-task motor
imagery EEG classification,” Biomedical Signal Processing and
Control, vol. 60, Article ID 101991, 2020.

[31] Z. Yu, T. Ma, N. Fang, H. Wang, Z. Li, and H. Fan, “Local
temporal common spatial patterns modulated with phase
locking value,” Biomedical Signal Processing and Control,
vol. 59, Article ID 101882, 2020.

[32] Y. Chu, X. Zhao, Y. Zou, W. Xu, J. Han, and Y. Zhao, “A
decoding scheme for incomplete motor imagery EEG with
deep belief network,” Frontiers in Neuroscience, vol. 12, p. 680,
2018.

[33] K.-W. Ha and J.-W. Jeong, “Motor imagery EEG classification
using capsule networks,” Sensors, vol. 19, no. 13, p. 2854, 2019.

[34] Y. Jiao, Y. Zhang, X. Chen et al., “Sparse group representation
model for motor imagery EEG classification[J],” IEEE Journal
of Biomedical and Health Informatics, vol. 23, no. 2,
pp. 631–641, 2018.

[35] M. K. I. Molla, A. A. Shiam, M. R. Islam, and T. Tanaka,
“Discriminative feature selection-based motor imagery classifi-
cation using EEG signal,” IEEE Access, vol. 8, pp. 98255–98265,
2020.

[36] J. Li, K. Cheng, S. Wang et al., “Feature selection: a data
perspective,”ACMComputing Surveys, vol. 50, no. 6, pp. 1–45,
2017.

[37] M. Miao, H. Zeng, A. Wang, C. Zhao, and F. Liu, “Dis-
criminative spatial-frequency-temporal feature extraction and
classification of motor imagery EEG: an sparse regression and
Weighted Naı̈ve Bayesian Classifier-based approach,” Journal
of Neuroscience Methods, vol. 278, pp. 13–24, 2017.

12 Mathematical Problems in Engineering


