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Wireless communication integration is related to many challenges such as reliability, quality of service, communication range, and
energy consumption. As the overall performance of wireless sensor networks (WSN) will be improved if the capacity of each
sensor node is optimized, several techniques are used to fine-tune the various circuits of each node. In recent works, the wake-
up receiver nodes have been introduced to minimize latencies without increasing energy consumption. To overcome the
sensitivity of wake-up receiver limitations, a design of a low-noise amplifier (LNA) with several design specifications is
required. This article discusses the relevance of the wake-up receiver in WSN applications and provides a brief study of this
component. An LNA design for WSN wake-up receiver applications is presented. The challenging task of the LNA design is to
provide equitable trade-off performances such as noise figure, gain, power consumption, impedance matching, and linearity.
The LNA circuit is designed for wireless personal area network (WLAN) standards utilizing RF-TSMC CMOS 0.18 μm. Two
innovative techniques are applied to the LNA topology to improve its performance: forward body biasing is used to reduce
power consumption by 11.43mW, and substrate resistance is added to reduce noise by 1.8 dB. The developed LNA achieves a
noise figure of 1.6 dB and a power gain of 21.7 dB at 5.2GHz. At 0.6 V, the designed LNA dissipates 0.87mW.

1. Introduction

The Internet of Things (IoT) is currently at the forefront of
converting numerous areas to a degree of smartness by stor-
ing and processing data in a distributed manner to increase
productivity.

IoT technology is built on powerful wireless devices
that are integrated in a complex ecosystem to share and
analyze data. These wireless devices are known as sensor
nodes, and they are scattered throughout a large network
using multiple technologies and communicating at various
frequency levels. The operating frequency influences data
rate, transmission power, and power consumption in the
sensor node.

Wireless technologies such as Wi-Fi, Bluetooth, radio
frequency identification (RFID), and ultrawideband (UWB)
are used to provide reliable localization in an IoT-based
system. As indicated in Figure 1, ultrawideband (UWB)
is a digital pulse-based technology for digital data transmis-
sion with a bandwidth of 7.5GHz. It takes a little power
to operate over short distances (up to 15m). Because of
its low power spectral density (PSD) of -41.3 dBm/MHz,
it may be simply and securely installed alongside current
wireless communication systems without generating inter-
ference. UWB’s high data rate transmission with low energy
consumption and multipath resistance characteristic enables
it to be used for high-accuracy wireless range in IoT applica-
tions [1].
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On the other hand, a WSN system is a layered server
architecture in which each layer is defined according to a
specific function to perform. Upper and lower layers further
divide network architecture into seven different layers
(application, presentation, session, transport, network, data
link, and physical layers). In literature, many methods and
techniques have been introduced in order to minimize the
energy of WSN systems. Some researches concentrated on
minimizing the energy based on algorithms in the network
layer [2, 3]. And other researches are interested in energy
consumption at the physical layer as our work.

The wake-up receiver is an important component of
wireless sensor networks. This compact receiver is used in
a wide range of applications, including IoT, ambient intelli-
gence, and personal area networks. One of the most critical
difficulties in wake-up receiver design is lowering power
consumption to improve battery life; Figure 2 depicts a wire-
less sensor node outfitted with a wake-up receiver. A detailed
study on wake-up receiver and a comparison of some exist-
ing architectures have been presented in [4].

As part of its function, it is expected that the wake-up
receiver can demodulate a signal, recognize in some cases a
particular code, and issue a pulse to turn on the main
receiver chain. As a result, its reaction time is critical since
it contributes to the receiver’s and the application’s launch
times. A communication protocol with code recognition
allows the reduction of incorrect wake-up signals and so
optimizes usage. Good reception is dependent on its capacity
to identify undesired signals, regardless of its ability to
receive weak signals or function in a variety of situations.

The signal is transmitted through an RF carrier whose
frequency is an important parameter. The frequency range
is chosen based on a variety of parameters. In the scenario
when the wake-up receiver and the main receiver are on
the same chip, it may be congruent to that of the main radio
for simplicity and feature sharing. Because of space and
potential coupling, we can use the same frequency to prevent
intermodulation difficulties and enable the use of a single
antenna. However, if no restrictions are put on the primary
receiver, the use of each frequency band is governed by rules.
Bluetooth, Zigbee, and other wireless technologies, for
example, use the 2.4GHz range. Working in such a band
necessitates a high level of selectivity. Furthermore, the most
commonly utilized band in literature [5–7] for the construc-
tion of wake-up receivers is 868MHz; the advantage of this
band, in addition to registering in the Zigbee standards, is

that it is part of the ISM (Industrial Scientific Medical) band.
Using this band relaxes the limits on the communication
protocol, but we cannot use those wake-up receivers in
UWB, wireless personal area networks (WLAN), body area
networks, and other networks.

The previously described frequency band selection influ-
ences the modulation technique selection. This modulation
is used to transmit data across an RF carrier. The complexity
of the modulation is advantageous for signal transmission
since it provides immunity when compared to other signals.
The latter, on the other hand, will need more complicated
circuits and is less consistent with the aim of low consump-
tion. The first modulation approach is frequency modula-
tion, which is difficult to execute in the context of a wake-
up receiver because it is impossible to control a reference
clock without employing external and active components.
Furthermore, the chain design is complicated and incompat-
ible with the goal of low consumption. The second modula-
tion method is amplitude modulation, which has the
simplest handling; it consists of multiplying an RF signal,
the carrier, by an information signal, the modulating signal.
The primary drawback of this modulation is the low signal-
to-noise ratio (SNR) and frequency modulation. Amplitude
modulation is especially well suited for passive or semipas-
sive reception methods. In this situation, the receiver pro-
vides excellent consumption performance. There are two
sorts of active reception systems that may be applied. The
simplest is the chain with direct detection, which operates
with no frequency change, and the more sophisticated is
the chain with intermediate detection, which operates with
an intermediate frequency. The most significant item in con-
sumption in the first situation is the amplification of the RF
signal, whereas the most important item in consumption in
the second case is the creation of the intermediate frequency.
The phase is the final signal characteristic that may be mod-
ified. This sort of modulation is commonly used in telecom-
munications, such as GSM and Wi-Fi. A complicated
infrastructure of mixers, phase shifters, and oscillators is
used to demodulate a phase-modulated signal. It is not
appropriate for low-power circuits due to its complexity.
We identified no realizations based on this modulation in
the literature for wake-up receiver-based applications.

Among the required parameters for a wake-up receiver is
sensitivity, which must be more than -70 dBm. We can over-
come the low-range constraint by developing a highly sensi-
tive receiver. The data rate is another key criterion that is
primarily determined by the application, as most IoT appli-
cations require a very low rate with very occasional transfers.
As a result, lower data rates can be used to reduce power
consumption.

Numerous research studies on the application of the
wake-up receiver have been published recently. A highly
integrated and scalable 65nm CMOS wake-up receiver was
presented and manufactured in 2022 [8]. It achieves a per-
formance of -91.5 dBm sensitivity with a power consump-
tion of 0.9-20.9μW for 1 s-10ms latency. However, in [9],
the authors designed only an envelope detector for the front
end of a wake-up receiver. Two figures of merit to guide the
optimization of the trade-offs of a MOS envelope detector
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Figure 1: A comparison between the UWB spectrum and current
commercial communication system spectrum [1].
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for the wake-up receiver have been presented. In [10], a
novel approach for low-power WLAN mode employing a
wake-up receiver is described. The suggested solution can
reduce the issues that emerge when employing a duty-
cycling strategy. In [11], the authors present a nanowatt-
powered wake-up receiver that is made possible by a number
of significant advances. Using a 130nm CMOS technology,
the wake-up receiver achieves -76 dBm at the 151.8MHz
multiuse radio service band and -71 dBm at the 433MHz
industrial, scientific, and medical band with a total DC
power consumption of 7.6 nW. In [12], a mixing receiver
of the LNA with back gate using a double balance mixer with
doublers to merge LNA and LC-resonator quadrature
voltage-controlled oscillator from balun circuit was pre-
sented. This mixing receiver implemented in the TSMC
CMOS process is useful for RF systems.

On the other hand, in [13], the authors proposed a wake-
up receiver based on a tuned RF architecture that requires

filtering for selectivity and high RF gain for high sensitivity.
This architecture fits better due to its simplicity and low cost
of implementation; it consists of an LNA to amplify the
received signal with minimal noise, an envelope detector to
downconvert the RF signal to a baseband with a significantly
lower frequency than that of the carrier, a baseband ampli-
fier to boost the voltage level of the extracted envelope, a
hysteresis comparator, and a decoder. The PIC12 is chosen
for the digital part thanks to its electrical properties, internal
peripherals, and space requirements. This wake-up receiver
employs a modified medium access protocol that permits
3μW of power consumption and -90 dB of detection sensi-
tivity. In 2018, Wang et al. and Peter et al. suggested three
distinct wake-up receivers [14–16], whose essential design
includes a transformer filter, an envelope detector, a com-
parator, and a digital baseband. In accordance with [14],
they use an active envelope detector, and this study presents
a 113.5MHz OOK-modulated wake-up receiver that

Main receiver

Wake-up receiver

Micro-
controller

Multiple sensors

·····

·····

·····

Figure 2: A wireless sensor node equipped with a wake-up receiver.

Envelope
detector Digital signal

processing Comparator

Band-Pass
filter

Low-pass
filter

Main receiver 

LNA

Wake-up receiver

W
ak

e-
up

sig
na

l
de

ci
sio

n

Figure 3: Wake-up receiver block diagram.

3Journal of Sensors



achieves -69 dB sensitivity while consuming just 4.5mW of
power. Using a passive pseudobalun envelope detector with
an LNA, the authors of [15] obtain a sensitivity of
-80.5 dBm with just 6.1 nW. Therefore, active envelope
detector systems can achieve ultralow power operation, but
with limited sensitivity in the absence of substantial RF volt-
age gain and low-noise baseband circuitry. Using an active
pseudobalun envelope detector, Peter et al. [16] accomplish
a 400MHz, 4.5 nW power, and -63.8 dB sensitivity wake-
up receiver using this approach. All preceding systems
employ the same digital baseband, which is a correlator that
analyzes incoming data by calculating the hamming distance
between the sequence and the programmable oversampling
code. Once the value falls below a certain threshold, the
detected pattern is declared and the correlator generates a

wake-up signal. Almost all of the previously described
wake-up receiver designs operate in a low-frequency spec-
trum, with some also operating in the 2.4GHz frequency.

As part of other designs and implementation of the
WLAN wake-up receiver, we focus on the design of a low-
power LNA using RF-TSMC CMOS 0.18μm technology.
The LNA is an important block in the receiver chain, since
it significantly increases the receiver sensitivity, and its per-
formance is a challenge for RF circuit designers. As the
LNA is the first component in the signal reception chain that
receives the signal after the antenna, any noise created by
this amplifier will be carried throughout this chain, affecting
the performance of subsequent components; therefore, it is
vital to take this parameter into account. As depicted in
Figure 3, the LNA amplifier is used to amplify the signal
received from the antenna without adding noise. In the case
of long-distance communication, such as satellite communi-
cation, where waves are transmitted over unguided propaga-
tion lines tens or hundreds of kilometers long, the front
components must meet the strict requirements that a good
link between the different agents of each link requires. In this
case, the front-end transistors of the amplifier must be able
to meet these requirements. In addition, several research
studies focusing only on the LNA’s implementation have
been published [17–21].

The rest of the paper is organized as follows: in Section 2,
low-noise amplifier design is discussed. The S-parameters,
harmonic balance, and Monte Carlo and PVT simulation
results of the designed circuits are presented in Section 3.
Section 4 concludes the paper.

Vdd
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Figure 4: Schematic of the proposed LNA.
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Figure 5: The used Chebyshev filter.
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2. Methods

2.1. LNA Implementation. Figure 4 illustrates the topology of
the proposed LNA. It consists of two stages with resistive
shunt-shunt feedback. The common-gate topologies MN1
and MP1 are positioned as the input stage in order to
decrease power consumption and generate a broad input
match throughout the frequency range of interest. Due to
the trade-off between input matching and gain in the
common-gate stage, a common-source stage MN4 is added
to achieve high gain. A shunt-shunt feedback structure is
used to adjust the gain by changing the feedback resistance,
providing a gain that is continuously varied. Vc is connected
to the gate of MPf , and no further driving current is
necessary.

By utilizing inductors L1, L2, and L3 as shunt inductive
peaking and series inductive peaking, respectively, the band-
width of interest is increased. The capacitances C1, C2, C3,
andC4 are employed for DC bias isolation.

The input stage is formed of the MN1 and MP1 transis-
tors. Consequently, the MN2 and MN3 transistors are used
to minimize the main noise source, MN1. Recognizing that
each transistor has a unique noise figure, we used RBin and
RB resistors to reduce the noise figure of each transistor,
hence lowering the noise figure of the entire circuit.

2.2. Input Matching. The Chebyshev filter has the benefit of a
sharp roll in the factor stop band and ripples in the pass band.
This filter resonates the input impedance reactive portion
across the operational frequency range. Numerous studies uti-
lizing a Chebyshev filter in the LNA implementation design
have been published. In [22], a simple Chebyshev filter is used
tomatch the input bandwidth. This input network is less com-
plicated and has an excellent reflected coefficient between
3.1GHz and 10.6GHz. As the input stage in [23], a Chebyshev
filter has been built with the goal of providing the appropriate
higher-end and lower-end cutoff frequencies.

In addition, a Chebyshev filter was employed in [24] to
get wideband input matching and flat gain. Figure 5 depicts
the used filter.

2.3. Low-Voltage Technique Analysis. Forward body biasing
is applied to reduce the transistor’s the T is a V index volt-
age. The lowering of the T is a V index enables low the
DD is a V index operation and enhances circuit design free-
dom. According to the simulation, the MN4 transistor con-
sumes the most power; thus, forward body biasing will be
applied to this transistor.

VT of NMOS can be expressed as follows:

VT =VT0 + γ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Φf +VSB

q
−

ffiffiffiffiffiffiffiffi
2Φf

qh i
, ð1Þ

MN2

MN3

MN4
MN1

MP1

Rpp2

Rf

Rs

Rp1

V2
n,Rf

V2
n,Rs

Rp2

Vout

I2
n2

I2
n3

I2
n4

I2
n1

I2
np1

Figure 6: The designed LNA equivalent circuit.
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Figure 7: MOS schematic with larger substrate RB. (a) Schematic of
NMOS with RB. (b) Schematic of PMOS with RB.
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where VT0 is the threshold voltage with zero-body-source
voltage, γ is the body effect coefficient, and Φf is the bulk
Fermi potential. In this brief, the voltage between the body
and the source of the transistor MN4 is biased reversely
VSB < 0V for reducing VT . According to the simulation,
The T is a V index of an NMOS transistor can be lowered
to 0.38V when the body-to-source voltage VBS is equal to
0.45V. As a result, the supply voltage and power consump-
tion are reduced.

2.4. Noise-Reduction Technique Analysis. To analyze the
noise figure of the designed LNA depicted in Figure 4, the
noise equivalent circuit without RB and RBin consideration
is shown in Figure 6.

The designed LNA total noise figure is given as follows:

NFtot = 1 +
gmn4Rpeq
À Á2γ/α gmn1 + gmp1

� �
Rs gmn4Rpeq gmn1 + gmp1

� �
+ gmn3

� �2

+
1 + gmn1 + gmp1

� �
Rs

� �2
γ/α gmn3 + gmn4ð Þ + Rf

À Á� �

Rs gmn4Rpeq gmn1 + gmp1

� �
+ gmn3

� �2 :

ð2Þ

Table 1: Inductor optimized values.

Inductor Optimized value (nH)

L1 3

L2 2

L3 4

L4 3

Table 2: Capacitor optimized values.

Capacitor Optimized value (pF)

C1 1.5

C2 1

C3 3

Table 3: Transistor parameters.

Transistor Finger ×W μmð Þ × L μmð Þ
MN1 24 × 3:6 × 0:18
MP1 50 × 4:6 × 0:18
MN2 21 × 1 × 0:18
MN3 14 × 1 × 0:18
MN4 10 × 7:7 × 0:18
MPf 25 × 1:4 × 0:18
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Figure 9: Simulated input reflection coefficient S21.
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We may assume that, with the exception of MPf and
MN2, all transistors have an influence on the overall noise
figure; thus, we want to minimize the noise figure of each
concerned transistor in order to reduce the total noise figure.

RB is a substrate resistor that may be used to minimize
noise in a MOS device and hence improve the noise perfor-
mance of the LNA.

Figure 7 depicts a schematic of MOS transistors with a
substrate resistance RB. The noise equivalent circuit of a
MOS device with substrate resistance RB is shown in
Figure 8.

Generally, the substrate impedance Zsub can be simpli-
fied to a simple series RC circuit as follows:

Zsub ≅
1

jϣCdb
+ Rdb Rsb + Rdsbð Þ
Rdb + Rsb + Rdsb

+ RB: ð3Þ

So, the substrate resistance Rsub is expressed as follows:

Rsub =
Rdb Rsb + Rdsbð Þ
Rdb + Rsb + Rdsb

+ RB: ð4Þ

The noise figure NF can be expressed as [25]

NF = NFmin +
Gn

Rs
Zs − Ropt − jXopt
À Á2

: ð5Þ

The minimum noise figure NFmin and the noise param-
eter Gn can be written as

NFmin = 1 + 2Gn Rg + Rs + Ropt
À Á

, ð6Þ

Gn =
KgϢ

2C′2gs
gm

∗ 1 + Rd

Rds Rsubk
� �" #

: ð7Þ

From Equation (3), adding a substrate resistor RB
increases the substrate impedance Zsub. According to Equa-
tions (6) and (7), increasing the equivalent substrate resistor
Rsub decreases the minimal noise figure NFmin; moreover,
decreasing NFmin and Gn reduces the noise figure NF in
Equation (5).

2.5. Gain Control Circuit. The gain control structure is
depicted in Figure 4 at the second stage. We can change
the gain by adjusting Vc, the bias voltage. It should be noted
that Vc is placed at the gate of MPf and may be written as

Ron =
1

μpCox W/Lð Þf VC −Vthð Þ : ð8Þ

Taking into account that MPf is a PMOS transistor and
according to Equation (8), the transimpedance gain is con-
trolled by decreasing Vc.

3. Simulation Results

3.1. S-Parameter Simulation Results. Using ADS, the sug-
gested LNA is developed and simulated in the RF-TSMC
CMOS 0.18μm technology. We applied the existing ADS
optimization algorithm. We may establish our targets, the
type of optimization, and eventually the range of the
required optimized parameters using this approach. The cir-
cuit uses 1.45mW of direct current electricity and has a sup-
ply voltage of 0.6 volts. The circuit is optimized with the
primary objective of reducing noise, giving a high gain and
good input matching, and retaining acceptable circuit
parameter values in consideration.

Table 1 shows the optimized inductor values, whereas
Table 2 shows the optimal capacitance values. It should be
noted that the inductance and capacitance values should be
as low as feasible in order to be implemented.

The transistor LNA’s needed design characteristics are
shown in Table 3. By selecting a minimum transistor length
of 0.18μm, the LNA’s bandwidth is raised and the parasitic
capacitors are minimized.

The S-parameter analysis is carried out between 5 and
6GHz. For the remainder of the simulations, we will concen-
trate on the results at 5.2GHz, since the ISM band specifica-
tion for the IEEE 802.11a in the WLAN standard was
adopted for the carrier frequency 5.2GHz, as shown in
Figure 1. Due to the requirement for a greater transmission
rate, 802.11b with 11Mbit/s is clearly inferior to 802.11a,
which is a modification to the IEEE 802.11 protocol that
adds a higher data rate of up to 54Mbit/s utilizing the
5.2GHz band [19].
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The simulated input reflection coefficient S11 is shown
in Figure 9. S11 equals -14.15 dB at 5.2GHz.

The reverse isolation is shown in Figure 10. At 5.2GHz,
the S-parameter coefficient S12 is smaller than -21.8 dB. The
gain power is equal to 21.7 dB at 5.2GHz, which is illustrated
in Figure 11.

Figure 12 illustrates the simulation results for the noise
figure. The proposed LNA exhibits a minimum noise figure
of roughly 1.6 dB at 5.2GHz.

The S-parameter simulations of the proposed LNA are
shown in Figures 9–12. Based on this analysis, we may con-
clude that the suggested design presents better performances
than several existing circuits in the literature.

3.2. Harmonic Balance Simulation Result. We used the har-
monic balance simulation to validate the designed LNA.
To calculate intermodulation distortion products and
third-order interception point, two-input tones of the same
strength but separated by a very short frequency offset or

spacing can be employed. At various mixing frequencies,
these two tones combine and produce higher-order distor-
tion products.

As seen in Figure 13, the value of the IIP3 point is equal
to -26.5 dBm which represents a good linearity for such a
nonlinear device.

To compare the performances of the LNAs, the figure of
merit (FoM) is calculated as defined in [26]:

FoM = Gain
NF − 1ð Þ ∗ Pdc

: ð9Þ

Table 4 compares the proposed LNA’s circuit perfor-
mance to that of various earlier published researches.

3.3. Monte Carlo Simulation. A series of Monte Carlo simu-
lations were done to demonstrate the impact of process
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Figure 13: Simulated IIP3 of the proposed circuit.

Table 4: Comparison to previous work simulation results.

Reference [17] [18] [19] [27] This work

Tech ATF21xx 0.18μm 0.18μm 65 nm 0.18 μm

F (GHz) 5.2 5.2 5.2 5.2 5.2

Gmax (dB) 11.3 16 12.96 15.5 21.7

NFmin (dB) 0.78 2.5 1.0 2.2 1.6

Vdd (V) 4 1.8 1.8 1.2 0.6

Power (mW) 50 4.5 — 7.7 0.87

S11 (dB) -17 -30 -50.4 -10.3 -14.15

IIP3 (dBm) 27.8 — — -9.3 -26.5

FoM -1.02 2.37 — 1.677 41.57
freq (GHz)
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Figure 14: S21 Monte Carlo simulation.
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modifications on the performance parameters of the LNA.
The Monte Carlo analysis was used to reduce the size of all
circuit transistors by 5%.

Figures 14 and 15 show the results of the Monte Carlo
analysis. The gain parameter of the LNA is shown in
Figure 14, which is more than 14.9 dB for 200 Monte Carlo
simulation runs at 5.2GHz. The noise figure parameter of
the LNA is less than 2dB for 200 Monte Carlo simulation
runs in the same frequency range, as shown in Figure 15.

3.4. PVT Simulation. The performance of this LNA was eval-
uated at various process corners, supply voltages, and tem-
peratures to assess its sensitivity to PVT variations. Gain
and noise figure are the factors evaluated for PVT adjust-
ments. The process corners used in this simulation were
given by the foundry.

First, three cases were considered: the first (TC) is the
most typical case, in which all of the transistors have a typ-
ical model and the circuit operates at 0°C. The second case
(WP) considers operating circumstances where the temper-
ature is -45°C and the models of all transistors conform to
the FF (fast-fast) model. The transistors in the third case
(WS) employ the SS (slow-slow) model, and the temperature
is around 50°C.

At 5.2GHz, the PT (Process-Temperature) change has
no influence on the power gain value, as illustrated in
Figure 16. While temperature has little influence on the
noise figure value (Figure 17), it is still less than 2dB for dif-
ferent temperatures.

Knowing that lowering the supply voltage is a way used
in this article to minimize power usage, the values examined
were 0.7V, 0.6V, and 0.55V.

As shown in Figure 18, at 5.2GHz, the supply voltage var-
iation has little effect on the power gain value, but the mini-
mum gain value is about 21dB. However, the supply voltage
variation has no effect on the noise figure value (Figure 19).
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4. Conclusion and Future Works

The presented work describes a low-power WLAN LNA for
WSN wake-up receiver applications. The system is designed
to give more importance to the reduction of power con-
sumption and noise figure. Implemented in a 0.18μm
CMOS technology, the suggested LNA consumes 0.87mW.
The maximum gain attained at 5.2GHz is approximately
21.7 dB. The minimum noise level is around 1.6 dB as a high
substrate resistance is used to reduce the noise figure. Corner
simulations are done to observe the circuit’s immunity to
PVT changes as well as Monte Carlo simulations to prove
the performance of the LNA. It can be concluded from the
analysis that our design has presented advantages in almost
all performance parameters. Hence, the circuit is suitable
for applications which need low power consumption, low
noise, and low-cost solution for WSN wake-up receivers.
In future work, we intend to develop the entire WLAN
wake-up receiver architecture for WSN applications.
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The battery power limits the energy consumption of wireless sensor networks (WSN). As a result, its network performance
suffered significantly. Therefore, this paper proposes an opportunistic energy-efficient routing protocol (OEERP) algorithm for
reducing network energy consumption. It provides accurate target location detection, energy efficiency, and network lifespan
extension. It is intended to schedule idle nodes into a sleep state, thereby optimising network energy consumption. Sleep is
dynamically adjusted based on the network’s residual energy (RE) and flow rate (FR). It saves energy for a longer period. The
sleep nodes are triggered to wake up after a certain time interval. The simulation results show that the proposed OEERP
algorithm outperforms existing state-of-the-art algorithms in terms of accuracy, energy efficiency, and network lifetime extension.

1. Introduction

WSNs are framed by sensor combinations used for monitor-
ing various environmental parameters. These nodes required
a high energy consumption to transmit data [1]. The inte-
gration of battery power supply has improved the perfor-
mance of WSNs. However, due to the limited battery life,
many WSNs are prone to energy depletion. Most of the pro-
tocols do not focus on the energy distribution of the nodes
[2]. This means that the routes chosen for energy consump-
tion can only be used for specific applications. The main rea-
son for packet loss is due to the improper network partition
[3] and the retransmission of a packet consuming more
energy [4]. WSNs advance in terms of raw data generation
volume [5]. However, radio spectrum scarcity and the strain
on resource management increase tenfold [6]. Researchers

have been working on a clustering method that can better
utilise valuable radio spectrum for several years. The sensed
data can be transmitted to the node’s licenced spectrum sta-
tus of primary devices and reused within interference con-
straints. In [7], it describes WSNs that use cognitive radios
for spectrum sensing, spectrum access, and interference
management. Improve network energy efficiency by taking
into account the minimum data rate and interference limits
in CR-based WSNs [8] in order to maintain maximum EE in
networks with energy-constrained devices (e.g., sensors,
actuators, and controllers). Device-to-device (D2D) commu-
nication has been widely used in IoT networks to reduce
transmission delays and power consumption while also
improving spectrum efficiency [9]. Under interference con-
straints, two nodes can communicate directly with each
other using the same radio resource of cellular devices
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[10]. However, strict latency and reliability requirements
necessitated resource management approaches proposed in
works [11–14].

1.1. Sensor Node Functions in Networking. A wide range of
tasks are carried out by sensor nodes, which are widely dis-
persed throughout a sensitive environment. These include
transmission and reception, sensing, and location tracking
(GPS), processing and storing data, sleeping and communi-
cation modes, and calculation modes.

1.1.1. Transmitter/Receiver Function. The function is trans-
mitting and receiving data from the target, which is commu-
nication between the nodes to the sink/base station.

1.1.2. Sensing Operation. The sensing operation is emitting
the EM waves, and the received radio signals are used for
tracking the targets.

1.1.3. Global Positing System. GPS is used for finding the
position and finding the other node information in the
network.

1.1.4. Data Processing. The data processing will process a
received data and calculate the target location. The result
of data processing is transmitted to data storage.

1.1.5. Data Storage. This function will store the data from
the receiver data and the processing data.

1.1.6. The Battery. The battery will play the major role in giv-
ing energy to the senor nodes to do all the processes.

1.1.7. Sleeping Mode. Sleep mode will reduce the energy con-
sumption of the sensor nodes, and it will increase the net-
work lifetime.

1.1.8. Sensing Mode. This mode will sense the information
about the target location; it is used to find the location of
the target.

1.1.9. Listening Function. The listening function observes the
senor node results.

1.1.10. Communication Operation. In the communication
operation, the sensor node transmits and receives the sensed
data by the sensor nodes.

1.1.11. Calculating Mode. In the calculating mode, the sensed
data processed the data into the target.

2. Related Work

Relay nodes would transmit the packet size using a conven-
tion of a routing method to reduce energy consumption and
hop counts [15]. Figure 1 shows the 1-dimesional WSN for
data transmission. The EXOR method is a new approach
to controlling packet forwarding and reducing the number
of packets in transmissions. For forwarding, nodes no longer
need to be scheduled at random in this new method. Geo-
graphic Random Forwarding (GeRaf) will not focus on the
energy consumption of the network but instead will select
a good relay node between the forwarding multiple nodes.
As the forwarder set is selected, an energy-efficient opportu-
nistic routing scheme is proposed for the network, which
puts nodes into sleep mode [16]. For energy savings, the
SMAC method uses the MAC layer to select random nodes
and turn them into sleep nodes, forming a sleeping schedule
with their nearby nodes [17]. It allows for an equal distribu-
tion of nodes, but not for energy consumption. In a random
sleep schedule system, the node is put into sleep mode. Net-
work energy dissipation can be achieved by selecting a sleep
schedule that is based on the distance of each hop. TDMA
scheduling and an asynchronous duty cycling system can
be used to avoid idle node energy consumption by using
uneven clustering to improve energy efficiency [18]. The
nodes are constantly awakened by the synchronous protocol
for the specified period. The sleeping node is awakened by
pressing the trigger, allowing the transmission to begin.
There are numerous applications for wireless sensor net-
works, including collecting and obtaining data from sensors,
as well as effectively processing the data [19]. Battery-
powered sensors are used in the network because they
require a power supply to operate. When the batteries run
out, the wireless sensor network will no longer function
properly [20]. Due to these difficulties, changing a sensor
node's battery only requires a few controlled settings, which
have been discussed in many studies. The sensor nodes have
limited energy ranges to extend the network’s lifespan [21].

Based on WSNS surveillance issues [22–24, 33] to reduce
energy consumption and at the same time improve location
detection, multiple grids can be used. In [25–27, 34], the
genetic algorithm was improved by using fewer sensor

Node

TRmax

TRmin
Source

Figure 1: Basic 1-dimensional WSN.
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nodes, full-area coverage, energy efficiency, and connectivity
controlled by a sensor order. WSNs can benefit from a fuzzy
data fusion method [28]. The sensor node used more energy
when transferring data from the node to the cluster head
even though the perfect cluster head was chosen to keep
the WSN’s energy consumption under control [29]. The dis-
tributed cluster approach and the optimistic algorithm were
used to find the cluster head in WSNs [30]. The sensors in
the network require a power supply to function, so if the bat-
teries in the sensors run out, the wireless sensor network will
not function properly. Sensor node battery replacement is a
difficult process [20, 31, 32]. The accuracy of location detec-
tion can be improved by dividing the total coverage area into
multiple grids. The genetic algorithm reduces the number of
sensor nodes, ensuring full coverage and maximising energy
efficiency and connectivity [21]. It can make the most of its
energy by using a fuzzy data fusion method. It uses a fusion
spreader framework to improve energy efficiency. The sen-
sor node used more energy when transferring data from
the node to the cluster head even though the perfect cluster
head was selected to limit the amount of energy used in
WSNs where distributed clustering and an optimistic algo-
rithm were used in WSNs [22, 23].

3. Problem Statement and Contribution

Energy consumption is a major consideration in WSNs, as
the amount of energy consumed by a node determines
how long a network can last. When the nodes are idle, they
use less power, but when they begin performing tasks like

sending data to the cluster head, they use more power and
eventually run out of battery life, leading to a death situation.
Sensor node energy consumption can be effectively limited if
you want to extend the life of WSNs. An opportunistic
energy-efficient routing protocol (OEERP) algorithm is pre-
sented in this paper to reduce the network’s energy usage
while routing. It can pinpoint the target with pinpoint accu-
racy, save energy, and extend the life of the network. To
reduce network power consumption, it puts nodes that are
not in use into a low-power sleep mode. The major contribu-
tion of the OEERP algorithm is given below:

Step 1. Install the node into a network
(Input parameter: optima distance and threshold energy
Output parameter: sleep/awake scheduling)
Step 2. Check the optima distance and threshold energy
Step 3. Set the flow rate
Step 4. Calculate the priority node value
Step 5. Check the entire FS ðKÞ node for priority
Step 6. Put to sleep the high-priority node
Step 7. Calculate the sleep interval time to sleep
Step 8. Wake up the node after the sleep interval
Step 9. Start the data relaying process

Algorithm 1: Steps for OEERP Algorithm

Table 1: Simulation parameters.

Parameter (value)

Distance between two neighboring nodes (5 to 25m)

Deployment (uniform distribution)

Sending rate (1 packet/s)

Packet size (1024 bits)

Number of nodes (100)

Source node (1)

Sink node (1)

Start

Calculate the optima distance and
energy threshold 

Forming the forward set FS (k) 

Set the initial flow rate

Calculating the priority value 

Calculating sleep interval 

Sleep
interval

over

Perform data
relaying 

Wake-up the node
with triggering 

Perform data
relaying 

Update flow rate
and residual energy

AwakeGo to sleep If node
HPN

Yes

Yes

No

No

Figure 2: Flow chart for OEERP.
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(i) To ensure quality collections of sensor nodes, data
are configured and earlier failure states are pre-
dicted; consistency sends control commands from
the monitor’s centre

(ii) It provides self-configurable ability whenever fail-
ures are detected, and it finds failure type and
degree of impact

(iii) It enables a message notification system; thus, share
updating icon information with the subscriber node
during quality measures exceeding or below the

expected level. Thus, achieve end-to-end node con-
nectivity in real time

(iv) It monitors the system performance after evaluation
of past transaction of data with secured device and
scales its node coverage range and enhances man-
ageability between sensor nodes

4. Proposed Methodology

The paper proposed the optimistic energy-efficient routing
protocol which is used to increase detection of the target
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location and the network lifespan, mainly for the energy con-
sumption of the network. The operation of this routing proto-
col has two types of states: the first one is the sleep state and
the second one is the idle state.When the node is in idle mode,
put the idle node into the sleep state; in the sleep state, there
are 2 modes: initialization mode and sleep/awake based on
the sleep scheduling mode. The sleep duration of the nodes
depends on the priority value. The sleep mode in the forward
set has some time that is given in the equation.

TPx = 〠
x−1

y=1
TPy: ð1Þ

The OEERP is saving the maximum energy when the sink
receives the data from the node in the network. While the
communication of a network the large amount for energy
required of operations. The distribution of energy in the net-
work for a reception of data, for the idle node also the energy
will distributed that energy is wasted energy of the networks,
to reduce that the OEERP is proposed.

The nodes are not involved in the data relaying process;
that is, the nodes are idle nodes. The idle state node also
requires the same amount of energy like an active node
which is involved in the data relaying process. When calcu-
lating the total network’s energy consumption, it includes
the idle node energy.
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The node will perform the transmission and receipt of
the data in the network by the given time excluding the idle
nodes. The idle node is put into a sleep mode; the algorithm
is proposed to reduce the energy. For calculating the energy
dissipation in the transmission of an N-bit to the receiver,
the distance from transmitter d is given in

EDTx = SEreq + AEreq:d
ƞ� �

N: ð2Þ

The energy consumed by the receiver is given in

EDRx = SEreq:N: ð3Þ

Calculating the optimum distance for node k is given in
equation (4).

When they consider the kth node which started to com-
municate with the base station if some of the neighbor nodes
of kth are also suitable for the same, the neighbor node is
selected for the forwarder set; there are so many nodes that
will be suitable to become a forwarder set; the node having
high priority will become a forwarder set; equation (5) shows
the calculation equation for a priority check.

Optimadis =
Z − xk

OptimaNH
: ð4Þ

PRnode k + ið Þ = dk+i − dkð Þ 1
dk+i −Optimadis

� �

+ RxEk+i − EThð Þ:
ð5Þ

The selected forwarder node will start forwarding the
received packets to the next neighboring nodes, the remain-
ing unselected nodes are idle in equation (6), and the
OEERP algorithm is proposed to put these idle nodes into
a sleep state for consuming energy and increase the node life.

TECidle = TxE + RxENH +N idle, ð6Þ

TECSleep = TxENH + RxENH +NSleep: ð7Þ

When a node is in a sleep state (Nsleep), it will be equal
to a zero (Nsleep = 0) energy; then, equation (7) can be writ-
ten as equation (8).

TECSleep = TxENH + RxENH , ð8Þ

Sleepinterval =
1/dhp:od
� �

+ RxEkn−1 − EThð Þ − Prn kn + 1ð Þ/dnð Þ
2SEreqBrate + AEreqBrated

ƞ + Eidle
:

ð9Þ

All the forwarder set nodes are put into a sleep state
which has HPN; the HPN will be awake and performing
the data relaying. The sleep time interval is calculated by
equation (9).

5. Simulation Results

When a network is active, it consumes more energy than it
does when it is idling. Due to the lower power consumption
of the relay nodes, this is the case. Table 1 shows the simula-
tion parameters. Figure 2 compares the average residual
energy results. A node’s residual energy is higher if the node
is left idle for a long period of time. This method helps mini-
mise the energy consumption associated with idle listening.
Figure 3 depicts the nodes at a 5-meter distance. The energy
saving percentage is 66.66 percent for a distance of 7 metres.
The remaining energy in the sleep mode is reduced first, and
then, that in the idle mode is reduced subsequently. Figure 4
depicts the average residual energy comparison of the results.

OEERP with a sleep mode increases the distance
between the nodes as they get closer to each other in the
graph shown in Figure 5. This means that the network’s life-
span increases as the distance increases. In comparison to
other WSNs, the OEERP network has a longer lifespan and
uses fewer packets, making it more energy efficient.

Figure 5 shows a network lifetime comparison between
the results of the various algorithms. We need to raise the
RPR value in order to improve network connectivity. The
sleep or idle modes can be used to accomplish this. OEERP
with higher RPR initially receives more packets than its
peers, as shown in Figure 6. The received packet ratio com-
parison results of other algorithms are also shown. OEERP’s
RPR differs from that of other protocols in that the distance
between nodes in the sleep mode is 20 metres, increasing the
risk of packet loss. An OEERP network in the sleep mode
with a higher RPR value will provide a more reliable link
to the network.

6. Conclusion

This paper improved the network accuracy of detecting the
location of the target, the lifespan, and the energy efficiency.
The proposed OEERP algorithm allowed only the forwarder
set nodes to the data relaying process. It computes the opti-
mal sleep time for an idle node based on FR and RE. The
simulation results show the target detection, the lifespan,
and the energy efficiency of the network which is increased
in the sleep state than in the idle state, and the performance
of the algorithm results is compared with that of other algo-
rithms, namely, GeRaf and MTE. Target detection of the
location is based on the received packet ratio; when the
received packet ratio is increased, automatically the target
detection of the location accuracy will be increased.
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