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Compared with the impulse LiDAR, the single-photon LiDAR has higher measurement sensitivity in the prominent feature,
especially for space-based long-distance imaging. The distance measurement and the detection probability are the critical
performance for LiDAR. The ranging of single-photon LiDAR is mainly different from the photon ranging of pulsed LiDAR.
Dead time has a significant effect on distance measurement accuracy and detection probability, which are key parameters for
detectors when implementing sound control. Therefore, the model of detector dead time, measurement accuracy, and detection
probability should be established, and simulation results that meet application requirements should be achieved. Based on the
single-photon ranging theory, the dead time, measurement accuracy, and detection probability model of single-photon LiDAR
are studied. Furthermore, the systematic simulation of different contrasts is carried out according to the model. The simulation
results demonstrate that the model can accurately perform the relationship between dead time and single-photon LiDAR
system parameters. The research results can prove the design and verification of single-photon LiDAR dead time.

1. Introduction

The traditional space-based LiDAR ranging uses a linear
pulse detection system with low detection sensitivity. It relies
on a high threshold-to-noise ratio to distinguish the echo
signal from the background noise. Hence, the required laser
energy aperture product is significantly large. The laser echo
pulse contains at least thousands of photons of energy [1].
On the one hand, the high laser emission energy limits the
repetition frequency of the emitted laser, the data sampling
rate, and the detection distance. On the other hand, a large
number of echo photons are wasted. The advantage of
photon-counting laser ranging technology is that it can
obtain distance information of long-distance targets with
lower laser pulse energy, thereby increasing the number of
beams, reducing the system’s requirements for space-based
satellite platforms such as power consumption and telescope
aperture, and improving system performance, time resolu-
tion accuracy, and detection accuracy. The single-photon
multimode LiDAR detector adopts a new single-photon sys-
tem with the detector output energy according to photons

[2]. The single-photon detection efficiency and dark count
are determined by the dead time of the system. Thus, the
dead time of the single-photon detector directly affects the
detection of the system. Efficiency and dark count size will
ultimately affect the bit error rate, affecting system indicators
such as LiDAR detection probability and ranging accuracy.

It is worth noting that the single-photon LiDAR can be
used for relative position and velocity control in spacecraft
rendezvous and docking with high precision, which can also
be adopted in distributed space systems, e.g., satellite con-
stellation, satellite swarm, and federated satellite, including
many satellites distributed in different orbits cooperating
with each other to perform a very complex space mission
[3–5]. However, the measurement of single-photon LiDAR
may cause measurement errors or input delay. After dock-
ing, for combined spacecraft attitude control problem with
the unknown measurement delay and input delay, the work
in [6] investigated a novel intermediate-observer to achieve
effective stabilization. Nevertheless, the time-delay was only
considered, such that the application of this approach was
relatively conservative. Much literature has made great
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contributions to spacecraft control, most of which depends
on that the state information can be known exactly and
applied to control instructions directly. In fact, the single-
photon LiDAR can make sense to provide the state informa-
tion [7–9].

In this paper, according to the working principle of
single-photon detection, the relationship model between
the dead time of the single-photon detector, ranging accu-
racy, and detection probability is established, and the cor-
rectness of the relationship model is verified by simulation
under different contrasts. Finally, combined with the free-
form surface spectroscopy system, simulations verify the
relationship between dead time and probe illumination.
The simulation results show that the relational model pro-
posed in this paper can be applied to the determination of
the dead time of the single-photon LiDAR detector and the
design and verification of the index control.

2. Principle Analysis of Single-Photon
Laser Detection

The schematic diagram of the working principle for single-
photon laser detection is shown in Figure 1.

Single-photon LiDAR is a photon-counting system. The
system completes laser ranging through photon counting
[10]. Based on pulsed laser ranging, the introduction of time
correlation conforms to single-photon counting, and the lin-
ear detection system contains many photons. The detection
of the echo waveform is converted into a count for a single
echo photon event, making full use of the single-photon
level energy in the echo signal, using the correlation of the
target distance information and the cumulative count of
photon events in the background noise and dark counts.
The actual distance data is extracted to improve the detec-
tion probability and maximize the system’s detection sensi-
tivity and efficiency. The histogram statistics of photon
event detection of echo signal based on time correlation
are shown in Figure 2. In this figure, the abscissa is the num-
ber of single-photon events and the number of transmitted
pulses, and the ordinate is the ranging elevation accuracy.

Unlike the imaging method of CCD or CIS image sensor
that is usually used in traditional LiDAR to read the sound
charge, single-photon LiDAR generally uses a single-
photon avalanche diode [11]. After the array is integrated,
the ranging function is realized.

A single-photon avalanche diode is an avalanche photo-
diode that operates in the Geiger mode [12, 13]. A continu-
ous avalanche breakdown occurs when photons strike the
active region of the diode, so a quench circuit is required
to stop the avalanche process. Therefore, the output voltage
from the avalanche to the end of quenching appears as a sin-
gle pulse signal one after the other, and one pulse corre-
sponds to one photon. The periodic pulse signal can be
output as a pulse square wave signal one by one after the
shaping circuit, and the counter can record the number.
The light intensity can be quantified by counting the number
of pulses, and a detector array composed of multiple single-
photon avalanche diodes can be used as a detection device.

3. Dead Time Impact Analysis

Many factors affect the ranging accuracy of single-photon
LiDAR, and the modeling process is complicated. The main
factors related to single-photon detectors are the influence of
the dead time of the avalanche diode on the effective receiv-
ing aperture modeling and the dead time of the detector on
the ranging accuracy [14].

3.1. Detector Dead Time Effect on the Effective Receiver
Aperture. For each laser pulse detection, the existence of
any dead time will limit the number of signal photon events
[15]. Suppose the receiver dead time τd is greater than the
signal photon distribution time τs, less than the time corre-
sponding to the distance sampling interval τb, and the num-
ber of signal photons reaches the upper limit. The contrast
ratio is shown in the following formula:

lim
ns≫1

Cd = 1 − τd
τb

+ 1
nb

: ð1Þ

In the above formula, Cd is the contrast when the num-
ber of signal photons reaches the upper limit, ns is the aver-
age number of signal photons, nb is the average number of
photons sampled for each distance, τd is the receiver dead
time, and τb is the time corresponding to the distance sam-
pling interval. When the dead time of the detector or
receiver exceeds the distribution of echo signal photons, only
one photon in the signal photon stream can be effectively
detected, and any redundant signal photons cannot be
detected [16]. Due to the existence of the received dead time,
when the extreme situation occurs, that is, the signal photon
appears within the dead time range of the detector, the signal
photon will not be detected at this time, and the noise pho-
ton that triggers the detector will be the signal photon event
by default. It brings a sizeable ranging error [17]. Since each
pixel works independently and does not affect each other for
multielement detectors, more signal photons can be
obtained in a single laser pulse. The utilization rate of signal
photons is significantly increased. At the same time, the
background noise photons are distributed to more pixels.
When designing the system, the aperture of the leading opti-
cal component of the receiver can be appropriately
increased, which reduces the requirement for the single-
pulse energy of the transmitter [18]. Using a multielement
single-photon detector, the maximum allowable effective
receiving area is shown in

Ar =
1

β/NP τbCd − 1/1 − exp −ns/Np

� �
+ τd

� �
≈

N1
βτb Cd − 1ð Þ + 1 − e−npð Þτd/τb½ � :

ð2Þ

In formula (2), Ar is the maximum allowable effective
receiving area, Cd is the contrast when the number of signal
photons reaches the upper limit, ns is the average number of
signal photons, τd is the receiver dead time, τs is the signal
photon distribution time, and τb is the time corresponding
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to the distance sampling interval. β is the composite noise
count rate per unit area of the receiver, Np is the number
of pixels received by the detector, and N1 is the signal pho-
ton count event acquired by the detector. N1 ≈Npð1 − e−npÞ
, within np = ns/Np, ns is the number of signal photons inci-
dent on the photosensitive surface of the detector. The
modeling and simulation of the unit detector and the 16-
element detector are carried out. Assuming that the receiver
dead time is 16 ns and the average signal photon number is
6, the relationship between the effective receiving aperture
of the main optical component of the receiver and the signal
contrast is shown in Figure 3.

Figure 3 is the dead time of the unit detector and the 16-
element detector receiver, respectively. Under the condition
of the average number of signal photons ns = 6, when the
system adopts unit detectors and multielement detectors,
the simulation results of the relationship between the maxi-
mum allowable effective receiving aperture of the receiver

and the signal contrast show that with the increase of the
number of detector elements, under the same signal con-
trast, the required practical receiving the size of the caliber
becomes more significant, and the same model relationship
is satisfied.

At the same time, under the condition that the signal
contrasts are C = 2, 3, 5, 10, respectively, this paper analyzes
the relationship between the effective receiving aperture of
the optical component and the receiving dead time of the
detector as shown in Figure 4.

Figure 4 shows the relationship between the maximum
allowable effective receiving aperture of the receiver and
the signal contrast when the system uses a unit detector
and a multielement detector under the condition that the
signal contrasts are C = 2, 3, 5, 10, respectively. Through
simulation analysis, to ensure the same signal contrast, mul-
tielement detectors can increase the allowable receiving area
by about 4-6 times compared with single-pixel detectors.

Laser emission pulse
�reshold

Laser echo Photon counting sampling
(Mono pulse)

Photon counting sampling
(Multi pulse accumulation)

Figure 1: Operation schematic diagram for single-photon laser detection.

300

250

200

150

100

50

0
0 20 40 0 10 20 30 40 50 60 70 80 90 100

0

50

100

150

200

250

300

Event

A
lti

tu
de

A
lti

tu
de

Histogram statistics

Number of transmitted

Figure 2: Statistical histogram for time-related back wave signal photon event detection.

3International Journal of Aerospace Engineering



According to the above analysis, for example, the dead time
of the detector is 16ns, the number of pixels is 16, and the
contrast is 3. According to the maximum aperture con-
straint, the aperture is 1000mm.

3.2. The Detector Dead Time Influence on Ranging Accuracy.
The dead time of the LiDAR receiver directly affects the
ranging accuracy of the integrated load system. To reduce
the impact of dead time on ranging accuracy, it is necessary
to integrate the photosensitive surface of each single-photon
detector into its detection circuit [19–21]. By receiving 4 × 4
pixels of a single laser footprint, the dead time of the detec-
tion link is reduced, the limitation of the dead time on the
receiving aperture is also reduced, and the ranging accuracy
is improved. Assuming that the number of multibeam rang-
ing channels is 1000, the size of the detection array is 4000
× 4. The pixel assignment is shown in Figure 5.

In the working process of LiDAR, the echo pulse width is
widened due to the influence of beam divergence angle,
ground slope, and roughness. The widening effect is more
pronounced if the measurement object is a cloud, tree can-
opy, and other penetrating targets or soft targets. The prob-
ability that the signal photon triggers the photon detector in
the time range f ðτ, τ + dτÞ is equal to the product of the
detection probability in the unit time range and the proba-

bility that it is not triggered in the previous unit time range,
as shown in

P τð Þdτ = CNs τð Þdτ
ðτ
τ−τd

dτ′s τ′
� �( )

, ð3Þ

where τ = t − 2h0/c is the difference between the pulse emis-
sion time and the optical path time reaching the center of the
beam. h0 is the optical path of the pulse to the center of the
beam. sðτÞ is the signal waveform arriving at the detector (or
it can be more accurately defined as the Poisson generation
function). CN is the detection probability, and τd is the
receiver dead time. The contribution of detector pixels to
small noise counting events in the echo pulse time domain
is not considered in (3). The contribution of background
noise events to the whole photon-counting event is limited
to one distance sampling interval. The system deviation
and ranging accuracy for the unit detector are expressed as
follows:

ΔRh i = C
2 τh i,

ΔRRMS =
C
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h i − τh i2

q
,

ð4Þ

0.1

0.2

0.3

0.4

2 4 6 8 10
Signal contrast

Eff
ec

tiv
e r

ec
ei

vi
ng

ap
er

tu
re

Eff
ec

tiv
e r

ec
ei

vi
ng

ap
er

tu
reUnit detector

0.2

0.4

0.6

0.8

1

2 4 6 8 10
Signal contrast

16 element detector

Figure 3: Contrast and effective aperture for single-pixel detector and 16 detectors.

0.276

0.2755

0.275

0.2745

1 
× 

10
–8

2 
× 

10
–8

3 
× 

10
–8

4 
× 

10
–8

Unit

Cd = 3

0.1952

0.195
0.1951

0.195
0.1949

0.386

1 
× 

10
–8

2 
× 

10
–8

3 
× 

10
–8

4 
× 

10
–8

Unit

Cd = 5

0.13015

0.1301

0.13005

0.13

1 
× 

10
–8

2 
× 

10
–8

3 
× 

10
–8

4 
× 

10
–8

Unit

Cd = 10

0.39

0.389

0.388

0.387

0.386

1 
× 

10
–8

2 
× 

10
–8

3 
× 

10
–8

4 
× 

10
–8

Unit

Cd = 2

0.951

0.949

0.95

0.948

0.947

1 
× 

10
–8

2 
× 

10
–8

3 
× 

10
–8

4 
× 

10
–8

16 element

Cd = 2

16 element

0.6725

0.672

0.6715

0.671

1 
× 

10
–8

2 
× 

10
–8

3 
× 

10
–8

4 
× 

10
–8

Cd = 3

16 element

0.4756

0.4754
0.4755

0.4753
0.4752
0.4751

1 
× 

10
–8

2 
× 

10
–8

3 
× 

10
–8

4 
× 

10
–8

Cd = 5

16 element

0.3171

0.31705

0.317

0.31595

1 
× 

10
–8

2 
× 

10
–8

3 
× 

10
–8

4 
× 

10
–8

Cd = 10

Eff
ec

tiv
e r

ec
ei

vi
ng

 ap
er

tu
re

Figure 4: LiDAR receiver dead time and effective receive aperture relationship.
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where hΔRi is the systematic deviation, ΔRRMS is the root
mean square of system ranging accuracy, and hτi and hτ2i
are the average value and mean square value of pulse broad-
ening probability distribution in (3), respectively. Relative to
pulse broadening, for extreme cases where the dead time is
very small ðτd ≪ τcÞ or very large ðτd ≫ τcÞ, the specific
form is shown in

P0 τð Þdτ = 1
ns
s τð Þdτ, ð5Þ

P∞ τð Þdτ = 1
1−e−ns dτ · s τð Þ · exp −

ðτ
−∞

dτ′s τ′
� �	 


,

ð6Þ
where P0ðτÞdτ is the probability of triggering the photon
detector within the time range of ðτ, τ + dτÞ when the dead
time is very small ðτd ≪ τcÞ, P∞ðτÞdτ is the probability of
triggering the photon detector within the time range of ðτ,
τ + dτÞ when the dead time is very large ðτd ≫ τcÞ, ns is
the number of photon signals, and sðτÞ is the signal wave-
form arriving at the detector.

Equation (5) defines a case where the first photon of the
echo pulse triggers the receiver, and the other photons can-
not be triggered normally due to the limitation of the dead
time of the receiver. In the case of a weak echo signal ðns
≪ 1Þ, the dead time of the detector is no longer a restrictive
factor because the detector is triggered by an event with a
small number of photons in the previous signal. In formula
(6), the probability function of photon detection is closely
related to the waveform, so the accurate identification time
of echo is the center of the waveform. For the receiving sys-
tem with a very small dead time or no dead time limit, in the
case of a weak echo signal, the identification error of echo
time tends to 0, which is independent of echo intensity.
On the other hand, for the case of a large ground slope in
the laser spot, due to the large deviation of the echo pulse
distribution from the waveform center, the mean square
error of the identification time is relatively large, especially
the error introduced by the satellite attitude. Due to the
exponential term in (3), the existence of the dead time of
the LiDAR receiver will lead to the asymmetric effect of
the photon detection probability function. The photon trig-
ger detector with front distribution will increase the identifi-
cation error of negative time when the echo signal is a strong

echo signal. When the dead time exceeds 20 ns, this effect
will lead to the sharp deterioration of ranging accuracy,
which cannot reach the centimeter ranging accuracy.

Using the multipixel detector array and multichannel
signal processor for parallel processing, the signal photon
count and noise count of each detection pixel can be signif-
icantly reduced, and the dead time effect of each channel can
be reduced. Using the above two measures, the time-domain
broadening effect introduced by the single-pixel detector can
be significantly reduced, so as to effectively reduce the rang-
ing system error and ranging error.

4. Simulation Analysis

4.1. Simulation of the Single-Photon LiDAR Detection
Probability. The requirements of detection probability are
usually related to the setting of signal contrast, receiving
aperture, dead receiver time, data frame period, and distance
sampling interval. When allocating system indicators, it is
necessary to select the combined working conditions of sig-
nal contrast and data frame period according to specific ter-
rain, reflectivity, and other conditions under meeting
ranging accuracy. Then, select the distance sampling interval
and design the load system that can meet the requirements
of detection probability. Single-photon measurement based
on temporal and spatial correlation coincidence is adopted.
Its detection probability is mainly expanded for photon-
counting events of the detection signal in the data frame.
The probability of successfully identifying and acquiring
the signal detection unit in a given data frame is given by

Pacq = P Nt ≥ Kð Þ = 1 − e−Nt 〠
K−1

t=0

Nt
K

K!
= 1 − e−CNb 〠

K−1

b=0

CNbð ÞK
K!

,

ð7Þ

where Nt is the number of photon events received by the
detector within a data frame and K is the data frame dis-
crimination threshold. Similarly, the probability of errone-
ously identifying the noise detection unit as a signal unit is
as follows:

Pfalse = P Nb ≥ Kð Þ = 1 − e−Nb 〠
K−1

b=0

Nb
K

K!
: ð8Þ

In each frame, the number of noise detection units
incorrectly identified as signal detection units is given as fol-
lows:

N false =NbinPfalse, ð9Þ

where Nbin = τg/τb is the number of sampling intervals
within the distance gate, τg is the echo gate width, and τb
is the distance sampling interval. Define the statistical prob-
ability difference of the detection unit, that is, the average
expected value obtained by the signal unit minus the average

Signal
processing
circuit

Figure 5: Size of the single-photon detector.
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expected value of the error acquisition noise unit as follows:

N kð Þ = Pacq −NbinPfalse = 1 − CKopte− C−1ð ÞNb − e−CNb 〠
Kopt−1

k=0

Ck − CKopt� �
Nb

k

K!
, ð10Þ

where CKopt is optimal contrast and Ck is contrast under the
data frame discrimination threshold. If the frame count
threshold K is too small, too many noise detection units will
be recognized as signal detection units, resulting in too small
statistical probability difference of detection units ð≪1Þ or
even negative values. If the frame count threshold K is too
large, the recognition algorithm will filter out too many sig-
nal photons, which will cause the statistical difference of the
detection unit to be less than 1. During system design, this
value needs to be selected to ensure the maximum difference
in statistical probability of LiDAR detection. The relation-
ship between the detection probability of the signal detection
unit and the average photon-counting event in the data
frame is shown in Figure 6 with C = 2, 3, 5, 10.

Different combinations of contrast and signal photon-
counting events are simulated to distinguish the relationship
between the detection probability in the data frame and the
average photon-counting event in the data frame, as shown
in Table 1. The simulation results show that the detection
probability of LiDAR can reach 0.999 under several com-
mon imaging conditions in orbit. The false alarm probability
reaches the lowest when the target contrast is two and the
photon count value of the signal in the data frame is 80.
When the target contrast is ten and the photon count value
of the signal in the data frame is 25, the false alarm probabil-
ity reaches the highest, which is 8:653 × 10−6.

4.2. Simulation of the Single-Photon LiDAR Detection
Illuminance. The detection illuminance of LiDAR needs to

be simulated after the combination of beam homogenization
and shaping system. The simulation verification method
adopts the free-form surface to realize the beam homogeni-
zation, shaping, and emission. The combination of beam
homogenization and shaping can realize the linear beam
emission with uniform light intensity and ensure the slight
divergence angle of the laser line in the transverse direction.
Suppose the incident beam is a Gaussian beam and the tar-
get beam is a “linear” uniform distribution. They can be sep-
arated from variables; that is, Iinðx, yÞ and Itðx′, y′Þ can be
regarded as the product of two orthogonal one-
dimensional illumination distributions: Iinðx, yÞ = Iin,xðxÞ
Iin,yðyÞ, Itðx′, y′Þ = It,xðx′Þ It,yðy′Þ. If ðx, yÞ is divided into
N × grid ofM: x = xj, y = yi, i = 1, 2,⋯, n, j = 1, 2,⋯,m, then

one can obtain xj′ and yi′ by

ðxj
x1

Iin,x xð Þdx
ðyn
y1

Iin,y yð Þdy =
ðxj′
x1′
It,x x′

� �
dx′

ðyn′
y1′
It,y y′

� �
dy′,

ð11Þ
ðxm
x1

Iin,x xð Þdx
ðyi
y1

Iin,y yð Þdy =
ðxm′
x1′
It,x x′

� �
dx′

ðyi′
y1′
It,y y′

� �
dy′:

ð12Þ
According to the above mapping relationship xj′= f ðxjÞ

and yi′= f ðyiÞ, one can obtain an initial vector of outgoing
light as Oi,j = Unitðxj′− xj, yi′− yi, dÞ, where the Unit symbol
means to find the unit vector and d is the integral value of
the data. If the incident ray vector is Ii,J = ð0, 0i, 1Þ, then
the normal vector can be calculated by

1 + n2 − 2n Oi,j · Ii,j
� �� �1/2Ni,j =Oi,j − nIi,j: ð13Þ

According to the normal vector distribution calculated
by the above formula, the discrete data points of the free-
form surface are obtained by the least square method. Then,
the classical field tracing mode is used to simulate the detec-
tion illuminance. The waist radius of the incident beam is
2.5mm, and twice the waist is adopted; that is, the beam
energy within 10mm in diameter is considered. The diver-
gence half-angle of the linear distribution of the target is
0.5 degrees in the X direction and 10.3 arcseconds in the Y
direction. The incident surface of the lens is a plane, and
the exit surface is a free-form surface to be solved. Figure 7
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Figure 6: Relationship between detection probability and average photon-counting events inside the data frame.

Table 1: Effect analysis on signal detection for photon counting
under given contrast.

Serial
number

Target
contrast

Data intraframe
signal photon

count

Detection
probability

False alarm
probability

1 2 80 0.999 7:664 × 10−6

2 3 50 0.999 1:416 × 10−5

3 5 35 0.999 8:653 × 10−6

4 10 25 0.999 1:615 × 10−5
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shows the calculated optical free-form surface shape, which
is close to a cylindrical structure, and its vector height sag
is 0.71mm. The process of targeting from near to far is sim-
ulated. The object distance of the measured target includes
1m, 10m, 100m, 1 km, 10 km, and 500 km. Figures 8–11
show the illuminance distribution at z = 1 km and z = 500
km. Through the simulation analysis, when the light source

passes through the free-form surface lens, there is a process
of convergence and divergence. When the object distance z
= 10m, the linear beam increases proportionally.

It can be seen from the statistical results of illuminance
in Figure 11 that the beam intensity after free-form surface
shaping starts to show an excellent linear distribution after
traveling 10m, and its distribution still has good uniformity
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when the object distance reaches 500 km. This distribution is
conducive to the full utilization of laser energy at the detec-
tion end, and loss reduces the laser’s energy after ultra-long-
distance propagation as much as possible.

The simulation shows that the dead time of the detector
is linearly inversely proportional to the receiving aperture
[22, 23]. Under the premise of ensuring the same signal con-
trast, the allowable receiving area can be increased by about
4~6 times compared with the single-pixel detector using the
multielement detector. For different contrast and signal
photon-counting events, the more detection counts, the
greater the detection probability, and the higher the contrast,
the earlier the detection probability reach the peak under the
same signal photon-counting event [24, 25]. When the con-
trast is five and the signal photon count in the data frame is
35, the photon detection probability reaches the maximum,
and the false alarm rate is the lowest. Therefore, to achieve
high detection probability and minimum false alarm rate,
the comprehensive influence of photon counting, dead time,
and contrast needs to be considered in the design process. At
the system level, according to the influence of detector dead
time on ranging accuracy index, the detection probability
and detection illuminance of single-photon LiDAR are sim-
ulated and analyzed, and the detection illuminance distribu-
tion of LiDAR under different object distances is obtained.

5. Conclusion

In this paper, the influence of the slow time of a single-
photon detector on ranging accuracy, detection probability,
and detection illumination in tandem single-photon LiDAR
ranging is modeled and simulated. The influence relation-
ship of detector dead time is established under different
detection contrast. The simulation shows that by reasonably

controlling the dead time and effective receiving aperture of
the detector and using the free-form surface optical receiving
system, the shaped beam intensity shows an excellent linear
distribution after propagating a distance of 10m. Its distri-
bution still has good uniformity outside the object distance
of 500 km, which proves the effectiveness and rationality of
the simulation model of this method.
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The data used to support the findings of this study are
included within the article.
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During normal operation of the on-orbit spacecraft, if some satellite in a nearby orbit suddenly breaks apart, its debris will threat
the safe operation of the on-orbit spacecraft. Therefore, it is necessary to study the active spacecraft’s avoidance of the space debris
group and returning to the original orbit. In this way, the safe operation of on-orbit spacecraft will be guaranteed. However, as the
geometric structure of the space debris group is constantly changing, it is hard to accurately demonstrate the changing shape of the
debris group, let alone determine the unreachable domain. Traditional obstacle avoidance problems involve low speed of the
vehicle; so, the application of artificial potential field and particle swarm algorithms is suitable for such problems. However,
these two methods are not applicable to the maneuver strategy of spacecraft with high initial velocity. Therefore, to help
spacecraft avoid the space debris group, a new method is required. This paper has established a simplified model to simulate
the unreachable domain of the space debris group. It has modified the artificial potential field (APF) method and particle
swarm optimization algorithm, with an aim to help spacecraft avoid the space debris group and return to the original orbit.
Based on the method, the paper has proposed a three-stage maneuver strategy for the spacecraft to avoid the debris. To show
the effectiveness of the method, this paper has simulated an on-orbit spacecraft’s avoidance of the space debris group nearby
and returning to its original orbit. Through simulation, the feasibility of the maneuver strategy for spacecraft in the
geosynchronous orbit is evaluated. The simulation results show that the method proposed in this paper can effectively
accomplish the task.

1. Introduction

With the rapid development of the space technology, the
number of space orbit debris keeps increasing. According
to the United States Space Surveillance Network, by the
end of December 2021, there were more than 36,500 space
debris with diameters larger than 10 cm littering space. More
than 630 dangerous events have happened due to collisions
or breakups of space debris [1]. As space debris fragments
are travelling at fast speed, once they crash into the on-
orbit spacecraft, the spacecraft will be severely damaged or
even shattered. In history, many space collisions happened.
For example, in 1991, Russian satellite COSMOS1934 col-
lided with debris No. 13475 [2]; in 1996, the French space-
craft “Cerise” and space debris No. 18208 hit each other
[3]; in 2005, THORBURNER 2A rocket collided with debris
No. 26207 [3], and in 2009, two communications satelli-

tes—the commercial Iridium 33 and the Russian military
Cosmos 2251—accidentally collided [4]. Every high-speed
collision will scatter a larger number of smaller debris and
form a vicious cycle. For example, the collision of Iridium
33 and Cosmos 2251 in 2009 generated 2,201 pieces of
debris in total [5]. The collision between space objects not
only poses a huge threat to the on-orbit spacecraft but also
becomes the biggest contributor to the increasing of space
debris [6, 7].

With the development of space technology, the number
of spacecrafts increases gradually. When the on-orbit space-
craft is working, if there is a sudden breakup of satellite near
the orbit, a debris group will be produced. The debris group
will severely threat the safe operation of on-orbit spacecraft.
To reduce the threat caused by the space debris from satellite
breakup, we need to study the maneuver strategy for the on-
orbit spacecraft to avoid the space debris group and return
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to its original orbit. This is an important precondition for
the safe operation of the spacecraft. Space debris and debris
group pose different threats to spacecraft in orbit. The prob-
lem of active spacecraft evading space debris is a point-to-
point problem. Only a fixed safety threshold needs to be
considered when the spacecraft avoids space debris. In con-
trast, the space debris group spreads over time; so, it is nec-
essary to consider the constantly changing geometry of the
space debris group to avoid them. Currently, many scholars
have studied the spacecraft avoidance strategy. Russell
focused on calculating the collision probability among space
objects, and he proposed to replace sphere colliders with
cylindrical colliders [8]. After considering the general thrust
and the control and maintenance of the spacecraft’s orbit
and location, Chan proposed a maneuvering speed expres-
sion. His expression was based on the collision probability
[9]. Alfano and Mueller proposed other appropriate strate-
gies to solve the collision avoidance problem [10, 11]. Alfano
analyzed the instantaneous maneuvering speed [10] while
Mueller et al. used the standard form of optimal control to
express the avoidance problem [11]. In Mueller’s study, the
problem was discretized and transformed from a control
problem into a nonlinear planning problem. Mueller et al.
proposed a method to control the spacecraft and avoid on-
orbit collision [12]. This method is applied to both situations
when the two objects had a high relative velocity or a low
one. It has a certain robustness. Besides, this method would
prevent a second collision for a long time after the first
maneuvering. Graziano et al. thoroughly introduced the
basic principle for detecting and estimating the risks of sat-
ellite collision. He analyzed the operating procedure of colli-
sion prevention and summarized the rules for the maneuver
strategy of avoidance [13]. Kelly and Piciotto adopted non-
linear optimization technology to study the optimal collision
avoidance maneuvering calculation [14]. Based on the state-
transition matrix, Gonzalo and Colombo designed an orbit
maneuver strategy under the pulse thrust and analyzed its
effectiveness [15]. They also analyzed the orbit maneuvering
design under constant thrust provided along the velocity
tangential direction [16] and added the results into a com-
puter program to calculate the orbit maneuver [17]. Zhang
et al. proposed an efficient method to calculate the diffusion
law of space debris groups over time [18]. Dharmarajan et al.
studied the method of satellite formation to avoid space
debris. He proposed that the time of applying correction
should be determined based on the capability of the satellite
performing the maneuver. Moreover, he offered a method to
solve eigenvalues in the optimization of maximum range
and minimum velocity [19]. Most scholars mainly concen-
trated on how spacecraft can avoid space debris or regular
space objects, but few of them studied how spacecraft can
avoid the space debris group from the breakup of satellites
in the neighboring orbit.

This paper focuses on the maneuver strategy of space-
craft to avoid the space debris group, which are generated
by the breakup of objects in neighboring orbit, and then
return to its original orbit. It proposes a simplified method
of the unreachable domain for the space debris group.
Through the modification of artificial potential field (APF)

and particle swarm optimization (PSO) algorithms, the
spacecraft will complete the maneuvering process through
three stages: the stage of avoidance, the stage of returning
from a distant proximity, and the stage of returning from a
close proximity. Next, the paper verifies the effectiveness of
this method through a simulation experiment.

2. Dynamic Modeling

2.1. Selection of the Coordinate System. To accurately dem-
onstrate the orbital motion of the active spacecraft and the
space debris group, the earth-centered inertial (ECI) coordi-
nate system OXYZ is defined as can be shown in Figure 1:
the coordinate system has its origin O at the center of the
Earth, the OX axis is aligned with the mean equinox at
epoch J2000, the OZ axis is aligned with the Earth’s North
Pole, the OY axis is established by the right-hand rule, and
P is an on-orbit spacecraft.

To describe the orbital motion of an active spacecraft
during the close return stage (Figure 1), the CW coordinate
system O′X ′Y ′Z ′ is defined (Figure 2): the coordinate sys-
tem has its origin O′ at the center of the mass of the target
point, the O′X ′ axis is aligned with the center of mass of
the target along the center of the earth, the O′Y ′ axis is
aligned with the direction of motion of the target point,
which is in the orbital plane of the target point and perpen-
dicular to the O′X ′ axis, and the O′Z ′ axis is established by
the right-hand rule.

2.2. The Dynamic Equation of the Active Spacecraft and the
Space Debris Group. If the spacecraft can complete its task
within a short period, it is reasonable to suppose that the
influence of the perturbation term can be ignored. As the
spacecraft needs to urgently avoid a close debris group, it
is assumed that the spacecraft and space debris group are
not affected by perturbation forces during their motion.

The ECI system is selected to illustrate the orbital
motion of the active spacecraft and space debris. The
dynamic equation is

€r = −
μ

r3
r, ð1Þ

where €r is the acceleration vector of the space goal, μ denotes
the geocentric gravitational constant, r means the geocentric
distance of the space goal, and r represents the distance vec-
tor from the space goal to the center of Earth.

2.3. Discretization of the Relative Dynamic Equation. When
the spacecraft is relatively close to the goal, the CW equation
of the goal relative to the spacecraft is usually established
under the CW coordinate system.

€x − 2n _y − 3n2x = f x,

€y + 2n _x = f y,

€z + n2z = f z ,

8>><>>: ð2Þ

where €x, €y, and €z are the relative accelerations of the
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spacecraft to the goal in three directions of the CW coordi-
nate system; _x and _y are the relative velocities of the space-
craft to the goal; x and z are the relative location of the
spacecraft to the goal in the directions of O′X ′ and O′Z ′
under the CW coordinate system; f x, f y, and f z are the
thrust accelerations of the spacecraft relative to the goal in
the three directions of the CW coordinate system; and n is
the mean angular velocity.

n =
ffiffiffiffi
μ

r30

r
, ð3Þ

where μ denotes the geocentric gravitational constant, and r0
is the goal’s geocentric distance.

Based on linear systems theory, formula (2) is discretized
[20], and the state-transition matrix of the spacecraft is
obtained.

X tð Þ = Γ t − t0ð ÞX t0ð Þ +
ðt
t0

Γ t − τð ÞBu τð Þdτ, ð4Þ

where

Γ t − t0ð Þ = Γ Δtð Þ =
Γrr Δtð Þ Γrv Δtð Þ
Γvr Δtð Þ Γvv Δtð Þ

" #
, Δt = t − t0, ð5Þ

Γrr Δtð Þ =
4 − 3 cos nΔt 0 0

6 sin nt − nΔtð Þ 1 0

0 0 cos nΔt

2664
3775, ð6Þ

Γrv Δtð Þ =

1
n
sin nΔt

2
n

1 − cos nΔtð Þ 0

2
n

cos nΔt − 1ð Þ 1
n

4 sin nΔt − 3nΔtð Þ 0

0 0
1
n
sin nΔt

26666664

37777775,

ð7Þ

Γvr Δtð Þ =
3n sin nΔt 0 0

6n cos nΔt − 1ð Þ 0 0

0 0 −n sin nΔt

2664
3775, ð8Þ

Γvv Δtð Þ =
cos nΔt 2 sin nΔt 0

−2n sin nΔt 4 cos nΔt − 3 0

0 0 cos nΔt

2664
3775: ð9Þ

Considering that when the spacecraft returns to the goal,
it will control the velocity impulse for many times, and this
paper discretized the system’s continuous time into T time
intervals. The formula (4) can be shown as

Xk+1 = ΓkXk +Gkuk, ð10Þ

where k indicates the k-
th interval, uk = ½ukx, uky, ukz�T

denotes the accelerations generated by the spacecraft in
three directions under the CW coordinate system, and Γk
and Gk are the discretized state-space matrix. Their defini-
tions are as follows:

Γk = Γ Tð Þ ≜ const,

Gk =G Tð Þ =
ðT
0
Γ τð ÞBdτ ≜ const:

ð11Þ

As the time interval T is fixed, when the spacecraft is
maneuvered for the N-

th times, the state quantity of the
spacecraft is

XN = ΓNX0 + eΓ~u, ð12Þ

where

eΓ = ΓN−1G, ΓN−2G,⋯,G
� �

,

~u = u0, u1,⋯,uN−1½ �T :
ð13Þ

Formula (12) is the dynamic model of the relative
motion after the discretization of the average time. Using
formula (12), we can obtain the motion state of the space-
craft relative to the goal at the time of t = t0 + NT under
the influence of the velocity impulse. Likewise, if the space-
craft wants to reach a certain state Xt+T at the time of t +

P

YO

X

Z

Figure 1: Diagram of the Earth-Centered Inertial (ECI) coordinate
system.

O'Y' O'X'

O'Z'

O'

O

Figure 2: Diagram of the CW coordinate system.
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T , formula (13) can also generate the amplitude and direc-
tion of the velocity impulse ut that is exerted by the space-
craft at the time of t.

3. Generative Model of the Space Debris Group

To simulate the space debris group in the orbit near the
active spacecraft, this paper adopts the model of NASA
EVOLVE 4.0 [21] as an analog simulator to get information
about the space debris fragments, including lengths, areas,
mass, and speed increments.

The breakup model of NASA EVOLVE 4.0 can be
divided into two parts: the explosion breakup and the colli-
sion breakup. As they will not affect the application of the
proposed algorithm of rapid orbital evolution, the two parts
will be considered as one natural breakup, i.e., explosion
breakup, without a loss of generality. Formula (14) calculates
the size of every debris fragment:

N Lc ≥ Lið Þ = τ ⋅ 6 ⋅ Li−1:6, i = 1, 2⋯ n,

N Lc = Lið Þ =N Lc ≥ Lið Þ −N Lc ≥ Li+1ð Þ,

(
ð14Þ

where τ is the constant coefficient, 4.5 is the usually adopted
value, Lc is the characteristic length, which is derived by tak-
ing the average number of the debris lengths in three direc-
tions, namely, Lc = ðlx + ly + lzÞ/3, and NðLc ≥ LiÞ indicates
the number of debris fragments with characteristic length
longer than Li. The shorter the interval of Li is, the closer
it is to the reality.

Using the lengths of space debris, we can further deter-
mine the area-to-mass ratio (AMR) of each debris with
binormal distribution (15):

χ = αN μ1, σ1ð Þ + 1 − αð ÞN μ2, σ2ð Þ,

N μi, σið Þ = 1ffiffiffiffiffiffi
2π

p
σi

e
− χ−μið Þ2

2σi2 , i = 1, 2,

8><>: ð15Þ

where α is the weight coefficient, and μi and σi are the mean
and variance of the normal distribution, respectively. The
characteristic lengths of the three parameters are obtained
through the logarithm of the characteristic lengths log10ðLc
Þ [19], and χ denotes the logarithm of the AMR with χ ≙
log10ðA/MÞ.

The mass of space debris is obtained by formula (16).

M =
Ax

η
, ð16Þ

where Ax is the average cross-sectional area. The average
cross-sectional area of each piece of the space debris is deter-
mined by its characteristic length [19] and acquired through
formula (17): η = 10χ.

Ax =
0:540424Lc2, Lc < 0:00167m,

0:556945Lc2:0047077, Lc ≥ 0:00167m:

(
ð17Þ

After the explosion and breakup, space debris will pick
up a speed increment, which is obtained by formula (9):

ϒ =
1ffiffiffiffiffiffi
2π

p
σ
e−

χ−μð Þ2
2σ2 , ð18Þ

where ϒ is the logarithm of the speed increment, i.e., ϒ =
log10ðΔvÞ; μ is determined by χ, the logarithm of the
AMR, i.e., μ = 0:2χ + 1:85; and σ is the constant of 0.4.
The direction of the speed increment satisfies three dimen-
sional random uniform distribution [22].

4. Maneuver Strategy of the Active Spacecraft’s
Avoidance and Return

This section will establish a simplified model to simulate the
unreachable domain of the space debris group. It will intro-
duce the spacecraft maneuver strategy at the stage of avoid-
ance, the stage of returning from a distant proximity, and the
stage of returning from a proximity.

4.1. Modeling of the Unreachable Domain. For the space
debris group, the state of every space debris ΩiðtÞ can be
simulated with a four-dimensional vector:

Ωi tð Þ = f xi, yi, zi, tð Þ ⊂ℝ, ð19Þ

where ΩiðtÞ can be obtained through numerical integration
of formula (1). ΩiðtÞ represents the state of the i-

th space
debris at the time of t; xi, yi, and zi indicate the components
of location vectors of the i-

th space debris during its entire
motion at the ECI coordinate system, respectively, and ℝ
shows the state space consisting of all the space debris states
during the entire motion.

The orbital plane of the on-orbit spacecraft is defined as
space ℤ. Thus, the intersection of each space debris Ωi and
the orbital plane is

Qi =Ωi ∩ℤ, ð20Þ

where Qi = fxi, yi, zig indicates the intersection of the i-
th

space debris and the spacecraft’s orbital plane, and xi, yi, and
zi are the three coordinates of the intersection.

The problem of active spacecraft’s avoidance of the space
debris group is a four-dimensional problem; so, the active
spacecraft needs to stay away from the space debris Ωi at
the time of t. However, in reality, the calculation costs are
high, as there are a large number of space debris in a debris
group, which are hard to be analyzed one by one. Besides,
the geometry of the space debris group will considerably
change with the altering initial value. It is difficult to simu-
late using a unified mathematic rule. Therefore, dimension
reduction is used in the model to present the threat of the
space debris group. In other words, the two-dimensional
space avoidance problem is transformed into an avoidance
problem on a four-dimensional plane.

According to formula (20), if Qi =Ωi ∩ℤ =∅, there is
no threat from the space debris to collide with the spacecraft;
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if Qi =Ωi ∩ℤ ≠∅, then Qi serves as the dangerous point for
further discussion of modeling the unreachable domain.

The set of coordinates for all dangerous points can be
expressed as

ℤs d = Q1,Q2,⋯,Qi,⋯,QNf g =ℝ ∩ℤ: ð21Þ

It should be noted that ℤs d shows the set space of all the
dangerous points. All the points inside the space are on the
orbital plane ℤ:

ℤs d ⊂ℤ:: ð22Þ

A circular envelope is used to encompass all the danger-
ous points ℤs d to form an unreachable domain ℤud . Thus,
this unreachable domain is a circular no-fly zone on the
orbital plane ℤ. The centre of the circle Qud is as follows:

Qud =
∑N

i=1Qi

N
: ð23Þ

As for the i-
th dangerous point Qi, which is the distance

from Qi to the center of the unreachable circle, Qud can be
derived as follows:

ri =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xudð Þ2 + yi − yudð Þ2 + zi − zudð Þ2

q
: ð24Þ

Thus, the radius of the unreachable domain is

rud =max r1, r2,⋯,ri,⋯,rNf g: ð25Þ

Thus, the no-fly zone of the space debris group on the
spacecraft’s orbital plane is obtained. If the active spacecraft
can avoid the unreachable domain, of which the center of
the circle is Qud and the radius is rud , the danger from the
space debris group can be avoided.

4.2. The Stages of the Spacecraft’s Task. Based on the require-
ment of the problem, the task of the spacecraft can be
divided into the stage of avoidance, the stage of returning
from a distant proximity, and the stage of returning from a
close distance. To enable the spacecraft’s avoidance of the
space debris group, an unreachable domain is established
as the no-fly zone in Section 3.1; to enable the spacecraft’s
return to the original orbit, the goal is that the spacecraft
should move back to the initial orbit. In other words, reach-
ing back to the location and state of the spacecraft when it
has not maneuvered is the goal.

Suppose that the distance from the spacecraft to the no-
fly zone at the time of t f is kdrepkf , the distance at the time of

t f+1 is kdrepkf+1. If kdrepkf > kdrepkf+1, then the spacecraft

should be considered as moving closer to the no-fly zone.
At this time, the task of the spacecraft is to avoid the no-
fly zone, and this period can be regarded as the stage of
avoidance; conversely, if kdrepkf ≤ kdrepkf+1, the spacecraft

is considered to be flying away from the no-fly zone, and this

period can be regarded as the stage of returning from a dis-
tant proximity.

Suppose that the distance from the spacecraft to the goal
at the time of tk is kdattkk, and at the time of tk+1, its distance
to the goal becomes kdattkk+1. If kdattkk > kdattkk+1, the
spacecraft is considered to be closer to the goal. This is when
the spacecraft is at the stage of returning from a distant
proximity; conversely, if kdattkk ≤ kdattkk+1, the adopted
method fails, and the spacecraft enters the stage of returning
from a close proximity.

4.3. The Maneuver Strategy of the Spacecraft at the Stage of
Avoidance. At the stage of avoidance, an artificial repulsive
potential function is adopted to analyze the maneuver strat-
egy for active spacecraft to avoid the space debris group.
However, traditional repulsive potential functions are
designed to solve problems such as the motion of robots
with relatively small initial velocities or the rendezvous and
docking of spacecrafts with a small relative velocity. For an
active spacecraft to avoid the space debris group, there are
some difficulties that have never occurred in traditional
scenarios.

The spacecraft itself is running at a fast speed and has a
relatively high inertia, and the artificial repulsive potential
field is only effective when the two objects are close to each
other. Thus, if the spacecraft only receives notable impact
from the repulsive potential field when it is close to the
no-fly zone, it needs a thrust higher than its upper limit to
overcome its inertia and avoid the no-fly zone.

To solve these problems, the artificial potential field
function needs to be modified. First, the distance values in
the traditional repulsive potential are mapped to minimize
the impact of the distance on the repulsive force; second,
in contrast to the traditional repulsive potential field, the
new method calculates the total force (thrust) instead of
the repulsive potential field; third, the thrusts of the space-
craft at very moment are divided into the spacecraft velocity
in the normal line direction [16].

To help the spacecraft stay away the no-fly zone, an arti-
ficial repulsive force field is established. Its repulsive poten-
tial function U repðqÞ to the spacecraft is

U rep qð Þ =
2
5
⋅ krep ⋅

1
q drep
�� ��� � !2:5

, drep
�� �� ≤ d0,

0, drep
�� �� > d0,

8>><>>:
ð26Þ

where krep is the gain coefficient, and kdrepk indicates the
Euclidean distance from the active spacecraft to the no-fly
zone. The specific definition is shown in formula (27), and
qðkdrepkÞ denotes the mapping of the distance kdrepk within
the interval of ½1, 2�. The detailed definition is in formula
(28), and d0 is the influence distance from the no-fly zone’s
repulsive force field to the active spacecraft. If the distance
between the spacecraft and the no-fly zone is smaller than
this value, namely, kdrepk ≤ d0, the spacecraft will be affected
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by the repulsive force. Conversely, the spacecraft will not be
affected by the repulsive force.

drep
�� �� = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x − xudð Þ2 + y − yudð Þ2 + z − zudð Þ2
q

− rud

���� ����,
ð27Þ

where x, y, and z are spacecraft’s location components under
the three axes of the ECI system; xud, yud, and zud indicate
the coordinates of the center of the no-fly zone under the
three axes of the ECI system; and rud represents the radius
of the no-fly zone.

q drep
�� ��� �

=
drep
�� ��
d0

+ 1: ð28Þ

Due to the special condition of the spacecraft’s motion,
when it is close to the no-fly zone, it is not able to maneuver
and avoid the zone. Therefore, exerting distance from the
repulsive force field needs to be projected to increase the
influence of the field on the spacecraft when it enters the
range of the repulsive force field.

The negative gradient of the repulsive potential field is
the repulsive force received by the active spacecraft, namely,

Frep qð Þ = −∇U rep qð Þ = −
∂U rep qð Þ

∂q

=
krep ⋅

1
q drep
�� ��� � !3:5

, drep
�� �� ≤ d0

0, drep
�� �� > d0

8>>><>>>: :

ð29Þ

Particularly, in formula (29), as qðkdrepkÞ ⊂ ½1, 2�, we get
ð1/qðkdrepkÞÞ3:5 ≤ 1; so, the gain coefficient of repulsive
potential field krep can obtain the upper limit of the thrust
from the spacecraft. In this way, the thrust of the spacecraft
will be less than its upper limit.

For further description, we define two concepts. At time
t0, if the spacecraft is not maneuvering, the geocentric dis-
tance of spacecraft at the next moment t1 is Dn. If the space-
craft maneuvers, the geocentric distance of spacecraft at the
next moment t1 is Dm. If Dm is longer than Dn, e the altered
orbit of spacecraft at time t0 is defined as the ascending
orbit. If Dm is shorter than Dn, the altered orbit of spacecraft
at time t0 is defined as descending orbit.

After the thrust is derived by formula (29), the direction
of the thrust’s distribution is to be determined. As can be
shown in Figure 3, when the center P of the unreachable
domain is located at the original orbit (the initial orbit),
where the spacecraft has not maneuvered to change orbit,
the altered orbit of spacecraft should be the descending orbit
(orbit 1); when the center P of the unreachable domain is
inside the initial orbit (orbit 2), the altered orbit of spacecraft
should be the ascending orbit. Next, the distribution direc-
tion of the thrust is to be determined based on whether the

altered orbit of spacecraft is the ascending or descending
orbit.

Furthermore, the distribution of the thrust is illustrated
in detail.

Three nonlinear points on the orbital plane of the space-
craft are obtained. They are Psc1ðxsc1, ysc1, zsc1Þ, Psc2ðxsc2, ysc2
, zsc2Þ, and Psc3ðxsc3, ysc3, zsc3Þ, respectively. The normal vec-
tor of the spacecraft is

nsc
�! = αn, βn, γnð Þ =Psc1Psc2

����! ×Psc1Psc3
����!

: ð30Þ

The velocity vector of the active spacecraft at a certain time
is vsc

!= ðαv , βv, γvÞ. It is assumed that the direction of the

exerted thrust is Frep′
�!

= ðαrep′ , βrep
′ , γrep′ Þ. The thrust direction

at this moment and the velocity vector vsc
! are perpendicular

to the normal vector nsc
�! of the orbital plane. Suppose that

γrep′ = 1, then the dot product of vsc
! and nsc

�! with Frep′
�!

is

αrep′ =
βv ⋅ γv − αv ⋅ γnð Þ
αv ⋅ αv ⋅ βn − βvð Þ −

γv
αv

,

βrep′ =
γv − αv ⋅ γn
αv ⋅ βn − βv

:

8>>><>>>: ð31Þ

Formula (31) is further processed by normalizing the

thrust direction vector Frep′
�!

= ðαrep′ , βrep′ , γrep′ Þ. The unit vector
of the thrust direction Frep

�! = kFrep ⋅ ðαrep, βrep, γrepÞ is

αrep =
αrep′ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

αrep′
	 
2

+ βrep′
	 
2

+ γrep′
	 
2r =

αrep′ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αrep′
	 
2

+ βrep′
	 
2

+ 1
r ,

βrep =
βrep′ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

αrep′
	 
2

+ βrep′
	 
2

+ γrep′
	 
2r =

βrep′ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αrep′
	 
2

+ βrep′
	 
2

+ 1
r ,

γrep =
γrep′ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

αrep′
	 
2

+ βrep′
	 
2

+ γrep′
	 
2r =

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αrep′
	 
2

+ βrep′
	 
2

+ 1
r

:

8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
ð32Þ

Orbit 1 Orbit 2
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0

Unreachable
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Figure 3: Illustration of thrust distribution.
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In Equation (32), kFrep is 1 or -1, representing two-unit
vectors with different directions.

As shown in Figure 4, when the spacecraft moves to a
random point S, the thrust calculated based on the repulsive

potential function is either F1
!

or F2
!
, determined by the value

of kFrep.
To further specify the thrust direction, take kv2 > kv1 > 0,

and the coordinates of A is ðkv1αv , kv1βv, kv1γvÞ and B is ð
kv2αv, kv2βv, kv2γvÞ, while kFrep = 1, the coordinates of point
C is ðαrep, βrep, γrepÞ.

To figure out whether the point C’s relative position to
the vector AB on the orbital plane, project the points A, B,
and C onto the xoy plane of the ECI coordinate system.
Upon the projection, the coordinates of points A, B, and C
are

A′ = kv1αv , kv1βvð Þ,
B′ = kv2αv, kv2βvð Þ,
C′ = αrep, βrep

	 

:

8>>><>>>: ð33Þ

Connecting A′, B′, andC′ on the plane in the sequence
to form an area which is defined as

S A′, B′, C′
	 


= kv1αv − αrep
� �

· kv2βv − βrep

	 

− kv1βv − βrep

	 

· kv2αv − αrep
� �

:
ð34Þ

When A′,-B′, and -C′ are connected in a counterclock-
wise order, SðA′, B′, C′Þ is positive. When A′,-B′, and -C′
are connected in a clockwise order, SðA′, B′, C′Þ is negative.
In other words, if the vector starts from A′ and ends at B′,
then the C′ is on the right side of the vector A′B′ when
Equation (33) is greater than 0, and the thrust in this direc-
tion will push the altered orbit of spacecraft ascend. If the C′
is on the left side of the vector A′B′ when Equation (34) is
less than 0, the thrust in this direction will make the altered
orbit of spacecraft descend.

In summary, when the spacecraft needs to avoid colli-
sion by ascending it orbit, if kFrep = 1, the thrust makes the
altered orbit of spacecraft ascend. Based on Equations
(29)and (32), the thrust in the three directions of the space-
craft is

Fx = αrep · Frep qð Þ,
Fy = βrep · Frep qð Þ,
Fz = γrep · Frep qð Þ,

8>><>>: ð35Þ

and vice versa.

4.4. Analysis on the Maneuver Strategy of Spacecraft at the
Stage of Returning from a Distant Proximity. To design the
orbit of the spacecraft returning from a distant proximity
with artificial gravitational potential function, the center of

the gravitational potential field will be set as the goal of the
spacecraft when returning from a distant proximity. In order
to keep a stable motion state for the spacecraft, the gravita-
tional potential field center is designed to move along the
initial orbit of the spacecraft. In other words, the position
state of the nonmaneuvering spacecraft is considered as the
center of the gravitational potential field.

If the state vector at the initial moment of the spacecraft
is x0 = ðx0, y0, z0, vx0, vy0, vz0Þ, the initial state vector of the
gravitational potential field center will be xa0. By substituting
the initial state vector x0 into Equation (1), the state vector
of the center of the gravitational potential field at the time
of t f will be xaf = ðxaf , yaf , zaf , vxaf , vyaf , vzaf Þ.

The gravitational potential function UattðqÞ is

Uatt dattð Þ = 2
5
· katt · dattk k2:5 ð36Þ

where katt is the gain coefficient of the gravitational potential
field, datt is the Euclidean distance between the spacecraft
and the center of the gravitational potential field, as defined
in Equation (37).

datt =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xf′ − xaf
	 
2

+ yf′ − yaf
	 
2

+ zf′ − zaf
	 
2r

, ð37Þ

where xf′, yf′, and zf′ represent the location of the spacecraft
at the moment of t f .

Therefore, the gravitation FattðdattÞ on the spacecraft is
the negative gradient of the repulsive potential field function
UattðdattÞ, denoted as

Fatt dattð Þ = −∇Uatt dattð Þ = −katt · datt
1:5: ð38Þ

The result of Equation (38) represents the combined
gravitational force on the spacecraft, whose components in
the three directions in the ECI coordinate system are distrib-
uted according to the unit vector from the spacecraft to the
center of the gravitational potential field.

n
sc

𝜈
sc

F2

F1

A

→

→

→

→

B

C

S

Figure 4: Diagram of the selection of the unit vector direction of
the thrust direction.
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Accordingly, the vector from the spacecraft to the gravi-
tational potential field center is the gravitational direction

vector Fatt′
�!

, which is denoted as

Fatt′
�!

= αatt′ , βatt′ , γatt′
	 


= xaf − xf′ , yaf − yf′ , zaf − zf′
	 


: ð39Þ

After normalizing the gravitational direction vector Fatt′
�!

,

the unit vector along the gravitational direction is Fatt
�! = ð

αatt, βatt, γattÞ, where

αatt =
αatt′ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

αatt′
	 
2

+ βatt′
	 
2

+ γatt′
	 
2r

,

βatt =
βatt′ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

αatt′
	 
2

+ βatt′
	 
2

+ γatt′
	 
2r ,

γatt =
γatt′ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

αatt′
	 
2

+ βatt′
	 
2

+ γatt′
	 
2r :

8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:

ð40Þ

According to Equations (38) and (40), the gravitational
forces in the three directions of the spacecraft are

Fx = αatt · Fatt dð Þ,
Fy = βatt · Fatt dð Þ,
Fz = γatt · Fatt dð Þ:

8>><>>: ð41Þ

4.5. Analysis on the Maneuvering Strategy of the Spacecraft at
the Stage of Returning from a Close Proximity. Limited by the
artificial gravitational potential function, the gravitational
force of the spacecraft calculated when approaching the goal
may be small, not accurate enough to guarantee the space-
craft return exactly to goal. Therefore, the study on the
maneuvering strategy of spacecraft in the close proximity
collision avoidance phase uses the PSO algorithm.

For a better description, this section discusses the rela-
tive motion model under the CW coordinate system, while
the selection of the goal remains the same as those in the
previous section. Assuming that the spacecraft enters the
stage of returning from a close proximity, the state quantity
of the goal and the spacecraft in the ECI coordinate system is
XA = ½rA, vA� and XA = ½rB, vB�, respectively. The CW coordi-
nate system takes the coordinates of the target point rA as
the origin; so, the relative state of the spacecraft relevant to
the goal in the CW coordinate system is X0 = ½r0, v0�, where

r0 = rB − rA,

v0 = vB − vA −
rA × vA
rA2 × r0:

8<: ð42Þ

To obtain the current desired output U0 based on the
current state quantity X0 and the state quantity X1 at the

next moment, deform Equation (10) into

U0 =G−1 X1 − ΓX0ð Þ ð43Þ

Similarly, the spacecraft’s pulse maneuver time interval
is T . For any state of the spacecraft at any t = t0 + kT
moment calculated through Equation (12), the output set
at each time interval is ~U,; so,

~U = eΓ−1 Xk − ΓkX0
	 


, ð44Þ

where ~u = ½u0, u1,⋯,uN−1�T .
Assuming that the spacecraft needs a total of Npulses to

complete the mission, to reach the goal step-by-step, an opti-
mization model for the spacecraft reaching the goal will be
built as

s:t: 0 ≤ uk ≤ umaxf g: ð45Þ

In the model, S;PDk denotes the distance to the goal at the
k-
th pulse of the spacecraft, uk denotes the 2-norm of the

pulse vector at the k-
th maneuver of the spacecraft, umax

denotes the maximum input control that can be generated
by the spacecraft, and α1 and α2 are weighting factors.

To study the maneuver strategy of the spacecraft in
respect of returning to the goal, the particles in the PSO
algorithm are given actual physical meanings. Each particle
position represents a possible location where the spacecraft
might reach. Based on that, the solution of the particle after
PSO optimization will be a node along the maneuvering
path of the spacecraft. Through Equation (45), the optimal
value searched by each particle in the particle swarm
exchanges information, and the optimal value produced in
every search will be the end position of the motion path
for spacecraft at this moment. The search process will not
stop repeating until it reaches the goal. The Equation (43)
calculates the pulse velocity increment at each moment
while the spacecraft is moving to the goal.

To update the velocity and position of each particle in
the PSO algorithm, the equation is

vk+1i,d = ωvki,d + c1r1 pki,d − xki,d
	 


+ c2r2 pkg,d − xki,d
	 


,

xk+1i,d = xki,d + vk+1i,d ,

8<:
ð46Þ

where the physical meaning of symbols in the equation is as
shown in Table 1.

The inertia weight ω is important for particle conver-
gence and mitigating the contradiction between particle
swarm search and exploitation. A larger ω is helpful to
increase the diversity of the swarm, while a smaller ω is ben-
eficial for the exploitation of local optima. When planning
the return path of the spacecraft to the goal, the ω requires
specifically settings: at the initial stage, a larger search range
is needed for spacecraft to quickly approach the goal; how-
ever, when the spacecraft is approximate to the goal, local
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optimum solution can be produced by searching in a smaller
range, thus reducing the repeated oscillations. To enhance
the search rate and accuracy, the study adopts the inertia
weights dynamically changing:

ω = ω
kmax

kmax ω minmaxð Þmin
, ð47Þ

where ωmin represents the minimum inertia weight, ωmax is
the maximum inertia weight, k is the number of current iter-
ations, and kmax is the maximum times of iterations.

Suppose f ð·Þ denotes the fitness function and npnp is the
number of particles in the particle swarm, to find the mini-
mal value, the individual optimal position pki,dp

k
i,d for the first

k iterations of the i-
th particle is calculated in the equation:

pk+1i,d =
pki,d , if f xk+1i,d

	 

≥ f pki,d
	 


,

xk+1i,d , if f xk+1i,d

	 

< f pki,d
	 


:

8><>: ð48Þ

For the global optimal position pkg,d in the first k itera-
tions of all particles, the equation is

pkg,d ∈ pk1,d , p
k
2,d ,⋯, pknp ,d

	 

f pkg,d
	 
���n

=min f pk1,d
	 


, f pk2,d
	 


,⋯, f pknp ,d
	 
n oo

:
ð49Þ

When the velocity of the particle swarm is updating, it
might be very large, even causing the particles to rush out
of the solution range or even diverge. In order to control
the search action of each particle, the particle flight speed
has to be controlled within a specific range. Therefore, the
particle velocity equation will be updated as

vk+1i,d =

vk+1i,d , if vk+1i,d

��� ��� ≤Vmax,d ,

Vmax,d , if v
k+1
i,d >Vmax,d ,

−Vmax,d , if v
k+1
i,d <−Vmax,d ,

8>>>><>>>>:
ð50Þ

where Vmax,d is the maximum velocity that a particle can
have in the d-

th dimension.
Since the search distance of particle swarm is usually

restricted to certain constraints, for example, at the initial
search moment of the PSO algorithm, it is expected that a
larger search radius can motivate the random walk of parti-
cles. As the spacecraft approaches the goal, a larger search
radius may lead to a large computational cost caused by
the PSO algorithm when converging to the goal.

As a result, this paper constrains the initial values of
each particle in the swarm to a sphere region with radius
of RPSO. The position of the sphere center is determined
by the position information of the spacecraft at the
moment, while the radius of the sphere is depending on
the distance between the spacecraft and the corresponding
goal. In this paper, the radius is proportional to the

distance between the spacecraft and the goal. The radius
of the particle swarm algorithm search sphere is RPSO; so,

RPSO = β1

1 + e− β2·S;PDk+β3ð Þ + β4, ð51Þ

where β1，β2，β3，β4 are coefficients.
It should be noted that the particles in the PSO algo-

rithm might move out of the search radius of the particle
swarm when performing random walk; so, boundary treat-
ment is also needed.

As shown in Figure 5, if the spacecraft is located at A, at
the time t, the sphere represents the search range of PSO
algorithm. If a location B is searched by particle i in the
swarm, it indicates that the particle has reached beyond the
search boundary of the particle swarm, requiring boundary
treatment. In order to reduce the influence of the treatment
on the iterations and evolutionary direction of the particle
swarm, this paper contracts the position of particle i along

the vector AB
�!

and corrects the location of particle i from
point B to point B′.

Suppose the coordinates of points are ðx1, y1, z1Þ, ðx2,
y2, z2Þ, and B′ = ða, b, cÞðx2, y2, z2Þ, then the unit vector η
= ½ηx, ηy, ηz� of vector AB

�!
is

ηx =
x2 − x1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 − x1ð Þ2 + y2 − y1ð Þ2 + z2 − z1ð Þ2
q ,

ηy =
y2 − y1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 − x1ð Þ2 + y2 − y1ð Þ2 + z2 − z1ð Þ2
q

,

ηz =
z2 − z1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 − x1ð Þ2 + y2 − y1ð Þ2 + z2 − z1ð Þ2
q :

8>>>>>>>>>>><>>>>>>>>>>>:
ð52Þ

As OB′
�!

= OA
�! +AB′

�!
,, the modified coordinates of the

particles are

a = x1 + ηx · RPSO,

b = x2 + ηy · RPSO,

c = x3 + ηz · RPSO:

8>><>>: ð53Þ

Figure 6 shows the PSO search path used by the space-
craft. In conclusion, at the moment of t0t0, the spacecraft
is at the initial position, which is taken as the sphere center.
In this sphere with the radius of R0, np particles are ran-
domly generated. The global optimal particle position will
be selected as the spacecraft position at t0 + T after kmax iter-
ations. Based on this and repeat the computation, we can
plan the tracking and return path of the spacecraft to the
goal.

5. Simulation Analysis

The analysis first used the NASA EVOLVE 4.0 model to
simulate the generation of space debris group. Table 2 shows
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the six orbital elements of the active spacecraft at the initial
stage and of the spacecraft that are disintegrating.

The disintegrating spacecraft spawns space debris group
disintegration point, creating a total of 15,573 pieces of
debris, while debris less than 0.5 g are not counted in the
analysis. The circle center of the unreachable domain is
(42014, 0, 0) km with a radius of 158 km.

The mass of the active spacecraft is 1000 kg, the space-
craft thrust is no more than 100N, the repulsive potential
field gain coefficient krep is 100, taken from the upper limit
of spacecraft thrust, and the repulsive potential field action
range is d0 = 3000km.

At the stage of avoidance and the stage of returning from
the distant proximity, the thrust magnitude in the three
directions and total thrust of the spacecraft are as shown in
Figure 7. It should be noted that the thrust and the acceler-
ation are in different directions, indicating that the space-
craft is under the repulsive potential field from 173 to 1200
seconds and under the gravitational potential field from
1200 to 2446 seconds.

In Figure 7, the spacecraft is less than 3000 km away
from the unreachable domain at about 173 seconds when
entering the stage of avoidance. At this timestamp, the arti-
ficial repulsion function is used to make the spacecraft grad-
ually move away from the no-fly zone, during which the
spacecraft enters the stage of approaching from the distant
proximity from 1200 seconds to 2446 seconds. By then, the
artificial gravitational function enables the spacecraft to
obtain a gravity pointing at the target point, thus gradually
approaching the goal. Limited by the artificial potential
function, the distance between the spacecraft and the goal
is the shortest at 2446 seconds when the gravity provided
by the gravitational potential field is insufficient to pull the
spacecraft back to the goal in such a short distance. After
that, the spacecraft enters the stage of returning from the
stage of close proximity.

It is worth mentioning that when the active spacecraft
enters the stage of returning from the distant proximity,
the spacecraft’s initial velocity is too big for the gravity calcu-
lated with the gravitational potential field function to change
the spacecraft’s motion trend in a short period of time. As a
result, the distance between the spacecraft and the target
point will gradually extend at the beginning stage of avoid-
ing from a distant proximity. Until about 1679 seconds,
the gravity is sufficient to change the moving direction of
the spacecraft, leading the spacecraft to approach the goal.
Therefore, between 1200 and 1679 seconds, although the
spacecraft is provided with a thrust pointing towards the

Table 1: Physical meaning of symbols in Equation (46).

Symbol Meaning

i Particle number

k The times of current iterations

d The dimension of the solution

vki,d Velocity information of the i-
th particle on the d-

th dimensional solution at the k-
th iteration

xki,d The position of the i-
th particle on the d dimensional solution at the k-

th iteration

pki,d The individual optimal position of the i-
th particle for the previous k iterations

pkg,d The global optimal positions of all particles for the previous k iterations

ω Inertia weights

c1, c2 Nonnegative constants

r1, r2 Any constants between [0,1]

Z

B

Y

X

A

O

B'

Figure 5: Diagram of modifying particles that are beyond the
search range.

t0

t1

t2

t3

. . . . . . tf

Figure 6: Diagram of the Spacecraft Using PSO Algorithm to
Search the Path.
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goal (which is the gravity generated by the artificial gravita-
tional potential field), it moves away from the goal at a
decreasing speed until the 1679 seconds when the spacecraft
stops to approach the goal.

Figure 8 shows the schematic diagram of the active
spacecraft transferring orbit with modified artificial potential
field method. The diagram covers the stage of avoidance and
the stage of returning from a distant proximity.

Figure 9 shows how the distance between the active
spacecraft, and the unreachable domain varies during the
maneuver, while Figure 10 illustrates how the distance
between the active spacecraft and the goal changes.

In Figure 9, the closest distance between the active space-
craft and the unreachable domain is about 3.3 km; so, there
is no risk of collision. As shown in Figure 10, the active
spacecraft enters the stage of avoidance from 173 seconds
to 1200 seconds, but it gradually moves away from the goal
due to the impact of repulsive potential field. Following the
stage from 1200 to 2446 seconds, the active spacecraft is

under the gravitational potential field. However, during
1200 to 1679 seconds, the large inertia of the spacecraft pre-
vents its motion state from an instant change caused by the
gravitational potential field. As the spacecraft continues to
move towards the goal, the distance between the spacecraft
and the goal continues increasing. In spite of this, the
increasing speed gradually slows down. At the 1679 seconds,
the gravitational potential field has offset the inertia of the
original motion when the spacecraft stops moving away
from the goal but starts to approach the target. Afterwards,
the distance between the spacecraft and the target narrows
to the minimum at 2446 seconds when the spacecraft ends
its stage of returning from the distant proximity.

At 2446 seconds, the spacecraft will enter the stage of
returning from a close proximity. The states of the spacecraft
and the goal under the ECI coordinate system at the time are
shown in Table 3.

The CW coordinate system is established with the goal
as the center of the circle. Substituting the initial values of

Table 2: The six elements of initial moment active spacecraft and disintegrating spacecraft disintegrating moment orbit.

Active spacecraft Disintegrating spacecraft

Semimajor axis/km 42164 42014

Eccentricity 0 0

Inclination/° 15 60

Right ascension of the ascending node/° 0 0

Argument of perigee/° 38 245

True anomaly/° 316 142
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Figure 7: The thrust of the active spacecraft at the stage of avoidance and the stage of returning from the distant proximity: (a) thrust in the
X direction, (b) thrust in the Y direction, (c) thrust in the Z direction, and (d) total thrust (scalar).

11International Journal of Aerospace Engineering



the states in Table 3 into Equation (42), the initial states of
the spacecraft relative to the goal under the CW coordinate
system is shown in Table 4.

It should be noted that since the CW coordinate system
is established with the goal’s position as the circle center, the
state of the goal’s position is ½0, 0, 0�.

Subsequently, the PSO algorithm carries out the simula-
tion analysis on the path planning of the active spacecraft,
and parameter values used in the PSO algorithm are

np = 100, c1 = 2, c2 = 2, Vmax = 10, d = 3,

kmax = 100, ωmin = 0:3, ωmax = 0:75:
ð54Þ

For the search radius of the particle swarm, given β1 =
80, β2 = 0:02, β2 = 0:02, β3 = 0, and β4 = −39, the relation-

ship between spacecraft-goal distance and the particle
swarm search radius is as shown in Figure 11.

In Equation (45), for the function to be optimized, the
parameters are α1 = 0:8 and α2 = 0:2. The maximum pulse
maneuvering volume for each maneuver of the spacecraft
is defined as Δu < 20m/s. In the simulation, the spacecraft
performs pulse maneuvering at a time interval of 1 second.
It takes the calculation of pulse maneuvering size and direc-
tion for about 0.48 seconds per time on average, while the
maximum time is about 0.52 seconds, meeting the real-
time requirements of the mission.

The PSO algorithm also solves the maneuver mode and
movement trajectory of the spacecraft in each iteration,
and the results are shown in Figures 12–14. Figure 12 shows
the trajectory of the spacecraft to the goal, Figure 13 demon-
strates the variation curve of distance between the spacecraft
and the goal, and Figure 14 illustrates the spacecraft’s total
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pulse of the orbital maneuver at the stage of approaching
from the close proximity.

As shown in Figures 12 and 13, the PSO algorithm
searches radius with dynamic variation helping the space-
craft return to the goal in about 13 seconds, thus effectively

transferring the original orbit of returning from a close prox-
imity. It should be noted that as the initial velocity of the
spacecraft relative to the goal is too large, the motion curve
of the spacecraft might not be smooth at the initial stage.
The relative distance between the spacecraft and the goal
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Figure 10: The variation of distance between the active spacecraft and the goal.

Table 3: States of the spacecraft and the goal under the ECI coordinate system at the initial moment of the stage of returning from a close
proximity.

x/m y/m z/m vx/m ⋅ s−1 vy/m ⋅ s−1 vz/m ⋅ s−1

Spacecraft 41990424.042 3692364.155 989081.845 -319.571 -319.571 -319.571

Goal 41990353.815 3692445.699 989387.824 -278.757 -278.757 -278.757

Table 4: The state of the spacecraft relative to the goal in the CW coordinate system at the initial moment of the stage of returning from the
close proximity.

x/m y/m z/m vx/m ⋅ s−1 vy/m ⋅ s−1 vz/m ⋅ s−1

Relative state 70.227 -81.544 -305.978 -40.826 -0.680 -2.963
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Figure 11: Relationship between the spacecraft-goal distance and the particle swarm search radius.
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in the O′X ′ direction of the CW coordinate system increases
before shrinking. However, in Figure 14, maneuver pulse
amount is always less than 20m/s during the process of
the spacecraft maneuvering.

As shown in Figure 13, both the spacecraft-goal distance
and velocity are close to 0 at about 13 seconds. Similarly in
Figure 14, the pulse amount required for orbital maneuvers
is around 0 after 13 seconds. Based on the two conditions
above, the improved PSO algorithm can successfully push
the spacecraft to back to its original orbit at about 13 sec-
onds; so, no further maneuvers will be needed afterwards.
As a result, the spacecraft is managed to continue its flight

along its original orbit while being successfully prevented
from the collision with the debris group.

To sum up, this paper proposes an effective maneuver
strategy for spacecraft to avoid space debris group and
return to the original orbit. In existing studies, studies on
how spacecraft evade space debris groups are not sufficient,
as most research focuses on space debris. The simulation
analysis effectively describes the unreachable domain of the
space debris group by reducing the dimensionality of the
changing geometry configuration of the space debris group.
To calculate the avoidance orbit and return orbit of space-
craft, the APF method and PSO algorithm are adopted in
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the Z direction, and (d) total distance.
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the analysis. During the process, the APF method and PSO
algorithm are improved. The APF method is suitable for
spacecraft with high velocity by distance projection, while
the calculation efficiency of the PSO algorithm is improved
by dynamic searching radius.

6. Conclusions

This paper proposes a method of orbital transfer for space-
craft to urgently avoid the debris group in the near space
and return to its original orbit. The method innovatively
highlights the following: (1) the changing geometry of the
space debris group is simplified by dimensionality reduction
while the mathematical method describes the space debris
group as an unreachable domain, (2) the method figures
out a maneuver strategy covering three stages from avoid-
ance to return, (3) the method suggests to use distance pro-
jection approach to break the limitations of the artificial
repulsive potential function based on the special features of
the spacecraft motion at the stage of avoidance, and (4) the
method proposes a modified function to search with
dynamic changing search radius and particle correction
approach for a spacecraft at the stage of returning from a
close proximity, which ensures the random walk of the
PSO algorithm in the initial phase and the computational
efficiency in the ending phase, to avoid local oscillation.
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