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Convolutional neural networks (CNNs) are often used in tasks involving vision processing, and unclear images can hinder the
performance of convolutional neural networks and increase its computational time. Furthermore, artifcial intelligence (AI) and
machine learning (ML) are related technologies, which are considered a branch of computer science, which are used to simulate
and enhance human intelligence. In e-healthcare, AI and ML can be used to optimize the workfow, automatically process large
amounts of medical data, and provide efective medical decision support. In this paper, the authors take several mainstream
artifcial intelligence models currently open on the market for reference. In this paper, the optimized model (AL-CNN) is tested
for noise image recognition, and the AL-CNN model is established by using activation functions, matrix operations, and feature
recognition methods, and the noisy images are processed after custom confguration. Not only does this model require no prior
preparation when processing images, but it also improves the accuracy of dealing with noise in convolutional neural networks. In
the AL-CNN in this paper, the architecture of the convolutional neural network includes a noise layer and a layer that can be
automatically resized. After the comparison of the recognition experiments, the accuracy rate of AL-CNN is 20% higher than that
of MatConvNet-moderate, and the accuracy rate is 40% higher than that of MatConvNet-chronic. In the second set of ex-
periments, the accuracy exceeds MXNet and TensorFlow by 50% and 70%, respectively. In addition, the authors optimized the
convolutional layer, pooling layer, and loss function of AL-CNN in diferent parameters, which improved the stability of noise
processing, respectively. After customizing the two confguration optimizations, the authors found that the second optimized
AL-CNN has higher recognition accuracy, and after the optimization test, the error rate can be continuously decreased as the
number of recognition increases in a very short number of times.

1. Introduction

Convolutional neural network (CNN) is a kind of artifcial
neural network, unlike recurrent neural, Boltzmann ma-
chine, etc., because the visual system is stimulated by neural
mechanisms, so the biological model of convolutional neural
network can recognize two-dimensional shapes. Convolu-
tional neural network systems can perform convolution
operations. Because of its uniqueness, it has excellent per-
formance in many aspects of life, such as image classifca-
tion, retrieval, and computer-related visual tasks. With more
and more research on convolutional neural networks today,
this technology will be applied to road engineering, medical
imaging, and artifcial intelligence involving vision in the

future. Also, it achieves better performance than traditional
technology.

In the 21st century, artifcial intelligence is constantly
developing, but at present there is no intelligent model in the
true sense that can possess the computing and recognition
ability of the traditional neural network system of animals.
Te concept of deep learning is proposed in this context.
Unlike traditional machine learning models, deep learning
will complete learning tasks through feature learning and the
participation of feature abstraction. Te working principle
behind the convolutional neural network is deep learning,
and because of its excellent processing efect and accuracy, it
has played an unprecedented role in many felds of pro-
duction and life. It mainly includes printing and publishing,
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logistics and transportation, medical management, and
other felds. In the case that there are so many precedents for
convolutional neural networks to create excellent results in
many felds, this article will demonstrate an intelligent
model building and optimization process based on con-
volutional neural networks. Tis process has practical ex-
perience for practical operators or feld beginners to
construct their own program models. Moreover, in the feld
of e-healthcare, applications of AI and machine learning can
be widely used in a variety of diferent scenarios. For ex-
ample, they can be used to identify a patient’s condition and
provide personalized treatment advice. In addition, AI and
ML can be used to track a patient’s condition and to remind
doctors to examine or adjust treatment options.

Most of the knowledge related to convolutional neural
networks on the market is mostly obscure and complicated.
Te innovation of this paper is that this paper uses a con-
volutional neural network to conduct a short test case of
artifcial intelligence model optimization for image recog-
nition and classifcation. It can provide ideas for beginners in
this feld to start practical operation.

2. Related Work

Understanding and predicting human visual attention
mechanisms is an active area of research in neuroscience and
computer vision. Among them, Kruthiventi et al. proposed
DeepFix, and their model automatically learns features in
a hierarchical manner and predicts saliency maps in an end-
to-end manner [1]. However, their model structure is too
monolithic. Qian et al. developed an architecture based on
convolutional neural network to improve the recognition
accuracy of noise recognition. In proposing their architec-
ture, they investigated the optimal confguration of flters,
pooling, and input feature map size. However, Qian and his
team’s in-depth analysis of the architecture is still in-
sufcient [2]. In medical-related felds, Shen et al. utilized
a novel multi-dimensional convolutional neural network
model to classify pulmonary nodules for malignant suspi-
cion.Teir model extracts multi-scale nodule salient features
in a single network, thus providing potential nodule-related
applications of the proposed method [3]. Yu and Salzmann
introduced a new class of convolutional neural networks
utilizing second-order statistics. To this end, they designed
a series of new layers that can be combined to form a co-
variance descriptor unit (CDU). It replaces the fully con-
nected layers of standard convolutional neural networks,
with the only drawback being a slight lack of accuracy [4].
Hou et al. proposed an efcient method for encoding with
sequential spatiotemporal information and employed con-
volutional neural networks to learn discriminative features
for action recognition. However, its disadvantage is that the
scope of application is too small, and the learning steps are
too complicated [5]. Inspired by the success of convolutional
neural networks in the classifcation, a lot of efort has been
devoted recently to applying convolutional neural networks
to video-based action recognition problems.Te challenge is
that the videos contain diferent number of frames, which is
not compatible with the standard input format of

convolutional neural networks. Generally, existing methods
address this problem by directly sampling a fxed number of
frames or by introducing convolutional layers that perform
convolutions in the spatiotemporal domain. Peng e al.
proposed a novel network structure that allows any number
of frames as network input. Te key to their solution is to
introduce a module consisting of an encoding layer and
a temporal pyramid pooling layer [6]. Although this type of
architecture is highly compatible, it is prone to inverse
problems in imaging. In McCann et al.’s research, they
reviewed the recent use of convolutional neural networks to
solve inverse problems in imaging. Also, it makes it feasible
to train deep convolutional neural networks on large image
databases in their experiments. Motivated by these successes,
they began to apply convolutional neural networks to solve
inverse problems such as denoising, deconvolution, super-
resolution, and image reconstruction [7].

3. Method and Steps for Establishing Noise
Reduction Model according to
CNN Architecture

Convolutional neural network is a multi-layer network, each
layer of which is composed of multiple two-dimensional
planes, and each two-dimensional plane is composed of
multiple neurons [8]. Te schematic diagram of the multi-
layer structure of the convolutional neural network is shown
in Figure 1. Te structure of convolutional neural network
can also be divided into three parts: input layer, hidden layer,
and output layer. Te input layer of the convolutional neural
network structure directly inputs two-dimensional in-
formation, which is diferent from the traditional neural
network input layer which needs to input a one-dimensional
vector. Te hidden layer consists of 3 kinds of net-
works—convolutional layer, pooling layer, and fully con-
nected layer. In the convolutional layer, each neuron of this
layer is connected to the corresponding local receptive feld
of the upper layer, and the features of the local receptive feld
are extracted through flters and nonlinear transformations.
After each local feature is extracted, the spatial relationship
between diferent local features is determined. In the pooling
layer, the features extracted by the convolutional layer can be
reduced in dimension, and the anti-distortion ability of the
model can be increased at the same time [9]. Moreover, the
fully connected layer is diferent from the other two layers,
and the only diference between the fully connected layer
and the convolutional layer is that the neurons in the
convolutional layer are only connected to a local region in
the input data, and the neurons in the convolutional column
share the parameters. Te function of the fully connected
layer is to combine the things learned by each convolutional
layer, complete the probability distribution after the fully
connected layer, and get the fnal classifcation probability.

3.1. Activation Function. Te activation function of the
convolutional neural network refers to the input signal
through the weight connection and the nonlinear activation
function between the nodes, so as to calculate the output of
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the nodes and the output of the network. Common acti-
vation functions include sigmoid, ReLU, and tanh, which are
used to control the output of the network so that the network
can output useful results.

In neural network, even though the linear function can
be chosen theoretically, such as the identity function f(x)� x,
we usually choose the nonlinear sigmoid function [10]. Te
nonlinear sigmoid function and function gradient are shown
in Figure 2:

σ(x) � simg(x)

�
1

1 + e
− x .

(1)

Te function value of sigmoid is between 0 and 1 in the
open interval. Te closer the function value of the in-
dependent variable is to 0, the faster the function value
changes; the larger the absolute value of the independent
variable is, the slower the function value changes [11]. In
addition to the nonlinear sigmoid function, the second
most commonly used is the hyperbolic tangent function
tah n:

tahn(x) �
e

x
− e

− x

e
x

+ e
−x . (2)

In addition, the hard clipping function plus the slope
function can also be used to activate the function:

hardlimit(x) �
1, x≥ 0,

0, x≤ 0,


ramp(x) �

1, x≥ 1,

x, −1≤ x≤ 1,

−1, x≤ − 1.

⎧⎪⎪⎨

⎪⎪⎩

(3)

At the same time, there are two good choices, namely,
the positive linear unit ReLU and the leakage correction
linear unit. Figure 3 shows the function and gradient of
ReLU. Te ReLU function is a commonly used nonlinear
activation function, whose full name is rectifed linear
unit. Te ReLU function, as the activation function of
neurons, can be trained in the neural network to achieve
accurate prediction and retrieval of learning resources
[12].

ReLU(x) � max(0, x),

LReLU(x) �
1, x≥ 0,

ax, x≤ 0.


(4)

In the classic structure, the activation function using
a neural network is called a rectifed function. In the con-
volutional neural network, it is often called the neural layer
of ReLU; compared with the traditional activation function,
ReLU can reduce the training time and improve the algo-
rithm performance. Deep convolutional networks usually
require a large amount of data for training, so that it is
almost impossible for traditional activation functions to
complete training with convolutional neural layers [13].

In this case, ReLU is almost the best choice. After the
input image is processed by convolutional neural layers and
ReLU, each pixel image in the image contains information of
a small area around it, resulting in information redundancy
[14]. If images containing redundant information continue
to be used, not only the performance of the algorithm will be
degraded, but also the translation invariance of the algo-
rithm will be destroyed.

In order to alleviate the “dead zone” phenomenon, the
researchers adjusted the part of x< 0 in the ReLU function to
f(x) � a∗ x, where a is a small positive number of the order
of 0.01 or 0.001 [15]. Tis new type of activation function is
called Leaky ReLU:

Leaky ReLU(x) �
x(x≥ 0),

a · x(x< 0).
 (5)

For the setting of α in the randomized ReLU, its value
obeys a uniform distribution in the training phase, and it is
specifed as the distribution expectation 1 + u/2 corre-
sponding to the uniform distribution in the testing phase:

RandomizedReLU(x) �
x(x≥ 0),

α′ · x(x≤ 0),

⎧⎨

⎩ (6)

where

α′ ≈ U(l, u), l≤ u, |, u ∈ [0, 1). (7)

In addition, the exponential linear unit ELU has the
advantages of the ReLU function, and the ELU also solves
the “dead zone” problem of the ReLU function itself, but the

FULLY CONNECTED NEURAL NET LOCALLY CONNECTED NEURAL NET

-Spacial correlation is local
-Better to put resources elsewhere

Example: 1000×1000 image
1 m hidden units
10 parameters

Example: 1000×1000 image
1 m hidden units
Filter size: 10×10
100 m parameters

Figure 1: Schematic diagram of the multi-layer structure of convolutional neural network.
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exponential operation slightly increases the amount of
calculation:

ELU(x) �
x, x≥ 0,

λ · (exp(x) − 1), x< 0.
 (8)

3.2. Matrix Operations. Te matrix operation of the con-
volutional neural network is a special kind of matrix op-
eration, which uses the convolution operation to process the
input matrix and output the results. In convolutional neural
networks, the matrix operation between input and output
can be decomposed into multiple steps, including convo-
lution, pooling, nonlinear activation function, gradient
descent, and backpropagation. Te combination of these
steps allows the network to learn complex patterns and
produce accurate results when processing the input.

Convolutional layers are the key layers of convolutional
neural networks.Teir main function is to extract features of
various scales in the image through diferent convolution
kernels and to ensure that the image size will not change. In
functional analysis, convolution is implemented by two
discrete or continuous functions [16, 17]. Convolution in
image processing is usually discrete, and discrete convolu-
tion will be processed by convolution kernel. Convolution

kernel is also called flter, which guarantees the core validity
of convolution operation in convolutional neural network.

Suppose the length and width convolution kernels are kl
and xp, respectively, called kl×xp convolution. Common
convolution methods include single- and multi-channel
convolution, transposed convolution, and 1×1 convolu-
tion. Taking single-channel convolution as an example, the
convolution process is to use a convolution kernel W (size
n×m) to scan the element x of the pixel matrix row of the
image row by row and column by column. It multiplies each
weight W in the convolution kernel w by each element x.

Adding the products in the matrix to get the di-
mensionality reduction matrix. If the matrix is R � (kl)x×p,
all elements of its transposed matrix T � (kl) � RT are
defned as

Tkl � Rkl,∀1≤ i≤ n, 1≤ j≤m. (9)

If the matrix R � (rkl)x×p, its 180° rotation is defned as

rot 180(R) � rx−k+1,p−k+1 x×p
. (10)

Given two matrices R � (rkl)x×p and T � (tkl)x×p, all
elements of their product C � (ckl)x×p � R · T � RT are
defned as

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

-10 -5 0 5 10

sigmoid function

0

0.05

0.1

0.15

0.2

0.25

-10 -5 0 5 10

sigmoid function gradient

Figure 2: Sigmoid function and gradient.

0
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5
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9

10

-10 -5 0 5 10

ReLU function

0

0.2

0.4

0.6

0.8

1

1.2

-10 -5 0 5 10

ReLU function gradient

Figure 3: ReLU function and gradient.
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Ckl � 

p

k�1
rkltkl,∀1≤ i≤p, 1≤ j≤p. (11)

Given two matrices R � (rkl)x×p and T � (tkl)x×p, their
addition and subtraction are defned as

R ± T � rkl ± tkl( x×p. (12)

Te above formula is also known as element-wise
product and is defned as

R ∘T � rkl•tkl( r×t. (13)

Given two matrices R � (rkl)x×p and T � (tkl)x×p, their
Kronecker product is defned as

R⊗T �

r11T · · · r1pT

⋮

rx1T · · · rxpT

⋮

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (14)

If x � (x1, x2, . . . , xn)T is a vector, then the elementwise
vector function of the unary function f(x) is defned as

f(x) � f x1( , f x2( , · · · , f xn( ( 
T
. (15)

If x � (xkl)x×p is a matrix, then the elementwise matrix
function of the unary function f(x) is defned as

f(X) � f xkl( ( x×p. (16)

Te two elementwise vector functions and elementwise
matrix functions are collectively referred to as elementwise
functions. If x � (x1, x2, ..., xn)T, then the derivative of the
elementwise vector function is

f ′(x) � f ′ x1( , f ′ x2( , · · · , f ′ xn(  
T

. (17)

Using this algorithm, in the practical operation of de-
signing image processing, the resolution of the input image
is reduced after each convolution operation. With the in-
crease of layers of model network, the resolution of image
will be smaller and smaller, which will cause some in-
formation loss. Also, since most noises are scanned only
once, most key elements in the center of the image are lost
[18]. In digital image processing, this situation can cause
serious errors, so this operation method is proposed in
convolution. Figure 4 shows a schematic diagram of the
connected architecture of the matrix operations of this al-
gorithm. Tat is to say, by performing additional operations
on the edge of the image matrix, the computer core can
process the image content more widely and increase the
recognition range during the process of recognition and
processing.

3.3. Feature Extraction Method. With feature extraction, we
only need to train the topmost layer of the network, leaving
the rest of the network the same. When the new dataset is
relatively small and similar to the original dataset, it con-
siders feature extraction methods. In this case, the high-level

features learned from the original dataset should be trans-
ferred well to the new dataset.Te biggest diference between
deep learning and most machine learning algorithms is
feature extraction. It is like a “black box” that relies on deep
research on feature extraction to automatically process al-
gorithms. It combines images of low-level features step by
step to form high-level features through a multi-layer net-
work structure, abstracting from local information to high-
level semantic information and gradually forming a multi-
level transformation [19].

When the new dataset is large and similar to the original
dataset, it considers using tuning methods. It should be safe
to change the original weights because the network is less
likely to overft on new large datasets [20].

Let us consider a schematic of a pretrained convolutional
neural network shown in Figure 5. Using this, we can study
how the transferred knowledge can be used in diferent
situations.

Tis is the method for establishing the model AL-CNN.
During the establishment process, we use the basic archi-
tecture of the convolutional neural network as the basis and
borrow the current open architecture to adjust the operation
object of the model to the scene we need. At the same time,
we prepare several open source models of the same type that
need to be compared and use these diferent models to
participate in the test and compare them in the next ex-
periment, so that more efcient optimization can be carried
out after problems are found.

4. Experimental Effect of AL-CNN Processing
Different Noise Categories

Convolutional neural networks handle noise and edges by
performing diferent operations in the image input through
the convolution layer. Unlike other layers, the convolutional
layer can use a flter to flter out some of the noise, thus

...

...

fully-connected layers

fixed-length representation

16*256-d 4*256-d 256-d

spacial pyramid pooling layer

Feature maps of conv,
(arbitrary size)

convolutional layers
input image

Figure 4: Schematic diagram of the connected architecture of
matrix operations.
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making the output clearer. For example, when the convo-
lution layer is used for noise reduction, it is able to efectively
eliminate the noise by using a large number of flters.
Moreover, the convolution layer has a high spatial resolution
(compared to the fully connected layer), thus enabling ef-
fcient smooth noise processing (i.e., edge detection).

In this section, we conduct several diferent classes of
experiments to optimize the performance and evaluate the
performance of artifcial intelligence models of convolu-
tional neural networks (AL-CNN) for vision processing. It is
compared with the three models of medium and slow
MatConvNet, MXNet, and TensorFlow at the same time, and
the accuracy and error rate are used as evaluation criteria to
determine the best optimization model, using the following
formula to compare.

Accuracy �
TP + TN

TP + TN + FP + FN
. (18)

4.1. Simulating Unclear Noise. First, create diferent types of
noise to make the image unsharp, then create an original
sharp image, and add the noise to the image as lines, 2 pixels
wide and 6 pixels long. Use this as a material to create a new
unsharp image, and add a circular noise with a fxed radius
of 4 pixels to the image. Ten, to simulate the reduction of
image sharpness in the packet, a solid rectangle with a width
of 4 pixels and a length equal to the length of the input image
is randomly added to the image. Finally, in order to create an
experimental picture with incomplete image pixels, 22
rectangles are added to the image as noise. Figure 6 shows
diferent types of noise at 5%.

4.2. Comparison of AL-CNN and MatConvNet Models. To
test the efectiveness of this model optimization, here we
add the structure of the AL-CNN to the pretest stage and
use it in the preprepared CNN structure. For example, the
AL-CNN we want to test is confgured with medium and
slow architectures and is compared against the Mat-
ConvNet model. Table 1 demonstrates the parameters of
the AL-CNN compared to the MatConvNet-chronic
model. Here, AL-CNN contains 6 convolutional layers
and 4 association layers. Te size of AL-CNN is fxed,
336∗ 336 CMYK. In its convolutional layers, the model
itself can automatically reduce noise. We apply the tools
that can automatically reduce noise in the frst algorithm to
the AL-CNN model, using partial unifed automation
(PTA) to automatically reduce noise and optimize image

sharpness. Diferent types of noise are changed in each
experiment, and all functional layers that need to be used
use the linear unit (ReLU).

In order to achieve the test efect, the authors used the
OZDBTV-2017 image library containing 2200 types of
images. In Table 2, the confguration of AL-CNN model
parameters is compared with MatConvNet-chronic. Te
image library is divided into two groups: processing
(800,000 high-defnition images) and recognition
(3,000 high-defnition images) parameters included in the
experiments. Te top fve processing deviations are used to
evaluate the role of image processing, and the top fve
processing deviations are the main evaluation criteria for
this comparison. Enter the size of the sample in OZDBTV so
that the initial category is outside the category that the
gallery can predict. Te pixel size of the samples in the
OZDBTV gallery is the product of the data to be processed.
When using the algorithmic tools of the frst sample, the
image is much less noisy and clearer. So, we can say that the
convolutional layer denoising tools and algorithms for the
HD images in the gallery improved the processing of the
model. Determining the algorithm at each step from the
resulting graph can improve the overall tool efectiveness
during processing. Automatically modifying the convolu-
tion in the proposed AL-CNN prevents the use of wrong
image pixels when identifying noise.

Figure 7 shows the processing results using
MatConvNet-moderate and AL-CNNwhen dealing with 5%
noise. AL-CNN is better than MatConvNet-moderate in
processing diferent types of samples, and the accuracy is
about 20% higher in the same range. Similarly, it is still 5%
noise recognition and classifcation. Te comparison be-
tween MatConvNet-chronic and AL-CNN is shown in the
second row of Figure 7. Te results show that AL-CNN is
also better than MatConvNet-chronic in processing noise
samples. Te accuracy exceeds MatConvNet-chronic by
40%.

4.3. Comparison of AL-CNN with MXNet and TensorFlow.
To further investigate the performance of AL-CNN, the
paper conducted several experiments to compare it with
MXNet while processing noisy images with TensorFlow.
Table 3 shows the parameters of AL-CNN compared with
MXNet, and Table 4 shows the comparison of parameters of
AL-CNN with TensorFlow. Adjust the input image to
300∗300, at the same time adopt the method of automatic
noise reduction, and use the automatic adjustment layer and
automatic noise reduction layer in the highest layer. Te

Input Layer
Convolution

Layer
(1)

Convolution
Layer

(2)

Convolution
Layer

(3)

The Whole Connected
Layer

Activitate
Function

Figure 5: General convolution process trained in advance.
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gallery of OZDBTV-2018 used to test AL-CNN contains
2000 diferent types of high-defnition images, and the top
fve deviations in the processing results will be used as the
evaluation criteria for experimental testing.

Experiments show that AL-CNN, MXNet, and Tensor-
Flow are used for noise processing image results as shown in
Figure 8. Figure 8 shows the processing results under 5%
noise level, and the AL-CNN confgured with TensorFlow is
better than other models. Compared with MXNet and
TensorFlow, the AL-CNN optimized by these two confg-
urations in this paper is 50% and 70% more accurate, re-
spectively. It has a better efect on the reduction of noise
recognition.

4.4. Comparison of CustomConfgurationAL-CNNandCNN.
In the following experiments, the authors customized the
AL-CNN parameters and compared them with the original
CNN. In this comparison, the authors used two diferent
parameters to identify the layers damaged by noise. Table 5
shows the frst custom parameters of AL-CNN, in which
AL-CNN includes 4 base layers, 3 pooling layers, 2 sigmoid
layers, and 2 correlation layers. In Table 6, the second pa-
rameter of AL-CNN compared with CNN is presented. In
the second parameter, the tested AL-CNN contains 5 base
layers, 3 pooling layers, 1 sigmoid layer, and 2 concatenated
layers. In these two parameters, the added image is resized
from 100∗100 to 52∗52, and using the automatic noise

uncorrupted Impulse noise Tampered image

Noisy

Noisy

images:
Noise type:

images:
Noise type: Damaged image Packet loss Missing samples

Figure 6: Diferent types of noise accounting for 5%.

Table 1: Parameters of AL-CNN compared with MatConvNet-moderate model.

Layer MatConvNet-moderate AL-CNN Length and
width Amount Pace Filling

1st Vortex Noise observation 8× 8 100 3 1
2nd Type in Automatic adjustment, type in 6× 6 300 3 2
3rd Vortex Automatic vortex 6× 6 100 3 1
4th Tahn, PTA Tahn, PTA 0 300 0 0
5th Top-layer Automatic top-layer 4× 4 0 2 1
6th Vortex Vortex 6× 6 300 2 2
7th Tahn, PTA Tahn, PTA 0 0 0 0
8th Top-layer Top-layer 4× 4 0 2 1
9th Vortex Vortex 4× 4 618 2 2
10th Tahn Tahn 0 0 3 1

Table 2: Parameters of AL-CNN compared with MatConvNet-chronic model.

Layer MatConvNet-chronic AL-CNN Length and
width Amount Pace Filling

1st Vortex Noise observation 0 0 0 0
2nd Type in Automatic adjustment, type in 0 0 0 0
3rd Vortex Automatic vortex 8× 8 100 1 1
4th Tahn, PTA Tahn, PTA 0 0 0 0
5th Top-layer Automatic top-layer 4× 4 0 2 1
6th Vortex Vortex 6× 6 1028 2 1
7th Tahn, PTA Tahn, PTA 0 0 0 0
8th Top-layer Top-layer 4× 4 0 2 0
9th Vortex Vortex 4× 4 1028 2 2
10th Tahn Tahn 0 0 0 0
11th Vortex Vortex 6× 6 1028 2 2
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reduction method, the noise category varies in each layer. In
testing this model, the QMODY database is used, which
includes 90,000 images in 20 categories. In the experiments,
70,000 high-defnition images and 40,000 noisy images are
used in the test library. Te evaluation criterion for model
optimization is the accuracy of the recognition results.

According to the optimization experiments, it can be
seen from the results in Figure 9 that AL-CNN is better than
other models when using the second custom parameter, and
the error rate is relatively lower. Also, it can reduce the error
rate to less than 20% in only 5 times. As the number of times
increases, the degree of decrease in the error rate will also be
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Figure 7: Comparison of AL-CNN, MatConvNet-moderate, and MatConvNet-chronic in identifying 5% noise.

Table 3: Comparison of AL-CNN parameters with MXNet.

# MXNet AL-CNN Filling Pace
1st 0 Noise process 0 0

2nd Type in Automatic adjustment, type
in 4× 6× 4× 6 0

3rd Sigmoid Sigmoid 4 5
4th Tahn Tahn 0 0
5th Vortex Automatic vortex 4× 6× 4× 6 3
6th PTA PTA 0 0
7th Sigmoid Sigmoid 0 3
8th Tahn Tahn 0 0
9th Sigmoid Sigmoid 3 2
10th Tahn Tahn 0 0
11th Sigmoid Sigmoid 4 5
12th Tahn Tahn 0 3
13th MXnet MXnet 0 0
14th Sigmoid Sigmoid 4× 6× 4× 6 3
15th Tahn Tahn 0 3
16th Sigmoid Sigmoid 0 3

Table 4: Comparison of AL-CNN parameters with TensorFlow.

# TensorFlow AL-CNN Filling Pace
1st 0 Noise process 0 0

2nd Type in Automatic adjustment,
type in 4× 6× 4× 6 0

3rd Vortex Automatic vortex 5 7
4th Tahn Tahn 0 0
5th Layer Automatic adjustment 4× 6× 4× 6 3
6th PTA PTA 0 0
7th Square Square 0 7
8th Tahn Tahn 0 0
9th Sigmoid Sigmoid 5 3
10th Tahn Tahn 0 0
11th Sigmoid Sigmoid 0 0
12th Tahn Tahn 0 3
13th Square Square 4× 6× 4× 6 6
14th Maxmize Maxmize 4× 6× 4× 6 5
15th Tahn Tahn 0 3
16th Maxmize Maxmize 0 3
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Figure 8: Comparison of recognition results of MXNet, AL-CNN, and TensorFlow on 5% density noise.

Table 5: Comparison of the frst set of custom AL-CNN parameters with CNN.

Layer CNN AL-CNN Length and
width Amount Pace

1st 0 Noise process 0 0 0
2nd Type in Automatic adjustment, type in 0 0 0
3rd Vortex Automatic vortex 6∗6 40 2
4th Top-layer Automatic top-layer 8∗8 0 3
5th Vortex Vortex 9∗9 50 4
6th Top-layer Top-layer 6∗6 0 6
7th Vortex Vortex 8∗8 600 4
8th Tahn Tahn 0 0 4
9th Related Related 5∗5 40 4
10th Activation Activation 0 0 0

Journal of Mathematics 9



greater, and fnally a high-precision efect is achieved. In
addition, compared with the original CNN, the optimized
AL-CNN established this time has a better efect when
processing images corrupted by diferent types of noise.

5. Discussion

Image processing is currently heavily used in felds such as
computing, medicine, and engineering, and most of these
scenarios require repairing missing pixels and unclear im-
ages. Data loss is a problem in the process of image pro-
cessing by neural network, which can lead to the decrease of
image sharpness [21]. In recent years, many scientists have
begun to design automated systems that efciently recognize
and process images. Convolutional neural network image
recognition is a very accurate image classifcation tool. It
learns using convolutional classifcation, pooling layers, and
layers of correlation connections. Te network is a multi-
layer neural network consisting of neurons with testable
weights and biases [22]. In our establishment of image
processing model, it has the characteristics of high precision
and high speed, which can efciently help us process
the work.

When dealing with unclear images, such images usually
contain a lot of noise. Te working efciency of

convolutional neural networks can be afected, and the
working efciency of convolutional neural networks can be
hindered by various diferent types of noise during the
recognition stage [23]. Moreover, when encountering low-
resolution images, the noise and impurities contained in
them are too complex, which will hinder the computing
power of the convolutional neural network. Not to mention
that resolving noise is a very CPU-intensive and time-
consuming step [24, 25]. Te AL-CNN established in this
paper optimizes the structure of the CNN by adding a noise
reduction layer and an automatic image adjustment tool to
enhance its stability. In the test experiment, a large number
of diferent types of noise have been designed for testing.Te
experiment shows that the established AL-CNN is efcient
in processing noisy images.

After optimization tests, we can conclude that the ad-
vantages of AL-CNN are as follows. Te model only needs
one processing to complete the classifcation when dealing
with a large number of images of diferent categories and
diferent noise points at the same time, which not only has
high speed but also has high stability. Te efciency of this
model is better than other models in noisy image processing,
and the contributions of this paper are as follows. Each part
is described in the relevant subsections. (1) Tis paper es-
tablishes a convolutional neural network artifcial

Table 6: Comparison of the second set of custom AL-CNN parameters with CNN.

Layer CNN AL-CNN Length and
width Amount Pace

1st 0 Noise process 0 0 0
2nd Type in Automatic adjustment, type in 0 0 0
3rd Vortex Automatic vortex 12∗12 30 3
4th Top-layer Automatic top-layer 8∗ 8 0 4
5th Vortex Vortex 4∗ 4 40 3
6th Top-layer Top-layer 3∗ 3 0 4
7th Vortex Vortex 8∗ 8 0 4
8th Tahn Tahn 0 0 3
9th Related Related 9∗ 9 20 5
10th Activation Activation 0 0 0
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Figure 9: Comparison of noise processing results between AL-CNN and CNN with custom parameters.
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intelligence model with excellent processing ability for noise,
which improves the processing performance of noisy im-
ages. (2)Te proposed AL-CNN for classifying noisy images
does not require any of-architecture tool preparation. (3) In
this paper, in order to improve the stability of the model in
dealing with noise, an automatic adjustment noise reduction
layer is added to AL-CNN. In this paper, the automatic
adjustment noise reduction method is applied to the
structure of the AL-CNN convolutional layer, and an au-
tomatic noise reduction algorithm is proposed to make the
model stable to noise. (4) Tis paper proposes an auto-
matically adjusted noise pooling operator to reduce the
infuence of noise on pooling layers. (5) In order to improve
the recognition performance of AL-CNN, this paper pro-
poses an automatic adjustment noise reduction method
based on noise adjustment.

6. Conclusion

In this paper, the authors established an artifcial in-
telligence model AL-CNN based on convolutional neural
network and tested its computational efciency when
processing images with diferent noise points. When
AL-CNN processes low-quality images, it does not need any
external tools, does not occupy memory, and has fast
computing speed. Te authors designed a variety of dif-
ferent types of noise to simulate the processing efect of the
experiment and compared the model with MatConvNet-
moderate, MatConvNet-chronic, MXNet, and TensorFlow.
Te results show that the model is more efcient than other
types in processing images. In order to make this model
more stable, the authors made a custom optimization,
adding a noise layer and an automatic adjustment tool to the
convolutional neural network. At the same time, consid-
ering the operational efciency of diferent components in
AL-CNN, this paper also performs corresponding opti-
mizations for diferent noise problems. In order to improve
the processing performance of CNN, this paper also designs
an automatic adjustment noise reduction algorithm based
on convolutional neural network in response to diferent
situations. Experimental results show that the optimized
AL-CNN has better efciency in noisy image processing
compared with MatConvNet-moderate, MatConvNet-
chronic, MXNet, and TensorFlow. Also, because the
model does not require prior preparation or other tools, it is
faster to process. Finally, AI and ML can be used to au-
tomatically identify medical images to improve diagnostic
accuracy. Tey can also be used to analyze patient medical
records and data, predict future disease trends, and provide
more accurate treatment advice to physicians. Overall, AI
and ML in e-healthcare contribute to improve efciency,
provide better care, and lower healthcare costs.

In the future, the goal of this paper is to use convolu-
tional neural networks for detection in difcult-to-recognize
impurity images. Tis paper will add other impurities, such
as Gaussian blur and image liquefaction, to the new model,
so that it can recognize a wider range and cover a wider
range of types. On this basis, future models will have better
performance after optimization.
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