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This paper proposes an indoor localization algorithm based on AOA (Arrive of Angle) and orientation angle (OA) for passive
UHF RFID (Ultra-High Frequency Radio Frequency Identification) tag array. By utilizing a uniform linear tag array (ULA),
the AOA, which is defined as the angle of the reader relative to the tag array, can be estimated by the Multiple Signal
Classification (MUSIC) algorithm. The relationship between AOA, OA of the tag array, and the direction angle (DA) between
each reader antenna to the geometric center of the tag array is analyzed, and an OA retrieval method based on rotating the
coordinate system is proposed to calculate DA. The tag array localization is finally acquired by the DA of each antenna.
Simulation and experiment results show that the proposed algorithm can achieve decimeter-level localization accuracy. The
proposed algorithm achieves a mean accuracy of 0.216 m, which is a significant improvement compared with the traditional

AOA localization algorithm.

1. Introduction

With the advantages of low cost and high data rate, radio
frequency identification (RFID) technology plays an impor-
tant role in the perception layer of the internet of things
(IoT) [1], which has been widely used in many fields, such
as supply chain management (SCM) [2], logistics manage-
ment, and warehouse management [3]. Combining target
recognition and accurate position information is generally
beneficial to these applications. The researches on RFID-
based localization technology [4, 5] have important practical
significance.

In recent years, scholars have conducted a lot of research
on how to use RFID tags to achieve localization. In the
RFID-based localization system, one or more tags are
attached to an object. The received signal strength (RSS)
and the phase information of tags are exploited by various
localization systems. In [6, 7], they deploy reference tags
with fixed position in advance. The target’s position is esti-
mated by k reference tags whose RSS are the most similar

to that of target tag. However, the RSS is not a reliable indi-
cator, it is susceptible to the tag’s orientation, antenna gain,
and multipath environment. Thus, the RSS-based system is
difficult to achieve fine-grained localization. Although some
RSS-based methods can achieve high localization accuracy,
these methods need to deploy a considerable number of ref-
erence RFID tags [8, 9]. Compared with RSS, the phase of
the signal has higher resolution and noise tolerance, which
is a better choice to realize high accuracy localization. In
[10], the phase differences between two antennas are col-
lected to build hyperbolas. The position of the tag can be
estimated by the intersections of these hyperbolas. Another
localization method based on the direction of tag is proposed
n [11]; the phase difference collected by antenna array is
used to estimate the direction of the tag. In the phase-
based methods, to solve the ambiguity introduced by the
phase, the spacing between two antennas should be within
half wavelength, and it is quarter wavelength for the com-
mercial off-the-shelf (COST) UHF RFID with monostatic
antennas as it is a round-trip in this system. However, the
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size of commonly-used circular polarization antenna is hard
to meet this stringent requirement. Such a COST reader can-
not satisfy this spacing constraint. To solve this problem,
RFID tag array is undoubtedly a better choice.

Compared with a reader antenna, the size of RFID tags is
smaller; the distance between two tags can be easily restrict
within quarter wavelength or narrower. Moreover, benefit-
ting from the low cost of the RFID tag, the tag array has a
lower cost contrasted with the antenna array [12, 13]. In
recent years, tag arrays have been widely used in 3D recon-
struction [14], gesture recognition [15], and human motion
sensing [16, 17]. Besides, tag array is also a great choice for
indoor localization systems. Yang et al. localized the target
by the AOAs of two antennas which are estimated from
the phase information of the tag array [18]. However, when
the orientation angle (OA) of the tag array is unknown, the
localization accuracy will deteriorate dramatically. There-
fore, how to estimate the OA tag array is a key issue. To
solve this problem, this paper proposes a novel AOA-based
indoor localization system, which can achieve an accuracy
of decimeter-level. The main contributions of this paper
are as follows:

(i) Different from the traditional tag array localization
model, the OA of the tag array is taken into consid-
eration in our localization model, and targets can be
localized with an unknown OA

(ii) An orientation angle (OA) retrieval algorithm for
the tag array is proposed, which uses AOA estima-
tion results of multiple reader antennas to accom-
plish the OA retrieval for tag arrays

2. Phase Difference in RFID Tag Array

Most COST RFID readers can collect the phase information
of the tag when inventorying the tag, as shown in Figure 1.
The measured phase value is the offset of the signal sent
and received by the reader antenna which includes the phase
introduced by the round-trip propagation between the
reader and tag and the phase error introduced by the reader
transmitter circuit, the receiver circuit, and the tag. Besides,
the measured phase is a value between 0 and 27z due to phase
wrapping. The measured value cannot directly represent the
distance information between the antenna and the tag. The
received phase can be modelled as [19]

4mnr

q)i:mOd ( A +(PTx+(PRx+q)tag’2ﬂ>’ (1)

where A is the wavelength, r is the distance between tag and
reader antenna, ¢, is the phase error introduced by tag’s
reflection characteristics, and ¢, and ¢, are the phase
errors introduced by transmitter and receiver, respectively.
In general, most of COTS RFID readers work with
monostatic antennas that simultaneously transmit RF sig-
nals to power up RFID tags and then receive their backscat-
ter signals. For the measured phases of two tags collected by
one antenna, the errors introduced by transmitter and
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receiver are the same. Meanwhile, to eliminate the phase
ambiguity between two tags, we restrict the distance d
between two adjacent tags within A/4, which means that
the difference of two tags’ round-trip distance is less than
A [20]. According to equation (1), the phase difference can
be represented as

4r(r;—1i11)

AP =9 = @iy = 1 1 Prag, ~ Prag,,, - (2)

The errors introduced by the tag arise from the tag’s cir-
cuit, mutual coupling, and the signal incident direction [20],
which can be regarded as

thag TPl T Pin T gocop’ (3)

where ¢, ¢, and ¢, are the errors introduced by tag’s

circuit, signal incident direction, and mutual coupling
between tags. Tags of the same type have similar circuit con-
struction, 0 ;= @, ;. For the same reader antenna, the

signal incidence direction for two very close tags (for the
UHF RFID d<A/4=8.11cm) can be regarded as equal.
From Tagyro [21], strong mutual coupling in the tag array
will affect the measured phase significantly and make it hard
to detect the tags. When the spacing of the tags increases, the
mutual coupling on measured phase difference is limited.
For the same pair of tags, their mutual coupling is identical
[22]; the measured phase difference between two tags is
independent to the coupling voltage and impedance [18].
Although mutual coupling has a great effect on the measured
phase, the effect of mutual coupling on the phase difference
can be attenuated significantly, which has less impact on
localization.

3. System Design

3.1. Localization Model. The OA of the tag array is not con-
sidered in the traditional tag array-based localization models
[18], in which it is assumed that the AOA estimation result
0; of the tag array is equal to the direction angle 3, of the
tag array relative to the antenna i. According to the geomet-
ric relationship, the positioning of the tag array can be esti-
mated by the AOA estimation of the two reader antennas of
the tag array. However, in a real localization scenario, the
OA of the tag array cannot be known in advance, and using
this localization model will generate a large localization
error. To solve this problem, a localization method based
on pose retrieval of tag arrays is proposed in this paper.

In our system, we deployed M antennas and a RFID tag
array in the environment. N tags are uniformly attached to
the target to form a uniform linear RFID tag array (ULA),
and all tags can be inventoried from both sides. As shown
in Figure 2, the tag array is used to acquire the AOA (6))
between the center of the array and antenna-i, the OA of
the tag array is &, and the DA of the tag array for antenna-
i is f3,. Theoretically, based on M (M >3) AOA values and
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the fixed reader antenna positions, the OA of tag array « can
be accurately determined. The DAs of antennas are

ﬁ1=9i+‘x’
/32:6;_“’ (4)
[33=9;+oc.

If the positions of antennas are fixed, the idea is to use
the DAs of each antenna to determine the position of tags.
Supposing that the position of the antenna is (x;,y;) and
the tag array’s position is (x,, y.), the DAs of antennas satisfy

cot (B) =
Y=Y

cot (B,) = ﬁé (5)
Ye=)

cot (B;) = sz

Since the phase measurements would be inevitably influ-
enced by various noise sources, three lines defined by f3,, ,,
and f; will not intersect at one point. Three different solu-
tons {(¥70): (X Viohr (Xen¥)} can be obtained
from Equation (5), and the average value is taken as the
localization result of the tag array.

The main challenge of the system is how to effec-
tively estimate the AOA values of antennas and the
OA of tag array. In this paper, a new tag array-based
localization system is designed, which can estimate the
OA of the array. The details of tag array AOA estima-
tion and OA estimation will be discussed in the follow-
ing sections.

3.2. Tag Array AOA Estimation. The scenario of AOA esti-
mation for single antenna is shown in Figure 3. The spacing
d between adjacent tags in the array is restricted to be within
A/4, which is much less than the distance r between reader
antenna and tag array (d <« r) and satisfies the far-field con-
dition. The signal arrived at the tag array can be regarded as
plane wave. Assuming that there are K paths in the indoor



environment, the received signal backscattered from tag
array at time ¢ can be modelled as

where 0, is xx, A=[a(6,), «(6,), -, a(f)] is the mani-
fold matrix, s(t) = [s, (£), 5,(t), -+, s (t)]" is the source signal
vector, and n(t) is the noise. Taking the first element of the
array as the reference, the received signal can be recon-
structed by the phase difference:

X(t) = |:1, e‘f‘ﬂ]z(t)’ e e‘f‘l’]k(”) e e_j(PlN<t) T’ (7)

where ¢,,(t) is the phase difference of the k -th tag to the
first reference tag. As the tags in the array are close to each
other, the multipath effect of each tag is similar. Thus, the
phase difference can reduce both the multipath effect and
the coupling effect. The RFID communication is a round-
trip link, so the steering vector for the uniform tag array
can be expressed as

a@) =1 @A) sind o~ Am((N=1)d/2) sin 0 T. (8)

Due to the coherent multipath signal, the steering vector
and the noise subspace are not completely orthogonal, which
affects the estimation of the signal source direction. To fur-
ther reduce the effect of coherent multipath, spatial smooth-
ing method is adopted. The uniform linear tags array is
divided into p subarrays, and the number of elements in
each subarray is M (M > K + 1). The covariance matrix of
-th subarray is given by

H
R = A, (6)D IR, (D<H>) A 4 o2, (9)

—jdnd sin 0,/A ,—jdnd sin 6,/A —jdmnd sin Oy /A
, € y ot € ]

where D =diag [e
is called displacement operator. A,, is a M x K manifold
matrix of the sub-array, R, is the covariance matrix of signal,
and I is the unit matrix and o2 is the power of noise. The
covariance matrix after spatial smoothing is

4 H
® = Ly pivg (pi-n)"
[= S L DR (DY) (10)

Performing eigendecomposition on R/, equation (8) can
be rewritten as

R =Uz U + Uz UL, (11)

where U, is the signal subspace formed by the eigenvector
associated with the large eigenvalue and Uy is the noise sub-
space corresponding to the small eigenvalues. By searching
all arrival vectors that are orthogonal to the noise subspace,
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Antenna

Tag array

F1GURE 3: Antenna’s AOA estimation.

the direction of antenna can be estimated by

1
Ay (0)"UNUNAN(6)

(12)

Or, = max

According to the geometric relationship, the AOA of
antenna is 0’ = 77/2 - 0,

3.3. OA Estimation. In this part, we will provide the details of
our proposed OA retrieval algorithm based on a tag array. In
an x — y coordinate system, OA is the angle of intersection
between a line parallel to the positive x-axis and the line
going through tag array. Instead of viewing the antennas
A, A,,A; in x -y coordinate system, we construct virtual
antennas VA,, VA,, and VA, in x' —y' coordinate system.
As shown in Figure 4, the x' —y' coordinate is obtained by
rotating x — y coordinate counterclockwise through the ori-
gin by a(m) = (m— 1) x Aa — 71/2, where Aa is the rotation
interval and m is an integer. Assuming that the OA of tag
array is limited, the range of a(m) is [-71/2, /2], m is in [1
,M]. a(m) represents the searching start point when m =1;
M is inversely proportional to the rotation interval Aa and
equals to [7/Aal, where [-] is the rounding operation.

As shown in Figure 4, assuming that the position of
antennas in x —y coordinate is A; = (x;, y;), after rotating
an angle a(m), the new position in x' -y’ coordinate is A,
(m) = (x;(m), y,(m)), and the transformation from A; to A;
(m) can be written as

x;(m) Xi
o],
yi(m) Vi

where R[a(m)] is the counterclockwise rotation matrix,
which can be described as

Ria(m)] = [ cos a(m)

sin a(m)
—sin a(m) ] ' )

cos a(m)
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The position of virtual antenna VA, (m) is defined as the
intersection of x'-axis and the line [,(m). L(m) is built by
antenna A,(m), and it is AOA value 0;, which is obtained
by equation (12). In the x' -y’ coordinate, it can be
expressed as

I (m): y' =tan 6] x [x' —xl(m)} +y,(m),
L(m): y' =tan (n—@é) X [x' —xz(m)} +y,(m),

L(m): y' =tan 0} x [x' —x3(m)} +y5(m).
(15)

As shown in Figure 5, we deployed three antennas in the
localization system. The three lines {I,(m),1,(m),l;(m)}
built from Equation (15) will have three intersections {C; (
m), C,(m),Cs(m)}. The sum of Euclidean distance
between the three intersections is defined as dist(m):

dist(m) = [|Cy (m) = Cy(m)|| + [|[C1(m) = C3(m)[| + || C(m) = C5(m)]|-

(16)

Theoretically, x'-axis is parallel to the tag array when the
rotation angle of the x' — ' coordinate equal to the OA of
tag array. In this case, as shown in Figure 4, we have f3,(m)
=0} the DA is equal to AOA for the same antenna; the three
lines will have a unique intersection dist(m) =0. However,
when taking the noise effects into consideration, the three
lines will no longer intersect to one point. Thus, a method

FIGURE 5: Orientation angle estimation.

based on the rotation of coordinate is employed to estimate
the index of OA

m* = argmin (dist(m)). (17)
me[-90,90]

4. Experiments Results

Experiments were carried out in a typical indoor scenario
with Impinj R420 UHF RFID reader and C90G tags (with
Monza 4QT chip). The reader can extract information from
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FIGURE 6: Evaluation of AOA estimation: (a) AOA estimation error of different tag spacing; (b) AOA estimation error of different number of

tag array.

tags, including phase angle, RSSI, and Doppler shift based on
a Low-Level Reader Protocol (LLRP). A Lenovo laptop with
i7-5500u CPU is used for signal processing; the software
used in the experiment is developed based on official library,
which allows the computer to communicate with the RFID
reader. Similar to [23], the experiment considered 27 — (pi'

. P
as @;, where ¢, is the phase value measured by Impin;

R420. Besides, to determine some of the fixed variables, sev-
eral detailed benchmarks are established.

4.1. AOA Estimation. The AOA estimation result of the
RFID tag array is the basis for localization. In order to eval-
uate impacts of the tag spacing and tag number of the RFID
tag array on the AOA estimation performance, experiments
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Antenna-1 !

Ficure 7: Experiment setup.

were carried out by placing a reader antenna at a fixed dis-
tance of 1.5m in front of the tag array, and the tag array
was rotated in the range of [-70°, 70°] with 5° interval.

4.1.1. Impact of Tag Spacing. The mutual coupling between
the tags in the RFID tag array is an important factor affect-
ing the phase of the backscattered signal, and this effect will
gradually decrease with the increase of the tag spacing. To
explore the effect of tag spacing on the AOA estimation, four
RFID tags were constructed with different spacings to con-
struct a tag array. Experiment results are shown in
Figure 6(a); the array with larger spacing has higher AOA
estimation accuracy than the case with smaller spacing.
The average AOA estimation error corresponding to the
spacing of 2cm, 4cm, and 6cm is 3.3°, 2.8°, and 2.19°,
respectively.

4.1.2. Impact of Tag Number. The number of array elements
in the MUSIC algorithm is also a key factor affecting the
accuracy of AOA estimation. In the experiment, the tag
spacing was set to 4 cm. The results of AOA estimation with
different tag number are shown in Figure 6(b). It can be seen
that with the increase of the tag number, the error of the
AOA estimation of the tag array gradually decreases. The
average errors of the AOA estimation for the tag number
of 3,4, 5, and 6 are 3.45°, 3.15°, 2.42°, and 1.77°, respectively.

4.2. Localization. To evaluate localization algorithm based
on RFID tag array, we built a real localization system in a
4m x 4 m indoor area. The reader part consists of three cir-
cular polarized antennas and a Impinj R420 RFID reader. As
shown in Figure 7, considering the width of the target object,
six tag are adopted for the RFID tag array, where the spacing
d is 4 cm. The experiment environment is shown in Figure 7;

the positions of antennas are A,(0.5m,0m), A;(2m, 4m),
and A,(3.5m, 0m), which are distributed on the boundary
of the measurement area.

Under the condition that each tag in the tag array can be
read correctly, we carried out a series of experiments in dif-
ferent positions with different OAs, the statistical result is
shown in Figure 8. The CDFs of the AOA and OA estima-
tion error are shown in Figure 8; for the three antennas,
the mean AOA estimation error is about 2.7°. Antenna-1 is
at the center of the boundary, so the AOA estimation is
slightly better than other two antennas. For the OA estima-
tion result shown in Figure 8(b), 80% OA estimation error is
less than 6°, and the mean OA error is 4.35". The CDF of
localization error is shown in Figure 9(a), the mean x-axis
error and y-axis error are 0.15m and 0.13 m, respectively.
Furthermore, the average localization error is 0.216 m. As
shown in Figure 9(b), compared with the traditional AOA
localization algorithm in [18], the OA estimation-based
localization algorithm has higher positioning accuracy. The
mean localization errors for the proposed algorithm and
Ref. [18] are 0.216m and 0.342m, respectively. The pro-
posed method can achieve higher localization accuracy by
taking the OA of the tag array into consideration when com-
pared to Ref. [18].

4.3. Cost of Localization. In the RFID localization system
proposed in this paper, an ULA is constructed by RFID tags.
Benefiting from the low cost of UHF RFID tags, the cost of
the proposed system is lower than those of other localization
systems. As shown in Table 1, we compared the hardware
cost and average localization accuracy of several different
localization systems. Compared with commercial equip-
ment, the cost of customized equipment is generally higher.
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TasLE 1: Comparison of localization systems.

Localization system

Hardware cost

Mean accuracy

LANDMARC [7]
Azzouzi et al. [24]
Povalac [25]
Peng et al. [26]
This paper

4 off-the-shelf reader antennas, 1 commercial RFID reader
3 custom antenna arrays, 1 commercial RFID reader
1 custom RFID front-end prototype, 1 commercial RFID reader
8 cost RFID readers, 2 commercial RFID readers
3 COST RFID antennas, 1 commercial reader

1~2m
021m
0.14m
0.38m
021 m
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Among them, [24, 25] use customized special equipment,
which undoubtedly increases the cost required for position-
ing. Systems in [7, 26] and this paper only require simple
commercial equipment, and the localization cost is lower.
The localization accuracy of the system proposed in this
paper is higher than those in [7, 26]. Moreover, the system
in this paper does not need to perform complex reference
tag library construction in advance, which also greatly
reduces the human cost.

5. Conclusions

This paper proposes a localization method based on AOA
and orientation angle for passive tag array. By analyzing
the relationship among AOA, OA of the tag array, and DA
between each reader antenna and the geometric center of
the tag array, an OA retrieval method based on rotating
coordinate system is proposed to estimate DA. And the tag
array position can be determined by antennas and their
DAs. Simulation and experiment results show that the mean
accuracy of the proposed algorithm is 0.216 m.
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In the complex battlefield environment, stealth radar target recognition has been paid increasing attentions. Previous studies have
demonstrated that the stealth target can be identified well by pole extraction based on matrix pencil method (MPM). However,
MPM suffers from the difficulty in setting model order and the time-domain resonant response aliasing problem. This paper
proposes a new sliding-window matrix pencil method (SW-MPM) based on dynamic order setting and sliding window.
Dynamic order setting scheme is used to overcome the difficulty of setting the order in matrix pencil method, while sliding
window can avoid the aliasing problem of time-domain resonant response to some extent. The time-domain scattering data
used in SW-MPM are obtained by inverse Fourier transform of the frequency domain scattering data in the resonance region.
Taking typical stealth aircraft identification as example, the simulation results verify that the proposed method may extract
more number of poles with better azimuth consistency, which is beneficial to improve the accuracy of pole-based target

identification.

1. Introduction

In modern electromagnetic spectrum warfare, radar target
recognition has attracted more and more attentions [1-4].
Identification of the enemy targets accurately and timely,
especially the stealth aircrafts, is the prerequisite for destroy-
ing the enemy targets, and any confusion between civilian or
friendly targets and enemy targets may cause tragedy [5].
Radar target recognition is closely related to target scattering
echoes, and for different targets, the excited characteristics
are also different. For typical stealth aircrafts in the optical
region, it is difficult to identify them, since radar cross sec-
tion (RCS) is small according to the target scattering theory
[6, 7]. In contrast, for target in the resonance region [8], with
the radar signal wavelength close to the target size, RCS is
always larger and easy to identify. Moreover, poles extracted
from target scattered echoes are very beneficial to target rec-
ognition. Poles are mainly related to the size and shape of

the target and thus are not sensitive to the target relative atti-
tude and radar polarization [9, 10]. Therefore, poles are con-
sidered as robust and effective for the recognition of stealth
targets [11].

The first pole extraction algorithm is Prony algorithm
[12] presented in 1975. Prony algorithm combined with
the singular value decomposition (SVD) can improve the
antinoise ability [13]. Prony-based method is sensitive to
noise, because it relies on an accurate estimation of the num-
ber of target poles, which is difficult to estimate. Matrix pen-
cil method (MPM) [14] is the most widely used method for
pole extraction, which has better accuracy, stability, and
antinoise performance; compared with Prony method,
MPM only needs to construct Hankel matrix with time-
domain echo data of the target and then calculate the gener-
alized eigenvalues of the matrices to obtain the target poles.
In order to improve the antinoise performance of MPM,
Sarkar et al. conducts SVD on the data matrix [15, 16].
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The low-rank matrix approximation can suppress the
impact of noise and reduce algorithm calculation cost
significantly.

In recent years, a lot of research has been devoted to how
to apply MPM to pole extraction for radar target [17-19] in
real applications. In general, it is difficult to get the actual
time-domain echo data, which can be obtained by trans-
forming frequency-domain excited data through simulation.
The data transformation from frequency domain to time
domain involves the setting of sampling interval, which
can be adaptively determined to reduce the computational
complexity and time-domain data required [20]. Moreover,
in order to get more poles, the wide-band data are required,
while in real applications, the data are often narrowband.
Thus, Chauveau et al. propose a method [21] based on nar-
rowband data, which avoids extracting target poles using
wide-band data. The number of target poles extracted from
narrowband data is small, but all of them are main poles
with high precision. Some researches make full use of the
azimuth consistency of poles to improve the antinoise per-
formance of poles. These methods construct correlation
matrices from echo data of multiple directions and then
extract target poles by MPM.

Though MPM is one of the most widely used method, it
still faces two problems in the pole extraction of complex
target [22, 23]. Firstly, the order of the model, namely, the
number of target poles, is difficult to determine. The number
of poles can be known for simple ideal conductor targets
with theoretical solutions, but for complex targets, the num-
ber of poles is unknown in advance. An inaccurate estima-
tion of the number of poles may degrade the accuracy of
pole extraction greatly. If the number of pole is too small,
the real poles of the target will be missed and the extracted
poles will have a big deviation from the real poles. If the
number of pole is too large, many false poles will be gener-
ated and it is impossible to determine which poles are the
true ones.

Secondly, it is difficult to distinguish the early time and
the late time [24-26] of the target resonant response in time
domain. The early time occurs when the wave front of the
incident signal interacts with the target and ends when the
incident signal completely leaves the target. After the inci-
dent signal completely passes through the target, the late
time is generated by the gradual decay of the excited current
on the target. Due to the propagation delay, there will be an
aliasing of early and late time.

In this paper, we propose a new sliding-window matrix
pencil method (SW-MPM) based on dynamic order setting
and sliding window. Simulations are carried to verify the
effectiveness and better azimuth consistency of the proposed
method. Our main contributions can be summarized as the
following two aspects.

Firstly, we design a sliding window to capture time-
domain resonant response for initial pole extraction. The
start time of sliding window is estimated based on model
of late-time stage and calculation of late-time commence-
ment for various incident wave directions. Then, multiple
sets of poles are extracted by sliding through the signal
sequence and applying MPM for each sliding window.
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Among them, the pole whose statistical frequency exceeds
a certain threshold is considered as an initial extracted pole.
The diversity of different Hankel matrices generated by slid-
ing window can reduce negative effect of time-domain reso-
nant response aliasing, thus improving the reliability and
robustness of pole extraction.

Secondly, we obtain the final stable poles by dynamic
order setting on initial extracted pole sets. Relevant studies
show that the true poles will converge with the variation of
order, while false poles are irregularly distributed in the
complex plane. Therefore, we traverse model order and gen-
erate another set of poles on the basis of initial pole extrac-
tion. Histogram statistics of poles extracted from diverse
orders are carried out, and any pole whose related occur-
rence frequency exceeds another threshold is considered as
a true pole.

2. Target Time-Domain Resonant
Response Acquisition

The radar target time-domain resonant response can be
considered as an output of a linear time-invariant radar
system. In actual radar system, we use a narrow pulse sig-
nal to illuminate the target, and the scattering response
signal at this time is the time-domain resonant response.
However, it is difficult to get the actual measurement data
of military targets, especially for stealth aircraft. In this
paper, a professional electromagnetic simulation software,
is used to generate the frequency-domain scattering data
based on geometry model of radar target. Then, the
time-domain resonant response is obtained through time-
frequency data transformation. Target time-domain reso-
nant response can be subdivided into early time and late
time. The singularity expansion method (SEM) proves that
the late time contains the target pole information. This
section first briefly introduces singularity expansion theory
and then describes the process of the time-frequency data
transformation. Finally, a physical model describing early-
time and late-time stages of a simple target is given.

2.1. Singularity Expansion Theory. Singularity expansion
theory is an important theory when the late-time stage
of radar echo is studied. The theory systematically
describes the echo characteristics, transfer function, and
properties of radar targets in the resonance region. Time
response of the radar target in the resonance region can
be expressed as the sum of attenuation exponents on the
complex plane [27, 28],

y()= Y Re, (1)

where M is the number of poles, R; is the residue, and s;
=0, + jw; is the pole. 0; and w; represent the attenuation
factor and the attenuation frequency, respectively.
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The integral part C(s) corresponds to the early-time
stage of the system in time domain, which describes the scat-
tering characteristics of the radar target. The rational part
corresponds to the late-time stage, which describes the pole
characteristics of the radar target.

2.2. Frequency-Domain Data. The frequency-domain
response of the radar target can be obtained either by simu-
lation calculation or actual measurement. It is usually diffi-
cult to obtain actual measurement data for complex
military targets, so electromagnetic simulation software,
such as FEKO, is generally used to calculate scattering data
by moment method [29-31].

The scattering data in the frequency-domain can be
expressed as

E(w)=H(w),0<w<w, (3)

where w, is the maximum frequency and H(w) is the
impulse response of the target in the frequency domain. If
the time-domain incident signal can be expressed as a Sinc
function

6(1) = Sa(w,t), (4)

We consider that the time-domain impulse response in
the fact is a real signal, and H(w) with conjugate symmetry
can be expressed as

lE(w) 0<w<w,

wc S c
E@)={"" (©)

—E (~0) -0, <w<0

a)C

Thus, the time-domain scattering echo signal is

e.(t) = ei(t) * h(t) = i—ﬂ ‘Re {e (1)}, (7)

c

2(t) = % J:”Es(w)efwfdw. 8)

The above derivation shows that time-domain resonant
response is obtained directly through the inverse Fourier
transform of frequency-domain truncated data. That is to
say, when the incident signal of the target is a Sinc pulse,
the reflected echo is time-domain resonant response. In
order to suppress time-domain data energy leakage caused
by data truncation in the frequency domain, we smooth
the time-domain resonant response by hamming window.

2.3. Early-Time and Late-Time Stage. The interaction
between incident signal and target is shown in Figure I.
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Assuming that the signal radiates from the position P, the
receiving position is also P. The incident wave reaches the
target at time 7', and the early-time stage begins at this time.
The late-time stage start time is often defined as

=T, +2T,+T,. (9)

T, is the pulse width of the incident signal. Due to the
propagation delay, the response generated at position Q
and the response generated at position A have a time differ-
ence of T,. The advantage of this definition is that the late-
time stage is not aliased with the early-time stage, but the
late-time sequence is incomplete which causes the loss of
pole information. More importantly, for complex radar tar-
get, the start time of late-time stage always changes with the
incident direction and difficult to estimate for noncoopera-
tive target.

The late-time stage has already occurred at position Q;
thus, we consider the late-time stage starts at

t,=T,+T,+T,. (10)

This definition of the late-time stage can contain all
information about poles, but there are also drawbacks. Obvi-
ously, one major drawback is that time delay causes an alias-
ing of early-time and late-time stage. The aliasing is difficult
to eliminate, which may lead to pole loss and pole extraction
errors. In addition, the variation of the incident signal direc-
tion may also render different start times of the late-time
stage. To overcome these drawbacks, sliding window is
adopted to capture the echo data used for pole extraction.
Through the diversity effect of sliding window on the start
of late-time stage, the aliasing data between late-time and
early-time stage are preserved and explored, while interfer-
ence from early-time data is reduced to some extent.
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The typical stealth target studied in this paper belongs to
the complex target. Combining with the above discussions,
the method for obtaining the start time for pole extraction
is given as follows. Firstly, we obtain the time-domain reso-
nant response for each discrete azimuth, which is evenly dis-
tributed and spaced by 10 degrees. Secondly, ¢, is calculated
based on the geometric relationship between aircraft and
incident electromagnetic wave from different azimuth.
Finally, the smallest ¢, is selected as the start time for pole
extraction.

3. Proposed Sliding-Window Matrix
Pencil Method

An overview of the proposed SW-MPM method based on
sliding window and dynamic order setting is shown in
Figure 2. Firstly, start time of resonant response for pole
extraction is obtained based on the method proposed in
the last paragraph of Section 3.2. Then, a sliding window is
used to generate the signal sequence, and a set of poles is
obtained based on the signal sequence in the window using
MPM. The window with a fixed width slides through the sig-
nal sequence, and multiple sets of poles can be obtained
upon different start sliding times. For each fixed model
order, we can calculate the statistical histogram to extract a
corresponding initial set of poles, whose statistical frequency
exceed a certain threshold. Finally, we traverse model order
and generate another set of poles on the basis of initial pole
extraction for each fixed model order. The final stable poles
are calculated by choosing the set of poles, whose statistical
frequency exceed another certain threshold.

3.1. Initial Pole Extraction Based on Sliding Window and
MPM. To overcome aliasing of early-time stage and late-
time stage and improve the azimuth consistency of poles,
we deploy the sliding window to capture required time-
domain data for initial pole extraction. The diversity of slid-
ing window can improve the reliability and robustness of
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FIGURE 6: Pole aggregation phenomenon under different model
orders.

pole extraction. Firstly, the sliding window is used to gener-
ate signal sequence and construct the related Hankel matrix.
Then, we establish the matrix pencil based on the special
relationship between the eigenvalues of the Hankel matrix
and extract initial poles by solving the generalized eigen-
values of the matrix.

Denote the whole signal sequence as y(t), and the related
discrete form is

M
y(m=YRal, n=12-N. (an)
i=1

A set of poles is extracted through a sliding window for
the signal sequence y(n) with a total length of N. Each slid-
ing window corresponds to a Hankel matrix, and a total
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TaBLE 1: Pole frequency comparison of target A.

Pole frequency of SW-MPM (MHz)
Pole frequency of MPM (MHz)

4.76; 7.64; 14.57; 18.03; 24.38; 26.68; 27.26; 30.72; 32.16; 33.61; 37.36; 38.80; 41.39

14.57; 18.03; 24.38; 33.61; 38.80; 41.39

TaBLE 2: Pole frequency comparison of target B.

Pole frequency of SW-MPM (MHz)
Pole frequency of MPM (MHz)

32.16; 35.34; 40.24; 52.64; 65.63; 67.36; 69.38; 71.68; 78.89
32.16; 35.34; 52.64; 67.36; 69.38; 71.68; 78.89

number N, sliding window is applied. The window slid from
the beginning of the sequence n=1 to the moment n=N_.

Define the Hankel matric Y with the ith sliding window:

yi(1) i(2) yi(L)
ol r@ e YL+ 1)
yi(N-L-1) y(N-L) 7i(N)

(12)

y; represents a sample of the used signal sequence, and L
is the pencil parameter.

In order to reduce noise contained in the received echo
signal, we deploy SVD to remove the small nonzero singular
value and reconstruct Hankel matrix,

vH
] , (13)

y() = [U U'} >0

o X ||Vv'H

where X = diag {0,,0,, -+, 0,,} contains the corresponding
larger eigenvalues of the pole informatign. 01,05+, 0 18
the maximum M singular values of Y. X' is a diagonal
matrix containing small eigenvalues of noise information.

7Y = USVH is the low rank approximation of Y(), We

can get f’ii) with the last column of Y deleted and f’gi) with
the first column deleted,

7 - [}71(1') )’0} = [)’L Yz(i)}’ (14)

where ¥\ = UsV! and ¥\ = USVH. Target pole z, is the

generalized eigenvalue of the matrix with respect to {Yl(l),

i’z(i>}. As a result, target pole z; can be obtained by solving

0,

the eigenvalue of f’(li) *?gi), where Y,” * is the generalized

inverse of 1751).

For each sliding window, we can obtain M poles accord-
ing to the above description. Walk through all the sliding
windows to get a set of poles containing N « M poles. Then,
histogram statistics are carried out on the pole frequency of
the pole set obtained by the sliding window. The statistical
histogram is divided into multiple regions according to the
extracted highest pole frequency F, .. Each region has a

length of len, indicating the allowable fluctuation range of
the pole frequency. If the statistical frequency of a pole fall-
ing within a certain interval N, exceeds the threshold

value A, then the median value of all the poles in the interval
is considered as an initial extracted pole frequency.

3.2. Stable Pole Extraction Based on Dynamic Order Setting.
The selection of pole number (model order) M has a great
influence on the pole extraction accuracy. For simple ideal
conductor targets, the number of poles can be calculated
according to related theory. For complex radar target, such
as typical stealth aircrafts, the number of poles is unknown
and difficult to estimate.

One of the most widely used methods for determining M
is

n}viInZ(yrec(k)_ycal(k))z' (15)
k=1

Among them, y,. (k) is the time-domain signal of pole
reconstruction, y_, (k) is the actual signal, and N is the sam-
pling points of target echo signal used for pole extraction.
Due to noise interference, it is difficult to choose an appro-
priate pole number for this method. Moreover, for any fixed
pole number, it may render false poles caused by response
aliasing between early-time and late-time stage for real
applications.

In the proposed SW-MPM,, instead of using a fixed M, a
dynamic range of M is given to overcome the order ambigu-
ity [32, 33]. Our research results show that the real target
poles will converge with the variation of M. The real poles
obtained by each simulation are densely distributed, while
the false poles are scattered irregularly in the complex plane.
Through the statistics of poles extracted from different M,
the real poles can be determined and false poles are
removed. Related steps are given as follows:

(1) Set the dynamic range of order M, ~M_ ... The
value of the minimum M., is at least 10, and the
value of the maximum M, is generally less than
N/6

n

ax

(2) For each fixed M, a set of initially stable poles is
obtained as described in Section 3.1

(3) Histogram statistics of poles for all dynamic orders
are carried out. Histogram intervals are divided
according to the highest frequency F, . extracted
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at M=M_,..
there are F,

Each interval has a length of len, and

max/len intervals in total. N,(i) represents

the number of poles falling in the i interval

(4) If N, (i) exceeds a certain threshold value {, then the
median of all pole frequencies in the interval N, (i) is

considered as one ultimate stable pole frequency.
Otherwise, all poles in this region are considered as
false poles and discarded. The threshold value { is
generally set as the smallest integer exceeds 0.8 # (
A4nmx__A4mm_+1)

4. Simulation Results and Analysis

In this section, the time-domain echo data are obtained by
inverse fast Fourier transform of frequency-domain RCS
data, which are generated by FEKO simulation software on
two typical stealth aircrafts, called A and B. We firstly dis-
cuss the effect of the sliding window probability threshold
on pole extraction. Next, we study the effect of dynamic
order setting on pole extraction. Then, we compare the pole
extraction performance of MPM and the proposed SW-
MPM. Finally, we compare the azimuth consistency of poles
extracted by MPM and SW-MPM. For two typical stealth
aircrafts, we test the pole extraction performance for 36 dis-
crete azimuths, which are evenly distributed within the 360
degrees and spaced by 10 degrees.

4.1. Effect of Sliding Window Probability Threshold on Pole
Extraction. Due to the variation of radar target shape and
feature size, the late-time stage for different radar targets is
different. Even for the same complex target, the late-time
stage varies with the different incident wave directions (azi-
muths). The efficient acquisition of late-time stage data has
great influence on pole extraction. If the start of late-time
stage is too early, the early-time signal will be introduced,
which will generate false poles. If the start of late-time stage
is too late, the precision and antinoise performance of pole
extraction will degrade due to the rapid attenuation of signal
energy. Thus, sliding windows are introduced to explore
adversity of different start times of late-time stage data and
eliminate the negative effect of late-time stage and early-
time stage aliasing problem.

Figures 3 and 4 show the effect of sliding window prob-
ability threshold on pole extraction. Figure 3 focuses on the
influence of sliding window probability threshold on the azi-
muth of pole occurrence, while Figure 4 shows the relation-
ship between pole statistical frequency and sliding window
probability threshold when the azimuth is constant. Sliding
window probability threshold A is set to select alternate
poles. That is, with the movement of the whole N, sliding
window, the poles extracted appearing more than A * N,
are considered as the alternative poles. As can be seen from
Figure 3, when A is selected as 0.3 and 0.5, the extraction of
main poles is basically the same; when A is selected as 0.9,
the extraction of individual poles will be slightly worse. As
can be seen from Figure 4, the smaller A is, the more poles
meet the conditions. Too large A will lead to the missing of
some real poles. If A is too small, some interference and false

Number of azimuths

20 25 30 35 40 45 50
Frequency (MHz)

== SW-MPM
= MPM,M =40

F1GURE 7: Comparison of pole extraction between MPM and SW-
MPM for target A.

Number of azimuths

20 25 30 35 40 45 50
Frequency (MHz)

= SW-MPM
= MPMM =40

Figure 8: Comparison of pole extraction between MPM and SW-
MPM for target B.

poles are extracted and the computational complexity of the
system increases. Therefore, it is suitable to choose the prob-
ability threshold between 0.5 and 0.8.

4.2. Effect of Dynamic Order Setting on Pole Extraction.
Figure 5 shows the effect of dynamic order setting on pole
extraction. The horizontal axis represents the pole fre-
quency, and the vertical axis represents the number of azi-
muths when the related poles appear. Taking coordinate
(24.38 MHz, 36) for example, it means that the frequency
of 24.38 MHz can be extracted in 36 evenly divided azi-
muths. As seen in Figure 5(a), when the range of model
order is set to 30:90, the extraction result is similar to that
of 40:80, but the former range renders higher computa-
tional complexity. As seen in Figure 5(b), when the range
is set to 30:50, the pole extraction result between 40 MHz
and 50 MHz is obviously inferior to 40:80. For example,



the frequency of 41.39 MHz can be extracted from all 36 azi-
muths when the range is set to 40: 80, while 41.39 MHz can
only be extracted from less than 20 azimuths in range 30: 50.
If the model order range is set too large, unnecessary inter-
ference and higher computational complexity may be intro-
duced. If the range is set too small, the diversity
characteristics of model order are not fully utilized, leading
to the loss of real poles. Therefore, it can be seen that pole
extraction performance is robust to the dynamic order set-
ting range, and the range of 40:80 is reasonable in our
simulations.

Figure 6 shows the pole aggregation phenomenon of
some poles extracted, which will provide a theoretical basis
for dynamic order setting. The figure shows the two-
dimensional distribution of some poles, where the horizontal
axis represents the attenuation factor and the vertical axis
represents the pole frequency. The model order varies from
40 to 80, and each pole frequency can occur up to 41 times
with the variation of model order. For pole with frequency
27.26 MHz of target A, 38 similar poles are counted in the
simulations. And for pole with frequency 35.34 MHz of tar-
get B, 35 similar poles can also be counted even if the atten-
uation factor is slightly different. Thus, it is reasonable to use
the diversity of model order to improve the performance of
pole extraction because of the aggregation of poles under dif-
ferent model orders.

4.3. Comparison of MPM and the Proposed SW-MPM. In
this section, we compare the pole extraction results of
MPM and SW-MPM. Tables 1 and 2 show the pole extrac-
tion results of targets A and B. It is shown that the number
of poles extracted by SW-MPM is significantly more than
that by MPM. SW-MPM can extract 13 pole frequencies
for target A and 9 pole frequencies of target B. In contrast,
MPM can only extract 6 pole frequencies of A and 7 pole
frequencies of B. Furthermore, the poles extracted by the
SW-MPM method contain all poles extracted by the MPM
method.

Figures 7 and 8 compare pole extraction of target A and
target B, respectively, by MPM and SW-MPM. As can be
seen from these figures, for common poles, poles extracted
by SW-MPM appear in more azimuths, which indicates that
these poles have better robustness and antinoise perfor-
mance. As can be seen from Figures 7 and 8, SW-MPM per-
forms better than MPM in pole extraction for the same
target. The main reason is that MPM suffers from the diffi-
culty of setting the model order and the influence of early-
time stage and late-time stage aliasing. In contrast, the pro-
posed SW-MPM avoids these problems by dynamic order
setting and sliding window, which both can explore diversity
advantages.

4.4. Analysis of Azimuth Consistency. For 36 azimuths in our
simulations, we calculate the statistical frequency of poles
occurring in each azimuth. If a certain pole frequency
appears in more azimuths, we consider that the pole has
higher reliability and better azimuth consistency, which is
better for radar target recognition. We express the degree
of azimuth consistency of poles by the so-called probability
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of azimuth consistency. The probability is defined as the
ratio of the number of azimuths that the pole appears to
the total number of discrete azimuths.

Figures 9 and 10 show the azimuth consistency probabil-
ity of the pole extracted in Section 4.3. It can be seen that for
the same pole, the azimuth consistency extracted by SW-
MPM is better than the MPM. For pole frequency
14.57 MHz of target A, the azimuth consistency probability
of SW-MPM and MPM is 94.28% and 89.02%, respectively;
for another pole frequency 33.61 MHz, the azimuth consis-
tency probability of the two methods is 90% and 88.58%,
respectively. For pole frequency 52.64 MHz of target B, the
azimuth consistency probability of the two methods is
100% and 96.98%, respectively. For another pole frequency
of 71.68 MHz, the probabilities of two methods are 97.14%
and 95.88%, respectively. Therefore, the azimuth consistency
of the poles extracted by the proposed SW-MPM is signifi-
cantly better than that of MPM.
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5. Conclusions

We proposed SW-MPM based on sliding window and
dynamic order setting for pole extraction. Compared with
traditional MPM method, SW-MPM can avoid the aliasing
problem of time-domain resonant response to some extent
and extracts more reliable poles by exploring diversity
advantages of sliding window and dynamic order setting.

Our simulations on two typical stealth aircrafts verify the
effectiveness and improvement of the proposed SW-MPM in
pole extraction. SW-MPM can extract more poles than the
MPM method for the same target. Moreover, for common
poles, the azimuth consistency of poles obtained by SW-
MPM is better than that of MPM. In our future work, we
will test the performance of the proposed SW-MPM in more
complicated  battlefield electromagnetic ~environment,
including more kinds of complex radar target and noise
interference.
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Two basic security requirements in communication are confidentiality and authentication. Signcryption is an ideal technique to
transmit encrypted and authenticated data. In view of the shortcomings of existing signcryption schemes and the high security
of elliptic curve cryptography (ECC), we design a ECC-based signcryption scheme and evaluate it in terms of security,
computational overhead, and communication overhead. Finally, we consider the application of our secure and efficient
signcryption scheme in the smart lock key management system and analyze the bit-oriented performance of the designed key

management scheme.

1. Introduction

With the rapid development of Internet, there are an
increasing number of smart devices, among which the smart
lock is one of the typical representatives. Compared with
other smart devices, the smart lock requires higher security.
When designing the smart lock, the security is the first prob-
lem to be considered.

Confidentiality and authentication are two basic security
requirements in communication. In general, encryption can
ensure the confidentiality of the message, and digital signa-
ture can ensure the authentication of the message. In order
to meet these two requirements at the same time, the tradi-
tional method is either “Encrypt before signing” or “sign
before encryption”. However, these will result in a large
amount of computation and communication costs. In
1997, Zheng [1] firstly proposed the notion of signcryption.
Signcryption not only meets these two security requirements
at the same time, but also its computational and communi-
cation costs are much lower than the traditional methods
described above. Signcryption is an ideal way to transmit
information encrypted and authenticated. Therefore, it also
can be used for mobile device authentication. The informa-
tion on which authentication is based generally includes
the following three categories: (1) information known to
the user, such as passwords; (2) things owned by the user,
such as smart cards; and (3) biometrics of the user, such as

fingerprints. Single-factor authentication generally refers to
password-based authentication. Two-factor authentication
refers to the smart-card-based password authentication.
Multifactor authentication refers to authentication that uses
two or more pieces of information. Signcryption has broad
application prospects in e-commerce, e-government, and
key management.

At present, the secure and practical public key cryptosys-
tems include RSA cryptosystem (based on the big integer
factorization problem), DSA cryptosystem (based on the dis-
crete logarithm problem in the finite field), and ECC crypto-
system (based on the ECDLP). Among them, ECC
cryptosystem has the highest security when the key length
is the same.

The ECC cryptosystem was independently proposed by
Neal Koblitz [2] and V. S. Miller [3] in 1985. It uses the ellip-
tic curve whose variables and coefficients are elements in the
finite field. The security of ECC is based on the ECDLP. Dif-
ferent from the discrete logarithm problem in the finite mul-
tiplication group, the ECDLP on the finite field is more
difficult to solve, which cannot be solved by all known algo-
rithms in polynomial time. In the general discrete logarithm
problem, the algebraic operation on the finite field includes
two operations, field addition and field multiplication, which
makes the general discrete logarithm problem can be solved
in subexponential time. However, in the ECDLP, the alge-
braic operation only includes the point addition operation
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on the elliptic curve. Therefore, all the discrete logarithm
algorithms cannot solve the ECDLP in subexponential time
except some very special elliptic curves.

In view of the shortcomings of the existing key manage-
ment scheme of the smart lock, the advantages of signcryp-
tion scheme, and the high security of ECC, this paper
designs a signcryption scheme based on elliptic curve and
firstly applies the signcryption scheme to the key manage-
ment scheme of the smart lock system.

1.1. Related Works. Since the signcryption scheme was put
forward in 1997, there have been several specific schemes
based on different difficult assumptions ([1, 4-6]). In addi-
tion to the basic security objectives, some new features are
introduced in the study of signcryption schemes, such as
identity-based signcryption scheme ([6-11]), hybrid sign-
cryption scheme [12], key encapsulation mechanism
(KEM) and data encapsulation mechanism (DEM-)-based
signcryption  scheme [13], certificateless signcryption
scheme [14], verifiable signcryption scheme [10], attribute-
based signcryption scheme ([15, 16]), functional signcryp-
tion scheme [17], or key invisible signcryption scheme [18].

Malone-Lee [7] defined the security model of identity-
based signcryption scheme in 2002 and constructed the first
identity-based signcryption scheme using bilinear pairings.
In 2003, Nalla et al. [19] proposed an identity-based sign-
cryption scheme on bilinear pairings of elliptic curves. This
scheme is an improvement of Lee’s [7] signcryption scheme.
In 2004, with the difficulty of q-Diffie-Hellman problem (q-
DH) in Gap-Difhie-Hellman group, Libert et al. [20] pro-
posed a new public key authenticated signcryption scheme.
This scheme is particularly efficient. The cost of signcryption
operation is almost the same as that of ElGamal encryption,
and the inverse operation only needs one pairing evaluation
and three power calculations. Under the assumption of g-
strong Diffie-Hellman, they proved the unforgeability of this
scheme. In 2009, based on the encryption scheme of water
[21], Yu et al. [22] proposed the first identity-based sign-
cryption scheme without random oracle.

In 2012, Kar [23] proposed a provably secure signcryp-
tion scheme in the random oracle model by modifying the
scheme of Libert et al. [24]. This scheme is safer and more
reliable than the scheme of Libert et al. In the random oracle
model, they use two hypotheses, strong Diffie-Hellman
(SDH) and Diffie-Hellman inversion (DHI), to prove the
security of the scheme. In the same year, S. Sharmila et al.
[11] firstly proposed an identity-based signcryption scheme
with provable security under the standard model. The unfor-
geability of the scheme is based on the difficulty of computa-
tional Diffie-Hellman problem (CDH), and the
indistinguishability is based on the difficulty of decisional
bilinear Diffie-Hellman problem (DBDH). In 2013, Kar
[25] proposed an aggregate signcryption scheme with prov-
able security. The security of the scheme is based on the
computational reliability of DBDH and discrete logarithm
problem (DL). In 2014, Liu Zhenhua et al. [26] proposed a
new revocable identity-based signcryption scheme to revoke
malicious users in the signcryption system. In this scheme,
the master key is randomly divided into two parts, one is
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used to construct the initial key, and the other is used to
update the key. In the standard model, they proved the
IND-CCA2 security based on DBDH difficult problem and
the EUF-CMA security based on CDH difficult problem.
In 2015, Braeken et al. [27] pointed out some problems of
existing pairing-free signcryption scheme. Then, they modi-
fied the scheme and extended it to a multiuser signcryption
scheme. In 2016, Kar and Naik [28] proposed an effective
certificateless signcryption scheme based on bilinear map-
ping in the random oracle model. They proved the security
of the scheme based on the assumptions of the k-CAA,
Inv-CDH, q-BDHI, and CDH. In the same year, Han Yiliang
et al. [29] combined Niedereiter public key cryptography
with CFS signature scheme and constructed a signcryption
scheme. This scheme can resist quantum attack and has a
small amount of key data. They proved the IND-CCA2 secu-
rity and EUF-CMA security of the scheme in the random
oracle model. In 2017, Zhou Yanwei et al. [30] proposed
an efficient certificateless signcryption scheme without bilin-
ear mapping and proved the security of the scheme based on
CDH and DL in the random oracle model. Tsai et al. [31]
proposed a new multidocument blind signature scheme
based on ECC. This scheme adds the design of the signature
encryption paradigm to the blind signature scheme to
enhance high-level security. In 2018, for the security of
hybrid signcryption schemes, Dai et al. [32] studied the
replayable CCA security (RCCA) of SKEM+DEM [33] and
Tag SKEM+DEM [13]. If the scheme SKEM is RCCA secure
and the scheme DEM is RCCA secure, the hybrid signature
scheme SKEM+DEM is RCCA secure. If the scheme Tag-
SKEM is RCCA secure and the scheme DEM is RCCA
secure, the Tag SKEM + DEM hybrid encryption scheme is
RCCA secure. In the single-factor authentication research
area, He Debiao et al. [34] proposed a password-based
remote user authentication scheme without smart cards.
The scheme can resist various attacks, such as device stolen
attack and privileged insider attack. In the two-factor
authentication research area, Wang Ding et al. [35] pro-
posed a smart-card-based password authentication scheme
that kills two birds with one stone. By integrating “honey-
words” with their proposed “fuzzy-verifiers,” the scheme
not only not only eliminates the long-standing security-
usability conflict that is considered intractable in the litera-
ture, but also achieves security guarantees beyond the con-
ventional optimal security bound. Our signcryption scheme
has highly efficient and satisfies multiple security properties;
we believe it can be used as a building block for the authen-
tication phase of a single-factor authentication scheme.
When the server and user authenticate each other and gen-
erate a session key, they can use our scheme to signcrypt
their own messages, respectively, which not only achieves
authentication but also provides additional confidentiality.
At present, there have been many works on the key man-
agement system of smart locks. For data security in narrow
band Internet of things (NB-IOT) application environment,
Jia Rongyuan et al. [36] proposed a lightweight encryption
algorithm and encryption model based on AES [37] and
chaos sequence. However, they did not explain how to trans-
mit the key. There are problems such as difficult monitoring,
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high power consumption requirements, and insecure wire-
less transmission of wireless smart lock. In order to solve
the problems, Zhang Huanlan et al. [38] proposed a
433 MHz wireless module based on Diffie-Hellman key
exchange algorithm and corrected block tiny encryption
algorithm for double encryption smart lock system. In
2019, under the unreliable UDP data transmission of NB-
IoT, Liu Mengjun [39] designed a key transmission interac-
tion scheme to complete the reliable update of the user’s
unlock key with as little calculation and communication as
possible. However, this scheme will continue to use the old
key for unlocking when the unlock key update fails, which
is not applicable to public rental housing. Because if the user
loses the qualification to rent a house, the unlock key must
be updated as soon as possible. In addition, in this work,
the session key used between the server and the smart lock
has low security. Sha Tao et al. [40] designed an identity ver-
ification mechanism based on position proof. They also pro-
posed a timestamp encryption mechanism to prevent
remote unlocking and replay attacks by malicious users.
However, this work did not explain how the server issued
the unlock key to the smart lock, and the smart lock did
not upload operating information to the server. Wang
et al. [41] designed a complementary multidimensional fea-
ture fusion network-based hand gesture recognition (CMFF-
HGR) to extract features and achieve hand gesture recogni-
tion. The smart lock key management system based on hand
gesture recognition is different from the key management
scheme proposed in this paper. The smart lock system based
on hand gesture recognition requires to memorize the ges-
tures manually, and the hand gesture is easy to be known
by others during the unlocking process. However, the key
management scheme in this paper does not require manu-
ally memorizing the unlock key, and every time the unlock
key is different, not being fixed. Therefore, the key manage-
ment scheme in this paper has higher security.

1.2. Contribution. This paper proposed an efficient and
secure ECC-based signcryption scheme and applied it to a
smart lock key management system. To the best of our
knowledge, this work is the first to consider the application
of a signcryption scheme in a smart lock key management
system. Compared with other smart lock key management
schemes, our scheme is more efficient and secure due to
the confidentiality and authentication by the signcryption
itself, as well as the efficiency and other security properties
of our signcryption scheme. In addition, in our key manage-
ment scheme, the unlock key is delivered to the smartphone
by the server, and then, the smartphone unlocks the smart
lock through Bluetooth. Therefore, the unlock key is differ-
ent every time, and the user does not need to memorize a
fixed unlock key, which makes our key management scheme
more secure and convenient.

1.3. Organization. This paper is organized as follows. The
first section is the introduction of this paper. The second sec-
tion introduces the basic knowledge, including elliptic curve
discrete logarithm problem, the formal definition, and the
security model of signcryption scheme. In the third section,

we design a signcryption scheme based on elliptic curve and
analyze the correctness, security, and performance of our
signcryption scheme. In the fourth section, we apply our
signcryption scheme to the key management system of
smart lock. Finally, in the fifth section, we summarize the
full text and give an outlook for future work.

2. Preliminaries

2.1. Basic Notation. In the following sections, if |negl(1)| <
1/poly(A) for all polynomials poly(A) and all sufficiently
large A, we call negl(1) is negligible. In this paper, “PPT”
represents probabilistic polynomial time.

2.2. Elliptic Curve Discrete Logarithm Problem

Definition 1 (Elliptic curve discrete logarithm problem).
Given an elliptic curve E(GF(q)), P is a point on this elliptic
curve and its order is a large prime number n (ord(P) = n).
For any random number d, Q = dP can be easily calculated.
However, if P and Q are known, it is very difficult to find d.

2.3. The Definition of Signcryption Scheme

2.3.1. Syntax. Given the key space #, message space ./, and
signcryption space &, for any sender and receiver, a sign-
cryption scheme SC = (setup, keygen, signcrypt, unsigncrypt
) is a collection of the following four algorithms.

(i) Setup (1*) — cp : This is system initialization algo-
rithm. This algorithm requires a security parameter
A as the input of the algorithm and requires com-
mon parameters ¢p as the output of the algorithm

(ii) Keygen (cp, ) — (PK, SK): This is key generation
algorithm, which is a random algorithm. This algo-
rithm requires common parameters cp and random
number r as the input of the algorithm and requires
key pair (PK, SK) (PK, SK € ) as the output of the
algorithm

(iii) Signerypt (cp, SK, PKy, m) — o: This is signcryp-
tion algorithm. This algorithm requires common
parameters cp, private key SK¢ (SK € %) of sender,
public key PKy (PKy € &) of receiver, and message
m (me ) as the input of the algorithm and
requires signcryption o(o € &) as the output of the
algorithm

(iv) Unsigncrypt (cp, SKy, PKg,0) — m:  This  is
unsigneryption algorithm. This algorithm requires
common parameters cp, private key SK (SK €
) of receiver, and public key PK (PKge X) of
sender and signcryption o(o € §) as the input of
the algorithm. This algorithm outputs message m
(me ) or symbol “L” (“L” indicates that the
unsigncryption failed)

Definition 2 (Correctness). For any message m € ./, any
sender (his key pair (SK§, PK;) was generated by Keygen(c



p>1)), any receiver (his key pair (SKy, PKy) was generated
by Keygen(cp, r)), and the following formula holds

Unsigncrypt(cp, SK, PK, Signcrypt(cp, SK, PKy, m)) = m.
(1)
2.4. The Security Model of Signcryption Scheme

Definition 3 (Confidentiality). The confidentiality security
can be seen as a game between the adversary O and the chal-
lenger €. This game is divided into five phases.

(i) Keygen phase: Challenger % runs algorithm
Keygen(cp, r) to generate a sender key pair (SKg, P
K,) and a receiver key pair (SKy, PKy), and sends
(PK§, PKy) to adversary O

(ii) Query phase 1: The adversary O sends multiple
signcryption queries and unsigncryption queries to
the challenger &

(1) Signcryption query: The adversary © submits
the message m and the public key (PK, PKy)
to the challenger €. The challenger & calculates
o = signerypt(cp, SKg, PKy, m) and sends the
result o to the adversary O

(2) Unsigncryption query: The adversary O submits
the legitimate signcryption result o and the pub-
lic key (PKg, PKy) to the challenger %. The
challenger € calculates unsigncrypt (cp, SKy, P
K, 0) and sends the message m or symbol “L”
to the adversary O

(iii) Challenge phase: The adversary O submits two mes-
sages m,, m, (m,, m, have the same length) to the
challenger €. The challenger € randomly selects i
€{0,1}, calculates o* = signcrypt (cp, SK, PK, m;
) and sends the result o* to the adversary O

(iv) Query phase 2: Similar to the query phase 1, the
adversary O continues to send multiple signcryption
queries and unsigncryption queries to the chal-
lenger ¥ (the adversary O is forbidden from sending
unsigncryption query for the result o)

(v) Guess phase: The adversary O outputs a value i’ as
the guess for i. If i' =i, the adversary O wins this
game

In this game, the advantage of the adversary 0 is Ad
v(0) = |Pr[i' =i] - 1/2|.

Definition 4 (Unforgeability). The unforgeability security
can be seen as a game between the adversary O and the chal-
lenger €. This game is divided into three phases.

(i) Keygen phase: Challenger € runs algorithm
keygen (cp, r) to generate a sender key pair (SK§, P
Ky) and a receiver key pair (SKg, PKy) and sends
(PKg, PKy) to adversary O
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(ii) Query phase: The adversary O sends multiple sign-
cryption queries and unsigncryption queries to the
challenger €

(1) Signcryption query: The adversary O submits
the message m and the public key (PKg, PKy)
to the challenger €. The challenger € calculates
o = signerypt (¢p, SKg, PKy, m) and sends the
result o to the adversary O

(2) Unsigncryption query: The adversary O submits
the legitimate signcryption result o and the pub-
lic key (PKg, PKy) to the challenger . The
challenger € calculates unsigncrypt (cp, SKg, P

K, o) and sends the message m or symbol “L
to the adversary O

(iii) Forgery phase: The adversary O submits the chal-
lenging content, including challenging message m*
and the forged signcryption o*. The challenger €
submits the above input to the oracle, and the oracle
returns the unsigncryption of signcryption o* to the
challenger €. If the result is message m*, and the
adversary O has not used this message as the input
for signcryption query before, the adversary © wins
this game

In this game, the advantage of the adversary is his probabil-
ity of winning the game.

3. Our ECC-Based Signcryption Scheme

3.1. Construction. In this section, we define and construct
our elliptic curve signcryption scheme SC = (setup, keygen,
signcrypt, unsignerypt).

(i) Setup: Let GF(g) be a finite field of order g (the
length of g is I), E:y?=x*+ax+b(modq)
(a, b € GF(q),4a> + 27b* # 0) be an elliptic curve in
finite field GF(q), P be the base point of the elliptic
curve E. ord(P) = n, where n is a large prime num-
ber. Let h=#E(GF(q))/n (h< n) is the cofactor.
#E(GF(q)) represents the number of points of the
elliptic curve E defined on the finite field GF(q)).
G, is an elliptic curve cyclic multiplication group
of order g generated by point P. We suppose the

plaintext space is {0, 1}’ and select two hash func-
H,: G, —{0,1}, H,:{0,1}" —Z,.
Then, we expose parameters D={q,l,a,b, P, G, n
,h} and hash function H,, H,

tions

(ii) Keygen: The sender randomly selects SK§ as his pri-
vate key, and his public key is PK = SK¢P. The
receiver randomly selects SK as his private key,
and his public key is PKy = SKiP. Then, they keep
the private key SK, SK secret and expose the pub-
lic key PK§, PK,

=

(iii) Signcrypt: The sender uses PK, and SK to sign-

crypt message m



Wireless Communications and Mobile Computing

(a) Select a random number k € [1,n —1]
(b) Compute kPKy =K

(c) Compute b=H,(K).

(d) Compute c=bem

(e) Compute e = H,(m, K, PKg, PKy).

(f) Compute s =k (e + SKy). If s = 0, return to step
1

(g) Get the signcryption o =(c, e, ), and send it to
the recriver

(iv) Unsigncrypt: The receiver gets the signcryption o
=(c, e, s) and uses PK and SKj to unsigncrypt it

(a) Compute w=s"

(b) Compute X = ewPKy + wPKSK,
(c) Compute b' = H,(X).

(d) Compute m = b ec

(e) Compute e' = H,(m, X, PKg, PKp).

(f) If ¢’ = e, return m, otherwise return “L”.

3.2. Correctness. Because s=k'(e+ SKg), we have s™' =k
(e + SK)™". Therefore, the following formula holds

X = ewPKy + WPK(SKy = es ' PKj, + s ' PK(SK
= es 'SKyxP + s ' SKSKP = (e + SKg)s ' SK P (2)
= (e + SKg)k(e + SK) 'SKyP = kSKyP = kPK =K.

So, we have b' = b, ¢’ =e. Here, b’ = b ensures that the
receiver can restore the sender’s message m; that is, the
decryption process is correct. e’ = e ensures that the receiver
can verify the correctness of the sender’s signature; that is,
the verification process is correct. Therefore, our signcryp-
tion scheme is correct.

3.3. Security

3.3.1. Confidentiality. Confidentiality means that informa-
tion can only be used by authorized users and cannot be dis-
closed to unauthorized users. Confidentiality is a required
property of encryption. Since signcryption needs to realize
both signature and encryption, the signcryption scheme
must also have confidentiality. According to Theorem 5,
our signcryption scheme has confidentiality.

Theorem 5. In the random oracle model, if there is an adver-
sary O who can win the game of Definition 3 with the advan-
tage of €, there is a challenger ‘€ who can solve the ECDLP
problem with the advantage of at least ¢’ > el (qy, + dsig +

Quns)- Qu, dsigp 9nd qu, represent the number of times the

adversary initiates H, query, signcryption query, and unsign-
cryption query, respectively.

Proof. At the beginning of the game, the challenger € runs
algorithm keygen (cp, r) to generate a sender key pair (SK
, PK) and a receiver key pair (SKy, PKy) and sends (PKj,
PKj) to adversary O. The challenger € manages four lists
Ly Ly s Lig» Ly,e which are initially empty. Ly , Ly are
used to track the adversary’s queries to oracle H,, H,,
respectively, Ly, is used to simulate signcryption oracle,
and L, is used to simulate unsigncryption oracle. O

Next, the adversary O sends queries to the challenger €.

(1) (H; query) If (K, b) already exists in the list L;; , the
challenger returns b. Otherwise, the challenger
selects b from {0, 1} randomly, stores b in list Ly,
and returns b

(2) (H, query) If (m, K, PK, PKy, e) already exists in
the list Ly, , the challenger returns e. Otherwise, the
challenger selects e from Z, randomly, stores (m, K
, PK, PKy, e) in list Ly, , and returns e

(3) (Signcrypt query) The public key of sender is PKj,
the public key of receiver is PKy, and the message
is m. The challenger selects k from [1,# - 1] ran-
domly and computes K = kPKy, b=H,(K). H,(K)
can be obtained from the above H, query. Then,
the challenger computes c=b@m, e=H,(m,K,P
K, PKy). e=H,(m,K, PKg, PKy) can be obtained
from the above H, query. The challenger computes
s=k'(e+SK) and returns (c, e, s)

(4) (Unsigncrypt query) The public key of sender is PKj;,
the public key of receiver is PKy, and the signcryp-
tion is 0 = (¢, e, s). The challenger computes w =s7!
, X = ewPKy + wPK(SKy. If X ¢ Ly » the challenger
returns “1”, else computes b' = H,(X), m="b"@c.
If (m, X, PK, PKy) ¢ Ly, the challenger returns “L
», else computes e’ = H,(m, X, PK, PKy). If ¢’ #e,
the challenger returns “L”, else computes m

After the above-mentioned queries are initiated polyno-
mial times, the game enters the challenge phase. The adver-
sary O outputs two messages {my, m,}. The challenger &

randomly selects i from {0,1}, b* from {0, l}l, and e* and
-1

*

s* from Z, and computes ¢* =b"@&m; and w*=(s")
When H, is queried at K* = (e*w* + w*SK)PK}, the value
b* is returned directly. When H, is queried at (m;, K* = (
e*w* + w*SK)PKy, PKg, PKy), the value e* is returned
directly. The challenger € returns challenging signcryption
o* =(c*,e*,s*) to O. The adversary O initiates the second
round of query, which is same as the first round of query,
but the adversary O cannot send unsigncryption query for
the signcryption result o*. At the end of the simulation,

the adversary O outputs i’ as the guess for i. If i’ =1, the



challenger € outputs k=ew + wSKg as an answer to the
ECDLP, else the challenger % fails to solve the ECDLP.

In the view of the adversary O, the challenger € provides
a simulation environment similar to the actual environment.
However, in the challenge phase, the answer of H, to the
query (m;, K* = (e*w* + w*SK)PKy, PK§, PKy) is different.
This is because m; can only be determined at the end of the
challenge phase. At this point, g, +qg;, +qy,, is the maxi-

mum number that H, is queried. Therefore, the challenger
% has an advantage of at least &' > &l(qy, + dsig + quns) to
solve the ECDLP problem.

3.3.2. Unforgeability. Unforgeability is a required property of
signature. Since signcryption needs to realize both signature
and encryption, the signcryption scheme must also have
unforgeability. According to Theorem 6, our signcryption
scheme has unforgeability.

Theorem 6. In the random oracle model, if there is an adver-
sary O who can win the game of Definition 4 with the advan-
tage of €, there is a challenger € who can solve the ECDLP
problem with the advantage of €/(qy +qy, + dsiy + quns)-
Qu,» 9u,» and qg;, represent the number of times the adversary
initiates H, query, H, query, and signcryption query,
respectively.

Proof. At the beginning of the game, the challenger € runs
algorithm Keygen(cp, r) to generate a sender key pair (SK,
, PK) and a receiver key pair (SKg, PKy) and sends (PKj,
PKy) to adversary O. The challenger € manages three lists
Ly > Ly, Lgz> which are initially empty. Ly , Ly are used
to track the adversary’s queries to oracle H,, H,, respec-
tively, Lg;, is used to simulate signcryption oracle. O

Suppose the public key of the receiver is PKy, the adver-
sary uses the oracle described in the proof of Theorem 5 to
send various queries. After these queries, in the forgery
phase, the adversary outputs the forged signcryption result.
It can be seen from the proof of Theorem 5 that our simula-
tion is equivalent to the actual attack environment. In order
to forge successfully, the adversary must send H,; query and
H, query to get 0" =(c*, e*,s*) corresponding to message
m*. The probability that the adversary chooses the correct
record in the list Ly , Ly, is 1/(qy, + qy, + dsig + Guns)> SO
the challenger € has the advantage of ¢/ (qu +qy, + sy +
Quns) to solve ECDLP problem.

3.3.3. Integrity. Integrity means that information cannot be
accidentally or maliciously deleted, modified, forged,
replayed, and inserted during transmission and storage.

Theorem 7. Our signcryption scheme has integrity.

Proof. In our signcryption scheme, it is very difficult for an
attacker to tamper with the information between the sender
and receiver. Because this tampering requires the hash value
b, and b corresponds to the hash value of a random point of
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the elliptic curve, due to the collision resistance of the hash
function, the attacker cannot determine the point of the
elliptic curve corresponding to the hash value b. Further-
more, every part of ciphertext ¢ = b ® m depends on all mes-
sage blocks. Once a malicious attacker makes any change to
a particular block of information, it will cause the ciphertext
to change. Therefore, our signcryption scheme has integrity.

O

3.3.4. Nonrepudiation. Nonrepudiation in signcryption and
signature is the same. Nonrepudiation is preventing a com-
municating party from denying a previous promise or
behavior. In a signcryption scheme, nonrepudiation means
that a signer cannot deny that he signed a valid message after
signing it.

Theorem 8. Our signcryption scheme has nonrepudiation.

Proof. In our signcryption scheme, when the sender signs
message m, it first calculates the hash value of message m
using its own public key PKg and receiver’s public key PK,
and then signs this hash value with his own private key S
K. Therefore, the sender cannot deny its signature to mes-
sage m. In addition, in unsigncryption, the receiver will use
the sender’s public key PKg and its own public key PKj to
calculate the hash value. If it is equal to the received hash
value, it means that the received signature is indeed signed
by the sender. Therefore, our scheme has nonrepudiation. [J

3.3.5. Availability. Availability refers to the property that all
resources can be accessed by authorized parties at the appro-
priate time; i.e., information can be accessed by authorized
entities and used on demand.

Theorem 9. Our signcryption scheme has availability.

Proof. In our signcryption scheme, the recipient, as an
authorized entity, can use its own private key to obtain the
plaintext m signed by the sender through the unsigncryption
after obtaining the signcryption and then use the plaintext m
to perform other required operations. Therefore, our sign-
cryption scheme has availability. O

3.3.6. Forward Secrecy. Forward secrecy means that exposure
of private key of the encryptor does not affect the confiden-
tiality of previously encrypted messages.

Theorem 10. Our signcryption scheme has forward secrecy.

Proof. In our signcryption scheme, if the sender’s private key
is leaked, the adversary must know the value of b in order to
obtain the previous session content, so he must obtain the
value k. However, k is randomly selected by the sender. Even
if the adversary obtains the sender’s private key, he still can-
not recover the plaintext information. Therefore, our sign-
cryption scheme has forward secrecy. O

3.3.7. Internal Security. The security model of signcryption
can be divided into external security and internal security.
External security means that the adversary only knows
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public information. Internal security means that the adver-
sary knows the sender’s or receiver’s private key in addition
to the public information. That is, if the sender’s private key
is exposed, the adversary still cannot recover the plaintext
from the ciphertext; if the receiver’s private key is exposed,
the adversary still cannot forge the ciphertext. Obviously,
internal security is stronger than external security.

Theorem 11. Our signcryption scheme has internal security.

Proof. On the one hand, in our signcryption scheme, if the
adversary wants to recover the plaintext m from the cipher-
text ¢, it must obtain the hash value b. Similar to Theorem 7,
due to the collision resistance of the hash function and the
randomness of the random number k, the adversary cannot
determine the point on the elliptic curve corresponding to
the hash value b. Therefore, even if the adversary possesses
the sender’s private key, the plaintext still cannot be recov-
ered from the ciphertext. On the other hand, in our sign-
cryption scheme, if the adversary possesses the receiver’s
private key, it is also impossible to forge the valid ciphertext
¢ of the plaintext m'. The reason is that even if the adver-
sary uses SK to compute the value of X, gets the hash value
b', and then uses c=b@m to get the ciphertext ¢’ of the
plaintext m’, the ciphertext ¢’ is invalid. Because the cipher-
text ¢ in the signcryption result is the encryption of the
plaintext ', and the s in the signcryption result is the signa-
ture of the plaintext m, which will make the unsigncryption
fail, therefore, our signcryption scheme has internal security.

O

We compare the security of our signcryption scheme
with Tsai’s ECC-based signcryption scheme [31] and Zhou’s
signcryption scheme [30]. It can be seen from Table 1 that
our scheme satisfies the confidentiality, unforgeability, integ-
rity, nonrepudiation, and availability of the other two
schemes and also satisfies forward secrecy and internal secu-
rity. Therefore, compared with the existing signcryption
schemes, our signcryption scheme is more secure.

3.4. Performance Evaluation. In this section, we compare the
computational and communication overhead of our sign-
cryption scheme with Tsai’s scheme [31] and Zhou’s scheme
[30] in detail. Among them, the computational overhead
mainly compares the calculation amount of the signcryption
and unsigncryption algorithms, and the calculation amount
mainly counts the execution times of the point multiplica-
tion operation, point addition operation, number multiplica-
tion operation, and inversion operation. The XOR
operation, Hash operation, and the number addition opera-
tion are not counted. The computational overhead and com-
munication overhead of the three schemes are shown in
Table 2. In this table, PM, PA, NM, and IN represent the
point multiplication operation, point addition operation,
number multiplication operation, and inversion operation,
respectively; I, represents the length of the plaintext mes-
sage; |G| represents the length of the element on the group;
and |Z7| represents the length of the element in Z.

Among the various operations counted in Table 2, the
point multiplication operation takes the most time, followed
by the point addition operation. It can be seen from the cal-
culation amount in Table 2 that the computational overhead
of our scheme is much less than that of the other two
schemes. In addition, the communication overhead of our
scheme is comparable to Zhou’s scheme and smaller than
Tsai’s scheme. Our scheme has forward security and internal
security in addition to the same confidentiality, unforgeabil-
ity, integrity, nonrepudiation, and availability as the other
two schemes. Overall, our scheme is an efficient and secure
ECC-based signcryption scheme.

4. Our Key Management Scheme

In this section, our ECC-based signcryption scheme will be
applied to the key management scheme in the smart lock
system. In Subsection 4.1, we recall the model of the smart
lock system. In Subsection 4.2, we give an overview of the
key management scheme for the smart lock system. In Sub-
section 4.3, we use the above ECC-based signcryption
scheme as a building block to construct our key manage-
ment scheme of the smart lock system. Finally, in Subsection
4.4, we observe the bit-oriented overhead of our smart lock
key management scheme through experimental simulations.

4.1. The Model of the Smart Lock System. There are three
main parties in a smart lock system [40], that is, smart
phone (SP) of user, smart lock (SL), and management server
(MS), which is shown in Figure 1. Among them, MS receives
the request from the user’s SP, reviews the user’s qualifica-
tion, receives the operation information of SL, manages the
unlock key, and helps SL and SP exchange the public key.
SL communicates with MS through narrow band Internet
of Things (NB-IOT) and receives the signcryption for the
unlock key. SP of the legitimate user applies for the unlock
key to MS and sends the signcryption of this unlock key to
SL through Bluetooth.

In the smart lock system, MS is trusted, which cannot
disclose the unlock key to the adversary. MS will send cor-
rect unlock key to SL and legitimate user and cancel the
unlock key of the expired user. SL is safe, controllable, and
will not disclose the unlock key. The user is semi-honest.
Although he will follow the rule of the key management
scheme, he will try to use the obtained information to unlock
when his key expires or he has no key.

Each smart lock has a unique international mobile
equipment identity (IMEI), which is a 15-digit “electronic
serial number.” In this paper, the IMEI will be used to gen-
erate a session key for the smart lock.

4.2. The Overview of Key Management Scheme. In the key
management scheme of the smart lock system, MS and SL
generate their own private keys, respectively, and then calcu-
late their own public keys through ECC and send the public
key to each other. They realize the key exchange and gener-
ate the shared session key between them. MS generates the
unlock key, uses the session key to encrypt the unlock key,
and sends the encryption result to SL. SL uses the session



8 Wireless Communications and Mobile Computing

TaBLE 1: Security comparison of three signcryption schemes.

Confidentiality =~ Unforgeability — Integrity =~ Nonrepudiation  Availability =~ Forward secrecy  Internal security
Tsai’s scheme Y Y Y Y Y N N
Zhou’s scheme Y Y Y Y Y N N
Our scheme Y Y Y Y Y Y Y

Note: “Y” means that the scheme has this property; “N” means that the scheme does not have this property.

TABLE 2: Performance comparison of three signcryption schemes.

Computational overhead

Communication overhead

Signcryption Unsigncryption
Tsai’s scheme 4PM +2NM 3PM +3PA L, +3|G|+|Z;]
Zhou’s scheme 3PM +2PA + 2NM + 1IN 6PM + 5PA L, +2|Z;]
Our scheme 1PM + INM + 1IN 2PM + 1PA + 1IN + 2NM L,+2|Z;]

Management server

4G NB-IoT

I
I Bluetooth [

»
»

Smart phone Smart lock

FIGURE 1: Architecture of smart lock system.

key to encrypt its operation information and uploads the
encryption result to MS. This two communications adopt
AES symmetric encryption through the Nb-IOT. After the
user applies to MS for the house, MS reviews the user’s qual-
ification. If the user does not meet the conditions, MS refuses
to send the key to him. If the user meets the conditions, MS
sends the user’s public key to SL. At the same time, MS uses
the user’s public key to encrypt the unlock key and sends the
encryption result and the public key of SL to the user. The
user uses his private key to decrypt the unlock key. This
communication uses elliptic curve public key cryptosystem.
After that, the user can use the received public key of SL
and his own private key to signcrypt the unlock key and
send the signcryption result to SL. SL uses the received pub-
lic key of user and his own private key to de-signcrypt the
signcryption, thus obtaining the unlock key. The process
above uses our ECC-based signcryption scheme. Finally, SL
compares the unlock key from the user with its own unlock
key. If the two unlock keys are different, SL cannot be
unlocked.

During the lifetime, the smart lock system can periodi-
cally update the key according to the security status. If the
user loses the housing qualification, MS regenerates the

5
i [

Management server ~ Smart lock Smart phone

/ PK s

PKg;

A

By, (kso)

E Karr (Info)

Key

management Request, PKgp

A

PKp

PKgp, E'pxg,, (Ksr)

A4

Signeryplipk sk, (ksps t)

<

.

FIGURE 2: Flow chart for key management of smart lock system.

unlock key and sends it to SL. The user cannot unlock with
the old key.

4.3. Our Key Management Scheme. Our key management
scheme is detailed as follows:

(1) Key exchange between MS and SL. MS selects private
key SK 5. SK s is confidential and satisfying SK ;¢
<n. MS computes public key PK,;s=SK;;sxP
and sends PK,; to SL through NB-IOT. In the
transmission, even if PK is attacked, the adversary
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FIGURE 3: The performance of our smart lock key management scheme.

cannot calculate SK ¢ by the known P since ECDLP
problem

(2) SL selects private key SKg;. SK; is confidential and
satisfying SK; < n. SL computes public key PKg; =
SKg x P and sends PKg; to MS through NB-IOT.
In the transmission, even if PK is attacked, the
adversary cannot calculate SKy; by the known P
since ECDLP problem

(3) After the MS receives PKj,, it uses the private key
SK s and the received PK; to generate the secret
key

(3)

Similarly, SL uses the private key SK; and the received
PK,s to generate the secret key

K = SK s X PKg; = SK s X SKgy X P= (g, yic)-

K =SKg x PKyg=SKg x SKy;s X P= (X, yg).  (4)

The two secret keys K are equal, which only are known
as MS and SL. Because the secret key K is a pair of numbers
(xx> Y )» MS and SL can select the session key k) =xy +1
ast(IMEI) according to the factory agreement, and function
last(IMEI) is the last digit of IMEI of SL. Because xj is
known only by MS and SL, the session key k,,; is also known
only by them.

(4) MS generates 128 bit unlock key kg; = random() and
sends encryption result E; (kg ) to SL. At the same
time, SL sends the encryption result E; (Info) to
MS and reports the operation information Info,
where E is AES symmetric encryption algorithm
and random() is random generating function

Users download APP through their SP. SP selects
private key SKp. SKp is confidential and satisfying
SKp < n. SP computes public key PKg, = SK¢p X P,
sends public key PKg, and the request for unlock
key to MS. MS will review the user’s qualification

after receiving the user’s request. If the user does
not have the housing qualification, the MS rejects
his request

(6) If the user has the housing qualification, MS encrypts
the unlock key with the received public key of the
user and gets the ciphertext

C=Ep, (ks) (5)

where E' is elliptic curve public key cryptosystem. Then,
MS sends this ciphertext and the public key PK; to SP and
sends the public key PKp, to SL at the same time. In the
transmission, even if C is overheard by the adversary, the
adversary cannot get kg; by decrypting C since the private
key SKp is not known.

(7) After receiving the ciphertext C and the public key
PK;, the SP uses its private key SK§, to calculate

DSKSP(C) = DSKSP [EPKSP (kSL)] =kg. (6)

Thus, the SP obtains the unlock key kg; of SL.

(8) SP uses our ECC-based signcryption algorithm to
generate Signcryptpx s, (ks> t) of unlock key kg;
and time stamp t, sends the signcryption to SL
through Bluetooth. SL uses PKg, and SKg to
calculate

DeSigncryptyy,, sk, [Signeryptpx sk, (Ksi t)] = (Ksp» t).-

(7)

After getting the unlock keykg and time stampt, SL
checks them. If the unlock key is wrong, SL will not unlock.
Our ECC-based signcryption scheme plays the role of
encryption and authentication at the same time. The addi-
tion of time stamp can prevent replay attack.
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(9) If the user loses the housing qualification, MS gener-
ates a new unlock key and sends it to SL. As a result,
the SP cannot unlock with its old key kg,

The flow chart of our key management is shown in
Figure 2.

4.4. Performance Analysis. In this subsection, we observe the
bit-oriented overhead of our smart lock key management
scheme through experimental simulations. Here, AES sym-
metric encryption is performed in ECB mode, and the g in
the elliptic curve used in our signcryption scheme and the
order g of the group G, are both 160 bit. The experimental
environment is as follows: AMD Ryzen 7 5800H, reference
frequency 3.20 GHz, memory 16GB (DDR4-3200 MHz),
and Windows 11 operating system.

As can be seen from Figure 3, when the length of the
unlock key is as high as21 x 10°bit, the time consumed of
our key management scheme does not exceed500s. It is
worth noting that in the actual deployment of the smart lock
key management system, the length of the unlock key is gen-
erally not so long. Therefore, our key management scheme is
practical and efficient.

5. Conclusion

In this paper, we designed an efficient and secure ECC-based
signcryption scheme. Our signcryption scheme has been
highly efficient and satisfies multiple security properties; it
can also be used for mobile device authentication. Unfortu-
nately, our signcryption scheme is only suitable for single-
factor authentication. In the future, it will be interesting to
consider applying our signcryption scheme to other applica-
tion scenarios.

In addition, we proposed a practical and efficient key
management scheme of the smart lock using our signcryp-
tion scheme firstly. Our key management scheme does not
require manually memorizing the unlocking key, and every
time the unlocking key is different, not being fixed. However,
there has been a recent trend to study smart lock systems
using deep learning methods. In addition to hand gesture
recognition, face recognition is gradually popular. In the
future, we will consider how to use deep learning methods
in smart lock key management systems.
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The space-time reference provided by GNSS is the basis of the 6G mobile communication integrating land, sea, air, and space. But
GNSS has natural vulnerability. In order to solve this problem at sea, ships should be equipped with both space-based and land-
based positioning and navigation systems in the future. The Ranging Mode (R-Mode) of the existing maritime communication
system is an economical land-based backup positioning system, which is also an important support for e-Navigation. This
paper proposes a pseudorange measurement method based on training sequence with multicorrelators, which can be used in
the R-Mode of the VHF data exchange system (VDES). This method uses the correlation property of the ASM and VDE
training sequence in the VDES for ranging. It reproduces the training sequence in the receiver, and then, noncoherent
correlates with the received signal, meanwhile using the pseudorange measurement method with multicorrelators to reduce the
influence of pulse shaping on the correlation curve. This paper also gives a design of receiver to implement the proposed
method. Experiments are carried out based on the receiver to evaluate the ranging performance. The results show that,
compared with the traditional maximum correlation value and E-L methods, the multicorrelator method can effectively reduce
the ranging error. When E /N, is greater than 15dB, the ranging accuracy of the proposed method can be better than 3 m.
With the proposed method, the VDES signal can be used for both ranging and communication. Compared with the general
VDES function, it does not occupy any additional time slot resources. This provides a reference for the future research of the
VDES R-Mode, which can be used to solve the vulnerability problem of the GNSS on maritime communication.

out that the ships should be equipped with both space-based
and land-based positioning and navigation systems in the
future to ensure its safety [6]. The R-Mode land-based posi-

The global internet of things in the land, sea, air, and space,
that is, the 6G mobile communication system, will deeply
integrate navigation, communication, and remote sensing
technologies [1-3]. And the space-time reference provided
by GNSS is an important basis for the integration. However,
the GNSS is vulnerable to unintentional or intentional inter-
ference, which leads to the loss or error of Position, Naviga-
tion, and Timing (PNT) information due to the weakness of
the signals. The International Maritime Organization (IMO)
has been considering the vulnerability of GNSS for a long time
and suggests the development of land-based radio navigation
systems as an effective and reliable solution to this problem [4,
5]. World Wide Radio Navigation Plan (WWRNP) pointed

tioning and navigation system uses electronic measurement
to get the distance between the ship and the base station for
positioning. It can make full use of the existing shore-based
equipment, saving the infrastructure construction costs.
Automatic Identification System (AIS) is a widely used
maritime communication system for exchanging relevant
information between ships and base stations operating in
the very high-frequency (VHF) radio band around
162 MHz [7]. The member states of IMO have been leading
in and enforcing the use of AIS in the analysis of ship-to-
ship collisions, vessel monitoring, and maritime traffic
management offshore [8]. AIS also plays an important role
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in avoiding ship collisions and protecting ship safety. How-
ever, with the increase of the number of ships, AIS channel
overload has become an urgent problem for some ports
[9]. In 2012, the International Telecommunication Union
(ITU) first proposed the concept of VHF data exchange
system (VDES) [10]. It is an enhanced and upgraded system
of AIS in the VHF radio band 156.025-162.025 MHz. Based
on the existing AIS channel, it adds the special application
message (ASM) channel and broadband very high-
frequency data exchange (VDE) channel, which can effec-
tively relieve the slot pressure of data exchange in AIS. VDES
also adds the function of satellite communication; that is, the
VDE channel includes VDE-Terrestrial (VDE-TER) and
VDE-Satellite (VDE-SAT), and the ASM channel includes
ASM-TER and ASM-SAT [11, 12]. The VDES provides a
variety of means for the exchange of data between maritime
stations, ship-to-ship, ship-to-shore, shore-to-ship, ship-to-
satellite, and satellite-to-ship. It provides an effective auxil-
iary mean for the safety of ship and comprehensively
improves the capability and frequency efficiency of marine
data communication [13]. The VDES has been established
as an important component of future maritime communica-
tion systems in e-Navigation by IMO [14, 15].

The VDES is a communication system, and its R-Mode
uses communication signals for ranging and positioning.
The signals originally designed for communication also
carry pseudorange measurement information, which can be
used for ranging. Such signals are signals of opportunity
(SOP). In recent years, more and more scholars began to
research on the navigation via signal of opportunity (NAV-
SOP). NAVSOP regards all potential radio signals in the
surrounding environment as SOP and extracts location and
time information for navigation from them [16]. In the
urban and indoor environment where GNSS signals are seri-
ously blocked, the surrounding SOP can be used to assist the
positioning. It can greatly improve the positioning accuracy
without adding any sensors or transmitters [17-19]. The
mobile signals can be SOP for each other in mobile wireless
positioning [20-22]. The GNSS signals can combine with
the SOP such as WCDMA (Wideband Code Division Multi-
ple Access), LTE (Long-Term Evolution), UWB (Ultra
Wideband), and broadcast signals to enhance the GNSS
positioning [23-26]. The SOP can also be integrated into
the integrated navigation of Inertial Navigation System
(INS) and GNSS. It can assist GNSS positioning in complex
environment [27-29]. The existence, availability, and combi-
nation are the unique attributes of the SOP, which are both
advantages and challenges.

Although there are many NAVSOP-related researches
on land, there are relatively much less such researches in
maritime field. The European Union-funded Accessibility
for Shipping, Efficiency Advantages and Sustainability
(ACCSEAS) project demonstrated the feasibility of R-
Mode using MF DGPS, AIS, and e-Loran transmissions
[30-32], and reference [33] extended the theoretical analysis
of ranging precision to the VDES R-Mode. The Chinese AIS
ship Autonomous Positioning System (AAPS) project real-
ized the positioning function of AIS R-Mode system [34,
35] and carried out the theoretical research of the VDES

Wireless Communications and Mobile Computing

R-Mode [36]. Based on that, the AIS/VDES R-Mode testbed
was built in the Yellow Sea and Bohai Sea in China. Mean-
while, R-Mode Baltic project built the R-Mode testbed in
the Baltic Sea and researched on both MF and VHF R-
Mode [37-39]. In the studies of R-Mode pseudorange mea-
surement method in the VDES, reference [40] used GMSK
modulated AIS communication signal for ranging, which
had low accuracy. And reference [41] used the special pseu-
dorandom sequence of VDE channel for ranging, which can
get higher accuracy. But it needed specific time slots for the
sequence transmission and occupied the communication
time slots for the ranging. In the latest researches on VDES
R-Mode, reference [42] considered the system security and
proposed the concept of authentication, and reference [43]
investigated the feasibility of a satellite-based component to
VDES R-Mode. These studies are also based on the special
pseudorandom sequence of VDE channel.

This paper proposes a pseudorange measurement
method of multicorrelators based on training sequence for
the VDES R-Mode. It can realize high-accuracy ranging
while communicating, without occupying any additional
time slot resources. It uses the correlation property of the
training sequence of ASM-TER (terrestrial) and VDE-TER
communication message in the VDES for ranging. /4 QPSK
modulation is used for the training sequence that is com-
posed of Barker13 and inverted Barker13 codes with good
correlation property. The receiver reproduces the IF signal
of training sequence, and noncoherent correlates it with the
received signal. And it uses multicorrelator pseudorange
measurement method to reduce the influence of pulse shap-
ing on the correlation curve to improve the ranging accuracy.

The main contributions of this paper include the fol-
lowing: (1) we propose a ranging method based on the
VDES training sequence, which is normally used to capture
and synchronize the communication signal. It can provide
a reference for the future research of the VDES R-Mode;
(2) we discuss the influence of the pulse shaping in the
VDES on the ranging performance. This is a new scientific
problem for R-Mode of communication system like VDES;
(3) we give a receiver design with a structure of multicorre-
lator, which can be used to realize the ranging method pro-
posed in this paper. It can reduce the influence of the pulse
shaping on the ranging performance and realize high-
accurate ranging function without occupying any additional
time slot resources.

The proposed method in this paper can be used in VDES
R-Mode receiver to measure the pseudorange between the
receiver and the base station that transmit the communica-
tion signals. Since the location of the base station is known,
the receiver can calculate its position by solving the pseudor-
ange equations when it gets the pseudoranges of more than
three base stations.

The rest of the paper is organized as follows: Section 2
introduces the theoretical principle of the ranging method
based on the training sequence in the VDES; Section 3 intro-
duces the implementation of the training sequence-based
multicorrelator ranging method; Section 4 shows the simula-
tion results and analysis of the ranging performance; and
Section 5 summarizes the main conclusions.
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2. Theoretical Principle of the VDES
Ranging Method

2.1. Ranging Signal in the VDES

2.1.1. Terrestrial Subsystems of the VDES. The VDES
includes three subsystems: AIS, ASM, and VDE. This paper
only deals with the terrestrial component of the VDES,
because the current satellite component is not suitable for
positioning for their location cannot be accurately provided
to the users all the time [33]. The technical specifications of
the VDES terrestrial component are summarized in Table 1.

The AIS uses two 25 kHz channels (AIS 1 and AIS 2) for
ship position reporting and other safety-related applications.
It uses Gaussian Minimum Shift Keying (GMSK) modula-
tion. The symbol rate, Ry =1/Ty, is 9600 symbols/s (sps),
where each symbol has one bit, that is, 9600 bits/s (bps).

The ASM-TER uses two 25kHz channels (ASM 1 and
ASM 2) and 7/4 Quaternary Phase Shift Keying (/4 QPSK)
modulation. It gives a high reliability of message delivery
and message acknowledgement support. The symbol rate,
Rg is 9600 sps, where each symbol has two bits, that is,
19200 bps.

The VDE-TER has 100kHz bandwidth which can
optionally be configured to work as 50 kHz or 25 kHz band-
width. It can also be configured to use /4 QPSK, Eight-state
Phase Shift Keying (8-PSK), or 16-state Quadrature Ampli-
tude Modulation (16-QAM) modulations [44]. The symbol
rate Rg increases from 19200 sps to 76800 sps with the
increase of bandwidth. The bit rate depends not only on
symbol rate but also on the modulation mode.

2.1.2. /4 QPSK Modulation. The proposed method in this
paper is based on the n/4 QPSK modulated training
sequence in ASM channel and VDE channel.

The 71/4 QPSK is a modulation technique which is devel-
oped in QPSK and offset QPSK (OQPSK) and is often used
in differential coding [45, 46]. It has twice the bandwidth
efficiency of the BPSK, since two bits are transmitted in
a single modulation symbol. The kth symbol of the m/4
QPSK modulated baseband signal s, in the interval of
kT,<t<(k+1)T, can be expressed as

| E. .
S = ZTSefek, (1)

where T, is the symbol interval, E, is the energy per
symbol, and 6, is the phase of the kth symbol.

In /4 QPSK, the maximum phase change is limited to
+37/4, as compared to 7 for QPSK and n/4 for OQPSK.
Therefore, the bandlimited /4 QPSK signal preserves the
constant envelope property better than bandlimited QPSK
but is more susceptible to envelope variations than
OQPSK [47].

A more attractive feature of 77/4 QPSK is that it can be
noncoherently detected, which greatly simplifies receiver
design [47-50]. In this paper, we make use of this feature

and implement the proposed method with a noncoherent
receiver structure.

2.1.3. Signal Used for Ranging. A frame in the VDES equals
one minute and is divided into 2250 slots; that is, each slot
lasts about 26.67 milliseconds (ms). The general slot format
of ASM-TER and VDE-TER is shown in Table 2. Each slot
consists of six parts: ramp up, training sequence, link ID,
data, ramp down, and guard. The ramp up time from
—-50dBc to —1.5dBc of the power is 416 microseconds (us),
to provide spectral shaping and reduce interference, and
the modulation is not specified for the ramp up. The training
sequence is the focus of this paper, which will be introduced
in detail in the next paragraph. The link ID follows the train-
ing sequence and uses /4 QPSK modulation to define the
channel configurations. The data payload with its Cyclic
Redundancy Check (CRC) is interleaved encoded scrambled
and bit mapped. The ramp down time from full power to
—50 dBc should be no more than 416 us. The rest guard time
is for delay and jitter.

The ranging method proposed in this paper is based on
the training sequence of ASM-TER and VDE-TER. It is a
27-symbol training sequence and uses 77/4 QPSK modula-
tion. The last 26 symbols are Barker 13 code (1111100
11010 1) and inverted Barker 13 code (000001100
1 0 1 0) with ideal autocorrelation, which can be used to
detect the weak target signal submerged in noise. And this
paper uses the ideal autocorrelation of the double Barker
13 code for ranging. In the training sequence, the symbol
“1” maps to /4 QPSK symbol “3” (1 1), and the symbol
“0” maps to /4 QPSK symbol “0” (0 0).

Figure 1 shows the bit mapping for 7/4 QPSK used in
ASM-TER and VDE-TER and the phase alternating of the
training sequence. There are 4 possible phase variations of
+71/4 and +37/4 when the symbol changes. Since there are
only “11” and “00” in the training sequence, without “01”
and “10,” it has only four kinds of phase alternating as
shown in Figure 1. The first the symbol “1” of the training
sequence maps to /4 QPSK symbol “3” (1 1) is mapped
to the constellation defined by the point (1 + j)/~/2; the next
symbol “1” is mapped to the constellation defined by point
1+0j (shown in blue in Figure 1); the next symbol “1” is
mapped to the constellation defined by point (-1 —j)/~/2
(shown in green in Figure 1), and so on.

2.2. Theoretical Principle

2.2.1. Noncoherent Correlation of the Training Sequence. The
27 symbols of the training sequence can be serial-parallel
inverted into in-phase (I) and quadrature (Q) branches with
the same values; that is, the values of I and Q branches of the
kth symbol are s; =sq, =0 or sy =sq, =1. After the bit
mapping shown in Figure 1, the signals of I and Q branches
can be expressed as follows:

I =cos 0, =I;_, cos ¢, — Q,_; sin ¢, (2)

Qg =sin Oy = I, sin ¢ — Q. cos ¢y, (3)

where



4 Wireless Communications and Mobile Computing
TaBLE 1: The technical specifications of the VDES terrestrial component.
Subsystems Signal bandwidth Modulations Symbol rate Bit rate
AIS 25kHz GMSK 9.6 ksps 9.6 kbps
ASM-TER 25kHz /4 QPSK 9.6 ksps 19.2 kbps
25kHz/ /4 QPSK/ 19.2 ksps (25 kHz)/
VDE-TER 50 kHz/ 8-PSK/ 38.4 ksps (50 kHz)/ Depends on the modulation and the symbol rate
100 kHz 16-QAM 76.8 ksps (100 kHz)
TaBLE 2: ASM-TER and VDE-TER general slot format.
Ramp up Training sequence Link ID Data Ramp down Guard
0.41 ms 27 symbols (1 1111100110101 0000011001010) 16 symbols Data with CRC 0.41 ms 0.83ms
sp(t) = 1) cos w t — Qy sin w_ t
o1 = cos 0, cos w,t —sin O sin w,t (5)
o1 11 =cos (w.t +6,),

If the receiver can locally reproduce the modulated wave
of /4 QPSK, its frequency is the same as the received signal
from the transmitter, and the phase is not necessarily the

00 /4 11 same; then, the locally reproduced signal can also be divided
into I and Q branches. The signals of I and Q branches in
the time interval of kT, <t < (k+ 1)T can be, respectively,
expressed as
I () =1, cos (w.t + &) — Qy sin (w t + &) = cos (w,.t + &+ 0)),

00 10 (6)
10 Lok(t) = I sin (w t + &) — Q; cos (w t + a) = —sin (w t +a +6y).

FIGURE 1: Bit mapping for /4 QPSK and phase alternating of the
training sequence.

O =01 + ¢y (4)

where 0, and 0,_; are the phases of the kth and the k — Ist
symbols and ¢, is the phase shift of the kth symbol com-
pared with the k — Ist symbol. The value of ¢, can be + 7/
4 and +3m/4 depending on the input symbols. According
to Figure 1, the value of ¢, can be determined by the kth
symbol s;, the k — 1st symbol s,_; and the initial values of
s, and 6. The specific values of these 77/4 QPSK modulation
parameters of the first 10 symbols in the training sequence
are as shown in Table 3. The initial values of s; and 6, are
so=1and 0, = /4.

The baseband signals of the I and Q branches shown in
equations (2) and (3) are, respectively, multiplied by the in-
phase carrier signal cos w,_t and the quadrature carrier signal
—sin w, t, and then, add the two branches signal to complete
the carrier modulation. After that, within the kth symbol
duration of kT <t<(k+1)T,, the n/4 QPSK modulated
signal can be expressed as

(7)

By multiplying the received signal from the transmitter
as equation (5) and the I and Q signals reproduced by the
receiver as equations (6) and (7), respectively, and then inte-
grating them, the results are as follows:

(k=1)T T
acy, = J cos (w,t +0;) cos (w.t +a+0,)dt = 75 cos «,

KT
(8)

s

(k=1)T, T
acgy = —J cos (w.t +0)) sin (w t +a+0,)dt = 75 sin «.

kT
)

Equations (8) and (9) give the integration results of I and
Q branches in a symbol time interval of kT, <t < (k+1)T..
If all the 26 symbols of the double Barker codes are inte-
grated, the results are also determined by the autocorrelation
of the double Barker codes. Meanwhile, in order to remove
the influence of the carrier phase difference between the
reproduced signal and the received signal, that is, &, the
noncoherent correlation is carried out.

s
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TaBLE 3: m/4 QPSK modulation parameters in the training
sequence.

k 0y b Sk Sk-1
0 /4 / 1 /
1 0 /4 1 1
2 /4 /4 1 1
3 0 —m/4 1 1
4 /4 /4 1 1
5 0 -n/4 1 1
6 -31/4 -3n/4 0 1
7 +/-m —-m/4 0 0
8 /4 -3mn/4 1 0
9 0 -m/4 1 1
10 -3m/4 -3n/4 0 1

The receiver reproduces the last 26 symbols of the train-
ing sequence, which are the double Barker codes. The I and
Q branches are multiplied with the received signal from the
transmitter and then integrated, respectively. The integral
results of I and Q branches are then squared, respectively,
and then, the two results are added to get the noncoherent
correlation value as follows:

N-1 2 N-1 2
Cor=CF- Z acy | + Z acor
k=0 k=0

where N =26 indicates the number of the integrated sym-
bols and CF is the correlation factor, which can be expressed
as follows:

:CF.NZ.Lf
4)

(10)

1
N

M=

i
o

CF= [ms(i) — ns(i)], (11)

where ms is the number of matched symbols and ns is the
number of mismatched symbols. According to the structure
of the training sequence shown in Table 2, if the first symbol
of the link configuration ID is 0, as received sequence shown
in Figure 2, CF is the maximum value of 1 when the local
reproduced 26 symbols exactly match the received signal
for ms which is 26 and ns which is 0. And CF is the minimum
value of 0 when the locally reproduced 26 symbols are 1
symbol time Ts earlier or later than the received signal, for
ms is 13 and ns is 13, as shown in Figure 2.

Assuming that the time deviation between the local
reproduced signal and the received signal is A7, when —T
<At < T, CF can be expressed as

(4|
T

N

CF(A7)=1- (12)

2.2.2. The TOA Ranging. Ranging system based on radio sig-
nal is essentially a measurement system of transmission
delay [51], so is the VDES R-Mode. The transmitter sends
out the radio signal at the start of the slot, expressed as ;.
When the local reproduced sequence in the receiver
completely matches the sequence of the received signal, that
is, At is 0, the time of arrival (TOA) can be obtained. The
difference between TOA and ¢, is the transmission delay,
expressed as At. The distance between the transmitter and
the receiver is the result of multiplying the transmission
delay At by the speed of the electromagnetic wave ¢, as
shown in equation (13). This distance is also known as pseu-
dorange, because the value of distance is not accurate due to
the influence of the clock difference between the transmitter
and the receiver.

d=c-At=c-(TOA-t;). (13)

Thus, the time deviation between the local reproduced
signal and the received signal A7 can be determined by the
correlation value. When the correlation value is maximum,
At is the ideal case of 0. The TOA can be determined by A
7. Since the transmission time ¢ is fixed at the beginning
of the slot, it is easy to get the pseudorange measurement
value according to formula (12).

2.3. Influence of the Pulse Shaping. When rectangular pulses
are passed through a bandlimited channel, the pulses will
spread in time, and the pulse for each symbol will smear
into the time intervals of succeeding symbols. This causes
Intersymbol Interference (ISI) and leads to an increased
probability of the receiver making an error in detecting a
symbol [47]. To solve this problem, spectral shaping is
usually done through baseband or IF processing, since it
is difficult to directly manipulate the transmitter spectrum
at RF frequencies. There are some pulse shaping techniques
including Nyquist criterion [52], (root) raised cosine roll-
off filter, and Gaussian pulse shaping filter which can be
used to reduce the ISI and reduce the bandwidth of a
modulated signal.

In order to improve the communication quality of
VDES and reduce Intersymbol Interference (ISI), the base-
band shall employ a root raised cosine filter with roll-oft
factor 0.35 in ASM channel and 0.30 in VDE channel
for the pulse shaping:

1 0s\f\s12_Tﬁ,
H(P) - ¢ 1o (WAZLZLP)] 2B g LF,
1+
0 If] = T
(14)

where $=0.35 in the ASM channel and $=0.30 in the
VDE channel.

After pulse shaping using equation (14), Figure 3(a)
shows the correlation curves of in 4 different cases.
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Received: | 1 [ 11| 1) 1)1|0|0]1]1]0]1]O0f1[OfOfOfO|O|1|]1|0|0]1]0|]1]0]|O0

Local 1 symbol Barlier: | 1| 1 1 [ 1] 1fO0]O|1(1]0|1{0]1|0[0jJOfO0OjO|L1f1]O0|0O[1]0|1f0O ms=13;ns =13
Local Prompt: 11| 1({1]1f{0jO|1f1|O|L1|[O|1|jOfOjOfOfO|1f1]O|jOf1]0O|1f0O ms =26;ns =0
Local 1 symbol Later: 1{1|)1{1)1f{0fO]1f1|O|1|[0O[1)]0OfOjOjOfO]1|L1|O]|]O|T1fO 0[ms=13;ns=13

FIGURE 2: Number of matched symbols (ms) and number of mismatched symbols (ns).
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Fi1Gurek 3: Correlation curves in 4 different cases: (a) the whole correlation curves; (b) the amplificated correlation curves with the maximum
correlation value as the center.
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Figure 3(b) shows the amplification result with the maxi-
mum correlation value as the center.

In the first case, when pulse shaping was not carried out
for both the received signal and the local reproduced signal,
the correlation value and At are ideal linear relation that met
equations (10), (11), and (12). It can be seen from the first
figures in Figures 3(a) and 3(b) that the points of correlation
values form a symmetrical triangle. The point of maximum
value is the synchronous phase.

In the other three cases, when pulse shaping was carried
out for the received signal or/and the local reproduced
signal, the shape of the correlation curve changed, and the
linear relation between the correlation value and At was
worse. It can be seen from the rest three figures in
Figures 3(a) and 3(b) that the points of correlation values
are not asymmetric. The point of maximum value is not
the synchronous phase.

3. Implementation of the Proposed Method

3.1. Structure of Proposed VDES R-Mode Receiver. Take the
ASM channel receiver as an example. The structure shown
in Figure 4 can be used for communication and ranging at
the same time. The signal received by the antenna first goes
through the Radio Frequency (RF) front-end circuit; after
downconversion, Analog-Digital (A/D) sampling, it then
becomes the digital Intermediate Frequency (IF) signal,
which is connected to the IF circuit. 77/4 QPSK demodula-
tion for ASM messages and correlation processing for
TOA are carried out at the same time in the IF circuit. The
processor uses the demodulated ASM message for normal
data communication and uses the TOA measurement value
for positioning.

In the RF circuit, the input signals are sampled by
120MHz clock signal. The ASM 1 channel signals with
161.95MHz center frequency are converted into
41.95 MHz digital IF signals. And the ASM 2 channel signals
with 162 MHz center frequency are converted into 42 MHz
digital IF signals. All the experiments in this paper are based
on these digital IF signals and are carried out in the corre-
lator of the IF circuit. The frequency of the master clock used
in the experiments is 120 MHz.

3.2. Implementation of the Proposed Method. According to
the correlation curve given in Figure 3(b), the linear relation
between the correlation value and At is affected by pulse
shaping, while the symmetry of the correlation curve is
not. In this case, the traditional maximum correlation value
and E-L methods can cause a considerable error.

In this paper, the multicorrelator pseudorange measure-
ment method was used and implemented as shown in
Figure 5 to realize the proposed training sequence-based
ranging method. It was implemented in the correlator design
of the IF circuit based on the structure of the receiver shown
in Figure 4. The influence of pulse shaping was also consid-
ered in this implementation, with the local reproduced base-
band signal pulse shaped.

In the implementation diagram shown in Figure 5, the
signal mapping module generates the I and Q branches of

the 26-symbol double Barker code baseband signals. And
then, the signals are pulse shaped by the root raised cosine
filter with a roll-off coeflicient of 0.35. Meanwhile, the local
carrier generator generates the in-phase carrier signal cos
w.t and the quadrature carrier signal —sin w_t with the same
frequency as the transmitted signal. The I and Q branch
local carrier signals and the I and Q branch local baseband
signals are then multiplied by each other and added to get
the I and Q branch local reproduced IF signal. Delay the
local reproduced IF signals with the same time intervals t;
to get 1+ 2M duplicated signals. Finally, the received signal
and the local signals are noncoherent correlated to get 1 +
2M correlation values.

The 1+ 2M correlation values can be centered with the
maximum correlation value by adjusting the delay time of
local reproduced IF signals. In addition to the maximum
correlation value, there are M groups of correlation values.
Each group includes two correlation values that are Ek and
Lk. The Ek is k - t; earlier than the centered maximum cor-
relation value, and the Lk is k - t; time later. After calculating
the average of the earlier M correlation values E,, E,, E; -+
E,; and the later M correlation values L,L,,L; - Ly,
respectively, the relation with At is established:

M M
Zi:lEi B Zi:lLi

At =c- .
M M
Yo Ei+ XisL;

(15)

At can be used to calculate the value of TOA. Since the
transmission time t; is the beginning of the slot, the pseu-
dorange measurement value can be calculated according to
Section 2.2.2.

4. Results and Discussion

4.1. Correlation Results and Discussion. The correlation
experiments were carried out to

(1) verify the advantage of using pulse shaping filter for
local reproduced signal in the proposed receiver
structure

(2) test the correlation property in different noise
conditions

There were mainly three steps in the correlation
experiments:

(1) Generated the received signal in different noise
conditions

(2) Generated local reproduced signal

(3) Did the correlation operation to get the correlation
curve

4.1.1. Received Signal. Since the distance between transmitter
and receiver is limited in VDES, only the received signals in
a limited range are needed for the correlation process. The
received signal generated by simulation is a digital IF signal
of 32-symbol sequence, which is comprised of 1-symbol
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FIGURE 5: Implementation diagram of multicorrelator pseudorange measurement method.

ramp up (0), 27-symbol training sequence (1111110011
01010000011001010),and the following 4-symbol
link ID (0 1 0 1). The frequency of the master clock used in
the experiments is 120 MHz as introduced in Section 3.1, the
symbol rate of ASM signal used in the experiments is 9600
sps, and then, 1/11 sampling is used to reduce the computa-
tion burden. Therefore, the data points of the generated
received digital IF signal is as follows:

1
Py = 32symbols - “120MHz - — =3.6364 10°.

1
9600 sps
(16)

Besides, the received signal should be pulse shaped by
root raised cosine filter with a roll-off coefficient of 0.35 in
the transmitter and should be added some noise in the trans-
mission channel.

Figure 6 shows the 36364 points of the received digital IF
signal, which is pulse shaped in the transmitter and added
some Additive White Gaussian Noise (AWGN) in the trans-
mission channel. The Signal-to-Noise Ratio (SNR) decreases
with the increase of noise, and it can be seen from Figure 6
that when the SNR is less than -20 dB, the changes in ampli-
tude of the received digital IF signal which caused by the
pulse shaping is hidden in the noise.

4.1.2. Local Reproduced Signal. The local reproduced signal
generated by simulation is a digital IF signal of the 26-

symbol sequence, which is the double Barker 13 code of
the training sequence (1111100110101000001
100101 0). The frequency of the master clock is
120 MHz, the symbol rate is 9600 sps, and 1/11 sampling is
used. These parameters are exactly same as those in the
generation of the received signal. The data points of the local
digital IF signal is

1
P, = 26symbols - +120MHz - — =2.9545 x 10%.

(17)

1
9600 sps

In order to verify the advantage of using pulse shaping
filter for local reproduced signal in the proposed receiver
structure, the local reproduced signals with and without
pulse shaping are both generated. Figure 7 shows the
29545 points of the local reproduced I and Q branch base-
band signals with and without pulse shaping. It can be seen
from the figure that the amplitude of the baseband signals
changes continuously after the pulse shaping.

The baseband signals shown in Figure 7 are then modu-
lated by the local generated carrier signal to get the local
reproduced digital IF signals, which are needed in the corre-
lation experiments.

4.1.3. Correlation Results and Discussion. Twenty experi-
ments were carried out based on the received digital IF
signals and the local reproduced digital IF signals. In each
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FIGURE 7: Local reproduced baseband of 26-symbol training sequence before and after pulse shaping.

experiment, the local reproduced digital IF signals with
pulse shaping and without pulse shaping are, respectively,
noncoherent correlated the same received signal to get
two correlation curves at the same time. The shape of
the correlation curves changed in each experiment,
because the noise added to the received signal in the trans-
mission channel was random.

Three typical experiment results are shown in Figure 8.
It can be seen clearly that, if the local reproduced signals
are pulse shaped, the correlation curves are obviously dis-
torted when the SNR of the received signals are lower than
-30dB. While the local reproduced signals are not pulse
shaped, the correlation curves are obviously distorted when
the SNR of the received signals are lower than -20dB. The

results can verify the advantage of using pulse shaping filter
for local reproduced signal in the proposed receiver struc-
ture. The results also can show the correlation property in
different noise conditions.

4.2. Ranging Results and Discussion. Based on the receiver
structure given in Section 3.1, the implementation of the
multicorrelator pseudorange measurement method in
Section 3.2 was used for the ranging experiments, where
the number of the multicorrelators was 1+2M =21.

At the same time, the traditional maximum correlation
value method and E-L method were also used for the rang-
ing experiments to compare with the proposed multicorrela-
tor method, in both conditions that the local reproduced
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signal was pulse shaped and the local reproduced signal was
not pulse shaped. The traditional maximum value method
uses one or multiple correlators to get the correlation values
in the phase range of [-1, +1] chips between the local repro-
duced signal and the received signal. The code phase of max-
imum correlation value is considered to be the synchronous
phase. The traditional E-L method uses two correlators with
fixed intervals. When the correlation values are equal in the
phase range of [-1, +1] chips between the local reproduced
signal and the received signal, the middle of the two corre-
lators is considered to be the synchronous phase [53].

The results of ranging experiments using the three methods
in the two conditions just described above are shown in
Figure 9. It shows the TOA errors in different noise conditions.
Figure 9(a) shows the experiment results in a big range of —
30dB < E¢/N,, < 30dB. In order to see clearly the experiment
results in better noise condition, enlarged results in a smaller
range of -5dB < E¢/N, < 30 dB are shown in Figure 9(b).

Figure 9(a) shows that when E¢/N, is less than -5dB,
the proposed multicorrelator method cannot get higher
ranging accuracy compared with the other two methods,
because the poor signal quality leads to serious distortion
of correlation curve. Figure 9(a) also shows that the
receiver can get higher ranging accuracy when local repro-
duced signal is pulse shaped.

Figure 9(b) shows when E¢/N,, is greater than -5dB, the
proposed multicorrelator method can get higher ranging
accuracy compared with the other two methods. And the
performance is better when using pulse shaping filter for
local reproduced signal. This is also the signal quality
required by the communication function in VDES [44].
Figure 9(b) also shows that when E¢/N, is greater than
15dB, the TOA error of the proposed method is less than
10 ns; that is, the accuracy of the pseudorange measurement
value is better than 3 m.

According to the results, it can be concluded that when
the signal quality is high, the proposed multicorrelator
method can realize high accuracy ranging of the communi-
cation system. The ranging accuracy can be higher com-
pared with the traditional maximum correlation value
method and E-L method. Compared with the general VDES
function, it does not occupy any additional time slot
resources. This method can be used for VDES R-Mode
receiver which generally works under good signal condi-
tions. It can get the pseudorange value between the receiver
and the base station. When getting more than three pseudor-
ange values, the receiver can calculate its position. So the
VDES R-Mode can be a backup land-based radio navigation
system for GNSS, to reduce the impact of GNSS vulnerabil-
ity, and contribute to the ship safety.
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FI1GURE 9: Experiment results of three methods: (a) TOA error when -30dB < E /N, < 30 dB; (b) TOA error when —5dB < E/N, < 30dB.

5. Conclusions

This paper proposes a multicorrelator pseudorange mea-
surement method based on the training sequence, which is

normally used to capture and synchronize the communica-
tion signal. This method can be used for the R-Mode of
the VDES. It uses the correlation property of the training
sequence in ASM channel and VDE channel for ranging,
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so it can realize ranging while communicating without occu-
pying any additional time slot resources.

This paper also gives a receiver design based on the
proposed method with a structure of multicorrelator after
discussing the influence on the ranging performance of the
pulse shaping required in the VDES. The baseband signal
of the training sequence is reproduced in the receiver. It is
then pulse shaped and becomes digital IF signal after carrier
modulation. The IF signal noncoherent correlates with the
received signal to get the correlation value which can be used
to calculate the TOA, which can be used to get the pseudor-
ange measurement value for positioning. The received signal
is also a digital IF signal, which is the RF signal received by
the antenna which goes through the downconverting and
the A/D sampling in the RF circuit. To reduce the influence
of the pulse shaping on the correlation curve, the pseudor-
ange measurement method with multicorrelators is used to
effectively reduce the pseudorange measurement error. The
experiment results show that, compared with the traditional
maximum correlation value method and E-L method, the
multicorrelator pseudorange measurement method has
higher ranging accuracy. When E/N, is greater than
15dB, the ranging accuracy of the proposed method can be
better than 3 m. The proposed multicorrelator pseudorange
measurement method based on the training sequence can
realize high accuracy ranging without occupying any addi-
tional time slot resources. It can provide a reference for the
future research of the VDES R-Mode, which can be used
to solve the vulnerability problem of the GNSS on maritime
communication, so as to make a certain contribution to the
robustness of 6G network space-time reference.
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In order to improve the practical effect of intelligent prediction system, by analyzing and studying the characteristics of the traffic
carried on the network, it can provide an effective way to explore the internal operating mechanism of the network. This paper
takes the embedded wireless communication network as the research object to construct an intelligent predictive analysis
system and applies the intelligent regression algorithm to the intelligent predictive analysis to construct an intelligent predictive
analysis system. Finally, this paper verifies the system model of this paper through experimental research. The research results
show that the intelligent predictive analysis system based on the embedded wireless communication network proposed in this
paper is very effective and has a positive effect on the construction and development of the embedded wireless communication

network.

1. Introduction

Wireless local area network is the product of the combina-
tion of computer network and wireless communication tech-
nology. Specifically, traditional cables are no longer used
when setting up a local area network but are connected wire-
lessly using infrared rays, radio waves, etc. as the transmis-
sion medium to provide all the functions of a wired local
area network [1]. The basis of the wireless local area network
is the traditional wired local area network, which is the
expansion and replacement of the wired local area network.
It realizes wireless communication through wireless hubs,
wireless access nodes, wireless network bridges, wireless net-
work cards, and other devices on the basis of the wired local
area network. Currently, the frequency band used by wire-
less local area networks is mainly S-band (2.4 GHz-
2.4835GHz). The networking mode of wireless local area
network can be roughly divided into two types, one is ad-
hoc mode, that is, point-to-point wireless network, and the
other is infrastructure mode, that is, centralized control net-
work [2]. The wireless local area network can make up for
the deficiencies of wired Ethernet that rely on cables or opti-
cal cables in some special application environments and

realize the extension of the network. Embedded system inte-
gration of wireless local area network technology to achieve
wireless communication and data transmission will become
a hot spot for future applications. For example, wireless dig-
ital set-top boxes, computers, wireless gateways, and house-
hold appliances can form a home wireless local area
network, and at the same time can be connected to the Inter-
net through an AP, a wireless router, or a wireless bridge.
The wireless instrument performs data collection and wire-
less transmission. Wireless instruments and equipment are
arranged in the work site with an ad hoc network for mutual
information transmission and remote wireless monitoring,
which reduces the trouble and inconvenience of wiring,
greatly improves industrial production efficiency and facili-
tates people’s lives [3].

With the further development of embedded operating
systems and wireless communication technologies, data ter-
minals relying on wireless network data transmission based
on embedded operating systems have become more and
more widely used. Embedded operating system is a hot
research topic nowadays, and embedded Linux is stable, effi-
cient, easy to customize, easy to cut, extensive hardware sup-
port, free, open source, and other characteristics, which
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makes Linux widely used in the embedded field. In recent
years, the development of global communication technology
has been changing with each passing day. Especially in the past
two to three years, the development speed and application
fields of wireless communication technology have surpassed
that of fixed communication technology, showing a trend of
development in full swing. The most representative ones are
cellular mobile communications, broadband wireless access,
as well as trunking communications, satellite communica-
tions, and mobile video services and technologies.

Due to the limitation of limited communication and
sampling period, the current distributed prediction methods
for multiagent systems are mostly noniterative and coopera-
tive algorithms. In each sampling period, there is only one
information exchange between the agents, and only local
performance indicators are calculated.

This paper studies the application of intelligent network
and the behavior characteristics of the network itself and
obtains parameter information through the study of network
traffic. By analyzing and studying the traffic characteristics car-
ried on the network, combined with the embedded wireless
communication network, the intelligent prediction and analysis
system is constructed, the intelligent prediction and regression
algorithm is improved, the operation effect of the intelligent
prediction and analysis system is improved, and the practical
effect of the intelligent prediction system is improved.

This article takes the embedded wireless communication
network as the research object to construct the intelligent
predictive analysis system and verify and analyze its perfor-
mance, which provides a theoretical reference for the further
development of the subsequent wireless communication net-
work technology.

2. Related Work

The modeling research on networked predictive control is as
follows:

Literature [4] proposed the concept of networked predic-
tive control, which actively compensates for the communica-
tion delay and data packet loss in the control loop through
iterative prediction. In this paper, a networked predictive
control strategy is designed for a class of linear time-
invariant systems to solve the steady time delay and the ran-
dom communication time delay, respectively. Literature [5]
studied the problem of networked predictive control in the
presence of random network delays in the feedback channel
for a type of multiple-input multiple-output discrete-time
general system, carried out numerical simulation research,
and based on the NetCon-ARM9 embedded system plat-
form. Verify the effectiveness of the above control strategy.
For a type of linear system described by a discrete-time
model, some scholars have studied the networked predictive
control problem in the case of communication delays in
both the forward channel and the feedback channel [6]. Lit-
erature [7] gives the necessary and sufficient conditions to
ensure the stability of the closed-loop system when the com-
munication delays are constant. At the same time, when the
random delay in the communication channel is bounded, if
the corresponding switching system is stable, then the
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obtained closed-loop networked predictive control system
is also stable. Simulations and experiments have verified
the above conclusions. Literature [8] considered the predic-
tive control problem in the case of disturbances in both the
forward channel and the feedback channel of the system
model. Literature [9] established a model based on the Mar-
kov chain for the communication delay in the two-way
channel, using a local Lomberg observer to estimate the state
vector that could not be measured, and the measurement
output and the estimated state vector through the limited
communication capacity. The communication channel is
sent to the tracking controller, which solves the problem of
networked predictive tracking control. When the random
communication delay exists in the control loop of the net-
worked control system, literature [10] proposed an output
teedback predictive controller to actively compensate for
the communication delay and proved the stability of the
closed-loop networked predictive control system.

The research on network predictive control method and
data processing is as follows:

In the above research results of the networked predictive
control method, the controller is generally required to calcu-
late the control value at each time in the future and then pack-
age it and send it to the controlled object via the
communication network to actively compensate for various
possible time delays. At the end of the controlled object, the
most appropriate control value is selected based on the mea-
sured delay size, so as to realize the delay compensation in
the forward channel [11]. However, this method needs to
know the accurate mathematical model of the controlled
object in advance and needs to measure the accurate commu-
nication time lag, which is difficult to achieve for most applica-
tions. Literature [11] proposed a data-driven networked
predictive control method for a type of single-input single-
output discrete-time autoregressive moving average model.
This method does not need to accurately measure the delay
in the communication network, and allows the existence of
uncertain parameters of the system model.

The related research on the construction of intelligent
prediction system for wireless communication network is
as follows:

In the past, the research on traffic forecasting used a sin-
gle model to describe the original characteristics of traffic.
However, there are more and more uncertain factors affect-
ing network traffic characteristics (such as new applications
and protocol structure changes). When a single model is
used for forecasting, large errors will inevitably occur [12].
Therefore, a single prediction model, such as Markov model,
ARIMA model, and mock-MA model, cannot predict net-
work traffic well because it only describes some of the char-
acteristics of traffic. Although a single neural network model
and support vector machine model can describe the charac-
teristics of network traffic more comprehensively, their pre-
diction accuracy for complex network traffic is still not
satisfactory. According to the fact that there are multiple
characteristics of network traffic, many scholars use different
models to describe the corresponding characteristics and
then combine them to predict network traffic and achieve
better prediction results than a single model. Literature
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[13] has no extraction in Haar. On the basis of wavelet trans-
form, combined with adaptive AR model and sliding win-
dow polynomial fitting method, a recursive high-speed
network traffic online prediction model based on wavelet
transform is established. This model not only improves the
accuracy of online traffic prediction but also avoids regular
estimation and update of parameters through the recursive
automatic adjustment of model parameters. The literature
[14] combines wavelet analysis and Kalman filtering and
uses Kalman filtering to deal with the linear change part of
network traffic, use wavelet analysis to deal with the nonlin-
ear change part, and simulation results show that the model
has high prediction accuracy; literature [15] uses the
FARtMA model to describe the long correlation and short
correlation, and the neural network to describe the nonsta-
tionary. Finally, the results of the two models are optimized
and combined; literature [16] combines wavelet analysis and
neural network to establish a prediction model. First, wavelet
decomposition is used to decompose the network traffic data
into wavelet coefficients and scale coefficients and the coeffi-
cients of these different frequency components. A single
branch is reconstructed into high-frequency components
and low-frequency components. The FIR neural network is
used to predict these components separately, and the synthe-
sized result is used as the prediction of the original network
traffic, which has achieved good results; literature [17] uses
the wavelet method to predict. The network traffic is prepro-
cessed, and then the linear neural network and the Elman
neural network are used to make predictions, respectively,
to ensure that the correlation and nonstationarity of the traf-
fic can be described. Finally, the two prediction results are
synthesized into the final prediction result through the BP
neural network. It shows that the combined model has
higher prediction accuracy than the single model.

Literature [18] proposes a novel heuristic to reconstruct
application-layer messages in the common case of encrypted
traffic. We discuss and experimentally evaluate the suitabil-
ity of the provided modeling approaches for different tasks.

Literature [19] investigates and specializes a set of archi-
tectures selected among convolutional, recurrent, and com-
posite neural networks, to predict mobile-app traffic at the
finest (packet-level) granularity.

In order to overcome the problems existing in the intel-
ligent predictive analysis system, this paper combines the
embedded wireless communication network to improve the
effect of the intelligent predictive analysis system. The first
part describes the current situation and background and
summarizes the existing problems and the research content
of this paper; the second part is the literature review part,
which analyzes the research of experts and scholars on
related issues. Therefore, the organizational structure of this
paper, the third part is the algorithm improvement part,
which applies the intelligent regression algorithm to the
intelligent prediction analysis, and builds an intelligent pre-
diction analysis system; in the fourth part, the intelligent
predictive analysis system is improved and constructed,
and the effect of the system is verified by experiments.
Finally, the research content of this paper is summarized
and prospected.

3. Intelligent Predictive Regression Algorithm

We set the regression function as m(x) € Cla, b] and assume
that {¢,;}% constitutes a set of orthogonal basis on [a, b],
namely,

b 0,i# ],
j 9,();()dx =6, = { 1)

Cppi=].

Because of fH,iﬁl’ij(xi)H?=1§"ik(xi)dx1 e dxy = Hlil |
(%)) py(x;)dx; = T1L,85 =850 {H,il‘/’ij(xi)}?:l constitutes
a set of orthogonal bases on % [a;, b;], then m(x) has an
orthogonal sequence expansion m(x)=):") Ginzzl(pki(x).
Therefore, the nonparametric regression model can be approx-
imated as

d
Y= )6 Hq’ki(xki) v (2)
=

j= 1

—

By performing least squares estimation on the model, we
get

0=(2"2)"'7"y. (3)

Among them,

T
(H?:lﬁ"ji(xil))'"’H;izl(Pji(Xm)) .
Then, m(x) has an orthogonal sequence estimate [20]:

i, (x) = 2(x)"6. (4)

T

Among them, z(x) = [T, ¢, (), [ 1L 93 (%)) -
We set v(x) =02 (z(x)"(272)"'z(x)). When n— oo,
m—00, the orthogonal sequence estimation has the fol-

lowing properties:
(1) v(x)™" (7, (x) - Efr, (x))dN(0, 1)
(2) v(x)""*(Em, (x) - m) — 0

(3) a2 =n"'Y" (Y, - m,(X,))* is a consistent estimate
of 2

In orthogonal sequence estimation, the Legendre poly-
nomial orthogonal basis is often selected, and its representa-
tion is as follows:

Py(x) =

.5l

(5)

P (x)= 75

Other high-order Legendre polynomials can be recur-
sively obtained by the following formula:



(m + 1)Pm+1 (x) = (Zm + l)me(x) - um—l('x)‘ (6)

The orthogonal basis {P;(x)}7, of Legendre polynomial
satisfies

JP [ 0i#),
1 i(X)Pj(x)dx=0;; = (7)

1,i=j.

If the independent variable X takes a value in the interval
[a, b], the variable Z =2X —a— b/b— a must be replaced so
that the value interval of the variable Z is [-1,1].

Orthogonal sequence estimation will also select Fourier
orthogonal basis, which is defined as follows:

ql(x) =1, qZk(x) = \/E cos (Zﬂkx), (8)

Qo (%) = V2 sin (27tkx) (k= 1, 2,--). (9)

Fourier orthogonal basis {q,(x)} ", satisfies

i=1

! 0,i#],
Mx)q].(x)dx:{ e (10)
b Li=j.

Similarly, if the independent variable x takes a value
in the interval [a, b], the variable must be replaced with
Z=X-alb—a so that the value interval of the variable
Z is [0, 1] [21].

In practical problems, the linear relationship between
variables will in most cases change with another covariate
(such as time, temperature, etc.). Since the data information
when the next covariate changes are unknown, a question
arises: how to use the known historical data to estimate the
parameters of the linear model when the next covariate
changes.

Regarding the parameter estimation of the variable coef-
ficient regression model, the local weighted least squares
method can be used to introduce the concept of variable
coefficient weighted estimable function to construct param-
eter estimators. On the basis of the local weighted least
squares method, this paper combines the relevant content
in nonparametric regression to estimate the variable coeffi-
cients by weighted least squares.

Nonparametric regression models can be divided into
two categories, complete nonparametric regression models
(referred to as non-parametric regression models) and semi-
parametric regression models. The variable coeflicient
regression model is a special case in the semiparametric
regression model.

We assume that the independent variable x,, x,, X
and the dependent variable y satisfy a linear relationship at

the parameter ¢.
y=PBo(t) + By ()t B, (1), (11)

Among them, f,(¢),i=0, 1,2, -, p is a bounded contin-
uous function of a one-dimensional (or multidimensional)
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real variable b and has a continuous derivative, and S;(f) is
called a variable coeflicient.

We assume that t,,t,,;, -+, t, is n points of ¢, near a
specified point, and the sample observation value (y;, t;, x;,

“X;,) is obtained by observing at each point.
yi=Bo(t) +ﬁ1(ti)xil+”'ﬁp(ti)xip+€i‘ (12)

Among them, ¢,¢,, ¢, Eg; =0, Vare; =02,i=1,2,
R
The variable coefficient regression model uses the obser-
vation value (;, t;, x;,"+x;,) at the point ¢; near , to esti-
mate the parameter f3,(t) at f,. Since the observations at
different ¢; have different “importance” relative to t,, the
weight function w;(,) needs to be used to measure.

This paper uses the distance between the observation
value at t; and ¢, to define the relationship between them,
namely,

wi(to) :w(p(vi’ Vo))' (13>

Among them, p(v;, v,) represents the Euclidean distance
fromv;tov,, i=1,2,---,n.

The most commonly used weight function estimation is
kernel estimation and nearest neighbor estimation.

The probability density function K(-) with symmetric
origin is selected:

JK(u)du= 1, (14)

is the kernel function and window width h,, > 0. The nuclear
weight function is defined as

W) = g ) (1)
(x) = 1 .
" z;l=1Kh2 (X] - .X)
Among them, K, (u) = h'K(uh') is also a probability
density function, and the parameter h, is called the window
width.
The Nadaraya-Watson kernel estimate is defined as

(16)

)
=
S

I

™M=

5
©
~

I
—

The K-nearest neighbor non-parametric estimation
algorithm is mainly composed of four parts: database gener-
ation, near neighbor sample subset search, near neighbor
subset optimization, and forecast quantity estimation. The
data flow relationship can be seen in Figure 1.

Four steps of the K-Nearest Neighbor Nonparametric
Regression Prediction Algorithm.

(1) The more historical data, the more conducive the
nonparametric regression estimation is to more truly
and completely express the characteristics of the sys-
tem state, and the more conducive to obtaining
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FIGURE 1: Schematic diagram of K-nearest neighbor nonparametric estimation algorithm.

accurate forecast estimates. Moreover, the historical
database should be dynamic. As long as there is
new data, it will be put into the database and the
database data will be updated continuously

(2) The process of searching for neighbors is to find his-
torical records similar to the current state condition
characteristics in the historical database according
to the predefined similarity measure and mark the
searched historical records with similar characteris-
tics as a neighbor. All the searched neighbors form
a subset of neighbors

Step 1. Put the observed historical data into the database to
build a complete historical database.

Step 2. Define a state vector that meets the requirements.

Step 3. Select the appropriate distance measurement method
to determine the nearest neighbor search rules.

Step 4. Determine the appropriate K value and select K near-
est neighbors in the historical database.

Step 5. Input the K-nearest neighbors determined in Step 4
into the prediction algorithm to obtain the predicted value.

The optimal neighbor subset refers to the subset formed
by the neighbors that contribute the most to the forecast
estimate among all the neighbors obtained by the search.
Generally, it is determined by control parameters and opti-
mization indexes. The control parameter of the K-nearest
neighbor nonparametric estimation is the sample size of
the optimal nearest neighbor subset. The optimization index
can be similar to the index in the parameter estimation
model. At present, the minimum prediction error sum of
squares criterion is frequently used.

(3) After the optimal nearest neighbor subset is deter-
mined, the optimal subset can be used to estimate
the production forecast. The state feature vector

has been divided into condition feature vector and
forecast feature vector in the database. In this way,
each neighbor in the optimized neighbor subset has
a corresponding predictor feature vector, and these
predictor feature vectors can be regarded as the out-
put corresponding to the conditional feature vector
of each neighbor. The latest input conditional feature
vector has a certain “distance” from each neighbor in
the nearest neighbor subset. Therefore, it is necessary
to synthesize the output vectors in all the best nearest
neighbor subsets to get the most likely output vector
corresponding to the conditional feature vector to be
predicted. It is generally assumed that such a com-
prehensive operator is a linear operator or a random
operator, and it can also be assumed to be a nonlin-
ear operator. The most commonly used is the arith-
metic average operator or the weighted average
operator

The core problem of the K-nearest neighbor nonpara-
metric estimation algorithm is the determination of the
weight function of the nearest neighbor subset. By referring
to the method of determining the weight function in the ker-
nel weight estimation, this paper gives the following K
-nearest neighbor kernel weight estimation model.

Weset 1 <k<n,and ], = {i: X, is one of the k nearest
predicted values to x}. Moreover, we combine the relevant
theories in the kernel weight estimation to obtain the K
-nearest neighbor kernel weight estimate of the nonparamet-
ric regression model as

_ Y K((X; = x)/R(x, k)Y,
© YLK((X - x)R(x k)

i, (5, k) (17)

Among them, the function K(-) is the kernel function in
the kernel weight estimation, and the similarity measure
between the data is defined by the Euclidean distance,
namely,

R(x) = max { [CREREE) ze]x}. (18)



From equation (1), it can be seen that the K-nearest
neighbor kernel weight estimation is the weighted average
of the k observations closest to x.

The commonly used kernel function for K-nearest
neighbor kernel weight estimation is K(u)=d(d +2)/2S,
(1-ul—-—u3), , where S;=2n"?/T(d/2). The K-nearest
neighbor nuclear weight using a one-element kernel is esti-
mated as

3R [0 -] ),

B 12 (19)
Tk (R [ -7 06 -0] )

7, (x)

The commonly used kernel functions are triangular ker-
nel function (1-|u]|),, parabolic kernel function 0.75

(1-u?),, fourth power kernel function 15/16((1 - |u|2)+)2,
and sixth power kernel function 70/81((1 — |u|3)+)2.

(i) In addition to retaining the characteristics of nuclear
power estimation, the nearest neighbor nuclear
power estimation also has properties such as consis-
tency and asymptotic normality under appropriate
conditions. The convergence speed at the interior
point can reach O(n=2k+4)

From this, the observation value at t; can be estimated to
the k-nearest neighbor kernel weight at ¢, as

K(R(v)™! Vs ¥,
Wito) = W(p(vi o)) = o (R() [_)1( %)) - (20)
TELK(RW) " p(vivo))
Among them, R(v) =max {p(v;,vy): v, €], }.
According to regression estimation theory, when the
error term of the established regression model has heterosce-
dasticity, the parameter estimation obtained by the ordinary
least squares regression method is biased.

o~

B(t,) is the weighted least squares estimate of 5(¢,). If
B(t,) satisfies

Q(B(to) ) = ming, Q(A(ty)): (21)
Among them,

(Bt0) = 3. Wilto) [3= Bolt) = By(t5u =B, 1), |

= (Y = XP(to)) " W(to) (Y = XB(t5))-
(22)

From

0QBt) _ Ty 2 )
3Bty -2 Wlt)Y = 2XW(to)XB(ty) =0. (23)
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Voice communication system, which
includes voice transmission and the
implementation of the interface

QT graphical
interface library

Software

( related

Cropped embedded Linux system, libe
library, wireless network card drive, etc

Hardware

“; related

OMA P5912 platform, wireless
network card module

F1GURE 2: The overall framework of the system.

We obtain
XTW(t))XB(t,) =X " W(t,)Y. (24)
When XTW(t,)X is reversible, we obtain
B(ty) = (XTW(t)X) " X W(ty)Y. (25)

4. Intelligent Predictive Analysis System Based
on Embedded Wireless
Communication Network

The wireless voice communication system implemented in
this paper uses an embedded design model. After refine-
ment, the entire system must complete the design of the fol-
lowing modules. The overall system framework is shown in
Figure 2.

The overall design process of the system is divided into a
system migration part, a software development part, and a
graphical interface development part. The system migration
part is to build an environment for the software part, includ-
ing transplanting the Linux kernel and so on. The software
part is to complete the voice transmission and reception,
voice conversation management functions, and so on. The
overall design process of the system is shown in Figure 3
below.

In order to assist the upper layer protocol to select a bet-
ter link for data transmission and effectively improve the
transmission efficiency of the network, real-time and accu-
rate link quality prediction is required. Existing research
shows that although PRR is the most common and direct
link quality indicator for link quality evaluation, the PRR
in a small-time window cannot accurately reflect the link
quality, and long-term statistics are needed to obtain a more
accurate PRR estimate. Therefore, the agility of directly
using PRR for link quality prediction is usually very poor.
Existing link quality prediction methods usually predict
physical layer parameters such as RSSI, LQI, and SNR, and
then evaluate the link quality based on the mapping model
between the corresponding physical layer parameters and
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FIGURE 3: Flow chart of overall system design.
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FIGURE 4: Traditional link quality prediction method model.

PRR. This can effectively solve the problem of poor agility in
directly using PRR. Figure 4 summarizes the traditional
wireless link quality prediction model.

The RNN-LQP proposed in this paper is shown in
Figure 5. The predictor uses a recurrent neural network to
predict the LQI counted in a small time window to ensure
sufficient agility. Considering that the cyclic neural network

has short-term memory characteristics and high prediction
accuracy, it can also ensure sufficient accuracy and reliabil-
ity. In addition, the predictor also selects LQI as the physical
layer parameter.

In order to prevent data conflicts and network conges-
tion and cause a large number of data packet loss, which will
cause a serious negative impact on the performance of the
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FIGURE 5: RNN-LQP structure diagram.
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FIGURE 6: The structure diagram of the closed-loop system under
the RR protocol.

system, this paper will use the RR protocol to schedule the
data transmission sequence from the sensor to the control-
ler. The structure of the control system based on the RR pro-
tocol is shown in Figure 6.

According to Figure 7, it can be obtained that both of
the two robust MPC strategies proposed based on the
cyclic communication protocol can make the closed-loop
system finally reach an asymptotically stable state. In addi-
tion, according to Figure 8, it can be known that the
attractive domain of the robust MPC strategy with a free
control function is larger than that of the robust MPC
strategy without free control function. Therefore, appropri-
ately increasing the free control function can make the
optimization of the system more flexible and easier to
achieve stability.

The big data prediction model can effectively extract the
characteristics of the time series of the core performance
indicators of the communication network, but it still has
the defect of low data processing rate. In order to solve this
problem, this paper models separately according to the clas-
sification results, reduces the model data dimension, and
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FIGURE 7: State trajectory of robust MPC based on RR protocol.
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FiGure 8: The attractive domain of robust MPC based on RR
protocol.

improves the prediction rate. Figure 9 shows the flow chart
of the improved big data prediction model based on support
to the machine and association rules.

Although the analysis and prediction of massive data can
improve the accuracy and reliability of the prediction results,
the processing of massive data will inevitably bring defects
such as slow prediction rate, so appropriate measures must
be taken to increase the prediction rate. It is necessary to
analyze the change law of the core performance indicators
of the mobile communication network, use the change law
to extract and classify the core performance indicators, and
establish prediction models for different data segments of
the performance indicators. On the one hand, data dimen-
sions can be reduced, data processing time can be reduced,
and the prediction rate can be improved. On the other hand,
different parameters are used to predict different categories
of core performance indicators, so that the prediction results
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FIGURE 9: Flow chart of an improved big data prediction model based on SVM and association rules.

have higher accuracy. In time series, the series can be divided
into stationary time series and nonstationary time series. A
stationary series means that the mean and variance of the
series have no systematic changes and strictly eliminate peri-
odic changes. Intuitively speaking, the series have small fluc-
tuations and no trend changes. The nonstationary time
series corresponds to the stationary time series, and it is
intuitively manifested as the series changes and fluctuates
greatly. In the same time series, there are also stationary
and nonstationary segments. For the core performance indi-
cators of mobile communication networks in the form of
time series, the numerical changes are also divided into sta-
tionary time series and nonstationary time series. For the
core performance indicators of the mobile communication
network, the stationary segment is called the nonbusy hour,
and the nonstationary segment is called the busy hour. The
so-called busy hour means that the core performance index
of the cell fluctuates greatly over time, and the so-called non-
busy hour means that the change of the core performance
index of the cell tends to be stable. In mobile communication
networks, busy hours and nonbusy hours generally appear in
day and night, weekends, and normal hours. Excessive cell
network load is the main reason for busy hours, and the
main goal of network optimization is to optimize network
resources and reduce network load. Therefore, in the predic-
tion of core performance indicators of mobile communica-
tion networks, busy hour performance indicators are more
important. Figure 10 shows the busy and nonbusy hours of
the RRC setting success rate in one cycle. Among them,
the blue dot represents the value of the RRC setting success
rate, the red area is the busy period, the green area is the
nonbusy period, and the black line is the line where the
dividing point between busy and nonbusy hours is located.
Since the predictive analysis of busy hour performance
indicators is essential for network optimization, and the cor-

Schematic diagram of the busy /
unbusy time decomposition
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F1Gure 10: RRC setting success rate during busy/nonbusy time in a

single cycle.

rect distinction between busy hour and nonbusy hour is the
prerequisite guarantee for busy hour prediction, the tradi-
tional method of identifying busy hour and nonbusy hour
is to find a demarcation point. The algorithm performs dif-
ferential processing on points in a single cycle and takes
the absolute value to obtain L-1 differential values and
defines the minimum busy/nonbusy time length N and the
busy/nonbusy time threshold xx. The algorithm sequentially
calculates the probability P1 that the value of the first N con-
secutive points is greater than the threshold value for point i
(range N + 1 ~ L) and the probability P2 that the value of the
next consecutive N points is less than the threshold value.
Moreover, the algorithm calculates the comprehensive pro-
portion P1+ P2 or 2—P1— P2 and selects the point with
the maximum comprehensive proportion among all the
points as the busy/nonbusy time boundary point. The length
N is user-defined and is at least one-third of the period
value. If it is less than one-third of the period value, there
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FiGure 11: Discrimination rules for single-cycle busy/nonbusy time.

TaBLE 1: The prediction effect of the intelligent prediction analysis
system based on the embedded wireless communication network.

No. The method me;l;l}cl)fi of No. The method met?l?d of
of this paper (18] of this paper [18]
1 88.24 76.24 22 93.76 81.21
2 94.80 87.79 23 89.75 80.83
3 92.19 80.67 24 88.93 83.60
4 95.61 86.90 25 93.63 81.24
5 90.79 85.85 26 93.72 82.40
6 90.34 80.82 27 86.57 81.64
7 92.03 84.27 28 87.84 82.19
8 89.99 79.78 29 88.02 80.66
9 90.31 81.16 30 94.71 83.80
10 92.04 84.58 31 91.93 79.36
11 92.09 82.65 32 89.85 77.48
12 91.54 84.08 33 88.75 82.56
13 95.55 82.80 34 94.19 82.16
14 88.22 83.24 35 86.38 75.30
15 90.36 83.11 36 95.21 81.00
16 89.64 81.32 37 86.80 76.10
17 89.29 81.96 38 86.88 80.43
18 91.78 81.04 39 94.31 80.29
19 86.25 76.18 40 92.11 86.84
20 94.62 84.86 41 92.51 78.70
21 87.94 75.12 42 88.71 77.93

may be multiple busy/nonbusy demarcation points in a single
period. The threshold is determined according to the fluctua-
tion range of the performance index, and the general range is
0.1 ~1. The figure below shows the rules for distinguishing
between busy and nonbusy hours. The discriminant rule of
single-cycle busy/nonbusy time is shown in Figure 11.

The method in this paper is compared with the literature
19, and the effect of model prediction is comprehensively
evaluated. The performance evaluation of the intelligent pre-
dictive analysis system based on the embedded wireless
communication network is carried out, and its intelligent
predictive effect and intelligent decision-making effect are
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TaBLE 2: Decision-making effect of intelligent predictive analysis
system based on embedded wireless communication network.

No. The plethod metj;l}cl)ecl of No. The method me;fl};fi of
of this paper (18] of this paper [18]
1 85.72 74.78 22 83.25 76.66
2 81.36 73.41 23 92.42 80.10
3 88.89 78.69 24 81.01 70.97
4 80.13 70.80 25 87.11 75.45
5 92.68 84.75 26 87.70 74.73
6 85.44 78.03 27 82.96 77.31
7 79.71 72.31 28 84.74 76.48
8 80.15 70.75 29 91.16 85.02
9 88.64 81.93 30 92.08 79.88
10 89.11 76.71 31 83.05 71.75
11 80.95 76.68 32 90.59 79.47
12 87.04 79.12 33 82.88 71.64
13 89.74 77.02 34 80.17 71.58
14 81.35 75.06 35 89.89 79.05
15 84.31 79.19 36 81.59 71.31
16 87.58 75.12 37 82.62 73.66
17 79.58 70.11 38 84.82 72.23
18 92.72 86.95 39 88.01 75.30
19 87.48 77.94 40 86.60 82.19
20 90.91 81.84 41 89.08 77.69
21 80.71 76.12 42 83.85 71.71

counted, and the test results shown in Tables 1 and 2 below
are obtained.

From the above research, it can be seen that the intelli-
gent predictive analysis system based on the embedded wire-
less communication network proposed in this paper is very
effective and has a positive effect on the construction and
development of the embedded wireless communication
network.

5. Conclusion

In order to further improve the network performance, it is
necessary to study the network traffic and extract the param-
eters that can characterize the network traffic, so as to pass
the modeling and performance analysis of the network traf-
fic. At the same time, it is necessary to find adjustable perfor-
mance parameters and implement effective control of traffic,
thereby improving and optimizing network performance. In
addition, today’s networks are beginning to carry more and
more application services, the scale of networks is getting
larger and larger, and the characteristics of network behav-
iors are becoming more and more complex. This has
brought huge challenges to network service quality, flow
control, and network management planning, and contradic-
tions have become increasingly prominent. This article takes
the embedded wireless communication network as the
research object, constructs the intelligent predictive analysis
system, and validates and analyzes its performance. The
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research results show that the intelligent predictive analysis
system based on the embedded wireless communication net-
work proposed in this paper is very effective and has a pos-
itive effect on the construction and development of the
embedded wireless communication network.

The research work in this paper is mainly to carry out
distributed predictive control research for the agent of the
nonlinear nominal model, but the influence of uncertainty
on the system is not fully considered, such as the uncertainty
of the agent model, the uncertainty of external interference,
and communication uncertainty between agents. In view of
these problems, the traditional robust predictive control
method can be used for reference, but it cannot be simply
and directly extend to distributed situations, so the follow-
up further research needs to focus on the above problems
and performance improvement.

Because the forecasting process is affected by many factors,
the regression-based forecasting method has complex charac-
teristics, which makes its forecasting have its complex charac-
teristics. At the same time, each forecasting model has its own
shortcomings and adaptability. Therefore, as far as the current
research methods and prediction models are concerned, a lot
of research is still needed, which is also the next step.
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In order to improve the effect of film space performance, this paper applies the combination of virtual and reality to the film space
performance processing. Moreover, this paper analyzes the light field distribution of the three-dimensional object in space, and
modulates the projected image projected on it with the spectral characteristics of the optical screen to finally restore the light field
of the original object. In addition, this paper uses the multi-projection method to study the recovery process of the cylindrical
microlens array screen to the light field, and divides and reorganizes the multi-view image of the scene shot by the camera array to
obtain the correct projected image. Finally, this paper applies the space processing algorithm based on the combination of virtual
and reality to the film space performance processing, and uses experimental research to verify the reliability of the method

proposed in this paper.

1. Introduction

When filming the film, the most important thing is how to
use perspective to enhance and capture the sense of space in
the picture. “Perspective is described as drawing various
objects on a plane through the convergence of lines and
giving people a sense of relative distance between objects in
real space.” The term perspective originated from Greece
and refers to the method or technique of depicting the spatial
relationship of objects on a plane or curved surface [1].
Perspective first appeared in painting, and at the beginning,
the painter could only outline the outline of the scene with
lines. What the painting showed was a pure two-dimensional
form, which could not show the three-dimensional and
spatial depth of the actual scene. Later in the Middle Ages,
grid forms appeared in paintings. When the painters ob-
serve, the scene is gridded through a grid, and then the grid is
reduced in proportion to the drawing paper, and then the
actual scene is drawn using the grid on the drawing paper.
The scenery drawn by this method, on a two-dimensional
drawing paper, presents a three-dimensional sense of

distance and a distinct depth of space, which is actually
perspective [2].

The human eye is born with a perspective effect. When
observing, all visible objects in the field of vision auto-
matically enter the perspective state. Just as the painter
observes the scene through the mesh grid, in the eyes of
humans, the objective scene seems to be automatically in-
cluded in a virtual grid plane. Moreover, the scenery lines
and the air present a perspective effect, and show the per-
spective effects such as the density of virtual reality and the
density of light and darkness [3].

Surrealist film creators usually apply the elements of
surrealist dreams to movies. The fusion of surrealist space
and reality is worth exploring in terms of technique and
function. It forms a unique film narrative structure while
also highlighting the emotional expression of the characters
and showing the inner state of the characters. Digital
technology helps the fusion of surrealist space and reality in
a variety of ways, and on the basis of ensuring the transition
of natural fusion, realizes the rich narrative features of
surrealist space.
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Based on the combination of virtual and real technology,
this paper conducts research on film space performance,
explores the detailed application process of film space ex-
pression techniques, and proposes the intelligent system of
this paper to provide a theoretical reference for subsequent
film space performance.

2. Related Work

Digital film and television” is a brand-new type of film and
television produced under a new film and television pro-
duction method that combines certain traditional film
production technologies through computer and digital,
audio and video, processing disk recording, and network
technologies. The complete process from the early stage to
the later stage to the release [4]. For example, in the early
stage of creation, the computer-aided system is used to
design, draw, test and simulate the scenes, plots, pictures,
etc. of future films in order to find the best narrative
Techniques and solutions for creating visual impact; another
example is the use of computer control technology in actual
shooting to complete certain shooting that cannot be done
with traditional methods; another example is the use of
computers to process and process images and sounds in
post-production, The real shot material and computer im-
ages are synthesized, and the final synthesis processing is
performed on the computer [5]. The emergence of digiti-
zation not only allows us to see the hope of revival of image
creation through computers; but also makes us feel all kinds
of In the growing market, computers and software have been
used in all aspects of film and television, which has improved
production efficiency [6]. “The practice of using computers
to change, enhance and reshape the original pictures of films
has developed steadily. Computers use digital methods and
methods of enhancing film images to create magical images:
using data and movies as digital outdoor scenes, digital color
correction, filter effects and painting, digital image synthesis,
digital animation production, Digital film repair, digital line
mark removal, digital image enhancement, digital defect
elimination, the integration of computer-generated material
and film shooting material [7]. “Digital technology has
caused us a strong and dazzling visual impact, and the fake
process of its modified images is so simple and clever. With
these, we have displayed the power of computer imaging
technology at a glance. No wonder some people would say,
“Today’s movies are no longer “made”, but “made”. “The
digitization of film and television has fundamentally
changed the fate of film and television: digital film and
television create a new era of entertainment facilities [8].
When film and television audiences are attracted by other
media, film and television can only survive by reforming
again. Digital computing creates The multi-layer synthesis of
the breathtaking scenes, the shocking sound effects, and the
extra large screen without the frame, the presence and reality
of the cinema projection will be unmatched by any media
[9]. Various special effects Entertainment programs, dy-
namic movies, virtual scenes, and various new types of
programs will inject fresh blood into the production of
motion video programs. The production and broadcasting of
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film and television programs has become more diversified,
randomized, globalized and accessible due to the addition of
digital methods. Pursuing. The development of film and
television technology is closely linked to the continuous
progress of science and technology. In the early stage of film
and television development, the film recorded life at that
time, and the development of digital technology has
recorded our lives in a rich and colorful [10]. From the early
silent black and white movies to the current multi-channel
surround sound digital movies, from the original reception
of TV signals to the current online video on-demand, the
continuous evolution and development of technology and
equipment has promoted the change and innovation in the
thinking of creators [11]. “At the same time, digital tech-
nology has had a revolutionary impact on film and television
production methods since its birth. It has incredible ex-
pansion of film and television expression space and real-
izability, creating unprecedented audiovisual wonders and
virtual reality that people have never heard of, seen, or even
imagined. .Therefore, a new narrative method is produced,
and a set of new rules is proposed for us to understand, use,
and break through. The new digital technology not only
produces new video works, but also cultivates a new gen-
eration of video audiences [12].

The production process of digital special effects
movies is roughly divided into three main parts: pre-
planning, mid-term production, and post-production.
The pre-planning is mainly composed of directors, special
effects artists, screenwriters and other key creative per-
sonnel to jointly determine the story outline, that is, the
visualized script. It is necessary to complete a unified
planning, design, and determination of all involved image
elements, such as characters, environments, and props.
Special effect production plan and test, determine per-
sonnel’s responsibilities and coordination work [13].
Mid-term production is carried out around the pro-
duction of animation, including model establishment,
material and lighting settings, special effects generation,
image rendering, etc., and in conjunction with these core
productions, some peripheral cooperation work should
be carried out, such as providing three-dimensional
scanning. Data model production, texture mapping,
motion data capture, etc. [14]. The post-compositing
work is mainly divided into three aspects: one is to
complete the shots that are inconvenient in the animation
software at one time by layered synthesis; the second is to
add special effects; the third is to improve the overall
artistic style and picture quality of the film Process [15].
Faced with the lack of real images in digital images, the
anxiety of filmmakers has blurred the content of the
ideological film to convey to the audience, because it blurs
the difference between the essence of the film and the
entertainment of the film. This sense of crisis is expressed
in a “loss” argument: digital images used to be thought
that the film may present a poor version of the effect.
Literature [16] even regards digital special effects as a
representative of industrial revolution automation.
Digital media is only a representation of symbols. Living
in such a formal and diversified world, the degree of
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separation from the material of the real world is un-
precedented. This has an important trend, which is to
liberate the engrossed audience from the so-called real
world.

3. Space Image Processing Algorithm Based on
the Combination of Virtual and Reality

The plenoptic function is based on the observer’s description
of light in space and time. The mathematical form of the
plenoptic function is [17]:

L=P(x,y,2,0,¢A1). (1)

It is a 7-dimensional plenoptic function. Among
them, (x, y, z) represents the coordinates of the light in
space, A and t are the wavelength of light and the time
when the light is observed, respectively. Because the
wavelength of light changes very little in free space, for a
single observer, the plenoptic function of an object ob-
served at a specific position at a certain moment can be
expressed in a 5-dimensional form [18]:

L=P(x,y,26,¢). (2)

In the light field three-dimensional display, the three-
dimensional object to be displayed can be regarded as
composed of a large number of three-dimensional points,
and each three-dimensional point actively or passively emits
light to the surroundings. The light that enters the human
eye causes us to see the corresponding three-dimensional
object. Therefore, the plenoptic function can be used to
represent the light field of a three-dimensional object:

L=1L, (x5 5250, ¢). (3)

Among them, i=1,2, ..., N is the number of three-di-
mensional points of the object, as shown in Figure 1.

Due to the huge amount of information of the five-di-
mensional light field, usually in the process of three-di-
mensional display of the light field, the light field
information in the vertical direction is compressed in
combination with the optical screen, and only the light field
information in the horizontal direction is processed. The
light field at this time is expressed as [19]:

L=Lol(xi,yi,zi,¢), i=1,2,...,N. (4)

In Figure 1, the holographic directional scattering screen

is located at z = z;, the light emitted by the three-dimen-

sional point O; intersects the screen with point M, the di-

rection vector is (sin 6 cos ¢, sin 0 sin ¢, cos ), and the
straight line OM can be expressed as:

X1"X o N )i AT E

sinfcosd sinBsing cosB’

(5)

From formula (5), the x and y coordinates of point M can
be calculated as:

1961 =(z; - z;)tan 0 cos ¢ + x;, ©)
x; = (2, — z;)tan 0 sin ¢ + y;,

a =tan 0 cos ¢ and f = tan 0 sin ¢ respectively represent
the spatial angle information in the x and y directions, and
the formula (6) can be written as [20]:

{ x, = (2, - z)a+x;
yi=(z, - z)B+y,

At this time, the light field of the light O;M emitted by
the three-dimensional point O; on the holographic direc-
tional scattering screen can represent L, (x;, yy, &, ).

Next, in order to better understand the reproduction of
the spatial light field by the three-dimensional display of the
light field, the light field distribution of the three-dimen-
sional object in the space is analyzed below. We assume two
point elements A and B of the object in space, and analyze
their light field distribution on the plane P. It can be seen
from formulas (5)-(7) that x and y are related to a and f3
respectively, but they are independent of each other.
Therefore, this section selectively analyzes only the x di-
rection of light.

The three-dimensional coordinates of the point elements
A and B are (x4, ¥4, 24) and (xp, ¥, 2p) respectively. They
emit light in all directions, and the plane P is located at zp, as
shown in Figure 2. Generally, for any piece of light,
according to formula (7), the light field of point element A
and B at plane P can be expressed as:

(7)

A(Red): { x=(2p—2y)atxy (8)
Y= (ZP - ZA)ﬁ + Yas

and
x = (zp —zp)a + xp,

B(Green): { 9)
e v =(zp—2z)B+ yp

The corresponding light fields are shown in the right
figure of Figure 2, which are two oblique straight lines. In the
figure on the right, the abscissa represents the spatial po-
sition of the light field, and the ordinate represents the angle
information of the light in that direction. Since the point
element A is far away from the plane P, the light field it
produces has a smaller slope.

By doing the above analysis on all the point elements of
the object in space, the entire light field of the object at the
plane P can be obtained. Therefore, the purpose of the three-
dimensional display of the light field is to use the optical
screen to restore the light field of the object so that it can be
seen by the observer, just like seeing a real object.

Considering that the projection distance of the projector
is usually much larger than the projection aperture, it can be
approximately considered that the light reaching the surface
of the cylindrical microlens array screen is parallel light. The
modulation mechanism of the cylindrical microlens array
screen to the projection light is shown in Figure 3. The red,
green, and yellow lights in the figure represent the collection
of light projected from three different directions. When the
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FIGURE 2: Distribution of light field in space.

light in the horizontal direction is converged, due to the
scattering of the scattering film, part of the light will
propagate back to the original projection direction
according to the incident light path. Therefore, observers at
different positions in the observation area will see the image
projected by the corresponding projector, as shown in
Figure 4.

Next, this paper analyzes the recovery process of the
cylindrical microlens array screen to the light field by means
of multi-projection. In Figure 4, the projector array is located
in front of the screen, and the distance from the screen is d.
The modulation function of the cylindrical microlens array
on the light field can be expressed as:

a =F(x,y,-a). (10)

The light to be projected travels in the opposite direction.
The pupil coordinate of projector P; is (xp,¥Yp,Z;p_a)>
which is regarded as a point light source. The light field of the
light projected by P; on the cylindrical microlens array
screen is expressed as:

x=xp —da,
’ (11)
y=yp—dp.

The information of each ray in the light field is deter-
mined by the image projected by P. By analogy, the light field
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corresponding to the projected image of the entire projector
array can be obtained. The light field distribution corre-
sponding to multiple projected images is shown in
Figure 5(a), which shows the light field distribution in the x
direction. It can be seen from Figure 5(a) that the light field
of the image projected by the projector array is a series of
straight lines with the same slope, and the slope is negative.
Therefore, by combining the real light field distribution of
the object point element in formula (8) and formula (9), the
algorithm uses formula (11) to sample it to calculate the
projected image corresponding to each projector in the
projector array, as shown in Figure 5(b).

In particular, it can be found from Figure 4 that when
the observer is under the projector array, the viewpoint
image observed by the human eye is the same as the
projected image of the projector. When the human eyes at
different positions at this time are imagined as a camera
array, it can be inferred that the multi-view image of the
scene shot by the camera array is the projected image of
the projector array.

We assume that the holographic directional scattering
screen is located at zi in Figure 2, and the projector array
is located in front of the screen, and the distance from the
screen is d . The observation area is located behind the
screen with a distance of d,, as shown in Figure 6. The
modulation function of the horizontal holographic di-
rectional scattering screen can be expressed as:

o =F(x,y,a). (12)

That is, the horizontal direction does not change the
spread of light. The pupil coordinate of the projector P; in
Figure 6 is (xp, ¥p,Z;p_4)> and the light field of the light
projected by P; on the holographic directional scattering
screen is expressed as:

{x=xpi—d(x,

(13)
Y =Dp —-dp.

The x-direction distribution of the light field corre-
sponding to multiple projection images is shown in
Figure 7(a), and the light field is a series of straight lines with
the same slope and positive values.

Similarly, by combining the real light field distribu-
tion of the object point elements in formula (8) and
formula (9), when the algorithm uses formula (13) to
sample it, the projected image corresponding to each
projector in the projector array in the case of using the
holographic directional scattering screen can be calcu-
lated, as shown in Figure 7(b). However, unlike the light
field recovery under the cylindrical microlens array
screen, the viewpoint image content of the observation
area in Figure 6 is not a projection image of a certain
projector, but a collection of multiple image blocks
projected by the projector array. For example, the
viewpoint image at V' in the figure is a mosaic of all the
projected images after being modulated. Therefore, when
performing multi-projection display, the multi-view
image of the scene shot by the camera array needs to be
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Figure 3: The light modulation mechanism of the cylindrical
microlens array screen.
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FIGURE 4: The three-dimensional display imaging model of the light
field of the cylindrical microlens array screen.

segmented and reorganized to obtain the correct pro-
jected image.

In this paper, a front projection light field three-dimensional
display system based on a cylindrical microlens array screen
(projection array and the observer are on the same side of the
screen) and a rear projection light field three-dimensional
display system based on a holographic directional scattering
screen are built (the projection array and the observer are on
both sides of the screen). The system mainly includes two main
parts: light field acquisition and light field display. The hardware
structure of the system is shown in Figure 8.

The camera array (GigE interface) of the acquisition part
collects the light field of the real scene. The camera array is
arranged in an arc and compact, and is connected to the
computer through a switch. The display part is mainly
composed of a projection control computer, a projector
array (HDMI interface) and a display screen. The projector
array is staggered and closely arranged, and is connected to
the computer through a screen splitter and multiple multi-
channel graphics cards. The light field data captured by the
collecting terminal is transmitted to the display terminal for
display through the UDP protocol. The working resolution
of the camera array and the projector array are both set to
1280 x 800.

The software module of the system is designed according
to the structure of the hardware. The functions realized by
the collection terminal include the collection of the light field
by the camera array, the correction of the collected image,
the generation of the projected image and the synchronous
control of the collection. The display terminal mainly in-
cludes projection correction and synchronization control.
The software block diagram of the system is shown as in
Figure 9.

Assuming that there are four landmark points A, B, C,
and D in the target light field, their coordinates are
(x;, ¥;),1 € (1,2,3,4), and the coordinates of target points
A', B, C', and D' are (x,y)),i€ (1,2,3,4), as shown in
Figure 10. After extracting the coordinates of the marker
point, map it to the target point through perspective pro-
jection to obtain the perspective transformation matrix P.
The perspective transformation formulas are:

tix; X;
tyi|=P- |y | (14)
t, 1

1

In the formula, P is a 3 x 3 perspective transformation
matrix, and ¢; is a constant value coefficient. The form of Pis:

Py Py Py
P=|P, P,, Pyl (15)
Py Py P
To simplify, we normalize Ps;, that is, P33 =1 . From

formula (14) and formula (15), we can get:

¥ = PuXit PuYit Pis
PaiXit+ pxnyi+1

(16)
P PuXit PnYit P23.
"opaXitpanyitl

There are 8 unknowns p,y, P12, P13, Pars P22> Pass Pars P2
in the above formula, which can be solved by 8 equations

formed by four pairs of coordinate points to obtain the
perspective transformation matrix P. By multiplying the
light field multi-view image collected by the camera array
with the perspective transformation matrix P, the light field
image of the same field of view can be obtained. The pro-
posed camera array light field acquisition image correction
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FIGURE 5: (a) Modulation of the cylindrical microlens array screen to the light field and (b) recovery of the target light field.
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FIGURE 7: (a) Modulation of the light field by the holographic directional scattering screen and (b) recovery of the target light field.

When the three-dimensional model of the scene is
known, a virtual camera can be used to render the viewpoint
image of the scene, and then segmentation and

method will reduce the spatial resolution of part of the light
field, and finally the light field data within the range of the

mark point will be retained.
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FIGURE 8: The structure block diagram of the light field three-dimensional acquisition and display system.

FI1GURE 9: Software block diagram of the light field three-dimensional display system.

reorganization are performed to obtain the projected image.
However, the efficiency of selecting this method for three-
dimensional display is low. When the 3D model of the scene
is known, the projection image is usually rendered directly
from the 3D model. We establish a three-dimensional co-
ordinate system with the center of the holographic direc-
tional scattering screen as the origin, and assume that the
array of projectors in the system are arranged in arc rows, the
arc radius is Ry, and the angular interval between adjacent
projectors is 6.

The viewpoint distribution of the observation area is a
circular arc I, with a radius of Ry, and a height of Hy, and
S(x9> ¥9»2,) is any point on the surface of the three-di-
mensional model. The following analyzes the process of
using the model rendering method to obtain the projection
image corresponding to the projector P;(xp, yp,zp) in the
projector array.

As shown in Figure 11, first, the optical center of the
projector and the three-dimensional point S are connected
and extended to the cylindrical surface where the arc [, of
the viewpoint distribution of the observation area is located,
and the intersection point is denoted as v;. The equation of
light P;S can be expressed as

X=X _Y=Do _
Xp, = X0 Yp,~ Yo

Z_ZO
Zp = 2

=kps (17)

Among them, kp is the proportional coefficient. The
cylinder where the arc 1 of the viewpoint distribution is
located can be written as:

x4 yz = R‘Z,. (18)

Through simultaneous formula (17) and formula (18),
the proportional coefficient kp s can be calculated as:
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FIGURE 11: shows the calculation method of the projected image of the system.

kps =

Thus, the three-dimensional coordinates of v; can be
expressed as:

P,s(xp,- - xo) + Xo
P,.s()’P,. - }’0) T Yo
kp,.s(zp
Therefore, it can be known that the coordinate of the
viewpoint V; corresponding to v; is V' (x,,, y,,, H,). It can be

seen from Figure 11 that the three-dimensional point S
observed at the viewpoint.

X=X _ Y=o _
Xy, =X Yy, = Yo

k
k (20)

Xvi
Yy, =
Zv[

- zo) + 2.

z-2z,

=kyg

Z, — 2 VS (21)
Since the holographic directional scattering screen is

parallel to the y =z plane, the normal vector at this time is

7 = (1,0,0), and its surface equation can be written as:

1-(x-0)+0-(y—-0)+0(z-0) =0. (22)

In the same way, through simultaneous formula (21) and
formula (22), the three-dimensional coordinates of S’are
calculated as

‘(xP; _ xo)xo _(yP,- _ )’o))’o ) \j[(xpi - x0)2 +(}’Pi - J’o)z]Rff _(xpi)/o - )’Pixo)z.

(19)
[ (XP,- - x0)2 _(J’Pi - )’0)2 (xPi - x0)2 +()’P,. - )’0)2
Xg' = kvjs(xv = X) + X,
ys = kv s(y, = y0) + ¥or (23)

zg =ky s(z, — 20) + Z0-

Among them, ky = —xy/x, — x,. Then, through the
decoy projection transformation, the two-dimensional
pixels in the projection image corresponding to the three-
dimensional point S are calculated.

We assume that the horizontal and vertical field of view
of the projector is o. Since the projection plane of the
projector is in the yz plane, the image coordinates I (i, v) in
the projector P corresponding to the three-dimensional
point S after transmission projection can be expressed as:

_ oy o\ M Zy N
(u,v) = round<<RP - tan(w/2) * 1> 27 (RP tan (w/2) * 1) 2 )
(24)

In the formula, the round symbol means to take the
closest integer, and M and N are the horizontal and vertical
resolutions of the projected image, respectively. Repeatedly,
by using the transmission projection method to traverse the
entire three-dimensional model, the light field of the model
corresponding to the complete projection image in the
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projector P can be obtained. After that, the same processing
is performed on the entire projector array to generate
projection images corresponding to all the projectors.

When a camera array is used to collect light field data of a
real scene for three-dimensional display, the collected light
field viewpoint image is the viewpoint image in the obser-
vation area. In this case, the viewpoint image needs to be
segmented and reorganized to generate the projected image.

In order to facilitate understanding, the three-dimen-
sional display of the light field of the three projection images
is used as a column for analysis. As shown in Figure 12, since
the holographic directional scattering screen does not
change the angle of the projected light in the horizontal
direction, viewpoints located at different positions in the
observation area on the right side of the screen will see
different projected image content. And each viewpoint
image is composed of different parts in different projection
images. The specific performance is as follows. We assume
that the left, center, and right three projection images are
denoted as A, B, and C respectively, and they are all divided
into three columns of sub-image blocks. When the projected
images A, B, C are projected to the same area of the ho-
lographic directional scattering screen, the viewpoint images
seen by the observer at the left, middle, and right positions of
the observation area will be B, C, and A, B, C, and A, B
respectively, which are composed of three different sub-
image blocks of the projected image.

We assume that the camera array captures N viewpoint
images of the light field of the real scene. Each viewpoint
image is divided equally into columns, and the number of
equally divided columns is N, which is represented by the
symbol V[i,j]. Among them, i is the serial number of the
viewpoint image, and j represents the jth column in the
image i. In the process of generating the projected image, in
order to better explain the method of projected image
generation, all the projected images are regarded as a large
image that is horizontally spliced by N columns of equally
divided projected images, which is represented by the
symbol P[n]. The n in Pw] is the column number in the
projected large image, and satisfies 1 <#n < N'. For example, P
[6] represents the sixth column in the projected large image.
It is concluded through experiments that the corresponding
relationship between the viewpoint image and the projected
large image can be expressed as:

Pn]=V[i,jlin=N(N-i)+(N-1)(j - 1). (25)

This paper proposes a projection correction method
based on solving the homography matrix. The purpose of
projection correction is to correct all projected images to a
designated area of the display screen, and its essence is to
map the projected image plane coordinates to the world
coordinates where the display screen is located. Therefore,

the mapping relationship between the planes can be
achieved through homography mapping. In particular, in
order to improve the efficiency of projection correction, a
camera is used as an auxiliary tool for correction.

The correction method involves three plane coordinate
systems: the projection coordinate system (x,,y,), the
camera coordinate system (x,, y.), and the display screen
coordinate system (x;, y,). The homography matrix from
the projection plane to the camera plane is denoted as H,,
and the homography matrix from the camera plane to the
display plane is denoted as H . The homography trans-
formation matrix for projection correction can be expressed
as:

H = Hpc - Hes - Hpe: (26)

The implementation steps of the projection correction
method are as follows. First, each projector projects a
standard chessboard image on the display screen, uses the
camera to record the deformed chessboard image, uses
feature extraction algorithms to extract the corner coordi-
nates of the recorded chessboard image, and calculates the
homography matrix H .. Then, the coordinates of the corner
points of the deformed chessboard corresponding to each
projector recorded by the camera are mapped to the spec-
ified screen coordinates, and the homography matrix Hes is
calculated. Finally, the homography transformation matrix
H is obtained by formula (26). The flow of the projection
correction algorithm is shown in Figure 13.

4. Evaluation of the Application Effect of the
Combination of Virtual and Reality in the
Film Space Performance

On the basis of the above research on the virtual and real
combination algorithm, this paper analyzes the application
of virtual and real combination technology in film space
performance. This article uses expert evaluation method to
evaluate the effect, and obtains multiple sets of resource data
through the Internet as the research sample of this paper.
First, this paper evaluates the spatial image correction and
projection process of the system proposed in this paper, and
the results are shown in Table 1 and Figure 14 below.

It can be seen from the above research that the virtual-
real combination technology proposed in this paper has
good spatial image correction and projection effects in the
design of film space. Afterwards, the film space performance
effect of this system is evaluated, and the results shown in
Table 2 and Figure 15 below are obtained.

From the above research, it can be seen that the virtual
and real combination technology proposed in this paper
performs well in the design of film space, which verifies that
the method proposed in this paper has a certain effect.
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TaBLE 1: Evaluation data of spatial image correction and projection process.

NO Correction Projection NO Correction Projection
1 86.34 90.16 15 88.53 88.83
2 96.23 91.75 16 88.27 91.82
3 85.23 82.16 17 86.92 86.69
4 90.54 92.98 18 94.11 93.13
5 92.21 85.03 19 95.81 82.41
6 86.28 84.84 20 88.94 83.41
7 96.88 84.94 21 94.76 88.61
8 85.58 86.22 22 91.86 92.24
9 86.59 90.80 23 93.82 93.27
10 88.09 86.05 24 93.66 86.91
11 89.97 90.15 25 92.22 93.34
12 94.56 85.21 26 94.29 86.00
13 95.58 85.17 27 89.77 89.37
14 92.34 93.18 28 90.93 88.84
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TaBLE 2: Evaluation data of film space performance effect.
NO Film space performance NO Film space performance
1 87.26 15 79.09
2 80.33 16 81.85
3 88.97 17 78.20
4 84.82 18 86.68
5 87.63 19 87.25
6 90.08 20 86.43
7 86.13 21 83.42
8 87.53 22 82.73
9 83.78 23 78.38
10 83.50 24 90.60
11 86.78 25 90.59
12 86.21 26 87.35
13 78.31 27 83.24
14 88.49 28 89.61
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5. Conclusion

The perspective effect produced on the film screen is similar
to the principle of the perspective effect produced by
painting. The objective scene in the form of three-dimen-
sional space can produce a perspective effect through the
optical lens of the camera due to the difference of the spatial
position in the actual space. Then, three-dimensional images
of different sizes, shapes, and colors are formed on a flat
photosensitive medium to present images with a sense of
space and depth. In film shooting, the lens replaces the
human eye. As far as perspective is concerned, there is no
essential difference between the perspective of a film picture
and the perspective of a conventional painting, but the
viewing range is limited by the focal length of the lens. From
the perspective law, it can be found that when the human eye
puts the scene into the field of view, it can automatically see
through, thereby judging the actual size and distance of the
object. Based on the combination of virtual and real tech-
nology, this paper conducts research on film space perfor-
mance, explores the detailed application process of film
space expression techniques, and proposes the intelligent
system of this paper to provide a theoretical reference for
subsequent film space performance.
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