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The purpose of this special issue is to track the latest process of mathematical and computational analysis, engineering and applications, and others. It is well known that mathematical and computational analysis as a hot topic will promote the development of society in different fields, such as complex networks, neural networks, evolution computation, and researches of optimization and algorithm. Therefore, it is meaningful to investigate the new theory, mythology, and method for the engineering and applications.

We receive many high-quality submissions that have been included in this special issue. These articles cover theoretical contributions and applications in project delivery method and energy-efficient scheduling. A brief summary of these articles is provided below.

Firstly, we are focused on mathematical and computational analysis of nonlinear dynamic networks. In the article "Passivity Analysis of Complex Delayed Dynamical Networks with Output Coupling" by Y.-F. Kang et al., constructing new Lyapunov functional, some sufficient conditions ensuring the input passivity and output passivity are obtained. H. Zhu and C. Feng studied existence and global uniform asymptotic stability of pseudo almost periodic solutions for CohenGrossberg neural networks with discrete and distributed delays. J.-E. Zhang investigated combination-combination hyperchaos synchronization of complex memristor oscillator system. T. Kerh et al. investigate nonlinear shoreline
multiperiod change from orthophoto map information by using a neural networks model. C. Li et al. extend the three-dimensional SIR model to four-dimensional case and then analyze its dynamical behavior including stability and bifurcation. J.-A. Wang and X.-Y. Wen investigated sampleddata synchronization for complex dynamical networks with time-varying coupling delay and random coupling strengths.

Secondly, we are focused on engineering. The article "Energy-Efficient Scheduling for Tasks with Deadline in Virtualized Environments" by G. Du et al. proposed a novel scheduling algorithm for heterogeneous virtual machines in virtualized environments to effectively reduce energy consumption and finish all tasks before a deadline. They seek to implement an energy-efficient task scheduling algorithm for virtual machines with changeless speed comprising two main steps: assigning as many tasks as possible to virtual machines with lower energy consumption and keeping the makespan of each virtual machine within a deadline. In addition, the new scheduling strategy is simulated using the CloudSim toolkit package. Q. Huang et al. proposed a fractional-order scalar controller and its circuit implementation control for fractional-order Chen chaotic system. X. Wang et al. proposed to fit the multicast need of wireless mesh network based on the MAODV multicast routing protocol of ad hoc network, and a multicast routing protocol DT-MAODV (dynamic topology MAODV) is proposed.
C. Chen et al. proposed the resource allocation problem by the conception of Pareto optimization, a multiobjective optimization approach. C. Ren et al. studied the method of INS auxiliary based on neural network improving the dynamic characteristics of GPS carrier tracking loop. In the article "Computational Experiment Study on Selection Mechanism of Project Delivery Method Based on Complex Factors," X. Ding et al. propose a new project delivery method by using the project owner (or project manager) for organizing design, construction, and other operations in a construction project.

The third section is focused on applications. D. Yang and X. Zhao aimed at studying the evolution pattern of cultivating the ability of university students' entrepreneurship; this paper established the payoff matrix between the university and students agents with the evolutionary economics method. N . Shen et al. studied the influence of grinding conditions on resulting surface residual stresses in grinding titanium alloy TC4. In the article "Interactive High Quality Video Streaming via Coequal Support Video Transcoder," S. Vetrivel and G. Athisha proposed a problem in video transcoding, which is by giving a target bit rate, to determine at spatial resolution. The spatial resolution, chronological resolution, and amplitude classically were proscribed by the quantization step size (QS) to code the video. Y. Li et al. built a model for present earning value of water treatment plants in planning periods, aiming at the influence of water supply radius on present earning value. In consideration of the influence on annual earnings of water treatment plants within planning periods caused by the investment in affiliated pipe network of water treatment plants, this paper adopts the methods of minimal spanning tree and Lagrange's undetermined multiplier to optimize the pipe network within water supply areas of water treatment plants and then determines the head loss of the optimal pipe section and economical pipe diameter.

In summary, all of these papers presented recent developments, with a focus on mathematical and computational analysis, engineering and applications, information processing, modeling, and control using computational intelligence. These papers presented the latest researches in a coherent way. In this editorial, we artificially categorize them into the above to help readers to understand the organization of this special issue. We hope the reader will share our joy and find this special issue very useful.

Tingwen Huang<br>Qinggang Meng<br>Zhichun Yang<br>Chuandong Li<br>He Huang<br>Jianguo Du<br>Wei Zhang

## Research Article

# Identifying Super-Spreader Nodes in Complex Networks 

Yu-Hsiang Fu, ${ }^{1}$ Chung-Yuan Huang, ${ }^{2}$ and Chuen-Tsai Sun ${ }^{1}$<br>${ }^{1}$ Department of Computer Science, National Chiao Tung University, 1001 Ta Hsueh Road, Hsinchu 300, Taiwan<br>${ }^{2}$ Department of Computer Science and Information Engineering, School of Electrical and Computer Engineering, College of Engineering, Chang Gung University, 259 Wen Hwa 1st Road, Taoyuan 333, Taiwan<br>Correspondence should be addressed to Chung-Yuan Huang; gscott@mail.cgu.edu.tw

Received 26 May 2014; Accepted 25 September 2014
Academic Editor: He Huang
Copyright © 2015 Yu-Hsiang Fu et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.


#### Abstract

Identifying the most influential individuals spreading information or infectious diseases can assist or hinder information dissemination, product exposure, and contagious disease detection. Hub nodes, high betweenness nodes, high closeness nodes, and high $k$-shell nodes have been identified as good initial spreaders, but efforts to use node diversity within network structures to measure spreading ability are few. Here we describe a two-step framework that combines global diversity and local features to identify the most influential network nodes. Results from susceptible-infected-recovered epidemic simulations indicate that our proposed method performs well and stably in single initial spreader scenarios associated with various complex network datasets.


## 1. Introduction

Network-spreading studies range from information diffusion via online social media sites, to viral marketing, to epidemic disease identification and control, among many others [1-9]. Key spreader identification strategies are being established and tested to accelerate information dissemination, increase product exposure, detect contagious disease outbreaks, and execute early intervention strategies [10]. Topological structure is a core concept in this identification process [1,2, 1115].

Centrality measures for identifying influential social network nodes are broadly categorized as local or global $[3,7,16]$. Degree centrality (the number of nodes that a focal node is connected to) measures node involvement in a network. However, most network node researchers fail to consider global topological structures. Betweenness (which assesses the degree to which a node lies on the shortest path between two other nodes) and closeness (the inverse sum of the shortest distances from a focal node to all other nodes) are the two most widely used measures for overcoming these limitations. Influence is tied to advantageous network positions,
including high degree, high closeness, and high betweenness. In simple network structures, these advantages tend to vary; in complex networks, significant disjunctures can emerge among position characteristics, so that a spreader's location may be simultaneously advantageous and disadvantageous.

Results from $k$-shell decomposition analyses indicate that network nodes in core layers are capable of spreading throughout much broader areas compared to those in peripheral layers [1, 2]. Although spreading capability differs among nodes, those with similar $k$-shell values are perceived as having equal importance. To rank spreaders, a method called mixed degree decomposition adds otherwise ignored degree nodes to the decomposition process [3, 6, 8, 17]. Still, researchers have tended to overlook the importance of network topology and node diversity, despite their positive correlations with events such as community economic development [18].

We used the concept of entropy to develop a robust and reliable method for measuring the spreading capability of nodes and identifying super-spreader nodes in complex networks. It can be used to analyze numbers of global network topological layers and local neighborhood nodes
affected by specific individual nodes. Our assumption is that $k$-shell decomposition [1,2] can be used for global analysis, with high global diversity/high local centrality nodes capable of penetrating multiple global layers and influencing large numbers of neighbors in local layers of complex networks.

To measure node influence, we propose a two-step framework for acquiring global and local node information within complex networks. Global node information is initially obtained using algorithms (e.g., a community detection algorithm for complex networks [5, 19, 20] or a $k$-shell decomposition algorithm for core/periphery network layers), after which entropy is used to evaluate network node global diversity. Next, local node information is acquired using various types of local centrality. Last, global diversity and local features are combined to determine node influence. In our experiments, spreading ability equaled the total number of recovered nodes over time. We used a susceptible-infective-recovered (SIR) epidemic simulation with various social network datasets [21-25] to compare the spreading capabilities of our proposed measure and social network local/global centralities [2, 26, 27].

## 2. Background

To represent a complex network, let an undirected graph $G=$ $(V, E)$, where $V$ is the network node set and $E$ the edge set. $n=|V|$ indicates the number of network nodes and $m=|E|$ the number of edges. Network structure is represented as an adjacency matrix $A=\left\{a_{i j}\right\}$ and $a_{i j} \in R^{n}$, where $a_{i j}=1$ if a link exists between nodes $i$ and $j$, otherwise $a_{i j}=0$.

Degree (or local) centrality is a simple yet effective method for measuring node influence in a complex network. Let $C_{d}(i)$ denote node $i$ degree centrality. Higher values indicate larger numbers of connections between a node and its neighbors. $\mathrm{NB}_{h}(i)$ denotes the set of node $i$ neighbors at a $h$-hop distance. Node $i$ degree centrality is therefore defined as

$$
\begin{equation*}
C_{d}(i)=\left|\mathrm{NB}_{h}(i)\right|=\sum_{j=1}^{n} a_{i j} \tag{1}
\end{equation*}
$$

where $\left|\mathrm{NB}_{h}(i)\right|$ is the number of node $i$ neighbors at a $h$-hop distance; in most cases, $h=1$ [7].

Betweenness centrality or dependency measures the proportion of shortest paths going through a node in a complex network. $C_{b}(i)$ denotes node $i$ betweenness centrality. Higher values indicate that a complex network node is located along an important communication path. Accordingly, node $i$ betweenness centrality is defined as

$$
\begin{equation*}
C_{b}(i)=\sum_{s \neq t \neq v \in V} \frac{Q_{s t}(i)}{Q_{s t}} \tag{2}
\end{equation*}
$$

where $Q_{s t}(i)$ is the number of shortest paths from node $s$ to node $t$ through node $i$ and $Q_{s t}$ is the total number of shortest paths from node $s$ to node $t[3,7,16]$.

Closeness (or global) centrality measures the average length of the shortest paths from one node to other nodes.

Let $C_{l}(i)$ denote node $i$ closeness centrality. Higher values indicate node location in the center of a complex network, with a shorter average distance from that node to other nodes. Node $i$ closeness centrality is thus defined as

$$
\begin{equation*}
C_{l}(i)=\frac{1}{l_{i}}, \quad l_{i}=\frac{1}{n} \cdot \sum_{j=1}^{n} d_{i j} \tag{3}
\end{equation*}
$$

where $l_{i}$ is the average length of the shortest paths from node $i$ to the other nodes and $d_{i j}$ is the distance from node $i$ to node $j$ [16].
$k$-shell decomposition [1, 2] iteratively assigns $k$-shell layer values to all nodes in a complex network. During the first step, let $k=1$ and remove all nodes where $C_{d}(n)=k=1$. Following removal, some remaining network node degrees may be $k=1$. Nodes are continuously pruned until there are no $k=1$ nodes. All removed nodes are assigned a $k$-shell value of 1 . The next step is similar: let $k=2$, prune nodes, and assign a $k$-shell value of 2 to all removed nodes. Repeat the procedure until all network nodes are removed and assigned $k$-shell indexes. This method reveals the significant features of a complex network-for example, all Internet nodes can be classified as nuclei, peer-connected components, or isolated components [1].

The SIR epidemic model [ $2,26,27$ ] is used in many fields to study the spreading processes of information, rumors, biological diseases, and other phenomena. The model consists of three states: susceptible $(S)$, infective ( $I$ ), and recovered ( $R$ ). $S$ nodes are susceptible to information or diseases, $I$ nodes are capable of infecting neighbors, and $R$ nodes are immune and cannot be reinfected. Initially, almost all network nodes are in the $S$ set, with a small number of infected nodes acting as spreaders. During each time step, $I$ nodes infect their neighbors at a preestablished infection rate, after which they become recovered nodes at a recovery rate of $\gamma$. The total number of nodes in an SIR model is $S(t)+I(t)+R(t)=n$, with $S(t)$ denoting the number of susceptible nodes at time $t, I(t)$ the number of infected nodes at time $t, R(t)$ the number of recovered nodes at time $t$, and $\rho(t)=R(t) / N$ the proportion of immune nodes.

## 3. The Proposed Measure

Our two-step method for obtaining global and local node information in a complex network is illustrated in the following steps. In step 1, global algorithms (e.g., community detection, graph clustering, and $k$-shell decomposition) are used to analyze the global features of nodes, and results are used to compute their global diversity. In step 2, degree centrality is used to measure local node features. Global diversity and local features are then combined to determine the influence of complex network nodes.

In step $1, k$-shell decomposition was used as an example for obtaining global node information in a complex network, with Shannon's entropy [28] used to calculate node $k$-shell values and to determine how many network layers are affected by a node. According to (4), maximum entropy indicates a case in which a node is capable of connecting with all layers of a complex network, and minimum entropy
(0) indicates a case in which all node connections are in the same network layer. The $k$-shell entropy of node $i$, which ensures that its neighbors' $k$-shell values are significantly more diverse, is defined as

$$
\begin{gather*}
E_{i}\left(X_{i}\right)=-\sum_{j=1}^{k s_{\max }} p_{i}\left(x_{j}\right) \cdot \log _{2} p_{i}\left(x_{j}\right)  \tag{4}\\
p_{i}\left(x_{j}\right)=\frac{\left|x_{j}\right|}{\sum_{j=1}^{k s_{\max }} x_{j}}  \tag{5}\\
\widehat{E}_{i}\left(X_{i}\right)=\frac{E_{i}\left(X_{i}\right)}{\log _{2} k s_{\max }} \tag{6}
\end{gather*}
$$

where $X_{i}=\left\{1,2, \ldots, k s_{\max }\right\}$ are the $k$-shell values of the neighbors of node $i, p_{i}\left(x_{j}\right)$ the probability of the $x_{j}$-core layer of neighbors, $\left|x_{j}\right|$ the number of nodes in the $x_{j}$-core layer of the complex network, and $\widehat{E}_{i}\left(X_{i}\right)$ the normalized $k$-core entropy required for the case under consideration.

In step 2, the node's degree centrality is used to analyze the value of local features in the complex network; the degree centralities of neighbors are also considered. High influence values indicate high degree centralities of a node and its neighbors, meaning that the node is capable of reaching the widest possible local range. The local feature of node $i$ is defined as

$$
\begin{equation*}
L_{i}(i)=\log _{2}\left(\sum_{j \in \mathrm{NB}_{h=1}(i)} C_{d}(j)\right) \tag{7}
\end{equation*}
$$

where $C_{d}(j)$ is the degree centrality of neighbor $j$ and $\mathrm{NB}_{h=1}(i)$ is the node $i$ neighbor set at a $h$-hop distance. $L_{i}(i)$ can be extended to become a "neighbor's neighbor" version, meaning that all node $i$ neighbors with a 2 -hop distance are considered.

Finally, $E_{i}$ and $L_{i}$ are combined to denote $I F_{i}$, the final influence of node $i$, defined as

$$
\begin{equation*}
I F_{i}=E_{i} \cdot L_{i} \tag{8}
\end{equation*}
$$

## 4. Results and Discussion

Basic complex network properties and results from a network GCC structure analysis are shown in Table 1. We used three network dataset classifications: scientific collaboration, traditional social, and "other." Measures were degree, betweenness, and closeness centralities; $k$-shell decomposition; neighbor's core (also known as coreness) [29]; PageRank [30]; and our proposed method. Spreading experiment and SIR epidemic model parameters were 1,000 simulations for each dataset, 50 time steps per simulation, and with the top-1 node for each measure serving as the initial spreader. $\beta$ infection rates are shown in Table 1. According to at least one study, a large infection rate makes no difference in terms of spreading measures [2]. To assign a suitable infection rate for each network dataset, rates were determined by comparing the theoretical epidemic threshold $\beta_{\text {thd }}$ with the number used in referenced studies [29]. Recovery rate was always $\gamma=1$,
meaning that every node in set $I$ entered set $R$ immediately after infecting its neighbors.

Experimental results and details are shown in Figure 1 and Table 2. We found that the leading group could be defined as the spreading result of measures that are larger than the maximum result minus an inaccuracy factor of $1 \%$ :

$$
\begin{gather*}
L G=\left\{m \mid p_{m}(t) \geq\left(p_{\max }(t)-\operatorname{err} * p_{\max }(t)\right),\right.  \tag{9}\\
m \in M \text { and err } \in[0,1]\},
\end{gather*}
$$

where $M$ is the set of measures used in the experiment, $p_{\max }(t)$ is the maximum result at time $t$, err is the inaccuracy rate ( 0.01 ), and time step $t=50$.

The number of recovered nodes $\rho(t)$ was used to measure and rank the spreading capability of various measures. The leading group can help determine measure stability for identifying the influence of nodes in different networks. Measures inside the leading group had approximately the same spreading capability. The average rank shown in Table 2 was used to interpret the expected rank in different networks: a measure with a lower average rank was viewed as having better discrimination in terms of identifying good spreaders.

According to the inside leading group number (a measure stability indicator), our proposed method performed well in terms of identifying the most influential network nodes and thus is capable of identifying nodes that serve as good spreaders with global diversity in a complex network. In addition to being within the leading group, the method also had a better ranking compared to other measures within that group. The identified influence spreaders were capable of reaching large numbers of network nodes through their diverse global connections, of affecting network layers, and of exerting a maximum spreading effect. Our results also indicate that the degree centrality of a node and its neighbors can be used to maintain the number of contact nodes in the local layer of a complex network. However, important differences were noted among measures. For example, the closeness measure performed well in the top-1 position of the ca-HepTh and Email-Enron networks (Figure 1, Table 2), but not in the ca-GrQc, jazz_musician, or NetScience networks. Since the characteristic the measure wanted to capture may not have been sufficiently strong in those networks, the most influential spreaders could not be identified.

Although our proposed method underscores the robustness and stability of identifying the most influential nodes, we acknowledge two limitations. First, in cases of global node diversity and lower node degree centrality, the spreading capability of nodes is constrained and dependent on the degree centrality of their neighbors. The influence of a node is limited to the local layer of a complex network when the degree centrality of its neighbors is lower. The spreading range is also limited when a node's connected neighbors are located in the network's peripheral layer. However, the spreading range of nodes may be wide when the node's neighbors are located near the hub and within the core network layers and when information and ideas can still be spread to infect a large number of nodes throughout the network.
Table 1：Properties of the real－world networks used in this project．We considered only the largest connected network components when the original network was disconnected．

| Network type | Network | Description | $N$ | E | 〈c＞ | $k_{\text {max }}$ | 〈k＞ | $k s_{\text {max }}$ | 〈ks〉 | H | $r$ | $\beta_{\text {thd }}$ | $\beta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Collaboration | ca－AstroPh | Coauthorship in astro－ph of arxiv．org． | 17903 | 196972 | 0.63 | 504 | 22.00 | 56 | 13.11 | 2.99 | 0.20 | 0.02 | 0.02 |
|  | ca－CondMat | Coauthorship in cond－mat category． | 21363 | 91286 | 0.64 | 279 | 8.55 | 25 | 5.12 | 2.63 | 0.13 | 0.04 | 0.05 |
|  | ca－GrQc | Coauthorship in gr－qc category． | 4158 | 13422 | 0.56 | 81 | 6.46 | 43 | 4.58 | 2.79 | 0.64 | 0.06 | 0.15 |
|  | ca－HepPh | Coauthorship in hep－ph category． | 11204 | 117619 | 0.62 | 491 | 21.00 | 238 | 15.93 | 6.23 | 0.63 | 0.01 | 0.05 |
|  | ca－HepTh | Coauthorship in hep－th category． | 8638 | 24806 | 0.48 | 65 | 5.74 | 31 | 3.41 | 2.26 | 0.24 | 0.08 | 0.12 |
| Social | Jazz－Musicians | Collaborations among 1920＇s Jazz musicians． | 198 | 2742 | 0.62 | 100 | 27.70 | 29 | 17.27 | 1.40 | 0.02 | 0.03 | 0.04 |
|  | Email－Contacts | Email contacts in the Computer Science Department of the University College， London． | 12625 | 20362 | 0.11 | 576 | 3.23 | 23 | 1.65 | 34.25 | －0．39 | 0.01 | 0.05 |
|  | Email－Enron | Enron email dataset． | 33696 | 180811 | 0.51 | 1383 | 10.73 | 43 | 5.73 | 13.27 | －0．12 | 0.01 | 0.05 |
| Other | CelegansNeural | Neural network of the C．Elegans nematode． | 297 | 2148 | 0.29 | 134 | 14.46 | 10 | 7.98 | 1.80 | －0．16 | 0.04 | 0.06 |
|  | Dolphins | Frequent associations between 62 Dolphins． | 62 | 159 | 0.26 | 12 | 5.13 | 4 | 3.16 | 1.33 | －0．04 | 0.15 | 0.15 |
|  | LesMis | Les miserables network． | 77 | 254 | 0.57 | 36 | 6.60 | 9 | 4.73 | 1.83 | －0．17 | 0.08 | 0.08 |
|  | NetScience | Network science collaborations． | 379 | 914 | 0.74 | 34 | 4.82 | 8 | 3.47 | 1.66 | －0．08 | 0.12 | 0.20 |
|  | PolBlogs | Political blogs． | 1222 | 16714 | 0.32 | 351 | 27.36 | 36 | 14.82 | 2.97 | －0．22 | 0.01 | 0.02 |

[^0]

Figure 1: Spreading dynamic results for different networks. Measurements shown are betweenness (gray), closeness (orange), degree (yellow), $k$-core (blue), proposed method (cyan), neighbor-core (magenta) and PageRank (red).
TABLE 2: Comparison of simulation results from different measures (including our proposed method) in experiments using the real-world networks shown in Table 1

| Network nameGiant connected component (GCC) | $\rho(t)$ and $t=50$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Degree | Betweenness | Closeness | $k$-core | Neighbor-core | PageRank | Proposed |
| ca-AstroPh | $\mathbf{0 . 1 5 2 1}_{3}$ | 0.14995 | $\mathbf{0 . 1 5 2 1}_{3}$ | $0.1205_{7}$ | 0.1522 ${ }_{2}$ | 0.1523 ${ }_{1}$ | $\mathbf{0 . 1 4 8 0}{ }_{6}$ |
| ca-CondMat* | $\mathbf{0 . 0 4 8 6 5}$ | $\mathrm{0.0487}_{4}$ | $0.0480{ }_{6}$ | $0.0278_{7}$ | $0_{0.0520}$ | $0.0488{ }_{3}$ | $0_{0.0527}^{1}$ |
| ca-GrQc* | $0.1471{ }_{2}$ | 0.1178 | $0.1169{ }_{6}$ | $\mathbf{0 . 1 4 5 6}_{4}$ | 0.14771 | $0.0761_{7}$ | 0.14643 |
| ca-HepPh | 0.19531 | $\mathbf{0 . 1 9 4 0}_{7}$ | 0.1952 ${ }_{2}$ | $\mathbf{0 . 1 9 5 1}{ }_{3}$ | $\mathbf{0 . 1 9 5 0} 5$ | $0.1951{ }_{3}$ | 0.19436 |
| ca-HepTh* | $0.1131_{3}$ | $0.1063_{5}$ | $0.136{ }_{1}$ | $0.0658_{7}$ | $0.0690{ }_{6}$ | $0.1119_{4}$ | $0.1359{ }_{2}$ |
| Jazz-Musicians | $0.3037_{5}$ | $\mathbf{0 . 3 0 5 0}_{4}$ | $0.3014{ }_{6}$ | 0.21917 | 0.31491 | $0.3055_{3}$ | $0.3139_{2}$ |
| Email-Contacts* | $0.0487{ }_{6}$ | $\mathbf{0 . 0 5 3 3}_{5}$ | $0.0538{ }_{2}$ | $0.0535{ }_{4}$ | 0.05382 | $0.0136_{7}$ | $0.0541_{1}$ |
| Email-Enron | 0.10115 | 0.10096 | 0.1620 | $0.1618{ }_{4}$ | $0.1620{ }_{1}$ | $0^{0.1003} 7$ | $0.1619{ }_{3}$ |
| CelegansNeural | $\mathrm{O}^{1939}{ }_{3}$ | 0.19195 | $0.1911{ }_{6}$ | $0.0644_{7}$ | $0_{0.1926}^{4}$ | 0.2011 ${ }_{1}$ | $0.1975{ }_{2}$ |
| Dolphins | 0.1107 | $0.0754{ }_{6}$ | $0.0795_{5}$ | $0.0702_{7}$ | $\mathrm{O.1019}_{3}$ | 0.10892 | $\mathrm{0}^{0.0897}{ }_{4}$ |
| LesMis | $0_{0.0885}^{4}$ | $\mathrm{0.0890}_{3}$ | $\mathbf{0 . 0 8 9 3}_{2}$ | $0.0792_{6}$ | $0.0753_{7}$ | 0.0878 | $0.0905_{1}$ |
| NetScience* | $0_{0.07964}^{4}$ | $0.0483_{5}$ | $0.0473{ }_{6}$ | 0.0816 ${ }_{1}$ | $\mathrm{0.0807}_{3}$ | $0.0472_{7}$ | $0.0814_{2}$ |
| PolBlogs* | $0.1340{ }_{3}$ | $0.0990_{5}$ | 0.13394 | $0.0871_{7}$ | $0.1347{ }_{2}$ | 0.09896 | $0.1354_{1}$ |
| Inside leading group number: | 9 | 7 | 9 | 5 | 11 | 7 | 12 |
| Average rank: | 3.4615 | 5.0000 | 3.8461 | 5.4615 | 3.0 | 4.6923 | 2.6153 |

[^1] Subscript: rank of network in the measurement

Second, maximum $k$-shell values are lower and network sizes are considerably smaller in the absence of global diversity in a complex network. As shown in Table 2, nodes with high global diversity in the Dolphins network could not be identified. In that case, the spreading ability of nodes identified by our proposed method decreased to the degree centrality (ignoring the first term), and the influence of nodes was limited to local network layers. In the absence of global diversity, (8) becomes $I F_{i} \approx L_{i}$, which favors local network layers (i.e., degree centrality). The spreading ranges of nodes were also limited to local network layers when nodes were located in peripheral layers or inside local and dense clusters. However, broad spreading ranges were observed for nodes located in the network's core layers [2]. In addition, the $\widehat{E}_{i}\left(X_{i}\right)$ normalized global diversity values produced by our proposed method are similar to the participation coefficients reported by Teitelbaum et al. [31], and the high global diversity values of nodes that we observed are similar to those of connector hubs and kinless hubs, both of which have distinct participation coefficients.

## 5. Conclusion

Our plans are to add considerable detail to our analysis, to introduce a sophisticated method for evaluating spreading ability, and to clarify how the proposed method is affected by network structure. For example, global algorithms such as community detection algorithms can be used to analyze and obtain global information on community network structures and to determine how factors such as position and node role [31] affect the degree to which spreaders distribute information or diseases throughout a complex network. We also plan to study strategies associated with multiple initial spreaders in networks. Since overlapping infected areas for selected spreaders must be minimized [2], a multiple initial spreader scenario may either accelerate or hinder spreading within a complex network.
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#### Abstract

The global asymptotical stability analysis for genetic regulatory networks with time delays is concerned. By using Lyapunov functional theorem, LMIs, and convex combination method, a new delay-dependent stability criterion has been presented in terms of LMIs to guarantee the delayed genetic regulatory networks to be asymptotically stable. The restriction that the derivatives of the time-varying delays are less than one is removed. Our result is applicable to both fast and slow time-varying delays. The stability criterion has less conservative and wider application range. Experimental result has been used to demonstrate the usefulness of the main results and less conservativeness of the proposed method.


## 1. Introduction

Genetic regulatory networks (GRNs) play a key role in systems biology as they explain the interactions between genes (mRNA) and proteins. In a biological cell, genes may be expressed constantly (i.e., constitutive gene expression) or expressed based on molecular signals (i.e., regulated gene expression) [1-3]. The central dogma of molecular biology states that gene expression consists of two main processes, namely, transcription and translation for prokaryotes, and with the additional step of ribonucleic acid (RNA) splicing for eukaryotes. In the transcriptional process, messenger RNAs (mRNAs) are synthesized from genes by the regulations of transcript factors, which are proteins. In the translational process, the sequence of nucleotides in the mRNA is used in the synthesis of a protein. A genetic regulatory network (GRN) is a nonlinear dynamical system which describes the highly complex interactions between mRNAs and proteinstwo main genetic products produced in the transcriptional and translational processes. Nowadays, in systems biology, one of the main challenges is to understand the genetic regulatory networks, for example, how biological activities
are governed by the connectivity of genes and proteins. The study of the nature and functions of GRN has already aroused the interest of many researchers.

Since 1960s, many notable researchers have proposed various kinds of mathematical models to describe GRN. So far, during the past few years, there are two basic models for genetic network models: the Boolean model and the differential equation model [2, 3]. In Boolean models, the expression of each gene in the network is assumed to be either ON or OFF, no "intermediate" activity levels are ever taken into consideration, and the state of a gene is determined by a Boolean function of the states of other related genes. The differential equation model describes the rates of change of the concentrations of gene products, such as mRNAs and proteins, as continuous values. The differential equation model is often preferred over the Boolean model because its accuracy is more secured. In practical biological model, gene expression rates are usually continuous variables rather than ideal ON-OFF switches. Several typical genetic regulatory networks have been modelled and studied experimentally and/or theoretically; see [4-6] for some recent results.

On the other hand, time delays which usually exist in transcription, translation, diffusion, and translocation processes especially in a eukaryotic cell are one of the key factors affecting the dynamics of genetic regulatory network. The delays could be time invariant or time variant. The study of stability is essential for designing or controlling genetic regulatory networks. Up to now, there are already some sufficient conditions that have been proposed to guarantee the asymptotic or robust stability for genetic regulatory networks [7-20].

Motivated by the above discussions, we aim to analyze the stability of genetic regulatory networks with SUM logic in the forms of differential equations. Besides the basic case, we will make contributions on the issues of asymptotical stability for genetic networks with time-varying delays. By choosing an appropriate new Lyapunov functional and employing convex combination method, new delay-derivative-dependent stability criterion is derived based on the consideration of ranges for the time-varying delays. The obtained criterion is given in terms of linear matrix inequalities (LMIs) and is applicable to both fast and slow time-varying delays. Finally, one numerical example is given to demonstrate the effectiveness and the merit of the proposed method.

## 2. Problem Description and Preliminaries

In $[8,9]$, the following differential equations have been used to describe GRNs containing $n$ mRNAs and $n$ proteins:

$$
\begin{align*}
\dot{m}(t) & =-A m(t)+W g(p(t-\sigma(t)))+U,  \tag{1}\\
\dot{p}(t) & =-C p(t)+\operatorname{Dm}(t-\tau(t)),
\end{align*}
$$

where $m(t)=\left[m_{1}(t), m_{2}(t), \ldots, m_{n}(t)\right]^{T}, p(t)=\left[p_{1}(t), p_{2}(t)\right.$, $\left.\ldots, p_{n}(t)\right]^{T}$, and $\dot{p}(t)$ are the concentrations of mRNA and protein of the $i$ th node at time $t$, respectively; $A=\operatorname{diag}\left\{a_{1}\right.$, $\left.a_{2}, \ldots, a_{n}\right\}$ and $C=\operatorname{diag}\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}$ denote the degradation or dilution rates of mRNAs and proteins; $D=\operatorname{diag}\left\{d_{1}\right.$, $\left.d_{2}, \ldots, d_{n}\right\}$ and $W=\left(w_{i j}\right) \in \mathbb{R}^{n \times n}$ are the coupling matrices, and $W$ is defined as follows:

$$
\begin{align*}
& w_{i j} \\
& = \begin{cases}\bar{w}_{i j} & \text { if transcription factor } j \text { is an activator of gene } i, \\
0 & \text { if there is no link from node } j \text { to } i, \\
-\underline{w}_{i j} & \text { if transcription factor } j \text { is a repressor of gene } i .\end{cases} \tag{2}
\end{align*}
$$

Furthermore, nonlinear function $g(\cdot) \in \mathbb{R}^{n}$ represents the feedback regulation of the protein on the transcription, which is the monotonic function in Hill form, $g_{j}(x)=x^{H_{j}} /\left(1+x^{H_{j}}\right)$, $H$ is the Hill coefficient, and $\tau(t)$ and $\sigma(t)$ are the time-varying delays satisfying $0 \leq \tau(t) \leq \tau, 0 \leq \sigma(t) \leq \sigma$, respectively; $U=\left[u_{1}, u_{2}, \ldots, u_{n}\right]^{T}$, where $u_{i}=\sum_{j \in u_{i}} \bar{w}_{i j}$ and $u_{i}$ is the set of all $j$ nodes which are repressors of gene $i$.

In the following, we will always shift an intended equilibrium point $\left(m^{*}, p^{*}\right)$ of the system (1) to the origin by letting
$x(t)=m(t)-m^{*}, y(t)=p(t)-p^{*}$. Hence, system (1) can be transformed into the following form:

$$
\begin{align*}
& \dot{x}(t)=-A x(t)+W f(y(t-\sigma(t))),  \tag{3}\\
& \dot{y}(t)=-C y(t)+D x(t-\tau(t)),
\end{align*}
$$

where $f(y(t))=g\left(y(t)+p^{*}\right)-g\left(p^{*}\right)$. Since $g_{i}$ is a monotonically increasing function with saturation, it satisfies, for all, $x, y \in \mathbb{R}$ with $x \neq y$ and $0 \leq\left(g_{i}(x)-g_{i}(y)\right) /(x-y) \leq k_{i}$. From the relationship of $f(\cdot)$ and $g(\cdot)$, we know that $f(\cdot)$ satisfies the sector condition

$$
\begin{equation*}
0 \leq \frac{f_{i}(x)}{x} \leq k_{i} \tag{4}
\end{equation*}
$$

Lemma 1 (Schur complement). Given constant symmetric matrices $\sum_{1}, \sum_{2}$, and $\Sigma_{3}$, where $\sum_{1}=\sum_{1}^{T}$ and $0<\sum_{2}=\sum_{2}^{T}$, then $\sum_{1}+\sum_{3}^{T} \sum_{2}^{-1} \sum_{3}<0$ if and only if

$$
\left[\begin{array}{cc}
\sum_{1} & \sum_{3}^{T}  \tag{5}\\
\sum_{3} & -\sum_{2}
\end{array}\right]<0, \quad \text { or } \quad\left[\begin{array}{cc}
-\sum_{2} & \sum_{3} \\
\sum_{3}^{T} & \sum_{1}
\end{array}\right]<0
$$

## 3. Main Result

Theorem 2. For given scalars $0<\tau, 0<\sigma, \mu$, and $d$, system (1) is asymptotically stable, if there exist matrices $P_{k}=P_{k}^{T} \geq 0$, $k=1,2, Q_{r}=Q_{r}^{T} \geq 0, r=1,2, Z_{j}=Z_{j}^{T}>0, j=1,2$, $R_{i}=R_{i}^{T} \geq 0, i=1,2,3, \Lambda=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\} \geq 0, T_{j}=$ $\operatorname{diag}\left\{t_{1 j}, t_{2 j}, \ldots, t_{n j}\right\} \geq 0, j=1,2, N_{i}, M_{i}, S_{i}, U_{i}, i=1,2, \ldots, 8$, such that the following LMIs (6) hold:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\Upsilon & \tau M & \sigma S \\
* & -\tau Z_{1} & 0 \\
* & * & -\sigma Z_{2}
\end{array}\right]<0,} \\
& {\left[\begin{array}{ccc}
\Upsilon & \tau M & \sigma U \\
* & -\tau Z_{1} & 0 \\
* & * & -\sigma Z_{2}
\end{array}\right]<0,}  \tag{6}\\
& {\left[\begin{array}{ccc}
\Upsilon & \tau N & \sigma S \\
* & -\tau Z_{1} & 0 \\
* & * & -\sigma Z_{2}
\end{array}\right]<0,} \\
& {\left[\begin{array}{ccc}
\Upsilon & \tau N & \sigma U \\
* & -\tau Z_{1} & 0 \\
* & * & -\sigma Z_{2}
\end{array}\right]<0,}
\end{align*}
$$

with

Proof. The Lyapunov functional of system (1) is defined by
$V(t)=V_{1}(t)+V_{2}(t)+V_{3}(t)+V_{4}(t)$,

$$
V_{1}(t)=x^{T}(t) P_{1} x(t)+y^{T}(t) P_{2} y(t)+2 \sum_{i=1}^{n} \lambda_{i} \int_{0}^{y_{i}} f_{i}(s) d s
$$

$$
V_{2}(t)=\int_{t-\tau}^{t} x^{T}(s) Q_{1} x(s) d s+\int_{t-\sigma}^{t} y^{T}(s) R_{1} y(s) d s
$$

$$
V_{3}(t)=\int_{t-\tau(t)}^{t} x^{T}(s) Q_{2} x(s) d s
$$

$$
+\int_{t-\sigma(t)}^{t}\left[y^{T}(s) R_{2} y(s)+f^{T}(y(s)) R_{3} f(y(s))\right] d s
$$

$$
V_{4}(t)=\int_{-\tau}^{0} \int_{t+\theta}^{t} \dot{x}^{T}(s) Z_{1} \dot{x}(s) d s d \theta
$$

$$
\begin{equation*}
+\int_{-\sigma}^{0} \int_{t+\theta}^{t} \dot{y}^{T}(s) Z_{2} \dot{y}(s) d s d \theta \tag{8}
\end{equation*}
$$

$$
\begin{align*}
& \Upsilon=\left[\begin{array}{cccccccc}
\Upsilon_{11} & \Upsilon_{12} & \Upsilon_{13} & S_{1}+M_{4} & \Upsilon_{15} & -U_{1}+M_{6} & M_{7} & P_{1} W+M_{8} \\
* & \Upsilon_{22} & \Upsilon_{23} & \Upsilon_{24} & \Upsilon_{25} & \Upsilon_{26} & \Upsilon_{27} & -M_{8}+N_{8} \\
* & * & \Upsilon_{33} & S_{3}-N_{4} & \Upsilon_{35} & -U_{3}-N_{6} & -N_{7} & -N_{8} \\
* & * & * & \Upsilon_{44} & \Upsilon_{45} & -U_{4}+S_{6} & \Upsilon_{47} & S_{8} \\
* & * & * & * & \Upsilon_{55} & \Upsilon_{56} & \Upsilon_{57} & \Upsilon_{58} \\
* & * & * & * & * & \Upsilon_{66} & -U_{7} & -U_{8} \\
* & * & * & * & * & * & \Upsilon_{77} & 0 \\
* & * & * & * & * & * & * & \Upsilon_{88}
\end{array}\right]<0, \\
& \Upsilon_{11}=-P_{1} A-A^{T} P_{1}+Q_{1}+Q_{2}+2 M_{1}, \\
& \Upsilon_{12}=N_{1}-M_{1}+M_{2}, \quad \Upsilon_{13}=-N_{1}+M_{3}, \\
& Y_{15}=U_{1}+M_{5}, \\
& \Upsilon_{22}=-(1-\mu) Q_{2}+N_{2}+N_{2}^{T}-M_{2}-M_{2}^{T}, \\
& \Upsilon_{23}=-N_{2}+N_{3}-M_{3}, \quad \Upsilon_{24}=S_{2}+P_{2} D-M_{4}, \\
& \Upsilon_{25}=U_{2}-S_{2}-M_{5}+N_{5}, \quad \Upsilon_{26}=U_{2}-M_{6}+N_{6}, \\
& \Upsilon_{27}=-M_{7}+\Lambda D+N_{7}, \quad \Upsilon_{35}=U_{3}-S_{3}-N_{5}, \\
& \Upsilon_{33}=-Q_{1}-M_{3}-M_{3}^{T}, \\
& \Upsilon_{44}=-P_{1} C-C^{T} P_{1}+R_{1}+R_{2}, \quad \Upsilon_{45}=U_{4}-S_{4}+S_{5}, \\
& \Upsilon_{47}=K T_{1}-\Lambda C+S_{7}, \\
& \Upsilon_{55}=-(1-d) R_{2}+U_{5}+U_{5}^{T}-S_{5}-S_{5}^{T}, \\
& \Upsilon_{56}=-U_{5}+U_{6}-S_{6}-N_{6}, \\
& \Upsilon_{57}=U_{7}-S_{7}-N_{7}, \quad \Upsilon_{77}=R_{3}-2 T_{1}, \\
& \Upsilon_{58}=K T_{2}+U_{8}-S_{8}, \\
& \Upsilon_{66}=R_{1}-U_{6}-U_{6}^{T}, \quad \Upsilon_{88}=-(1-d) R_{3}-2 T_{2} . \tag{7}
\end{align*}
$$

Calculating the derivative of $V(t)$ along the solutions of system (1), one can get

$$
\begin{align*}
& \dot{V}_{1}(t)=2 x^{T}(t) P_{1}[-A x(t)+W f(y(t-\sigma(t)))] \\
& +2 y^{T}(t) P_{2}[-C y(t)+D x(t-\tau(t))]  \tag{9}\\
& +2 f^{T}(y(t)) \Lambda[-C y(t)+D x(t-\tau(t))], \\
& \dot{V}_{2}(t)=x^{T}(t) Q_{1} x(t)-x^{T}(t-\tau) Q_{1} x(t-\tau) \\
& +y^{T}(t) R_{1} y(t)-y^{T}(t-\sigma) R_{1} y(t-\sigma),  \tag{10}\\
& \dot{V}_{3}(t)=x^{T}(t) Q_{2} x(t)-(1-\mu) x^{T}(t-\tau(t)) \\
& \times Q_{2} x(t-\tau(t))+y^{T}(t) R_{2} y(t) \\
& -(1-d) y^{T}(t-\sigma(t)) R_{2} y(t-\sigma(t))  \tag{11}\\
& +f^{T}(y(t)) R_{3} f(y(t)) \\
& -(1-d) f^{T}(y(t-\sigma(t))) R_{3} f(y(t-\sigma(t))), \\
& \dot{V}_{4}(t)=\dot{x}^{T}(t) \tau Z_{1} \dot{x}(t)-\int_{t-\tau}^{t} \dot{x}^{T}(s) Z_{1} \dot{x}(s) d s \\
& +\dot{y}^{T}(t) \sigma Z_{2} \dot{y}(t)-\int_{t-\sigma}^{t} \dot{y}^{T}(s) Z_{2} \dot{y}(s) d s \\
& =\dot{x}^{T}(t) h_{2} Z_{1} \dot{x}(t)-\int_{t-\tau}^{t-\tau(t)} \dot{x}^{T}(s) Z_{1} \dot{x}(s) d s \\
& -\int_{t-\tau(t)}^{t} \dot{x}^{T}(s) Z_{1} \dot{x}(s) d s  \tag{12}\\
& +\dot{y}^{T}(t) \sigma Z_{3} \dot{y}(t)-\int_{t-\sigma}^{t-\sigma(t)} \dot{y}^{T}(s) Z_{2} \dot{y}(s) d s \\
& -\int_{t-\sigma(t)}^{t} \dot{y}^{T}(s) Z_{2} \dot{y}(s) d s .
\end{align*}
$$

From the Leibniz-Newton formula, the following equations are true for any matrices $N_{i}, M_{i}, U_{i}, S_{i}, i=1,2, \ldots, 8$ with appropriate dimensions:

$$
\begin{equation*}
0=2 \xi(t)^{T} N\left[x(t-\tau(t))-x\left(t-\tau_{2}\right)-\int_{t-\tau}^{t-\tau(t)} \dot{x}(s) d s\right] \tag{13}
\end{equation*}
$$

$$
\begin{align*}
& 0=2 \xi(t)^{T} M\left[x(t)-x(t-\tau(t))-\int_{t-\tau(t)}^{t} \dot{x}(s) d s\right],  \tag{14}\\
& 0=2 \xi(t)^{T} U\left[y(t-\sigma(t))-y\left(t-\sigma_{2}\right)-\int_{t-\sigma}^{t-\sigma(t)} \dot{y}(s) d s\right] \tag{15}
\end{align*}
$$

$$
\begin{equation*}
0=2 \xi(t)^{T} S\left[y(t)-y(t-\sigma(t))-\int_{t-\sigma(t)}^{t} \dot{y}(s) d s\right] \tag{16}
\end{equation*}
$$

with $\xi(t)=\left[\begin{array}{ll}\xi_{1}^{T}(t) & \xi_{2}^{T}(t)\end{array}\right]^{T}$,

$$
\begin{align*}
& \xi_{2}^{T}(t) \\
& =\left[\begin{array}{lllll}
y^{T}(t) & y^{T}(t-\sigma(t)) & y^{T}(t-\sigma) & f^{T}(y(t)) & f^{T}(y(t-\sigma(t)))
\end{array}\right]^{T} . \tag{17}
\end{align*}
$$

In addition, from (4), we have $f_{i}\left(y_{i}(t)\right) \cdot\left[f_{i}\left(y_{i}(t)\right)-\right.$ $\left.k_{i} y_{i}(t)\right] \leq 0, i=1,2, \ldots, n$ and $f_{i}\left(y_{i}(t-\sigma(t))\right) \cdot\left[f_{i}\left(y_{i}(t-\right.\right.$ $\left.\sigma(t)))-k_{i} y_{i}(t-\sigma(t))\right] \leq 0, i=1,2, \ldots, n$. Thus, for any $T_{j}=\operatorname{diag}\left\{t_{1 j}, t_{2 j}, \ldots, t_{n j}\right\} \geq 0, j=1,2$, it follows that

$$
\begin{align*}
0 \leq & -2 \sum_{i=1}^{n} t_{i 1} f_{i}\left(y_{i}(t)\right)\left[f_{i}\left(y_{i}(t)\right)-k_{i} y_{i}(t)\right] \\
& -2 \sum_{i=1}^{n} t_{i 2} f_{i}\left(y_{i}(t-\sigma(t))\right) \\
& \times\left[f_{i}\left(y_{i}(t-\sigma(t))\right)-k_{i} y_{i}(t-\sigma(t))\right]  \tag{18}\\
= & -2 f^{T}(y(t)) T_{1} f(y(t))+2 y^{T}(t) K T_{1} f(y(t)) \\
& -2 f^{T}(y(t-\sigma(t))) T_{2} f(y(t-\sigma(t))) \\
& +2 y^{T}(t-\sigma(t)) K T_{2} f(y(t-\sigma(t)))
\end{align*}
$$

Combining (9)-(18), it follows that
$\dot{V}(t)$

$$
\begin{align*}
\leq & \xi^{T}(t) \Upsilon \xi(t)-2 \xi^{T}(t) N \int_{t-\tau}^{t-\tau(t)} \dot{x}(s) d s \\
& -2 \xi^{T}(t) M \int_{t-\tau(t)}^{t} \dot{x}(s) d s-2 \xi^{T}(t) U \int_{t-\sigma}^{t-\sigma(t)} \dot{y}(s) d s \\
& -2 \xi^{T}(t) S \int_{t-\sigma(t)}^{t} \dot{y}(s) d s-\int_{t-\tau}^{t-\tau(t)} \dot{x}^{T}(s) Z_{1} \dot{x}(s) d s \\
& -\int_{t-\tau(t)}^{t} \dot{x}^{T}(s) Z_{1} \dot{x}(s) d s-\int_{t-\sigma}^{t-\sigma(t)} \dot{y}^{T}(s) Z_{2} \dot{y}(s) d s \\
& -\int_{t-\sigma(t)}^{t} \dot{y}^{T}(s) Z_{2} \dot{y}(s) d s \\
= & \xi^{T}(t) \Upsilon \xi(t) \\
& +2 \xi^{T}(t)\left[(\tau-\tau(t)) N Z_{1}^{-1} N^{T}+\tau(t) M Z_{1}^{-1} M^{T}\right. \\
& \left.+(\sigma-\sigma(t)) U Z_{2}^{-1} U^{T}+\sigma(t) S Z_{2}^{-1} S^{T}\right] \xi(t) \\
& -\int_{t-\tau}^{t-\tau(t)}\left[\xi^{T}(t) N+\dot{x}^{T}(s) Z_{1}\right] Z_{1}^{-1}\left[N^{T} \xi(t)+Z_{1} \dot{x}(s)\right] d s \\
& -\int_{t-\tau(t)}^{t}\left[\xi^{T}(t) M+\dot{x}^{T}(s) Z_{1}\right] Z_{1}^{-1}\left[M^{T} \xi(t)+Z_{1} \dot{x}(s)\right] d s \\
& -\int_{t-\sigma}^{t-\sigma(t)}\left[\xi^{T}(t) U+\dot{y}^{T}(s) Z_{2}\right] Z_{2}^{-1}\left[U^{T} \xi(t)+Z_{2} \dot{y}(s)\right] d s \\
& -\int_{t-\sigma(t)}^{t}\left[\xi(t) S+\dot{y}(s) Z_{2}\right] Z_{2}^{-1}\left[S^{T} \xi(t)+Z_{2} \dot{y}(s)\right] d s \\
\leq & \xi^{T}(t) \Upsilon(\tau(t), \sigma(t)) \xi(t), \tag{19}
\end{align*}
$$

where $\Upsilon(\tau(t), \sigma(t))=\Upsilon+\Upsilon_{1}(\tau(t))+\Upsilon_{2}(\sigma(t))$ and

$$
\begin{align*}
& \Upsilon_{1}(\tau(t))=(\tau-\tau(t)) N Z_{1}^{-1} N^{T}+\tau(t) M Z_{1}^{-1} M^{T}  \tag{20}\\
& \Upsilon_{2}(\sigma(t))=(\sigma-\sigma(t)) U Z_{2}^{-1} U^{T}+\sigma(t) S Z_{2}^{-1} S^{T}
\end{align*}
$$

Thus, when $\Upsilon(\tau(t), \delta(t))<0$, we have

$$
\begin{equation*}
\dot{V}(t) \leq \xi^{T}(t) \Upsilon(\tau(t), \sigma(t)) \xi(t)<0 \tag{21}
\end{equation*}
$$

It follows from Lyapunov-Krasovskii stability theorem that system (1) with time-varying delays is asymptotically stable.

Notice that $\Upsilon_{1}(\tau(t))$ is a convex combination of matrices $N Z_{1}^{-1} N^{T}$ and $M Z_{1}^{-1} M^{T}$ on $\tau(t)$ satisfying $0 \leq \tau_{1}<\tau(t)<$ $\tau_{2}$, and $\Upsilon_{2}(\sigma(t))$ is a convex combination of matrices $U Z_{2}^{-1} U^{T}$ and $S Z_{2}^{-1} S^{T}$ on $\sigma(t)$ satisfying $0 \leq \sigma_{1}<\sigma(t)<\sigma_{2}$. Then $\Upsilon(\tau(t), \delta(t))<0$ only if

$$
\begin{align*}
& \Upsilon(\tau, \sigma)=\Upsilon+\tau M Z_{1}^{-1} M^{T}+\sigma S Z_{2}^{-1} S^{T}<0, \\
& \Upsilon(\tau, 0)=\Upsilon+\tau M Z_{1}^{-1} M^{T}+\sigma U Z_{2}^{-1} U^{T}<0, \\
& \Upsilon(0, \sigma)=\Upsilon+\tau N Z_{1}^{-1} N^{T}+\sigma S Z_{2}^{-1} S^{T}<0,  \tag{22}\\
& \Upsilon(0,0)=\Upsilon+\tau N Z_{1}^{-1} N^{T}+\sigma U Z_{2}^{-1} U^{T}<0 .
\end{align*}
$$

Applying Lemmal (Schur complement) to the four inequalities above, we arrive at LMI (6).

Remark 3. In [7, 13], additional information regarding the derivatives of the time-varying delays is needed; that is $\dot{\tau}_{1}(t) \leq$ $d_{1}<1, \dot{\tau}_{2}(t) \leq d_{2}<1$. From Theorem 2, one can see that the restrictions are removed. In this case, the results in [13] may produce conservative results. Our result is applicable to both fast and slow time-varying delays.

## 4. Numerical Example

Example 1. Consider the following genetic regulatory networks with time-varying delays, borrowed from [8, 9]:

$$
\begin{align*}
\dot{m}(t) & =-A m(t)+W g(p(t-\sigma(t)))+u, \\
\dot{p}(t) & =-C p(t)+D m(t-\tau(t)), \tag{23}
\end{align*}
$$

in which

$$
\begin{gather*}
A=\operatorname{diag}\{3,3,3\}, \quad C=\operatorname{diag}\{2.5,2.5,2.5\}, \\
D=\operatorname{diag}\{0.8,0.8,0.8\}, \\
W=\left[\begin{array}{ccc}
0 & 0 & -2.5 \\
-2.5 & 0 & 0 \\
0 & -2.5 & 0
\end{array}\right], \quad \tau=12.53,  \tag{24}\\
\sigma=5.61, \quad \mu=1.1, \quad d=0.8 .
\end{gather*}
$$

Using LMI Control Toolbox, by our Theorem 2, we can find that system (1) described by Example 1 is asymptotically
stable. Limited to the length of the paper, we only show a part of the feasible solution here:

$$
\begin{align*}
& P_{1}=\left[\begin{array}{lll}
1.3083 & 0.0011 & 0.0011 \\
0.0011 & 1.3083 & 0.0011 \\
0.0011 & 0.0011 & 1.3083
\end{array}\right], \\
& P_{2}=\left[\begin{array}{ccc}
0.7230 & -0.0006 & -0.0006 \\
-0.0006 & 0.7230 & -0.0006 \\
-0.0006 & -0.0006 & 0.7230
\end{array}\right] . \tag{25}
\end{align*}
$$

It should be pointed out that Theorem 1 in [8] and Corollary 3.2 in [9] are not feasible when employing the LMI Toolbox, but using Theorem 2 in this paper, we can find that system (1) is asymptotically stable. Therefore, our method is less conservative than that in $[8,9]$.

## 5. Conclusions

This paper presents some new results of stability analysis for genetic regulatory networks with time-varying delays. An appropriate Lyapunov functional is proposed to investigate the delay-derivative-dependent stability problem. The present results improve the existing ones due to a method to estimate the upper bound of the derivative of Lyapunov functional without ignoring some useful terms and the introduction of convex combination method into the proposed Lyapunov functional, which takes into account the relationship between the time-varying delays and their lower and upper bounds. The supplementary requirements that the time derivatives of time-varying delays must be less than one are removed. As a result, the new stability criterion in terms of LMIs is applicable to both fast and slow time-varying delays. One numerical example shows that the proposed criterion is an improvement over some existing results in the literature. In the future, our work will include the problems of filter design and state estimation for genetic networks.
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#### Abstract

The flocking control of multiagent system is a new type of decentralized control method, which has aroused great attention. The paper includes a detailed research in terms of distance constrained based adaptive flocking control for multiagent system with time delay. Firstly, the program on the adaptive flocking with time delay of multiagent is proposed. Secondly, a kind of adaptive controllers and updating laws are presented. According to the Lyapunov stability theory, it is proved that the distance between agents can be larger than a constant during the motion evolution. What is more, velocities of each agent come to the same asymptotically. Finally, the analytical results can be verified by a numerical example.


## 1. Introduction

In recent years, the research on the flocking behavior of multiagent system has attracted great attention. For a series of agents which can apply some simple rules and limited information of neighbors to organize into a coordinated state is called flocking phenomenon. There exist many forms of flocking behavior in nature, for example, flocking of birds, swarming of bacteria, and so on $[1,2]$. With the development of technology and the importance of real application, the study of the flocking behaviors of multiagent system has caused attention from a lot of different backgrounds, for example, biology, computer science, physics, and so on [3-8].

There are a plenty of existing works contributing to the flocking problems. Three heuristic rules leading to emergence of the first computer animation of flocking were first reported by Reynolds in 1987 [5]. The essential flocking rules depict how a personal agent maneuvers based on the local flock mates' positions as well as velocities. Vicsek et al. designed a simple flocking model of multiagents which can all move with the same speed but with different directions in the plane. The Vicsek model is a special version of a pattern introduced previously by Reynolds [6]. Jadbabaie et al. put forward the rigorous proof of the convergence for Vicsek model [7]. There
are many generalized species of this model, such as a leader follower strategy which means one agent acts as a group leader and the other agents would just follow the leader and keep the cohesion/separation/alignment rules. Recently, various desired state flocking motions are deduced in most cases [9-13]. Zavlanos et al., especially, proposed connectivity preserving controllers, by designing novel interagent potentials, to realize the flocking of multiagent system under the initial connectivity assumption [12, 13].

The time delays of systems are a very common phenomenon in real life. Many factors, for example, finite signal transmission speeds and memory effects, can cause time delay in spreading and communication. Therefore, it should be considered to design the control scheme for multiagent system with time delay. The effect of exchange delays for consensus problems and formation problems has been discussed [14-19]. According to the matrix theory and the frequency analysis, Su et al. obtained the desired moving model with a delay-dependent formation control algorithm [20]. Yang et al. studied the virtual potential approach for stabilising a group of agents at a desired formation [21]. Adaptive control is a kind of very important method in the control of complex nonlinear systems [22-24]. A good adaptive control can adapt to the changes in a large range of parameters of controlled
system. It can not only maintain stable operation of the system but also keep the optimal in degree. The literatures focus on flocking with collision avoidance. However, the distance between multiagents is required to be larger than a constant $r$ in reality. For example, bird to incite wings must have their own space. Robot teams and UAV (unmanned air vehicles) in the formation movement in order to avoid a collision must consider their size. So, in the flocking control, it is not enough only to require the distance between them to be greater than zero. Motivated by this fact and on the basis of the abovementioned works, distance constrained based adaptive flocking control for multiagent system with time delay is presented in this paper. The innovation of this paper is mainly in the following aspects: the adaptive controller being designed to achieve the adaptive flocking of multiagents with time delays and keeping the distance between multiagents to be larger than a constant $r$. The stability of the adaptive flocking of the multiagent system with time delays is analyzed theoretically. A sufficient condition is given for the stability of the adaptive control system.

The rest of the paper was structured from the following aspects. In Section 2, the multiagent flocking problem and some preliminaries used throughout this paper are introduced. In Section 3, a controller is designed based on adaptive flocking control laws. In Section 4, the main theory results that velocities of each agent come to the same asymptotically and the distance between agents required to be larger than a constant $r$ are proved. In Section 5, a simulation case is also presented to verify the effectiveness of our theoretical results. In Section 6, the full text content is summarized and the further research in the aspects of adaptive flocking of multiagent networks is investigated.

## 2. Preliminaries

A set of $N(N \geq 2)$ agents moving in an $n$-dimensional Euclidean space are considered. The dynamics of each agent is characterized by the following dynamic system (see [25]):

$$
\begin{gather*}
\dot{x}_{i}(t)=v_{i}(t) \\
\dot{v}_{i}(t)=f\left(v_{i}(t)\right)+u_{i}(t), \quad i=1,2, \ldots, N \tag{1}
\end{gather*}
$$

where $x_{i}(t) \in R_{2}^{n}$ and $v_{i}(t) \in R_{2}^{n}$ are the position vector and the velocity of agent $i$, independently, $f\left(v_{i}(t)\right)$ is a nonlinear vector-valued continuous function which describes the intrinsic dynamics of agent $i$, and $u_{i}(t) \in R_{2}^{n}$ is the control input acting on agent $i$. Especially, the virtual leader for multiagent system (1) is a special agent described by

$$
\begin{equation*}
\dot{x}_{l}(t)=v_{l}(t), \quad \dot{v}_{l}(t)=f\left(v_{l}(t)\right), \tag{2}
\end{equation*}
$$

where $x_{l}(t) \in R_{2}^{n}$ and $v_{l}(t) \in R_{2}^{n}$ are the position and velocity vector of the virtual leader, respectively. In this paper, an assumption has been made that all agents can get the information of the virtual leader. The information switching between multiagents with the leader exhibits time delays.

Define error vector

$$
\begin{equation*}
e_{i}=v_{i}-v_{l}, \quad i=1,2, \ldots, N . \tag{3}
\end{equation*}
$$

Based on the definition of $e_{i}$, we have the following equations:

$$
\begin{gather*}
v_{j}(t-\tau)-v_{l}(t-\tau)=e_{j}(t-\tau) \quad i, j=1,2, \ldots, N,  \tag{4}\\
e_{i}-e_{j}=\left(v_{i}-v_{l}\right)-\left(v_{j}-v_{l}\right)=v_{i}-v_{j} \quad i, j=1,2, \ldots, N . \tag{5}
\end{gather*}
$$

Assumption 1. Assume that there exists a nonnegative constant $\alpha$ satisfying

$$
\begin{equation*}
\left\|f\left(v_{i}\right)-f\left(v_{l}\right)\right\|_{2} \leq \alpha\left\|e_{i}\right\|_{2}, \quad i=1,2, \ldots, N \tag{6}
\end{equation*}
$$

Definition 2. Communication radius $R_{2}$ is defined as the biggest distance from which multiagents can get information of other agents. Hysteresis radius $R_{1}$ is the distance in which a new edge will not be added to the graph until the distance between any two agents which are not connected decreases to $R_{1}$. Safe radius $r$ is the distance needed by the agent own activities.

Definition 3 (dynamic graphs [10]). We call $G(t)=(V, E(t))$ a dynamic graph which consists of a set of vertices $V=$ $\{1,2, \ldots, N\}$ indexed by the set of agents and a time varying set of links $E(t)=\{(i, j) \mid i, j \in V\}$, such that, for any $0<r<R_{1}<R_{2}$,
(1) if $r<\left\|x_{i}(t)-x_{j}(t)\right\| \leq R_{1}$, then $(i, j) \in E(t)$,
(2) if $R_{2} \leq\left\|x_{i}(t)-x_{j}(t)\right\|$, then $(i, j) \notin E(t)$.

Dynamic graphs $G(t)$ meet the conditions that $(i, j) \in$ $E(t)$ if and only if $(j, i) \in E(t)$ are called undirected, which constitute the key point of the paper. If any vertices $i$ and $j$ in an undirected graph $G(t)$ are joined by a link $(i, j) \in E(t)$, we can call them adjacent or neighbors at time $t$ and denote them by $i \sim j$. Let $L(t)=A(t)-\Delta(t)$ be equivalently represented by a dynamic negative Laplacian matrix, where $A(t)=\left(a_{i j}(t)\right)$ is a weighted adjacency matrix of the graph $G(t)$, which satisfies that $a_{i j}(t)>0$ if $i \sim j, a_{i i}=-\sum_{j=1, j \neq i}^{N} a_{i j}$, and $a_{i j}(t)=0$, otherwise. A topological invariance of graphs, that is, graph connectivity, is of great interest for this paper. The switching process of dynamic graphs can be shown in Figure 1.

Definition 4 (graph connectivity). We say that a dynamic graph $G(t)$ is connected at time $t$ if there exists a path, that is, a sequence of distinct vertices such as the fact that consecutive vertices are adjacent, between any two vertices in $G(t)$.

Hence, the problem which is mentioned can be formally stated as follows.

Definition 5 (flocking). Consider the set of connected graphs $C_{N}$ on $N$ vertices determining the distribution of control laws $u_{i}(t)$ for all agents $i$. If the initial network $G\left(t_{0}\right) \in C_{N}$ and the initial distance of each agent is bigger than $r, G(t) \in C_{N}$ for all time $t \geq t_{0}$, and the distance of multiagents satisfies $\left\|x_{i j}\right\|>r$. Moreover, the velocity of each agent asymptotically approaches the same.


Figure 1: The switching process of dynamic graphs according to Definition 3.

## 3. The Design for Virtual Leader Based Adaptive Flocking Control Laws

In view of any dynamic graph $G(t)=(V, E(t))$, we can define the set of control laws,

$$
\begin{gather*}
u_{i}=-2 \sum_{j=1}^{N} a_{i j} \nabla_{x_{i}} V_{i j}-2 \sum_{j=1, j \neq i}^{N} a_{i j}\left(v_{i}(t-\tau)-v_{j}(t-\tau)\right)-d_{i} e_{i} \\
\quad i=1,2, \ldots, N \\
\dot{d}_{i}=k_{i} e_{i}^{T} e_{i} \tag{7}
\end{gather*}
$$

where $d_{i}$ is the updating parameters, $\left\{k_{i}, i=1,2, \ldots, N\right\}$ are positive constants, $\tau$ is the coupling time delay, and $\nabla_{x_{i}} V_{i j}$ is a direction vector of the negative gradient of an artificial potential function defined by the following equation:

$$
\begin{equation*}
V_{i j}\left(x_{i j}\right)=\frac{1}{R_{2}^{2}-\left\|x_{i j}\right\|^{2}}+\frac{1}{\left\|x_{i j}\right\|^{2}-r^{2}}, \quad\left\|x_{i j}\right\| \in\left(r, R_{2}\right) \tag{8}
\end{equation*}
$$

with $x_{i j}=x_{i}-x_{j}$, where $V_{i j}$ grows unbound when $\left\|x_{i j}\right\| \rightarrow$ $R_{2}^{-}$, or $\left\|x_{i j}\right\| \rightarrow r^{+}$.

Based on the definition of $V_{i j}$, we have the following equation:

$$
\begin{array}{r}
\nabla_{x_{i j}} V_{i j}\left(x_{i j}\right)=\nabla_{x_{i}} V_{i j}\left(x_{i j}\right)=-\nabla_{x_{j}} V_{i j}\left(x_{i j}\right)  \tag{9}\\
i, j=1,2, \ldots, N .
\end{array}
$$

From equations of (4), (7) and $a_{i i}=-\sum_{j=1, j \neq i}^{N} a_{i j}$, it was concluded that

$$
\begin{aligned}
u_{i}= & -2 \sum_{j=1}^{N} a_{i j} \nabla_{x_{i}} V_{i j}-2 \sum_{j=1, j \neq i}^{N} a_{i j}\left(v_{i}(t-\tau)-v_{j}(t-\tau)\right)-d_{i} e_{i} \\
= & -2 \sum_{j=1}^{N} a_{i j} \nabla_{x_{i}} V_{i j}-2 \sum_{j=1, j \neq i}^{N} a_{i j} v_{i}(t-\tau) \\
& +2 \sum_{j=1, j \neq i}^{N} a_{i j} v_{j}(t-\tau)-d_{i} e_{i}
\end{aligned}
$$

$$
\begin{align*}
& =-2 \sum_{j=1}^{N} a_{i j} \nabla_{x_{i}} V_{i j}+2 a_{i i} v_{i}(t-\tau)+2 \sum_{j=1, j \neq i}^{N} a_{i j} v_{j}(t-\tau)-d_{i} e_{i} \\
& =-2 \sum_{j=1}^{N} a_{i j} \nabla_{x_{i}} V_{i j}+2 \sum_{j=1}^{N} a_{i j} v_{j}(t-\tau)-d_{i} e_{i} \\
& =-2 \sum_{j=1}^{N} a_{i j} \nabla_{x_{i}} V_{i j}+2 \sum_{j=1}^{N} a_{i j} v_{j}(t-\tau)-2 \sum_{j=1}^{N} a_{i j} v_{l}(t-\tau)-d_{i} e_{i} \\
& =-2 \sum_{j=1}^{N} a_{i j} \nabla_{x_{i}} V_{i j}+2 \sum_{j=1}^{N} a_{i j} e_{j}(t-\tau)-d_{i} e_{i} \\
& \quad i=1,2, \ldots, N . \tag{10}
\end{align*}
$$

From (1), (2), and (10), we can get the error equation

$$
\begin{array}{r}
\dot{e}_{i}=f\left(v_{i}\right)-f\left(v_{l}\right)-2 \sum_{j=1}^{N} a_{i j} \nabla_{x_{i}} V_{i j}+2 \sum_{j=1}^{N} a_{i j} e_{j}(t-\tau)-d_{i} e_{i} \\
i=1,2, \ldots, N . \tag{11}
\end{array}
$$

We will give some main results for our proposed scheme in next chapter.

## 4. The Main Theory Results

For the considered multiagent system, we can assume that $G(t)$ switches at time $t_{p}$ for $p=1,2, \ldots$. That is to say, $G(t)$ is a fixed graph in each time interval $\left[t_{p-1}, t_{p}\right)$. At the same time, we can define a switching signal $g(t):\left[t_{0}, \infty\right) \rightarrow$ $C_{N}$ associated with connected graphs, and we can have the following conclusion.

Theorem 6. For the multiagent systems (1) and (2), the switching signal $g(t)$ satisfies $E\left(t_{p}\right) \subseteq E\left(t_{q}\right)$ for any pair of switching times $t_{p} \leq t_{q}$ under the control laws (10).

Proof. Consider the following semipositive definite function:

$$
\begin{align*}
V_{G}= & \frac{1}{2} \sum_{i=1}^{N} e_{i}^{T} e_{i}+\frac{1}{2} \sum_{i=1}^{N} \frac{\left(d_{i}-\widehat{d_{i}}\right)^{2}}{k_{i}}+\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} V_{i j}  \tag{12}\\
& +\sum_{i=1}^{N} \int_{-\tau}^{0} e_{i}^{T}(t+\eta) e_{i}(t+\eta) d \eta
\end{align*}
$$

where $\widehat{d}_{i}$ is a sufficiently large positive constant.
The generalized time derivative of $V_{G}$ is

$$
\begin{align*}
\dot{V}_{G}= & \sum_{i=1}^{N} e_{i}^{T} \dot{e}_{i}+\sum_{i=1}^{N} \frac{\left(d_{i}-\widehat{d}_{i}\right)}{k_{i}} \dot{d}_{i}+\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} \dot{V}_{i j}  \tag{13}\\
& +\sum_{i=1}^{N}\left[e_{i}^{T} e_{i}-e_{i}^{T}(t-\tau) e_{i}(t-\tau)\right]
\end{align*}
$$

Due to (9), we have

$$
\begin{align*}
\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} \dot{V}_{i j} & =\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} \dot{x}_{i j}^{T} \nabla_{x_{i j}} V_{i j} \\
& =\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j}\left(\dot{x}_{i}^{T} \nabla_{x_{i j}} V_{i j}-\dot{x}_{j}^{T} \nabla_{x_{i j}} V_{i j}\right) \\
& =\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j}\left(\dot{x}_{i}^{T} \nabla_{x_{i}} V_{i j}+\dot{x}_{j}^{T} \nabla_{x_{j}} V_{i j}\right)  \tag{14}\\
& =\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j}\left(v_{i}^{T} \nabla_{x_{i}} V_{i j}+v_{j}^{T} \nabla_{x_{j}} V_{i j}\right) \\
& =\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j}\left(v_{i}^{T}-v_{j}^{T}\right) \nabla_{x_{i}} V_{i j} .
\end{align*}
$$

Then, from (5), we have

$$
\begin{aligned}
& \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j}\left(v_{i}^{T}-v_{j}^{T}\right) \nabla_{x_{i}} V_{i j} \\
& \quad=\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j}\left(e_{i}^{T}-e_{j}^{T}\right) \nabla_{x_{i}} V_{i j} \\
& \quad=\sum_{i=1}^{N} \sum_{j=1}^{N}\left(a_{i j} e_{i}^{T} \nabla_{x_{i}} V_{i j}+a_{i j} e_{j}^{T} \nabla_{x_{j}} V_{i j}\right) \\
& \quad=2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} \nabla_{x_{i}} V_{i j} .
\end{aligned}
$$

The first two parts of (13) can be rewritten as the following forms:

$$
\begin{aligned}
& \sum_{i=1}^{N} e_{i}^{T} \dot{e}_{i}+\sum_{i=1}^{N} \frac{\left(d_{i}-\widehat{d}_{i}\right)}{k_{i}} \dot{d}_{i} \\
&= \sum_{i=1}^{N} e_{i}^{T}\left(f\left(v_{i}\right)-f\left(v_{l}\right)-2 \sum_{j=1}^{N} a_{i j} \nabla_{x_{i}} V_{i j}\right. \\
&\left.+2 \sum_{j=1}^{N} a_{i j} e_{j}(t-\tau)-d_{i} e_{i}\right)+\sum_{i=1}^{N}\left(d_{i}-\widehat{d_{i}}\right) e_{i}^{T} e_{i} \\
&= \sum_{i=1}^{N} e_{i}^{T}\left(f\left(v_{i}\right)-f\left(v_{l}\right)\right)-2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} \nabla_{x_{i}} V_{i j} \\
&+2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} e_{j}(t-\tau)-\sum_{i=1}^{N} d_{i} e_{i}^{T} e_{i}+\sum_{i=1}^{N}\left(d_{i}-\widehat{d}_{i}\right) e_{i}^{T} e_{i} \\
&= \sum_{i=1}^{N} e_{i}^{T}\left(f\left(v_{i}\right)-f\left(v_{l}\right)\right)-2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} \nabla_{x_{i}} V_{i j} \\
& \quad+2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} e_{j}(t-\tau)-\sum_{i=1}^{N} e_{i}^{T} \widehat{d}_{i} e_{i}
\end{aligned}
$$

$$
\begin{align*}
= & -2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} \nabla_{x_{i}} V_{i j}+2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} e_{j}(t-\tau) \\
& +\sum_{i=1}^{N} e_{i}^{T}\left(f\left(v_{i}\right)-f\left(v_{l}\right)-\widehat{d}_{i} e_{i}\right) \\
\leq & -2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} \nabla_{x_{i}} V_{i j}+2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} e_{j}(t-\tau) \\
& +\sum_{i=1}^{N}\left(\alpha-\widehat{d}_{i}\right) e_{i}^{T} e_{i} . \tag{16}
\end{align*}
$$

Thus, we can obtain

$$
\begin{align*}
\dot{V}_{G} \leq & -2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} \nabla_{x_{i}} V_{i j}+2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} e_{j}(t-\tau) \\
& +\sum_{i=1}^{N}\left(\alpha-\widehat{d_{i}}\right) e_{i}^{T} e_{i}+2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} \nabla_{x_{i}} V_{i j} \\
& +\sum_{i=1}^{N}\left[e_{i}^{T} e_{i}-e_{i}^{T}(t-\tau) e_{i}(t-\tau)\right]=2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} e_{i}^{T} e_{j}(t-\tau) \\
& +\sum_{i=1}^{N}\left[e_{i}^{T} e_{i}-e_{i}^{T}(t-\tau) e_{i}(t-\tau)\right]+\sum_{i=1}^{N}\left(\alpha-\widehat{d}_{i}\right) e_{i}^{T} e_{i} \\
\leq & 2 \sum_{i=1}^{N} \sum_{j=1}^{N}\left|a_{i j}\right|\left\|e_{i}^{T}\right\|\left\|e_{j}(t-\tau)\right\|-\sum_{i=1}^{N} e_{i}^{T}(t-\tau) e_{i}(t-\tau) \\
& +\sum_{i=1}^{N} e_{i}^{T} e_{i}+\sum_{i=1}^{N}\left(\alpha-\widehat{d_{i}}\right) e_{i}^{T} e_{i} \\
= & 2 \mathbf{e}^{T} \Gamma \mathbf{e}(t-\tau)-\mathbf{e}(t-\tau)^{T} \mathbf{e}(t-\tau)+\mathbf{e}^{T} \Lambda \mathbf{e} \\
\leq & \mathbf{e}^{T} \Gamma^{T} \Gamma \mathbf{e}+\mathbf{e}^{T} \Lambda \mathbf{e}=\mathbf{e}^{T}\left(\Gamma^{T} \Gamma+\Lambda\right) \mathbf{e}, \tag{17}
\end{align*}
$$

where

$$
\begin{gather*}
\mathbf{e}=\left(\left\|e_{1}\right\|_{2},\left\|e_{2}\right\|_{2}, \ldots,\left\|e_{N}\right\|_{2}\right)^{T}, \\
\mathbf{e}(t-\tau)=\left(\left\|e_{1}(t-\tau)\right\|_{2},\left\|e_{2}(t-\tau)\right\|_{2}, \ldots,\left\|e_{N}(t-\tau)\right\|_{2}\right)^{T}, \\
\Gamma=\left(\left|a_{i j}\right|\right)_{N \times N}, \\
\Lambda=\left(\begin{array}{ccc}
\alpha-\widehat{d}_{1}+1 & 0 \\
0 & \ddots & \alpha-\hat{d}_{N}+1
\end{array}\right) . \tag{18}
\end{gather*}
$$

As $\alpha$ and $\left|a_{i j}\right|$ are nonnegative, one can select suitable positive constants $\widehat{d}_{i}(1 \leq i \leq N)$ to make

$$
\begin{equation*}
\left(\Lambda+\Gamma^{T} \Gamma\right) \leq 0 \tag{19}
\end{equation*}
$$

So, it follows that $\dot{V}_{G} \leq 0$. Hence, $\dot{V}_{G}$ is negative semidefinite for any signal $g(t)$.

Because $\dot{V}_{G}$ is negative semidefinite, $V_{G}$ cannot increase for all time. In addition, the $V_{G}$ is bounded. In other words, it means that, for any $(i, j) \in E(t), V_{i j}$ is bounded. On the one hand, if for some $(i, j) \in E(t),\left\|x_{i j}\right\| \rightarrow R_{2}, V_{i j}\left(x_{i j}\right) \rightarrow \infty$. Thus, by continuity of $V_{G}$, it follows that $\left\|x_{i j}\right\|<R_{2}$, for all $(i, j) \in E(t)$ and $t \in\left[t_{p}, t_{p+1}\right]$. In other words, all links in $V_{G}$ are preserved between switching times, which implies that $E\left(t_{p}\right) \subseteq E\left(t_{q}\right)$. Apply this recursive argument to complete the proof. A similar argument for the case where $x_{i j} \rightarrow r^{+}$can be used to establish that the distance of multiagents satisfies $\left\|x_{i j}\right\|>r$ for all time $t \geq t_{0}$.

Clearly, Theorem 6 explains that the switching signal will satisfy $G(t) \in C_{N}$ for all time $t>t_{0}$, if $G\left(t_{0}\right) \in C_{N}$. We, specially, have the following corollary.

Corollary 7. Under control law (7), the total number of switching times of system (1) is finite.

Proof. The size of the set of links $E\left(t_{0}\right)$ forms an increasing sequence and

$$
\begin{equation*}
\sup _{t \geq t_{0}}|E(t)|-\left|E\left(t_{0}\right)\right|=\frac{n(n-1)}{2}-(n-1), \tag{20}
\end{equation*}
$$

where $n-1$ is the number of links in $G\left(t_{0}\right)$ if it is minimally connected, that is, if it is a tree, and $n(n-1) / 2$ corresponds to the number of links in a complete graph.

Theorem 8. Take a group of $N$ agents with dynamics (1), (2), each steered by protocol (10) into account. Suppose that initial network $G(t)$ is connected and the initial distance of each agent is bigger than $r$. Then, $G(t)$ is connected for all $t \geq 0$, the velocity of each agent asymptotically approaches the same, and the distance of each agent is bigger than $r$ for all $t \geq 0$.

Proof. The number of switching times of the closed loop system is finite by Corollary 7. And by Theorem 6 if $G\left(t_{0}\right)$ is connected, we can draw the conclusion that $G(t)$ is connected for all time $t>t_{0}$ and so eventually $G(t) \rightarrow G \in C_{N}$.

Referring to the analysis method of [22-24], we will give the proof of the conclusions that the velocity of each agent asymptotically approaches the same and the distance of each agent is bigger than $r$ for all $t \geq 0$.

From (17) and (19), we know that $V_{G}$ is monotonically decreasing and having a lower bound. So, it concludes that $V_{G}$ asymptotically converges to a finite nonnegative value. And, from (17), we have $\dot{V}_{G} \leq \mathbf{e}^{T}\left(\Lambda+\Gamma^{T} \Gamma\right) \mathbf{e}$. When $\widehat{d}_{i}, i=$ $1,2, \ldots, N$ are sufficiently large positive constants, we can see that there exists a nonnegative constant $\lambda$ satisfying

$$
\begin{equation*}
\dot{V}_{G} \leq-\lambda \mathbf{e}^{T} \mathbf{e} \tag{21}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\|\mathbf{e}\|^{2} \leq-\frac{\dot{V}_{G}}{\lambda} \tag{22}
\end{equation*}
$$

Because $\lim _{t \rightarrow+\infty} \int_{0}^{t}-\left(\dot{V}_{G} / \lambda\right) d \eta$ exists, we can derive from (22) that $\lim _{t \rightarrow+\infty} \int_{0}^{t}\|\mathbf{e}\|^{2} d \eta$ exists by the generalized integral principle.

We can define

$$
\begin{align*}
& V_{\mathrm{G} 1}=\frac{1}{2} \sum_{i=1}^{N} \frac{\left(d_{i}-\widehat{d}_{i}\right)^{2}}{k_{i}}, \\
& V_{\mathrm{G} 2}=\sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} V_{i j}  \tag{23}\\
& V_{\mathrm{G} 3}=\sum_{i=1}^{N} \int_{-\tau}^{0} e_{i}^{T}(t+\eta) e_{i}(t+\eta) d \eta
\end{align*}
$$

Then, we can get the following equation:

$$
\begin{equation*}
V_{\mathrm{G}}=\frac{1}{2} \sum_{i=1}^{N} e_{i}^{T} e_{i}+V_{\mathrm{G} 1}+V_{\mathrm{G} 2}+V_{\mathrm{G} 3} \tag{24}
\end{equation*}
$$

The generalized time derivative of $V_{G 1}$ is $\dot{V}_{G 1}=\sum_{i=1}^{N}\left(d_{i}-\right.$ $\left.\widehat{d}_{i}\right) e_{i}^{T} e_{i}$. It is negative when $\left\{\widehat{d}_{i}, i=1,2, \ldots, N\right\}$ are sufficiently large positive constants. We can conclude that $V_{G 1}$ asymptotically converges to a finite nonnegative value. On the other hand, $V_{G 2}$ asymptotically converges to a finite nonnegative value based on the definition of $V_{i j}$ (refer to (8)). At the same time, the generalized time derivative of $V_{G 3}$ is $\dot{V}_{G 3}=\sum_{i=1}^{N}\left[e_{i}^{T} e_{i}-e_{i}^{T}(t-\tau) e_{i}(t-\tau)\right]$ which asymptotically converges to zero. Therefore, we can derive that $V_{G 3}$ asymptotically converges nonnegative value. By the boundedness of $V_{G}$ and (24), therefore, we can derive that $\lim _{t \rightarrow+\infty} \sum_{i=1}^{N} e_{i}^{T} e_{i}$ exists and is a nonnegative real number. In what follows, we will prove that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \sum_{i=1}^{N} e_{i}^{T} e_{i}=0 \tag{25}
\end{equation*}
$$

If this is not true, we have

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \sum_{i=1}^{N} e_{i}^{T} e_{i}=\mu_{1}>0 \tag{26}
\end{equation*}
$$

Then, there obviously exists a real number $M>0$ and $0<\mu<\mu_{1}$, such that $\sum_{i=1}^{N} e_{i}^{T} e_{i}>\mu>0$ for $t \geq M$. From (21), we can get

$$
\begin{equation*}
\dot{V}_{G} \leq-\lambda \sum_{i=1}^{N} e_{i}^{T} e_{i}<-\lambda \mu, \quad t \geq M \tag{27}
\end{equation*}
$$

By integrating (25) with respect to $t$ over the time period $M$ to $+\infty$, we can obtain

$$
\begin{align*}
& -V_{G}(M) \leq V_{G}(+\infty)-V_{G}(M) \\
& \quad=\int_{M}^{+\infty} \dot{V}_{G}(t) d t<-\int_{M}^{+\infty} \lambda \mu d t=-\infty \tag{28}
\end{align*}
$$

This yields a contradiction, and so

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \sum_{i=1}^{N} e_{i}^{T} e_{i}=0 \tag{29}
\end{equation*}
$$

which implies that $\lim _{t \rightarrow+\infty} e_{i}=0$. Moreover, it is natural to see $\lim _{t \rightarrow+\infty} v_{i}=v_{l}$. Thus, in the steady state, all agent velocities asymptotically become the same. Furthermore, in the steady state, since $e_{i}=0$ for $i=1,2, \ldots, N$, we can get

$$
\begin{equation*}
\frac{d}{d t}\left\|x_{i}-x_{j}\right\|^{2}=2\left(x_{i}-x_{j}\right)^{T}\left(v_{i}-v_{j}\right)=0 \tag{30}
\end{equation*}
$$

and so the distances between agents are invariant.
Finally, we prove that the distance of each gent is bigger than $r$ for all $t \geq 0$. From above proof, we have that $V_{G}$ is bounded for all $t \geq t_{0}$. Also from the definite of potential function, if $x_{i j} \rightarrow r$, we can get that $V_{G}$ is unbounded. Therefore, the distance of each agent is bigger than $r$ for all $t \geq 0$.

## 5. Simulation Results

In this section, an example was presented to show the effectiveness of our proposed algorithm. The potential function $V_{i j}$ is defined in (8) with $R_{2}=5, r=1$, and with hysteresis $R_{1}=4.5$. The simulation is performed with 20 agents in $R_{2}^{2}$. Each agent's initial velocities, labeled with dots, are randomly selected in the unit square. The initial positions distributed on the perimeter of a circle of radius $d=1.5$ on average (Figure 2). In particular, we assume the velocity is $v_{0}(t)=$ $[\sin (t), \cot (t)]^{T}$ and send a signal to one agent which is selected randomly in this simulation. Solid curves connecting every agent indicate the vicinal traveled paths, while arrows indicate the agents velocities. The networks connectivity is guaranteed for all time and the groups asymptotic flocking is achieved, where $\tau=0.5$. Figure 2 is the initial state. Figure 3 indicates the final steady state configuration. Figure 4 is the velocity error plot which is used for describing the errors between agent actual velocities, where the velocity error curves were indicated by the solid lines, and it demonstrates that all agent velocities asymptotically tend to the same. Figure 5 is changing curve of control laws. Figure 6 is the distance $\left\|x_{i j}\right\|$ between agent $i$ and agent $j$ and agent $i, j \in$ $N(t)$. From which one can see that the distance between all agents is larger than $r=1$ for all $t \geq 0$. This simulation results have well verified the theory results.

## 6. Conclusions

In this paper, the adaptive flocking of multiagents with time delay is studied. A novel adaptive flocking control method for multiagents is proposed, and the control law is designed depending on functions of the state information and the external signal. By the control law, all agents can follow the virtual leader and can ensure freedom from collisions between neighboring agents. Some theoretical results are


Figure 2: Initial configuration.


Figure 3: End configuration.


Figure 4: Velocity errors.


Figure 5: Changing curve of control laws.


Figure 6: Distance of multiagents.
attained, and a numerical example is given to show the practicability of the proposed method. The distance constrained based adaptive flocking control for multiagent system with time delay is proposed in this paper, which has received the expected results. But there are still some problems to be resolved in future research. Firstly, the research of the distance constrained based adaptive flocking control for multiagent system with time delay is achieved on the basics of the strongly connected network. We can study the adaptive flocking control for multiagent system based on the networks which contains a directed spanning tree. Secondly, we can apply the algorithm proposed in this paper to the concrete platform of multiple mobile robots or wireless sensor network, which can combine theory with practice better.
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#### Abstract

A new complex dynamical network model with output coupling is proposed. This paper is concerned with input passivity and output passivity of the proposed network model. By constructing new Lyapunov functionals, some sufficient conditions ensuring the input passivity and output passivity are obtained. Finally, two numerical examples are provided to demonstrate the effectiveness of the proposed results.


## 1. Introduction

Recently, there has been increasing interest in the study of complex dynamical networks. The main reason is that many practical systems can be characterized by various models of complex networks. It is well known that one of the most significant and interesting dynamical phenomena of complex networks is the synchronization of systems. Many interesting results on synchronization have been derived for various complex networks [1-10]. But, it should be noticed that the complex networks with state coupling were considered in these papers.

To our knowledge, Jiang et al. [11] first introduced a complex network model with output coupling without time delays. Some conditions for synchronization were established based on the Lyapunov stability theory. However, time delays always exist in complex networks due to the finite speeds of transmission and/or the traffic congestion, and most of delays are notable. So it is crucial for us to take the delay into the consideration when we study complex networks. Practically, many phenomena in nature can be modeled as complex networks with output coupling. The cooperative control problem of multiple agents has received much attention recently since it has challenging features and many applications, for example, large object moving, formation control, rescue
mission, and satellite clustering. It is well known that the state of agent is difficult to be observed or measured because of technology limitations and environmental disturbances. For instance, the measuring of velocity is more difficult than that of position. In some circumstances, the information of velocity is unavailable for agents [12]. Therefore, it is quite necessary to design protocols based on the output variables. In this case, the closed-loop systems can be described by the complex networks with output coupling. Hence, study of complex networks with output coupling is very interesting and important in both theory and application. A complex delayed dynamical network model with output coupling was proposed in [13, 14]. Wang and Wu [13] investigated the output synchronization of the proposed network model, and some criteria on local and global exponential output synchronization were derived.

Passivity [15-33] is an important concept of system theory and provides a nice tool for analyzing the stability of systems and has found applications in diverse areas such as stability, complexity, signal processing, chaos control and synchronization, and fuzzy control. Many researchers have studied the passivity of fuzzy systems [19-22] and neural networks [23-28]. Liang et al. [20] discussed the passivity and passification problems for a class of uncertain stochastic fuzzy systems with time-varying delays. In [26] Song et al.
investigated the passivity for a class of discrete-time stochastic neural networks with time-varying delays, and a delaydependent passivity condition was obtained by constructing proper Lyapunov-Krasovskii functional. However, there are few work on the passivity of complex networks [29,30, 32, 33]. In [29, 30], Yao et al. obtained some sufficient conditions on passivity properties for linear (or linearized) complex networks with and without coupling delays (constant delay). However, in practical evolutionary processes of the networks, absolute constant delay may be scarce and delays are frequently varied with time. Therefore, it is important to further study the passivity of complex networks with timevarying delays. Wang et al. [32] considered input passivity and output passivity for a generalized complex network with nonlinear, time-varying, nonsymmetric, and delayed coupling. By constructing some suitable Lyapunov functionals, several sufficient conditions ensuring input passivity and output passivity were derived. To the best of our knowledge, the input passivity and output passivity of complex delayed dynamical network model with output coupling have not yet been established. Therefore, it is interesting to study the input passivity and output passivity of complex delayed dynamical network model with output coupling.

Motivated by the above discussions, we propose a new complex delayed dynamical network model with output coupling. The objective of this paper is to study the input and output passivity of the proposed network model. Some sufficient conditions ensuring input passivity and output passivity are obtained by Lyapunov functional method.

The rest of this paper is organized as follows. A new complex network model is introduced and some useful preliminaries are given in Section 2. Several input and output passivity criteria are established in Section 3. In Section 4, two numerical examples are given to illustrate the effectiveness of the proposed results. Conclusions are finally given in Section 5.

## 2. Network Model and Preliminaries

Let $R^{n}$ be the $n$-dimensional Euclidean space, and let $R^{n \times m}$ be the space of $n \times m$ real matrices. $P \geqslant 0(P \leqslant 0)$ means that matrix $P$ is real symmetric and semipositive (seminegative) definite. $P>0(P<0)$ means that matrix $P$ is real symmetric and positive (negative) definite. $I_{n}$ denotes the $n \times n$ identity matrix. $B^{T}$ denotes the transpose of a square matrix $B$. $C\left([-\tau, 0], R^{n}\right)$ is a Banach space of continuous functions mapping the interval $[-\tau, 0]$ into $R^{n}$ with the norm $\|\phi\|_{\tau}=$ $\sup _{-\tau \leqslant \theta \leqslant 0}\|\phi(\theta)\|$, where $\|\cdot\|$ is the Euclidean norm.

In this paper, we consider a complex delayed dynamical network consisting of $N$ identical nodes with diffusive and output coupling. The mathematical model of the coupled network can be described as follows:

$$
\begin{gather*}
\dot{x}_{i}(t)=f\left(x_{i}(t)\right)+\frac{a}{k_{i}^{\beta_{\omega}}} \sum_{j=1}^{N} L_{i j} \Gamma y_{j}(t-\tau(t))+B_{i} u_{i}(t),  \tag{1}\\
y_{i}(t)=C_{i} x_{i}(t)+D_{i} u_{i}(t),
\end{gather*}
$$

where $i=1,2, \ldots, N . \tau(t)$ is the time-varying delay with $0 \leqslant$ $\tau(t) \leqslant \tau$.

The function $f(\cdot)$, describing the local dynamics of the nodes, is continuously differentiable and capable of producing various rich dynamical behaviors, $x_{i}(t)=\left(x_{i 1}(t), x_{i 2}(t)\right.$, $\left.\ldots, x_{i n}(t)\right)^{T} \in R^{n}$ is the state variable of node $i, y_{i}(t) \in R^{n}$ is the output of node $i, u_{i}(t) \in R^{n}$ is the input vector of node $i, B_{i}$, $C_{i}$, and $D_{i}$ are known matrices with appropriate dimensions, $\Gamma \in R^{n \times n}$ is inner-coupling matrix, which describes the individual coupling between two connected nodes of the network, $a>0$ represents the overall coupling strength, $k_{i}$ is the degree of node $i, \beta_{\omega}$ is a tunable weight parameter, and the real matrix $L=\left(L_{i j}\right)_{N \times N}$ is a symmetric matrix with diagonal entries $L_{i i}=-k_{i}$ and off-diagonal entries $L_{i j}=1$ if node $i$ and node $j$ are connected by a link, and $L_{i j}=0$ otherwise.

In this paper, we always assume that complex network (1) is connected. Let $x(t)=\left(x_{1}^{T}(t), x_{2}^{T}(t), \ldots, x_{N}^{T}(t)\right)^{T}, y(t)=$ $\left(y_{1}^{T}(t), y_{2}^{T}(t), \ldots, y_{N}^{T}(t)\right)^{T}$, and $u(t)=\left(u_{1}^{T}(t), u_{2}^{T}(t), \cdots\right.$, $\left.u_{N}^{T}(t)\right)^{T}$. The initial condition associated with the complex network (1) is given in the form

$$
\begin{gather*}
x(0)=x_{0}, \quad x_{0}=\left(x_{10}^{T}, x_{20}^{T}, \ldots, x_{N 0}^{T}\right)^{T}, \quad x_{i 0} \in R^{n}, \\
y(s)=\Phi(s), \quad s \in[-\tau, 0], \quad \phi_{i} \in C\left([-\tau, 0], R^{n}\right),  \tag{2}\\
\Phi(s)=\left(\phi_{1}^{T}(s), \phi_{2}^{T}(s), \ldots, \phi_{N}^{T}(s)\right)^{T}, \quad i=1,2, \ldots, N .
\end{gather*}
$$

Next, we give several useful definitions.
Definition 1 (see [32]). Complex network (1) is called input passive if there exist two constants $\gamma>0$ and $\beta \in R$ such that

$$
\begin{equation*}
2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \geqslant-\beta^{2}+\gamma \int_{0}^{t_{p}} u^{T}(s) u(s) d s \tag{3}
\end{equation*}
$$

for all $t_{p} \geqslant 0$.
Definition 2 (see [32]). Complex network (1) is called output passive if there exist two constants $\gamma>0$ and $\beta \in R$ such that

$$
\begin{equation*}
2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \geqslant-\beta^{2}+\gamma \int_{0}^{t_{p}} y^{T}(s) y(s) d s \tag{4}
\end{equation*}
$$

for all $t_{p} \geqslant 0$.
Definition 3 (see [34]). Let $A=\left(a_{i j}\right)_{m \times n} \in R^{m \times n}$, and let $B=\left(b_{i j}\right)_{p \times q} \in R^{p \times q}$. Then the Kronecker product (or tensor product) of $A$ and $B$ is defined as the matrix

$$
A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 n} B  \tag{5}\\
a_{21} B & a_{22} B & \cdots & a_{2 n} B \\
\vdots & \vdots & \cdots & \vdots \\
a_{m 1} B & a_{m 2} B & \cdots & a_{m n} B
\end{array}\right] \in R^{m p \times n q} .
$$

The Kronecker product has the following properties:
(1) $(A \otimes B)^{T}=A^{T} \otimes B^{T}$;
(2) $(\alpha A) \otimes B=A \otimes(\alpha B)$;
(3) $(A+B) \otimes C=A \otimes C+B \otimes C$;
(4) $(A \otimes B)(C \otimes D)=(A C) \otimes(B D)$,
where $\alpha \in R, C$, and $D$ are matrices with suitable dimensions.

## 3. Main Results

In this section, we shall investigate the input passivity and output passivity of the complex delayed dynamical networks with output coupling.

In $[32,35]$, authors make the assumption that the function $f(\cdot)$ is in the QUAD function class. In this paper, we make similar assumptions.
(A1) There exist a positive definite diagonal matrix $P=\operatorname{diag}\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ and a diagonal matrix $\Delta=$ $\operatorname{diag}\left(\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right)$ such that $f$ satisfies the following inequality:

$$
\begin{equation*}
x^{T} P(f(x)-\Delta x) \leqslant-\eta x^{T} x \tag{7}
\end{equation*}
$$

for some $\eta>0$ and all $x \in R^{n}$.
For the convenience, we denote

$$
\begin{gather*}
\widehat{P}=\operatorname{diag}(P, P, \ldots, P), \quad \widehat{\Delta}=\operatorname{diag}(\Delta, \Delta, \ldots, \Delta), \\
B=\operatorname{diag}\left(B_{1}, B_{2}, \ldots, B_{N}\right), \quad C=\operatorname{diag}\left(C_{1}, C_{2}, \ldots, C_{N}\right),  \tag{8}\\
D=\operatorname{diag}\left(D_{1}, D_{2}, \ldots, D_{N}\right) .
\end{gather*}
$$

In the following, we first give two input passivity criteria.
Theorem 4. Let (A1) hold, and let $\dot{\tau}(t) \leqslant \sigma<1$. The complex network (1) is input passive if there exist matrix $Q \geqslant 0$ and a scalar $\gamma>0$ such that

$$
\left(\begin{array}{ccc}
W_{1} & a \widehat{P}(G \otimes \Gamma) & W_{2}  \tag{9}\\
a(G \otimes \Gamma)^{T} \widehat{P} & -(1-\sigma) Q & 0 \\
W_{2}^{T} & 0 & W_{3}
\end{array}\right) \leqslant 0
$$

where

$$
\begin{gather*}
W_{1}=-2 \eta I_{n N}+2 \widehat{P} \widehat{\Delta}+C^{T} Q C \\
W_{2}=\widehat{P} B+C^{T} Q D-C^{T},  \tag{10}\\
W_{3}=-\left(D+D^{T}-\gamma I_{n N}-D^{T} Q D\right) .
\end{gather*}
$$

Proof. For convenient analysis, we let

$$
\begin{equation*}
G_{i j}=\frac{L_{i j}}{k_{i}^{\beta_{\omega}}} \tag{11}
\end{equation*}
$$

Then, complex network (1) can be rewritten as follows:

$$
\begin{gather*}
\dot{x}_{i}(t)=f\left(x_{i}(t)\right)+a \sum_{j=1}^{N} G_{i j} \Gamma y_{j}(t-\tau(t))+B_{i} u_{i}(t),  \tag{12}\\
y_{i}(t)=C_{i} x_{i}(t)+D_{i} u_{i}(t),
\end{gather*}
$$

where $i=1,2, \ldots, N . G=\left(G_{i j}\right)_{N \times N}$ is a coupling matrix, accounting for the topology of complex dynamical network. We can rewrite system (12) in a compact form as follows:

$$
\begin{gather*}
\dot{x}(t)=F(x(t))+a(G \otimes \Gamma) y(t-\tau(t))+B u(t), \\
y(t)=C x(t)+D u(t), \tag{13}
\end{gather*}
$$

where

$$
\begin{gather*}
x(t)=\left(x_{1}^{T}(t), x_{2}^{T}(t), \ldots, x_{N}^{T}(t)\right)^{T}, \\
u(t)=\left(u_{1}^{T}(t), u_{2}^{T}(t), \ldots, u_{N}^{T}(t)\right)^{T}, \\
y(t)=\left(y_{1}^{T}(t), y_{2}^{T}(t), \ldots, y_{N}^{T}(t)\right)^{T},  \tag{14}\\
F(x(t))=\left(f^{T}\left(x_{1}(t)\right), f^{T}\left(x_{2}(t)\right), \ldots, f^{T}\left(x_{N}(t)\right)\right)^{T}, \\
y(t-\tau(t)) \\
=\left(y_{1}^{T}(t-\tau(t)), y_{2}^{T}(t-\tau(t)), \ldots, y_{N}^{T}(t-\tau(t))\right)^{T} .
\end{gather*}
$$

Construct Lyapunov functional for system (13) as follows:

$$
\begin{equation*}
V(t)=x^{T}(t) \widehat{P} x(t)+\int_{t-\tau(t)}^{t} y^{T}(\alpha) Q y(\alpha) d \alpha \tag{15}
\end{equation*}
$$

The derivative of $V(t)$ satisfies

$$
\begin{align*}
\dot{V}(t)= & 2 x^{T}(t) \widehat{P} \dot{x}(t)+y^{T}(t) Q y(t) \\
& -(1-\dot{\tau}(t)) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
\leqslant & 2 x^{T}(t) \widehat{P} \dot{x}(t)+y^{T}(t) Q y(t) \\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t))  \tag{16}\\
= & 2 x^{T}(t) \widehat{P} F(x(t))+2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t) \widehat{P} B u(t)+y^{T}(t) Q y(t) \\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) .
\end{align*}
$$

Then, we can get

$$
\begin{aligned}
& \dot{V}(t)-2 y^{T}(t) u(t)+\gamma u^{T}(t) u(t) \\
& \quad \leqslant 2 x^{T}(t) \widehat{P} F(x(t))+2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t))
\end{aligned}
$$

$$
\begin{align*}
& +2 x^{T}(t) \widehat{P} B u(t)+y^{T}(t) Q y(t) \\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t))  \tag{17}\\
& -2 x^{T}(t) C^{T} u(t)-u^{T}(t)\left(D+D^{T}-\gamma I_{n N}\right) u(t) .
\end{align*}
$$

According to (A1), we can obtain

$$
\begin{align*}
x^{T}(t) \widehat{P} F(x(t)) & =\sum_{i=1}^{N} x_{i}^{T}(t) P f\left(x_{i}(t)\right) \\
& \leqslant \sum_{i=1}^{N}\left[-\eta x_{i}^{T}(t) x_{i}(t)+x_{i}^{T}(t) P \Delta x_{i}(t)\right]  \tag{18}\\
& =x^{T}(t)\left(-\eta I_{n N}+\widehat{P} \widehat{\Delta}\right) x(t) .
\end{align*}
$$

It follows from (9) and (18) that

$$
\begin{aligned}
& \dot{V}(t)-2 y^{T}(t) u(t)+\gamma u^{T}(t) u(t) \\
& \leqslant x^{T}(t)\left(-2 \eta I_{n N}+2 \widehat{P} \widehat{\Delta}+C^{T} Q C\right) x(t) \\
&+2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
&+2 x^{T}(t)\left(\widehat{P} B+C^{T} Q D-C^{T}\right) u(t) \\
&-(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
&-u^{T}(t)\left(D+D^{T}-\gamma I_{n N}-D^{T} Q D\right) u(t) \\
&=\xi^{T}(t)\left(\begin{array}{ccc}
W_{1} & a(G \otimes \Gamma(G \otimes \Gamma) & W_{2} \\
W_{2}^{T} & -(1-\sigma) Q & 0 \\
0 & W_{3}
\end{array}\right) \xi(t) \\
& \leqslant 0,
\end{aligned}
$$

where $\xi(t)=\left(x^{T}(t), y^{T}(t-\tau(t)), u^{T}(t)\right)^{T}$.
By integrating (19) with respect to $t$ over the time period 0 to $t_{p}$, we get

$$
\begin{align*}
& 2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \\
& \quad \geqslant V\left(t_{p}\right)-V(0)+\gamma \int_{0}^{t_{p}} u^{T}(s) u(s) d s \tag{20}
\end{align*}
$$

From the definition of $V(t)$, we have $V\left(t_{p}\right) \geqslant 0$ and $V(0) \geqslant 0$. Thus,

$$
\begin{equation*}
2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \geqslant-\beta^{2}+\gamma \int_{0}^{t_{p}} u^{T}(s) u(s) d s \tag{21}
\end{equation*}
$$

for all $t_{p} \geqslant 0, \beta=\sqrt{V(0)}$. The proof is completed.
Theorem 5. Let (A1) hold, and let $\dot{\tau}(t) \leqslant \sigma<1$. The complex network (1) is input passive if there exist two matrices $Z \geqslant 0$ and $Q \geqslant 0$ and a scalar $\gamma>0$ such that

$$
\left(\begin{array}{ccc}
S_{1} & a \widehat{P}(G \otimes \Gamma) & S_{2}  \tag{22}\\
a(G \otimes \Gamma)^{T} \widehat{P} & -(1-\sigma) Q & 0 \\
S_{2}^{T} & 0 & S_{3}
\end{array}\right) \leqslant 0
$$

where

$$
\begin{gather*}
S_{1}=-2 \eta I_{n N}+2 \widehat{P} \widehat{\Delta}+C^{T}(Q+\tau Z) C, \\
S_{2}=\widehat{P} B-C^{T}+C^{T}(Q+\tau Z) D,  \tag{23}\\
S_{3}=-\left[D+D^{T}-\gamma I_{n N}-D^{T}(Q+\tau Z) D\right] .
\end{gather*}
$$

Proof. Define the following Lyapunov functional for system (13):

$$
\begin{align*}
V(t)= & x^{T}(t) \widehat{P} x(t)+\int_{-\tau(t)}^{0} \int_{t+\beta}^{t} y^{T}(\alpha) Z y(\alpha) d \alpha d \beta \\
& +\int_{t-\tau(t)}^{t} y^{T}(\alpha) Q y(\alpha) d \alpha \tag{24}
\end{align*}
$$

The derivative of $V(t)$ satisfies

$$
\begin{align*}
\dot{V}(t)= & 2 x^{T}(t) \widehat{P} \dot{x}(t)+y^{T}(t) Q y(t) \\
& -\int_{t-\tau(t)}^{t} y^{T}(\alpha) Z y(\alpha) d \alpha+\tau(t) y^{T}(t) Z y(t) \\
& +\dot{\tau}(t) \int_{t-\tau(t)}^{t} y^{T}(\alpha) Z y(\alpha) d \alpha \\
& -(1-\dot{\tau}(t)) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
\leqslant & 2 x^{T}(t) \widehat{P} \dot{x}(t)+y^{T}(t)(Q+\tau Z) y(t)  \tag{25}\\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
= & 2 x^{T}(t) \widehat{P} F(x(t))+2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t) \widehat{P} B u(t)+y^{T}(t)(Q+\tau Z) y(t) \\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) .
\end{align*}
$$

Then, we can get

$$
\begin{align*}
\dot{V}(t) & -2 y^{T}(t) u(t)+\gamma u^{T}(t) u(t) \\
\leqslant & 2 x^{T}(t) \widehat{P} F(x(t))+2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t)\left(\widehat{P} B-C^{T}\right) u(t)+y^{T}(t)(Q+\tau Z) y(t)  \tag{26}\\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
& -u^{T}(t)\left(D+D^{T}-\gamma I_{n N}\right) u(t) .
\end{align*}
$$

It follows from (18) and (22) that

$$
\begin{aligned}
\dot{V}(t) & -2 y^{T}(t) u(t)+\gamma u^{T}(t) u(t) \\
\leqslant & x^{T}(t)\left[-2 \eta I_{n N}+2 \widehat{P} \widehat{\Delta}+C^{T}(Q+\tau Z) C\right] x(t) \\
& +2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t)\left[\widehat{P} B-C^{T}+C^{T}(Q+\tau Z) D\right] u(t)
\end{aligned}
$$

$$
\begin{aligned}
& -u^{T}(t)\left[D+D^{T}-\gamma I_{n N}-D^{T}(Q+\tau Z) D\right] u(t) \\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
= & \xi^{T}(t)\left(\begin{array}{ccc}
S_{1} & a \widehat{P}(G \otimes \Gamma) & S_{2} \\
a(G \otimes \Gamma)^{T} \widehat{P} & -(1-\sigma) Q & 0 \\
S_{2}^{T} & 0 & S_{3}
\end{array}\right) \xi(t) \\
\leqslant & 0,
\end{aligned}
$$

where $\xi(t)=\left(x^{T}(t), y^{T}(t-\tau(t)), u^{T}(t)\right)^{T}$.
By integrating (27) with respect to $t$ over the time period 0 to $t_{p}$, we can get

$$
\begin{align*}
& 2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \\
& \quad \geqslant V\left(t_{p}\right)-V(0)+\gamma \int_{0}^{t_{p}} u^{T}(s) u(s) d s \tag{28}
\end{align*}
$$

From the definition of $V(t)$, we have $V\left(t_{p}\right) \geqslant 0$ and $V(0) \geqslant 0$. Thus,

$$
\begin{equation*}
2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \geqslant-\beta^{2}+\gamma \int_{0}^{t_{p}} u^{T}(s) u(s) d s \tag{29}
\end{equation*}
$$

for all $t_{p} \geqslant 0, \beta=\sqrt{V(0)}$. The proof is completed.

In the above, two sufficient conditions are given to ensure the input passivity of complex network (1). In the following, we shall discuss the output passivity of complex network (1).

Theorem 6. Let (A1) hold, and let $\dot{\tau}(t) \leqslant \sigma<1$. The complex network (1) is output passive if there exist matrix $Q \geqslant 0$ and scalar $\gamma>0$ such that

$$
\left(\begin{array}{ccc}
M_{1} & a \widehat{P}(G \otimes \Gamma) & M_{2}  \tag{30}\\
a(G \otimes \Gamma)^{T} \widehat{P} & -(1-\sigma) Q & 0 \\
M_{2}^{T} & 0 & M_{3}
\end{array}\right) \leqslant 0
$$

where

$$
\begin{gather*}
M_{1}=-2 \eta I_{n N}+2 \widehat{P} \widehat{\Delta}+C^{T}\left(Q+\gamma I_{n N}\right) C \\
M_{2}=\widehat{P} B+C^{T}\left(Q+\gamma I_{n N}\right) D-C^{T}  \tag{31}\\
M_{3}=-\left[D+D^{T}-D^{T}\left(Q+\gamma I_{n N}\right) D\right]
\end{gather*}
$$

Proof. Construct the same Lyapunov functional as (15) for system (13). Then, we can get

$$
\begin{align*}
\dot{V}(t) \leqslant & 2 x^{T}(t) \widehat{P} F(x(t))+2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t) \widehat{P} B u(t)+y^{T}(t) Q y(t)  \tag{32}\\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t))
\end{align*}
$$

Therefore, we have

$$
\begin{align*}
\dot{V}(t) & -2 y^{T}(t) u(t)+\gamma y^{T}(t) y(t) \\
\leqslant & 2 x^{T}(t) \widehat{P} F(x(t))+2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t)\left(\widehat{P} B-C^{T}\right) u(t)+y^{T}(t)\left(Q+\gamma I_{n N}\right) y(t)  \tag{33}\\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
& -u^{T}(t)\left(D+D^{T}\right) u(t) .
\end{align*}
$$

It follows from (18) and (30) that

$$
\begin{aligned}
\dot{V}(t) & -2 y^{T}(t) u(t)+\gamma y^{T}(t) y(t) \\
\leqslant & x^{T}(t)\left[-2 \eta I_{n N}+2 \widehat{P} \widehat{\Delta}+C^{T}\left(Q+\gamma I_{n N}\right) C\right] x(t) \\
& +2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t)\left[\widehat{P} B+C^{T}\left(Q+\gamma I_{n N}\right) D-C^{T}\right] u(t) \\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
& -u^{T}(t)\left[D+D^{T}-D^{T}\left(Q+\gamma I_{n N}\right) D\right] u(t) \\
= & \xi^{T}(t)\left(\begin{array}{ccc}
M_{1} & a \widehat{P}(G \otimes \Gamma) & M_{2} \\
a(G \otimes \Gamma)^{T} \widehat{P} & -(1-\sigma) Q & 0 \\
M_{2}^{T} & 0 & M_{3}
\end{array}\right) \xi(t) \\
\leqslant &
\end{aligned}
$$

where $\xi(t)=\left(x^{T}(t), y^{T}(t-\tau(t)), u^{T}(t)\right)^{T}$.
By integrating (34) with respect to $t$ over the time period 0 to $t_{p}$, we get

$$
\begin{align*}
& 2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \\
& \quad \geqslant V\left(t_{p}\right)-V(0)+\gamma \int_{0}^{t_{p}} y^{T}(s) y(s) d s \tag{35}
\end{align*}
$$

From the definition of $V(t)$, we have $V\left(t_{p}\right) \geqslant 0$ and $V(0) \geqslant 0$. Thus,

$$
\begin{equation*}
2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \geqslant-\beta^{2}+\gamma \int_{0}^{t_{p}} y^{T}(s) y(s) d s \tag{36}
\end{equation*}
$$

for all $t_{p} \geqslant 0, \beta=\sqrt{V(0)}$. The proof is completed.
Theorem 7. Let (A1) hold, and let $\dot{\tau}(t) \leqslant \sigma<1$. The complex network (1) is output passive if there exist two matrices $Z \geqslant 0$ and $Q \geqslant 0$ and a scalar $\gamma>0$ such that

$$
\left(\begin{array}{ccc}
H_{1} & a \widehat{P}(G \otimes \Gamma) & H_{2}  \tag{37}\\
a(G \otimes \Gamma)^{T} \widehat{P} & -(1-\sigma) Q & 0 \\
H_{2}^{T} & 0 & H_{3}
\end{array}\right) \leqslant 0
$$

where

$$
\begin{gather*}
H_{1}=-2 \eta I_{n N}+2 \widehat{P} \widehat{\Delta}+C^{T}\left(Q+\tau Z+\gamma I_{n N}\right) C, \\
H_{2}=\widehat{P} B-C^{T}+C^{T}\left(Q+\tau Z+\gamma I_{n N}\right) D,  \tag{38}\\
H_{3}=-\left[D+D^{T}-D^{T}\left(Q+\tau Z+\gamma I_{n N}\right) D\right] .
\end{gather*}
$$

Proof. Construct the same Lyapunov functional as (24) for system (13). Then, we can obtain

$$
\begin{align*}
\dot{V}(t) \leqslant & 2 x^{T}(t) \widehat{P} F(x(t))+2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t) \widehat{P} B u(t)+y^{T}(t)(Q+\tau Z) y(t)  \tag{39}\\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) .
\end{align*}
$$

Therefore, we have

$$
\begin{align*}
\dot{V}(t) & -2 y^{T}(t) u(t)+\gamma y^{T}(t) y(t) \\
\leqslant & 2 x^{T}(t) \widehat{P} F(x(t))+2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t)\left(\widehat{P} B-C^{T}\right) u(t)+y^{T}(t)\left(Q+\tau Z+\gamma I_{n N}\right) y(t)  \tag{40}\\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
& -u^{T}(t)\left(D+D^{T}\right) u(t) .
\end{align*}
$$

It follows from (18) and (37) that

$$
\begin{aligned}
\dot{V}(t) & -2 y^{T}(t) u(t)+\gamma y^{T}(t) y(t) \\
\leqslant & x^{T}(t)\left[-2 \eta I_{n N}+2 \widehat{P} \widehat{\Delta}+C^{T}\left(Q+\tau Z+\gamma I_{n N}\right) C\right] x(t) \\
& +2 a x^{T}(t) \widehat{P}(G \otimes \Gamma) y(t-\tau(t)) \\
& +2 x^{T}(t)\left[\widehat{P} B-C^{T}+C^{T}\left(Q+\tau Z+\gamma I_{n N}\right) D\right] u(t) \\
& -(1-\sigma) y^{T}(t-\tau(t)) Q y(t-\tau(t)) \\
& -u^{T}(t)\left[D+D^{T}-D^{T}\left(Q+\tau Z+\gamma I_{n N}\right) D\right] u(t) \\
= & \xi^{T}(t)\left(\begin{array}{ccc}
H_{1} & a \widehat{P}(G \otimes \Gamma) & H_{2} \\
a(G \otimes \Gamma)^{T} \widehat{P} & -(1-\sigma) Q & 0 \\
H_{2}^{T} & 0 & H_{3}
\end{array}\right) \xi(t) \\
\leqslant &
\end{aligned}
$$

where $\xi(t)=\left(x^{T}(t), y^{T}(t-\tau(t)), u^{T}(t)\right)^{T}$.
By integrating (41) with respect to $t$ over the time period 0 to $t_{p}$, we get

$$
\begin{align*}
& 2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \\
& \quad \geqslant V\left(t_{p}\right)-V(0)+\gamma \int_{0}^{t_{p}} y^{T}(s) y(s) d s \tag{42}
\end{align*}
$$

From the definition of $V(t)$, we have $V\left(t_{p}\right) \geqslant 0$ and $V(0) \geqslant 0$. Thus,

$$
\begin{equation*}
2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \geqslant-\beta^{2}+\gamma \int_{0}^{t_{p}} y^{T}(s) y(s) d s \tag{43}
\end{equation*}
$$

for all $t_{p} \geqslant 0, \beta=\sqrt{V(0)}$. The proof is completed.
Remark 8. In recent years, some researchers have studied the input passivity and output passivity of the complex networks with state coupling, and many interesting results have been derived. To the best of our knowledge, this is the first paper to investigate the input passivity and output passivity of complex delayed dynamical networks with output coupling. By constructing new Lyapunov functionals, some sufficient conditions ensuring the input passivity and output passivity are established in this paper.

## 4. Examples

In this section, two illustrative examples are provided to verify the effectiveness of the proposed theoretical results.

Example 1. Consider a three-order dynamical system as the dynamical node of the complex network (1) which is described by

$$
\left(\begin{array}{c}
\dot{x}_{1}  \tag{44}\\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right)=\left(\begin{array}{c}
-10 x_{1}+2 x_{2} \\
2 x_{1}-10 x_{2}-x_{1} x_{3} \\
x_{1} x_{2}-6 x_{3}
\end{array}\right) .
$$

Clearly, we can take $\eta=6, P=\operatorname{diag}(1,1,1)$, and $\Delta=$ $\operatorname{diag}(0,0,0)$. Take

$$
\begin{array}{rlrl}
\Gamma & =\left(\begin{array}{ccc}
0.4 & 0.2 & 0.2 \\
0.3 & 0.2 & 0.3 \\
0.3 & 0.1 & 0.2
\end{array}\right), & C_{i}=\left(\begin{array}{ccc}
0.3 & 0.2 & 0.1 \\
0.4 & 0.1 & 0.5 \\
0.4 & 0.3 & 0.2
\end{array}\right), \\
B_{i}=\left(\begin{array}{ccc}
0.3 & 0.1 & 0.1 \\
0.4 & 0.1 & 0.3 \\
0.7 & 0 & 0.2
\end{array}\right), & D_{i}=\left(\begin{array}{ccc}
2.5 & 0 & 0 \\
0 & 3.6 & 0 \\
0 & 0 & 2.6
\end{array}\right), \tag{45}
\end{array}
$$

$a=0.2, \beta_{\omega}=1$, and $i=1,2, \ldots, 10$. The matrix $L$ is chosen as follows:

$$
\left(\begin{array}{cccccccccc}
-3 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1  \tag{46}\\
1 & -4 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & -5 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & -3 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & -3 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & -3 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & -4 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -2 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & -2 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & -3
\end{array}\right) .
$$

Obviously, network (1) is connected, and matrix $G$ is

$$
\left(\begin{array}{cccccccccc}
-1 & \frac{1}{3} & \frac{1}{3} & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{3}  \tag{47}\\
\frac{1}{4} & -1 & \frac{1}{4} & 0 & \frac{1}{4} & 0 & \frac{1}{4} & 0 & 0 & 0 \\
\frac{1}{5} & \frac{1}{5} & -1 & \frac{1}{5} & 0 & \frac{1}{5} & 0 & 0 & 0 & \frac{1}{5} \\
0 & 0 & \frac{1}{3} & -1 & \frac{1}{3} & 0 & 0 & 0 & \frac{1}{3} & 0 \\
0 & \frac{1}{3} & 0 & \frac{1}{3} & -1 & \frac{1}{3} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{3} & 0 & \frac{1}{3} & -1 & \frac{1}{3} & 0 & 0 & 0 \\
0 & \frac{1}{4} & 0 & 0 & 0 & \frac{1}{4} & -1 & \frac{1}{4} & 0 & \frac{1}{4} \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} & -1 & \frac{1}{2} & 0 \\
0 & 0 & 0 & \frac{1}{2} & 0 & 0 & 0 & \frac{1}{2} & -1 & 0 \\
\frac{1}{3} & 0 & \frac{1}{3} & 0 & 0 & 0 & \frac{1}{3} & 0 & 0 & -1
\end{array}\right) .
$$

Next, we analyze the input passivity of complex network (1).

Setting $\tau(t)=0.5-0.5 e^{-t}$, then $0 \leqslant \tau(t) \leqslant \tau=0.5$ and $\dot{\tau}(t)=0.5 e^{-t} \leqslant 0.5$, for $t \geqslant 0$.

We can find the following matrix $Q$ satisfying (9) with $\gamma=$ 0.2. Consider the following:

$$
\begin{gather*}
Q=\operatorname{diag}(0.5341,0.4135,0.3429,0.5341,0.4135,0.3429, \\
0.5341,0.4135,0.3429,0.5341,0.4135,0.3429 \\
0.5341,0.4135,0.3429,0.5341,0.4135,0.3429 \\
\\
0.5341,0.4135,0.3429,0.5341,0.4135,0.3429  \tag{48}\\
\\
0.5341,0.4135,0.3429,0.5341,0.4135,0.3429)
\end{gather*}
$$

Hence, it follows from Theorem 4 that complex network (1) with above given parameters is input passive.

Example 2. Consider a three-order dynamical system as the dynamical node of the complex network (1) which is described by

$$
\left(\begin{array}{c}
\dot{x}_{1}  \tag{49}\\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right)=\left(\begin{array}{c}
-9 x_{1}+2 x_{2} \\
x_{1}-9 x_{2}-x_{1} x_{3} \\
x_{1} x_{2}-7 x_{3}
\end{array}\right) .
$$

Clearly, we can take $\eta=7, P=\operatorname{diag}(1,1,1)$, and $\Delta=$ $\operatorname{diag}(0,0,0)$. Take

$$
\Gamma=\left(\begin{array}{ccc}
0.1 & 0.4 & 0.6 \\
0.3 & 0.4 & 0.1 \\
0.3 & 0.5 & 0.2
\end{array}\right), \quad C_{i}=\left(\begin{array}{ccc}
0.6 & 0.3 & 0.4 \\
0.2 & 0.1 & 0.3 \\
0.1 & 0.3 & 0.7
\end{array}\right)
$$

$$
B_{i}=\left(\begin{array}{ccc}
0.1 & 0.5 & 0.3  \tag{50}\\
0.5 & 0.3 & 0.1 \\
0.2 & 0.7 & 0.2
\end{array}\right), \quad D_{i}=\left(\begin{array}{ccc}
2.9 & 0 & 0 \\
0 & 3.3 & 0 \\
0 & 0 & 2.8
\end{array}\right)
$$

$a=0.3, \beta_{\omega}=1$, and $i=1,2, \ldots, 10$. The matrix $L$ is chosen as follows:

$$
\left(\begin{array}{cccccccccc}
-2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1  \tag{51}\\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -2 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & -4 & 1 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & -5
\end{array}\right) .
$$

Obviously, network (1) is connected, and matrix $G$ is

$$
\left(\begin{array}{cccccccccc}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} & \frac{1}{2}  \tag{52}\\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & -1 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} & -1 & \frac{1}{2} & 0 \\
\frac{1}{4} & 0 & 0 & 0 & 0 & \frac{1}{4} & 0 & \frac{1}{4} & -1 & \frac{1}{4} \\
\frac{1}{5} & 0 & \frac{1}{5} & \frac{1}{5} & \frac{1}{5} & 0 & 0 & 0 & \frac{1}{5} & -1
\end{array}\right) .
$$

In the following, we analyze the output passivity of complex network (1).

Setting $\tau(t)=0.5-0.5 e^{-t}$, then $0 \leqslant \tau(t) \leqslant \tau=0.5$ and $\dot{\tau}(t)=0.5 e^{-t} \leqslant 0.5$, for $t \geqslant 0$.

We can find the following matrix $Q$ satisfying (30) with $\gamma=0.1$. Consider the following:

$$
\begin{gather*}
Q=\operatorname{diag}(0.3548,0.3893,0.1592,0.3548,0.3893,0.1592, \\
0.3548,0.3893,0.1592,0.3548,0.3893,0.1592, \\
0.3548,0.3893,0.1592,0.3548,0.3893,0.1592 \\
\\
0.3548,0.3893,0.1592,0.3548,0.3893,0.1592  \tag{53}\\
\\
0.3548,0.3893,0.1592,0.3548,0.3893,0.1592) .
\end{gather*}
$$

By Theorem 6, we know that complex network (1) with above given parameters is output passive.

## 5. Conclusion

A new complex delayed dynamical network model with output coupling has been introduced. We have considered
the input passivity and output passivity of the proposed network model. Some input passivity and output passivity criteria have been established by constructing new Lyapunov functionals. Moreover, two illustrative examples have been provided to verify the correctness and effectiveness of the obtained results. In future work, we shall study the input passivity and output passivity of impulsive complex delayed dynamical networks with output coupling.
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#### Abstract

A semantic overlay network (SON) is a visual framework clustered under similar metaknowledge units such as ontologies, algorithms, and rule engines. Knowledge-based service composition (KC) has become a prominent aspect of building new and creative composed service through a combination of semantically similar information at the knowledge level. In this study, a promising approach to construct a standard knowledge model is developed to utilize the progress of KC . To evaluate and optimize the composition, we define the quantity of service (QoS) regarding user requirements in the KC instance, and a KC instance path with better QoS is found in the model using the KC algorithm. Simulation results prove that our approach has a tradeoff between efficiency and equality.


## 1. Introduction

Knowledge-based applications are organized according to semantic relevance and context in semantic overlay network (SON) with the purpose of retrieving the service in a largescale intelligent information system [1]. In a SON, many groups of nodes with similar content or documents compose reusable software service into an integrated heterogeneous virtual platform for sharing information [2]. Contentaddressable network (CAN) is also essentially a type of SON via content cached at nodes based on content routing for locating content $[3,4]$. With the accumulation of massive amounts of service or application from many different domains (e.g., scientific research and personal and corporate communications or interactions [5]) for specific service supplying, the SON aims to thoroughly bind such individual and distributed services into workflow systems that support different kinds of knowledge sharing [6]. The approach of composition must support the evaluation of quality of service (QoS) to optimize the composition effect of reusable software. Therefore, the purpose of knowledge-based composition
$(\mathrm{KC})$ is not different from that of traditional service composition because the former can reuse the more units (e.g., databases, algorithms, and tools from different fields which could also be regarded as individual service [7]) in semantic level. While, knowledge-based service composition makes information sharing more dynamic, flexible, and scalable.

Therefore, KC is intended to share a wider range of information or services scattered across numerous distributed nodes. There are multiple QoS attributes that users pay attention to including price, reputation, reliability, and delay [8]. Although previous studies related to better QoS have contributed significantly to service composition in semantic web, most of them are still limited to traditional semantic web service and do not extend to overlay based on knowledge. This study aims to find a novel way to compose service based on knowledge sharing with better QoS in an SON.

The rest of this paper is organized as follows. The approach is formally modeled and related studies are reviewed in Section 2. Section 3 presents the adopted KC model in a SON. The exhaustive algorithm process is detailed and implemented in Section 4. In Section 5, the algorithm
is examined and evaluated by simulation. The conclusion is provided in Section 6.

## 2. Related Works

The massive amounts of distributed service or units such as those available from digital libraries and web-accessible text databases motivate researchers to work toward efficient service management in highly distributed environments [9]. By correlating these isolated islands of information, individuals can gain new insights, discover new relationships, and produce more knowledge [10]. A large body of work on knowledge-based service composition in SONs has been generated $[6,9,11-13]$. Certain approaches use algebra in composing ontologies that represent the terminologies from distinct, typically autonomous domains to compose knowledge [14, 15]. Usually, the links of ontology among the domains are called intersections [16].

Knowledge-based service composition is different from knowledge discovery [17] or knowledge creation [18] because that the former enable users to collectively create, share, browse, and query their own individual knowledge [13, 19, 20]. Some recommendations or recommender systems compose a set of services into data processing logic which combine the service according to user preferences or its execution environment [15].

Significant research has focused on optimizing the QoS of service composition [21, 22]. Existing approaches often show a tradeoff in every aspect to gain balanced performance [23, 24]. In fact, KC can be implemented and utilized in e-ScienceNet [25], e-Flow with customized services [26]. Cross-enterprise collaboration has emerged using automatic business composition in the global market [27]. In the scientific research, medical information, and collaborative manufacturing, the creative approach of the KC for a SON is also presented [28] for searching service-oriented knowledge utilities [29]. The process of KC should include information retrieval, knowledge representation, and databases, as well as exploiting pieces of knowledge from the multitude of heterogeneous sources available. In [30], the candidates with the same functionality are organized as a class and ACO4WS is used to test the feasibility and soundness of the approach.

Based on the aforementioned study, such a conclusion can be reached. Firstly, SONs have received growing attention as a scalable and distributed platform for knowledge-sharing applications. Then, KC dynamically combines two or more basic services (called units) into potentially complex valueadded knowledge-based workflow to fulfill the functional requirements of the user. Finally, the key to KC is to choose a scheme with better QoS under the QoS constraints.

## 3. Problem Formulation

In knowledge repository, a unit (subservice) can be expressed as $K=\{I, O, Q\}, I$ is the input set, $O$ represents the output set, and $Q$ is the QoS. The QoS of a KC consists of the following parameters: $\left\{Q_{1}, Q_{2}, \ldots, Q_{n}\right\}$.


Figure 1: Units in SON.

The QoS attributes $Q_{i}$ are availability, cost, time overhead, and so on. The model can be classified into subservice and compositional service. The subservice is a single unit cached in SON just like the one shown in Figure 1. The model enables the incorporation of various composition approaches by starting from the input of the first unit, traversing through the chosen unit, and ending at the output of the final unit in different knowledge repositories.
$N$ different but semantically related subservice constructs a body of compositional service from $M$ SONs, and KC involves mapping from the composite template to instantiated knowledge. The previous subservice output should be consistent with the next subservice input at the knowledge level. Each subservice in an SON has a few candidates called units, which are those that have the same or similar meaning or function. In Figure 1, points 1, 2, and 3 are candidates in SON1. The points and links between them can form an indirect graph from source to target. A weighted link between points represents the QoS of discovering or retrieving the next node. The QoS labeled in links merges the different QoS attributes of nodes using a cost function. The KC with different QoS indicates different paths in the knowledge graph. So, we can get the following.

The QoS of KC indicates the overall QoS of the instantiated knowledge path, which can be calculated as follows: $Q_{\text {com }}=\sum_{i=1}^{n} Q_{i}$, where $Q_{i}$ represents the merged QoS of nodes and links. For example, the availability and time of the overall QoS of composition can be expressed as

$$
\begin{gather*}
\ln \frac{1}{A_{\text {com }}}=\sum_{i=1}^{n} \ln \frac{1}{A_{\operatorname{node}(i)}}+\sum_{j=1}^{n-1} \ln \frac{1}{A_{\operatorname{link}(j)}}  \tag{1}\\
\operatorname{Time}_{\text {com }}=\sum_{i=1}^{n} \operatorname{RTT}_{i}+\sum_{j=1}^{n-1} \text { Delay }_{j}
\end{gather*}
$$

$A_{\text {node }(i)}$ refers to the availability of node $i, A_{\operatorname{link}(j)}$ stands for the availability of the conjoint link $j$, and $\mathrm{RTT}_{i}$ and Delay ${ }_{j}$ represent the round trip time of node and links' delay. Given the semantic similarity of the nodes, their QoS in the same SONs can be considered as equal, and the QoS of the links are not equal because of the different locations. Because the QoS of KC path can translate into the additive metrics, the best QoS of KC also indicates the smallest QoS of links in the knowledge graph.

The KC progress can be formulated based on the knowledge graph model shown in Figure 2 which is converted from Figure 1. In Figure 2, the QoS has been marked in links.


Figure 2: Time curves with metaknowledge.

Table 1: Adjacent matrix 1.

|  | $S$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| $S$ | 0 | 4 | 2 | 6 |
| 1 |  | 0 | 0 | 0 |
| 2 |  | 0 | 0 |  |
| 3 |  |  | 0 |  |

## 4. KC Approach with Better QoS

The target of KC is to find an optimal path in the graph by comparing the total QoS as the cost function. Instead of searching the entire SON, the KC algorithm involves three basic steps: probing and collecting the information; path; backwording.
4.1. An Instance. There is an instance to show how this approach works. In probing, matrices of different nodes in neighbor SONs are constructed filling with the QoS values of the links. Because the knowledge model graph is indirect, the constructing matrix is symmetrical.

During the probing, the constructing matrixes are as in Tables 1, 2, 3, and 4.

The searching results are saved with link-table.
During probing and constructing, we can find an initial path. In this example, from the node of $S$, the next node of 2 should be chosen. Then from the node 2 , the node of 4 should be chosen. Thus, the node sequence is $S \rightarrow 2 \rightarrow 4 \rightarrow 7 \rightarrow$ $10 \rightarrow T$, in which the QoS of the total path is the sum of each link's QoS indicated as Cal_sum. Now, the Cal_sum is " 24 " in this example.

During the path, the minimum is found and chosen from the second matrix of Table 2. The nodes with minimum link are located, then search the shortest link starting from the

Table 2: Adjacent matrix 2.

|  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 8 | 12 |
| 2 |  | 0 | 0 | 7 | 9 |
| 3 |  |  | 0 | 13 | 4 |
| 4 |  |  | 0 | 0 |  |
| 5 |  |  |  | 0 |  |

Table 3: Adjacent matrix 3.

|  | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 0 | 0 | 9 | 7 | 7 |
| 5 |  | 0 | 10 | 5 | 3 |
| 6 |  |  | 0 | 0 | 0 |
| 7 |  |  | 0 | 0 |  |
| 8 |  |  |  | 0 |  |

Table 4: Adjacent matrix 4.

|  | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :---: | :---: |
| 6 | 0 | 0 | 0 | 4 | 7 |
| 7 |  | 0 | 0 | 10 | 8 |
| 8 |  |  | 0 | 9 | 6 |
| 9 |  |  | 0 | 0 |  |
| 10 |  |  |  | 0 |  |

nodes. The searching include forward and backward until a path was been chosen.

The backwording progress will traverse all the matrixes and give out different paths with better QoS in their SON. Then, there are $M$ (the number of SON) paths with their nodes and QoS are saved and compared. The final Cal_sum of smallest QoS is 19 , and the node sequence is $S \rightarrow 3 \rightarrow$ $5 \rightarrow 8 \rightarrow 10 \rightarrow T$.

In this example, the KC instance is found in which the path with smaller QoS is obtained through a simple linear search algorithm. The time complexity does not depend on the number of SONs (matrixes). This approach may not find a path with best QoS because of the local optimization. But it will get a tradeoff between efficiency and equality. Although the nodes in knowledge model graph continually grow with the number of metaknowledge units, the time complexity of this approach will not soar but increase linearly.

## 5. Simulation and Analysis

5.1. Simulation Environment. To evaluate the performance of proposed KC algorithms with better QoS, we use them in the specified application. We suppose that the application has certain user requirements as input and the expected results as the output. The number of metaknowledge units spreading across different specific P2P systems is less than 20 (including source and target), and each metaknowledge has a few candidates with the same meaning, input, and output. Then, the workflow graph of this application can be formulated as shown in Figure 2, where $N,(N<20)$



Figure 3: Time curves with candidates.
groups of nodes are shown. The underlying physical topology is generated by GT-ITM using $n$-node transit-stub models. To simulate the performance variation in the real world and the initial availability of each node, we distribute the QoS of each link uniformly in a certain range.

To verify the effectiveness of the proposed approach (KC), we compare it with two types of algorithms: one is the shortest path algorithm with optimal results and the other is the heuristic algorithm (ant colony) with local optimal results in service composition. We have attempted to provide the same conditions (e.g., interface and input data) for three kinds of algorithms.
5.2. Simulation Results. With regard to the optimal algorithm, Dijkstra and ant colony algorithms require more time and calculation to obtain the solution. Therefore, from the perspective of theoretical analysis, the time complexity of the Dijkstra $\Theta\left(N^{2}\right)$ and the time complexity of traditional ant colony algorithms were greater than that of our approach. These two solutions employ the global optimization approach but do not show promising running speed. The time complexity of the KC algorithm increases linearly.

For the sake of a number of candidates in many SONs, which continuously increase along with the growth of the SON, by taking more storage space in computing service (numerous matrices with the QoS of links), the approach obviously has quick convergence speed. However, the KC algorithm is not optimal. In the worst case, the iterations would reach $\Theta(N)$. Three simulation time curves of those algorithms which would vary with the numbers of metaknowledge units or the candidates are shown in Figures 2 and 3. The number of metaknowledge units influences our approach, whereas the number of the candidates influences the two other approaches.


Figure 4: QoS rate of three algorithms.

The metric for evaluating the KC approach performance is the QoS rate. This rate is defined as

$$
\begin{equation*}
\text { QoS rate }=\frac{\text { numbers of satisfied instances }}{\text { numbers of required }} . \tag{2}
\end{equation*}
$$

For this target, our approach has a lower QoS rate just like what is shown in Figure 4. This figure shows that our QoS rate is less than that of the other algorithms, particularly when a number of candidates exist. Comparing with other algorithms, our approach simplified the composition progress at the cost of QoS rate.

We also implement another two common heuristic algorithms used in service composition for comparison. One is ACO4WS [30], which is based on a general knowledge model, and the other is mixed integer linear programming, an algorithm for semiautomatic merging and alignment ontologies. Both algorithms are applicable to a wide range of knowledge representation and ontology development systems. Three algorithms are based on a different model, but the similarity is that all of them map the function modules into node graphs, and all focus on the matrix of QoS. Three simulation time curves of those algorithms varied with the candidates, as shown in Figure 5.

The experimental results indicate that the QoS rate of each algorithm decreases slightly with the increase of function modules because finding a path in a more complex graph is difficult. However, the QoS rate of KC has a higher value than that of the two other algorithms because KC uses a simple principle to measure QoS (smaller is better), which can fulfill most of the QoS attributes.


Figure 5: QoS rate with three local optimization methods.

## 6. Conclusions

In this study, we investigated the KC algorithm in the SON based on distributed knowledge systems. Unlike various existing studies, our work converts the problem into two sections for analysis. First, the knowledge-based service composition is transformed into the instance path in the graph with a sequence work flow with interface between the previous output and successor input. Second, the KC algorithm with better QoS is transformed into the shortest path problem, which has a local optimization result related to the KC model. Regarding the performance shown in Section 5, we believe that the proposed approach can open a wide range of new studies intended to improve the performance of knowledge-based information sharing or create new combined service across various disciplines (e.g., digital biomedical and aerospace material industries). We intend to study another algorithm to address such problems in the future. Such an algorithm with better QoS can be solved by adapting other optimization algorithms as part of our future work.
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#### Abstract

The development of recommendation system comes with the research of data sparsity, cold start, scalability, and privacy protection problems. Even though many papers proposed different improved recommendation algorithms to solve those problems, there is still plenty of room for improvement. In the complex social network, we can take full advantage of dynamic information such as user's hobby, social relationship, and historical log to improve the performance of recommendation system. In this paper, we proposed a new recommendation algorithm which is based on social user's dynamic information to solve the cold start problem of traditional collaborative filtering algorithm and also considered the dynamic factors. The algorithm takes user's response information, dynamic interest, and the classic similar measurement of collaborative filtering algorithm into account. Then, we compared the new proposed recommendation algorithm with the traditional user based collaborative filtering algorithm and also presented some of the findings from experiment. The results of experiment demonstrate that the new proposed algorithm has a better recommended performance than the collaborative filtering algorithm in cold start scenario.


## 1. Introduction

A social network site, such as Facebook, Twitter, and Sina Weibo, has become an indispensable part of Internet users online life. It is also an important way of user information sharing and obtaining. However, with the number of social network users going into explosive growth, the information generated by the user also increases numerously. Therefore, when the user's ability to process information cannot keep up with the speed of the network information explosion, the user will have the problem of information overload [1]. It will increase the cost of obtaining useful information. Recommendation system $[2,3]$ as a kind of technology can effectively alleviate the information overload problem and provides users with excellent personalized service.

In the traditional personalized recommendation algorithm, collaborative filtering algorithm $[4,5]$ is undoubtedly the most successful one. The collaborative filtering recommendation algorithm is based on the similarity preference
between users of some certain items. More generally speaking, if they have similar interests in some items, it is most possible that they are interested in some other items. The defect of collaborative filtering algorithm is that it does not reflect that the user's preferences are not immutable but has the feature of the dynamic changes [6-8]. It also did not take the user's contextual factors into consideration. Therefore, the traditional collaborative filtering algorithm has some defects compared with other algorithms. Recently some published papers show that the improved algorithm will result in better recommendation performance by considering the user dynamic context factors in social network scenario [9, 10].

In this paper, we proposed the recommendation algorithm based on user's dynamic information in complex social network to address the above problems. By considering the dynamic information of user's response information and time factor to reflect the user's dynamic preference feature, we proposed an improved recommendation algorithm, combined with a new similarity measurement. Then the
experiments show that the new proposed algorithm has better recommendation performance than the traditional collaborative filtering recommendation algorithm.

## 2. Related Work

The collaborative filtering recommendation algorithm is one of the most successful recommendation algorithms. The core idea of it can be divided into three parts: first, to calculate the similarity between users from the user's historical interest information; then, to select the $K$ nearest neighbors according to the similarity of users to predict the user's preference for particular items;, finally, to select several items whose prediction score is enough high as a result of recommendation system recommended to the user.
2.1. The Traditional Similarity Measurement Method. The key point of the collaborative filtering recommendation is the measurement of similarity between different users. The widely adopted method is based on the similarity calculation of users' common historical ratings data. Among the similarity calculation methods, although each one has its own advantages and disadvantages, the most common method $[2,5,11-14]$ is the Pearson similarity $[2,11]$ and the Cosine similarity $[5,10]$.
(1) Pearson similarity method: in the process of Pearson similarity calculation, we can get the similarity between different users based on the common items preference ratings. We give formalized representation here. Let user $x, y$ 's rated common item set be $I_{x, y} ; r_{x, i}$ and $r_{y, i}$ represent the user's historical rating score of the item; furthermore, in order to eliminate the influence of the user rating score scale problem, we will subtract the user's average score in the process of calculating user similarity; let $\overline{r_{x}}$ and $\overline{r_{y}}$ represent the average rating score of the item of user $x$ and user $y$, respectively, which comes from the equation $\overline{r_{x}}=\left(1 /\left|I_{x, y}\right|\right) \sum_{i \in I_{x, y}} r_{x, i}$ of user $x$ and the equation $\overline{r_{y}}=\left(1 /\left|I_{x, y}\right|\right) \sum_{i \in I_{x, y}} r_{y, i}$ of user $y$. So the Pearson similarity between user $x$ and user $y$ can be defined as

$$
\begin{equation*}
\operatorname{Sim}(x, y)=\frac{\sum_{i \in I_{x, y}}\left(r_{x, i}-\overline{r_{x}}\right)\left(r_{y, i}-\overline{r_{y}}\right)}{\sqrt{\sum_{i \in I_{x, y}}\left(r_{x, i}-\overline{r_{x}}\right)^{2}} \sqrt{\sum_{i \in I_{x, y}}\left(r_{y, i}-\overline{r_{y}}\right)^{2}}} . \tag{1}
\end{equation*}
$$

(2) Cosine similarity method: in the process of Cosine similarity calculation, we treat user's historical rating score as an m -dimensional vector. The similarity between two users $x$ and $y$ is defined as the cosine of these two vectors. Let user $x$ and user $y$ 's historical rating vectors be $\vec{x}$ and $\vec{y}$, and the rated item set is $I_{x}, I_{y}$. So the cosine similarity of users is given by

$$
\begin{align*}
\operatorname{Sim}(x, y) & =\cos (\vec{x}, \vec{y})=\frac{\vec{x} \cdot \vec{y}}{\|\vec{x}\| \times\|\vec{y}\|} \\
& =\frac{\sum_{i \in I_{x, y}} r_{x, i} r_{y, i}}{\sqrt{\sum_{i \in I_{x}} r_{x, i}^{2}} \sqrt{\sum_{i \in I_{y}} r_{y, i}^{2}}} . \tag{2}
\end{align*}
$$

Once we get the set of nearest neighbor users [15] based on the similarity measures, we named the set $N_{u}$. Then the
prediction rating score on an item $i$ for target user $u$ by using this formula is as follows:

$$
\begin{equation*}
R_{u, i}=\overline{r_{u}}+\frac{\sum_{u^{\prime} \in N_{u}} \operatorname{Sim}\left(u, u^{\prime}\right) \times\left(r_{u^{\prime}, i}-\overline{r_{u}^{\prime}}\right)}{\sum_{u^{\prime} \in N_{u}}\left(\left|\operatorname{Sim}\left(u, u^{\prime}\right)\right|\right)}, \tag{3}
\end{equation*}
$$

where $\operatorname{Sim}\left(u, u^{\prime}\right)$ is the similarity between target user $u$ and one of the nearest neighbor users $u^{\prime}, r_{u^{\prime}, i}$ is the interest rating score of user $u^{\prime}$ to item $i$, and $\overline{r_{u}}$ and $\overline{r_{u}^{\prime}}$, respectively, represent the average interest rating score of users $u$ and $u^{\prime}$ to item set. $N_{u}$ is the nearest neighbors set of target user. The recommendation system can predict target user $u$ for its possible interest degree in the item which he or she has not known and then select several high predicted interest degree items as the recommendation result to the target user.
2.2. The Traditional Dynamic User Interest Model. For the context of social user and user's dynamic interest pattern, the traditional collaborative filtering recommendation algorithm did not take them into account. And the already proposed method defined the time weight function $f_{\text {time_wight }}(t)$ to represent user's dynamic interest pattern and then combined this function with recommendation algorithm $[6,13,16]$. One of the simple ways is to assume that the user's interest is a monotonic decreasing function with time [16] and combine it with the user interest prediction function, or divide the user's dynamic interest in more details by different time segments and construct the corresponding time weight function [6]. All these methods improved the recommendation algorithm's recommended result.

## 3. The New Method

3.1. The Similarity Based on Social User's Dynamic Information. In the social network, the most common way to construct the relationship of users is the graph construction $G=(V, E)$. The $V$ represents the set of vertices corresponding to users or items. Using the edge $e$ to connect the different vertices, $E$ is the set of edges which means the friendship of different users or user's social behavior historical relationship between user and item. In this paper, the exact means of set $E$ is the relationship of user's interest response information to item. We take into account of user's the different types of response information and the time factor to propose a new recommendation algorithm.

In social network, we can regard the behavior of information forwarding, collection, and other actions as the positive response type. So when the user $u$ is at timestamp $t$, the number of positive responses can be defined as

$$
\begin{equation*}
R^{+}(u, t)=\left\{i_{k} \mid t_{u, i_{k}}<t,\left(u, i_{k}\right) \in G\right\} \tag{4}
\end{equation*}
$$

where $G$ represents the relationship graph of user $u$; $U$ represents the set of social users $U=\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$, where $u \in U ; I$ is the set of items $I=\left\{i_{1}, i_{2}, \ldots, i_{n}\right\}$ and $i_{k} \in I$; the $k$ means the number of items and $k=\{1,2, \ldots, n\} ; t_{u, i}$ is the timestamp when user $u$ gives the response information to item $i$.

Similarly, if user did not show any interest in the item or even take actions such as shielding, cancelling the attention, and so on we can regard those actions as the negative response information. So when user $u$ is at timestamp $t$, the amount of negative response information can be defined as

$$
\begin{equation*}
R^{-}(u, t)=\left\{i_{k} \mid t_{u, i_{k}}<t,\left(u, i_{k}\right) \in G\right\} . \tag{5}
\end{equation*}
$$

Based on the above response type definition, at the same time, considering the time effect of user interest preferences and the drawback of traditional collaborative filtering algorithm to this aspect, this paper put forward the new type of user similarity measurement.

We defined the user similarity by considering the user response information and the benefits of only considering the user's response information without paying too much attention to the content of the response information are that it can ensure the diversity of the recommendation results compared with the traditional collaborative filtering recommendation algorithm [6]. Due to the time of different user response to the same item is different, it means the interest degree in this item of different user is also not the same, so after being considered to give the response of time weight, it can more accurately reflect the dynamic feature of user's interest pattern. The user similarity measurement based on users' positive response can be defined as

$$
\begin{equation*}
\operatorname{Sim}^{+}\left(u, u^{\prime}\right)=\frac{\left|R^{+}(u, t) \cap R^{+}\left(u^{\prime}, t\right)\right|}{\left|R^{+}(u, t)\right|\left|R^{+}\left(u^{\prime}, t\right)\right|} \cdot \sum_{k=1}^{n} f_{\text {time }}(t) \tag{6}
\end{equation*}
$$

where $\left|R^{+}(u, t)\right|$ and $\left|R^{+}\left(u^{\prime}, t\right)\right|$, respectively, represent the set of items which users $u$ and $u^{\prime}$ gave their positive response to and $\left|R^{+}(u, t) \cap R^{+}\left(u^{\prime}, t\right)\right|$ is the common set of items the users $u$ and $u^{\prime}$ responded to. The value of $n$ is the common item set size. The $f_{\text {time }}(t)$ is used to reflect the dynamic interest of use and detailed information of it will be discussed later.

Similarly, we can get the user similarity measurement based on user negative response from this formula:

$$
\begin{equation*}
\operatorname{Sim}^{-}\left(u, u^{\prime}\right)=\frac{\left|R^{-}\left(u, t^{\prime}\right) \cap R^{-}\left(u^{\prime}, t^{\prime}\right)\right|}{\left|R^{-}\left(u, t^{\prime}\right)\right|\left|R^{-}\left(u^{\prime}, t^{\prime}\right)\right|} \cdot \sum_{k=1}^{m} f_{\text {time }}\left(t^{\prime}\right) . \tag{7}
\end{equation*}
$$

The meanings of sets are similar with the situation of positive response; $m$ is the size of the common item set which users $u$ and $u^{\prime}$ responded to with their negative feedback or ignored.

To take the dynamic interest and response information of social user into consideration, we design a decreasing time function to model the user's dynamic interest feature in social network sites and then combine it with the new proposed similarity measurement. The $f_{\text {time }}(t)$ function shows in the part of formulas (6) and (7). The definition of this time weight function is given by

$$
\begin{equation*}
f_{\text {time }}(t)=\frac{R(u, t)}{|\Delta t|^{\lambda}} \tag{8}
\end{equation*}
$$

where $|\Delta t|=\left|t_{u, i_{k}}-t_{u^{\prime}, i_{k}}\right|$ means the interval time of two users that give the same type response information. We can tune
the parameter $\lambda$ to determine the decay rate of user's dynamic interest. The default value of $\lambda$ is 1.8 , but you can also change the value to make the recommendation system have the best performance according to your application environment. The $R(u, t)$ represents the number of common items users gave their positive response to, which equals the number of the common sets $\left|R^{+}(u, t) \cap R^{+}\left(u^{\prime}, t\right)\right|$.

Then, we will use the regulatory factor $\alpha$ to combine with these two types of different similarity measurements, so the combination similarity calculation method can be defined as

$$
\begin{equation*}
\operatorname{Sim}^{\prime}\left(u, u^{\prime}\right)=\alpha \operatorname{Sim}^{+}\left(u, u^{\prime}\right)+(1-\alpha) \operatorname{Sim}^{-}\left(u, u^{\prime}\right) \tag{9}
\end{equation*}
$$

where the value of regulatory factor $\alpha \in[0,1]$ and $\alpha$ and (1$\alpha$ ), respectively, represent the weight of positive response and negative response in the equation. We can adopt the optimal weight value to optimize the recommendation result.

Finally, we try to combine the similarity measurement based on social user response with the similarity calculation process of traditional collaborative filtering recommendation algorithm. On the one hand, in the early stage of the new register user, the traditional recommendation system cannot give a good recommendation result, due to the fact that no available user historical data can be used. But once the recommendation got enough user preference historical data, the performance of it will be much better. But it takes time to collect user useful time.

By combination with the user's response information, we can alleviate the cold start problem of recommendation system. It collects the response information more quickly by just some user clicks and gives the preliminary recommendation to user. On the other hand, it can also guarantee a certain diversity of the recommendation result by only focusing on the amount of response information not the content. The formalized user Pearson similarity method can be defined as

$$
\begin{align*}
\operatorname{Sim}\left(u, u^{\prime}\right)= & \frac{\sum_{i \in I_{x, y}}\left(r_{x, i}-\overline{r_{x}}\right)\left(r_{y, i}-\overline{r_{y}}\right)}{\sqrt{\sum_{i \in I_{x, y}}\left(r_{x, i}-\overline{r_{x}}\right)^{2}} \sqrt{\sum_{i \in I_{x, y}}\left(r_{y, i}-\overline{r_{y}}\right)^{2}}}  \tag{10}\\
& \cdot \operatorname{Sim}^{\prime}\left(u, u^{\prime}\right) .
\end{align*}
$$

And the Cosine similarity method is

$$
\begin{equation*}
\operatorname{Sim}\left(u, u^{\prime}\right)=\frac{\sum_{i \in I_{x, y}} r_{x, i} r_{y, i}}{\sqrt{\sum_{i \in I_{x}} r_{x, i}{ }^{2}} \sqrt{\sum_{i \in I_{y}} r_{y, i}^{2}}} \cdot \operatorname{Sim}^{\prime}\left(u, u^{\prime}\right) . \tag{11}
\end{equation*}
$$

3.2. The Predication Score Based on Social User's Dynamic Information. After calculating the user similarity, the highest $K$ nearest neighbor to target user will be selected as the base set, in order to ensure the recommendation system recommend effect. Let the target user $u$ rated item set be $I_{u}$; the prediction score of any item $i\left(i \notin I_{u}\right)$, which user $u$ may give, can be obtained by calculation of the user $u^{\prime}$ one of the $K$ nearest neighbor's historical rating scores of the item $i$. The calculation method shows below:

$$
\begin{equation*}
R(u, i)=\overline{r_{u}}+\frac{\sum_{i=1}^{n}\left[\operatorname{sim}\left(u, u^{\prime}\right)\left(r_{u^{\prime}, i}-\overline{r_{u^{\prime}}}\right)\right]}{\sum_{i=1}^{n} \operatorname{Sim}\left(u, u^{\prime}\right)} \tag{12}
\end{equation*}
$$

> Input: User set $U$, Item set $I$, Rating Matrix $R_{U \times I}$ Output: Users Similarity $\operatorname{Sim}\left(u, u^{\prime}\right)$ Step 1. let $k_{u}=0$;
> Step 2. when $k_{u}<|U|$, go to Step 3; otherwise, end; Step 3. let $k_{i}=k_{u}+1$; when $k_{i}<|I|$, compute to get the users similarity according to formula (1) or (2); otherwise, $++k_{u}$, go back to Step 2.

Algorithm 1: The traditional user similarity measurement.
where $\operatorname{Sim}\left(u, u^{\prime}\right)$ is the similarity between the target user $u$ and the nearest neighbor user $u^{\prime} ; r_{u^{\prime}, i}$ represents the historical rating score of user $u^{\prime}$ to the item $i$; the sign of $\overline{r_{u}}$ and $\overline{r_{u^{\prime}}}$, respectively, means the average rating score value of users $u$ and $u^{\prime}$. We can obtain the target user's prediction rating of the item and then generate the recommended list to target user by using certain strategies to deal with.
3.3. The Time Complexity Analysis of Algorithm. In the process of recommendation algorithm, the algorithm involves a big part of user similarity computation. In particular when faced with the large data level of processing historical data, the performance of recommendation algorithm becomes extremely important. Here, we will analyze the time complexity of new proposed recommendation algorithm. The user similarity computation mainly involves two parts: one is the traditional similarity measure like Pearson similarity or Cosine similarity and other one is the similarity measure based on social user's dynamic response information. The collaborative filtering algorithm mainly includes user similarity calculation and forecasts the target user's rating scores.

According to Algorithms 1 and 2 process, we can know that the main factors which impact the time complexity of algorithm are the size of social user set $U$ and item set $I$, while calculating the similarity. Let the size of user set be $|U|$ and the size of item set $|I|$. According to the traditional user similarity measurement formulas (1) and (2), the time complexity of computing one pair of users' similarity is $O(|I|)$; then, the time complexity of computing any two different users' similarity is $(|U| \times(|U|-1) / 2) \times$ $O(|I|)=O\left(|U|^{2} \cdot|I|\right)$. Considering the time complexity of traditional similarity calculation, we proposed selecting the $K$ nearest neighbor user set and then computing those $|K|$ users' similarity. Let the time complexity of similarity measurement based on user's positive response be $O\left(R^{+}\right)$ and the time complexity of similarity measurement based on user's negative response $O\left(R^{-}\right)$; then we can simplify the formula and get the time complexity of the integrated similarity measurement as $O(|I|) \cdot O\left(\alpha\left|R^{+}\right|+(1-\alpha)\left|R^{-}\right|\right)=$ $O(|I| \cdot|R|)$. Then the time complexity of new proposed user similarity of any two users is $(|K| \times(|K|-1) / 2) \times O(|I|$. $|R|)=O\left(|K|^{2} \cdot|I| \cdot|R|\right)$. In the part of user prediction score computation, the main factors influencing the time complexity of algorithm are the size of nearest neighbor set $|K|$ and the size of item set $|I|$.

Input: Target User $u$, Target Item $i$, Nearest Neighbor Set $K$, Item Set $I$, Timestamp $t$, Decay Rate Parameter $\lambda$, Regulatory Factor $\alpha$;
Output: the prediction score $R(u, i)$ of target user $u$ for the item $i$;
Step 1. let $k_{u}=0$;
Step 2. when $k_{u}<|K|$, go to Step 3; otherwise, go to Step 4;
Step 3. when $k_{i}<|I|$, get the number of user positive and negative response $R^{+}(u, t)$ and $R^{-}(u, t)$ according to formula (4) and (5); otherwise, $++k_{u}$, go back to Step 2; Step 4. when $u, u^{\prime} \in U$, compute the $\operatorname{Sim}^{+}\left(u, u^{\prime}\right)$,
$\operatorname{Sim}^{-}\left(u, u^{\prime}\right)$ of user $u$ and $u^{\prime}$ according to (6), (7);
Step 5 . get the user similarity according to formula (9);
Step 6. get the integrated user similarity by (10) or (11);
Step 7. finally, get the predication score $R(u, i)$ of user $u$ to item $i$ according to (12).

Algorithm 2: The user similarity measurement based on social user dynamic information and prediction score calculation.

## 4. Experimental Evaluation

In order to validate the fact that the new proposed recommendation algorithm has better performance than the traditional user based collaborative filtering recommendation algorithm, we have collected the data of domestic mainstream social network site called Sina Weibo to complete the relevant experiments.

Since the grabbed data from the original Sina Weibo site has a lot of redundant information, therefore, it needs to extract and transform the raw data, commonly known as the process of ETL, eliminate the irrelevant information, and get the exact information we need. The data has about 6040 Sina users with about 3682 pieces of Weibo information, and 100 thousand response information logs. Considering the scenario in Sina Weibo, the negative response information of user is very difficult to define. The situation of without the user's browsing, no forwarding, no comments, and so forth often denotes the user has no interest in this information. So consider that the new similarity measurement regulatory factor $\alpha$ is set as $\alpha=1$, which means only social user's positive response information be considered. We regard this situation of user collection, forwarding, and comment microblog information as positive response type.

For the existing data set, the data set is equally divided into 10 subsets by way of random selection, of which nine were randomly selected as the training set and the remaining one was selected as the test set. Due to the presence of the decreasing function parameter $\lambda$, which characterizes the dynamic of user interest, to get the optimization value of parameter $\lambda$ will have a great influence on the final recommendation results. So we will get the optimal parameter before we do the further experiments. We use the average absolute deviation MAE $[6,11,17,18]$ as the evaluation metric to evaluate the performance of recommendation algorithm. The lower the MAE is, the more accurately recommended


Figure 1: The impact of the user interest decay rate $\lambda$ to recommendation algorithm results.
result the recommendation can give. We can obtain the evaluation metric MAE data of the improved recommendation algorithm by changing the parameter $\lambda$ as $1.0,1.5,1.8$, and 2.1 . Then, we can also get Figure 1.

We can draw a conclusion that the improved algorithm has the best performance from Figure 1, when the decay rate parameter $\lambda$ is 1.8 . But the optimal value of parameter $\lambda$ may be different from this value; it should be tuned according to your specific environmental factors. One of the main factors influencing recommendation algorithm performances is the feature of data set.

Once we determined the parameter $\lambda$, we designed the comparative experiment between the new recommendation algorithm based on social user's dynamic information and the user based collaborative filtering recommendation algorithm. The collaborative filtering algorithm is one of the classic and most successful recommendation algorithms; so as a comparison basis, it will have some convincing. Under the same experiment conditions, the data set is also equally divided into 10 equal subsets by way of random selection, of which nine were randomly selected as the training set and the remaining one was selected as the test set; then the average MAE value of 10 experiments was the MAE evaluation metric result of the recommendation algorithm. We can get the following figure by changing the number of nearest neighbors to $5,10,15,20$, and 25 . The experiment result shows in Figure 2.

From Figure 2, the improved algorithm outperforms better recommendation result than the traditional user based collaborative filtering algorithm at the same number of nearest neighbors. Further, from the same type of algorithm, but with different number of nearest neighbors, we can see that as the number of nearest neighbor users increases, the recommendation algorithm gets better results; namely, the value of MAE presents a descending trend, but not infinite decline. It will become one kind of steady state. Therefore, the contrast experiment gives us a lesson that how to select the optimal set of parameters will have a great effect on the recommended result of recommendation algorithm in the specific personalized recommendation system application environment. It also can involve some optimization and method to get the best recommendation performance.


Figure 2: Comparative experiment results of two algorithms.

## 5. Conclusion

In this paper, the theory of collaborative filtering recommendation algorithm is briefly introduced. The collaborative filtering recommendation algorithm is a kind of widely used and more mature algorithms and has a good recommended effect of recommendation algorithm. However, the collaborative filtering recommendation algorithm is a flawed one, in some aspects. For example, the traditional collaborative filtering algorithm did not take into account the temporal characteristics of user's interest while computing the similarity, so it will lose a part of the recommendation accuracy and diversity. Meanwhile, with the rise of social network, the social network user surged, so the users are faced with the problem of information overload on social network sites. But the social user contains rich contextual information; therefore, this paper takes the dynamic information of social user into account to propose the improved algorithm to alleviate the problem and validates the fact that the new improved algorithm has the improvement of recommended effect by contrast experiment. However, the social network user's dynamic information not just only the response information and time factor; there are also geographical information, social relationship information, and other context information. We will continually optimize the current deficiency of the proposed algorithm and also try to do the work of how to better model social user's dynamic information, dig deeper into the user's behavior patterns, and combine them into recommendation algorithm to improve the recommendation algorithm performance in our next step of research.
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#### Abstract

Large-scale wireless sensor networks (WSNs) have demonstrated some complex features which are similar to those of other types of complex networks, such as social networks. Based on these complex features, evolution process and characteristic of WSNs, we represent a WSN topologically by building a suitable model, which is named as the reliability-oriented local-area model (ROLM) and aimed at improving the performance of WSNs. For analyzing the performance of the ROLM, we define the reliability as the probability of that the relative error between the measurement and the true value is equal to or less than $\varepsilon(\varepsilon \geq 0)$ and proposed a parameter $\eta$ to measure the reliability of the network. Based on them, we use $\eta$ to analyze the influence of network structure on the reliability, and compared the reliabilities of the ROLM and the existing WSNs. Experiment results prove that the large-scale WSN follows a power-law distribution, and it has scale-free characteristic and small world characteristic. And it also shows that, comparing with existing model, ROLM not only balances energy consumption by limiting the connectivity of each node to prolong the lifetime of the network, but also improves the reliability substantially. And the ROLM can be used to express the topology of reliability-oriented WSNs and analyze the structure preferably.


## 1. Introduction

Complex networks are currently being studied in many scientific fields [1] and many systems actually can be described through complex networks such as biological networks [2], metabolic networks [3], social networks [4], software network [5], scientific collaboration networks [6], and World Wide Web $[7,8]$. Wireless sensor networks (WSNs), as a particular type of complex networks, are different from other types of complex networks. A large-scale WSN consists of a large number of distributed sensor nodes, and therefore a large-scale WSN has some complex features of complex networks [9]. Due to short communication range and energy constraints, these sensor nodes autonomously establish connections through wireless communications with the other nodes that are within their local-area. Here the concept of local-area can be seen as a domain surrounding these nodes where their signals can be reached. In fact, there is also localarea in other networks, for example, a community structure in social networks, a regional cooperative group in economic
networks, and a domain in the internet, all of which are localareas.

In order to model a WSN, most researches consider that the WSN consists of the same types of nodes and links. Reference [10] shows that it is possible to model a WSN as a small world network by using multiple cluster nodes that can emulate the long edge required in small world networks. In [11], a novel evolving network model is based on random walk to study the fault tolerance of the WSN due to node failure and discuss the spreading dynamic behavior of viruses in the evolution model. Considering the diversities of nodes and links in a real WSN, [9] proposes a local-world heterogeneous model for the WSN. In [9], nodes are divided into two classes: sensor nodes (SNs) and cluster-head nodes (CHs), and there are two kinds of links: the bidirectional edge between $\mathrm{CHs}(\mathrm{CH} \leftrightarrow \mathrm{CH})$ and the directional link pointing to CHs from $\mathrm{SNs}(\mathrm{SN} \rightarrow \mathrm{CH}$ ). The model in [9] is different from the aforementioned models with homogeneous nodes and links, and it balances energy consumption by limiting the connectivity of CHs to prolong the lifetime of the network.

However, recent advancements in wireless communications and sensor technologies have enabled most SNs to relay data packets [12]; that is, there are always $\mathrm{SN} \leftrightarrow \mathrm{SN}$ in many practical applications. Reference [9] only considers two kinds of links and neglects the links among SNs, which makes the model in [9] be not suitable for most current practical applications.

On the other hand, in practical WSN applications, SNs are usually deployed in some inaccessible and dangerous environments to gather information from the physical world to a sink node (base station); for example, WSNs can be used to monitor environmental changes (such as weather, gas in coal mine) [13, 14], monitor habitats [15, 16], track objects [17], manage disasters [18], and so on. Most recent researches about WSNs try to improve energy efficiency and prolong the lifetime of the network. Several international research projects dedicated to energy-efficient (EE) wireless communications have been carried out. In [19], a linkadaptive transmission scheme for MIMO-OFDM systems is proposed, which maximizes EE in terms of bits-per-Joule using dynamic power allocation based on the channel state as well as the circuit power consumption. Based on the complex network theory, a new topological evolving model is proposed in. In the evolution of the topology of sensor networks, the energy-aware mechanism is taken into account, and the phenomenon of change of the link and node in the network is discussed. Although they are energy-efficient and have long lifetime, they are not suitable for some applications with the requirement of high reliability (this is critically important in some study of the WSN [20], and the concept of reliability will be given in the next section). Reference [21] shows that, in WSNs, due to environment noise, reliable data communications cannot be definitely achieved. Even under ideal conditions, the packet loss rate of a WSN may be above $1 \%$ or close to $1 \%$ due to packet collisions. When the communication environment becomes hostile, the packet loss rate will definitely go up, and a successful data transmission over links in the WSN can be guaranteed with a certain probability (less than 100\%). As most applications of WSNs need to aggregate sensed data from environment [20], and if we want to aggregate the sensed data in the network, just a part of sensed data from SNs will be sent to the sink node, the aggregation result provided by the WSN cannot be ensured to be accurate, and there is a need to study this issue for WSN's some aggregation operators. As we define the reliability to describe this issue in our research, we call this issue as the reliability of WSN. Even though some researches such as [9] can prolong the lifetime of WSNs through balancing energy consumption, the reliability of the WSN should also be taken into account for reliable data communications.

For the above reasons, a reliability-oriented network model which is consistent with the actual network is very important to the WSN application development. In this paper, we propose a reliability-oriented local-area model for the WSN with the help of growth and preferential attachment mechanism. The influence of the local-area scale $C$, the scale of WSNs, the strategy of evolution on the reliability of WSNs, and topological properties are investigated. Firstly, to
measure the reliability of the WSN, we present the concept of reliability and verify its mathematical rationality and find that the reliability $\eta$ of a large-scale WSN can be represented as a function of the maximum value $\omega$ of cluster layer of SNs. Secondly, we show that this model has intrinsic characteristics, the assortative connectivity correlation, and characteristic of power law. The energy efficiency of this model is better than that of [9], and the lifetime is identical and it has higher reliability compared with the model in [9]. Moreover, from the perspective of the reliability of the WSN, we reveal that the reliability of the WSN evolving from ROLM is much better than that of [9], and when the network scale is larger than 1000, the reliability of the WSN evolving from [9] is far less than that of the ROLM.

## 2. Model of WSNs

There are two kinds of nodes (SNs and CHs, which will be identified by IEEE address [22]) in the WSN: the SNs will connect with a CH or other SNs , and the CHs can connect with the sink node or other CHs. These two kinds of nodes perform different functions in the WSN evolving from ROLM, such that SN is responsible for sensing information from geographical environment and sending its sensed data to a CH which it belongs to, while a CH collects sensed data from its cluster members. After processing the whole data it will retransmit the aggregation result to the next hop CH . Considering the complex futures of WSNs, ROLM is designed based on the existing complex system modeling method. Take BA model, for example, [23]. There is one new-incoming node entering a preexisting network at every step and choosing one or some nodes from the preexisting network to connect with a certain probability. After a node connects to the network, there will be another new-incoming node entering the network in the next step until the number of nodes in this network reaches the preset network scale.

As a special kind of complex networks, WSNs have some specific characteristics. Therefore, we should consider some factors such as the node transmission range, the hopconstraints between nodes, the reliability of network, and transmission delay. In WSNs, because of the constraint of node transmission range, each node in the network can only communicate with those nodes located within its coverage, which is named as local-area connections. On the other hand, when the monitoring area has the similar condition, every wireless link (the link between two nodes which has one hop between them) in the network has the same packet loss probability, which means that the sensed data will be sent successfully over one link with a probability $q(q \leq 1)$ [24]. And apparently, if the sensed data has to be delivered to a node two hops away, then it will be over two links and the successful transmission probability of this data is $q^{2}$. As the probability $q$ is equal to or less than 1 , the more hops the sensed data needs to be delivered, the lower the probability that the sensed data will be sent successfully to the sink node. Therefore, just a part of sensed data will be sent to the sink node when the WSN performing an aggregation operator and the reliability of the WSN for this aggregation
operator will decrease consequently. ROLM tries to reduce the number of links between two connected nodes to improve the reliability. Based on the local-area and fitness models in complex networks theory, this paper studies the evolution model while considering the constraints of transmission range and the reliability of the WSN in a novel approach.
2.1. Problem Definition. To facilitate researching on ROLM and the reliability of the WSN evolving from ROLM in this paper, we will briefly introduce some related definitions as follows in this part. It includes sink layer, cluster layer, round, $\varepsilon$-estimate, reliability, $\eta$, unbiased estimate, and round.

Definition 1 (sink layer). For node $i(\mathrm{CH}$ or SN ), if its father node is the sink node, then we define that its sink layer is 1 and express it as $\omega_{i}=1$; if its father node $j$ 's $\omega_{j}=1$, then its $\omega_{i}=2$, and so on.

Definition 2 (cluster layer). For a $\mathrm{SN}_{i}$, if its father node is a CH , then we define that its cluster layer is 1 and express it as $\omega_{s}^{i}=1$; if its father node $j$ 's $\omega_{s}^{j}=1$, then its $\omega_{s}^{i}=2$, and so on.

The concepts of $\omega_{i}$ and $\omega_{s}^{i}$ show that $\mathrm{CH}_{i}$ has only value of $\omega_{i}$; and $\mathrm{SN}_{j}$ has both $\omega_{j}$ and $\omega_{s}^{j}$, and the values of $\omega_{j}$ and $\omega_{s}^{j}$ for $\mathrm{SN}_{j}$ are different.

Definition 3 (degree). The total number of links pointing to node $i$ from other nodes is called the degree of node $i$, expressed in $k^{i}$. If node $i$ can connect with the other $k_{\max }^{i}$ nodes, then define its saturated degree as $k_{\max }^{i}$.

There are many types of aggregation result (Sum, Average, Max, and so on) which we can get from the WSNs [25]. In order to specifically study the reliability of the WSN evolving from ROLM, we take the SUM aggregation operator as an example and propose the concept of reliability and $\eta$ parameter to measure the reliability of the WSN. For the other aggregation operator, their processing methods are the same as that of SUM aggregation operator, such that we can get the Average result from the process of calculating the Sum result (the sum value in every cluster divided by the number of members of this cluster, and then the CH will transfer their quotient values to the sink node).

At time $t$, if the WSN can only aggregate a part of sensed data from its nodes, it will provide an approximated SUM, expressed in $\operatorname{Sum}\left(S_{t}\right)^{\prime}$. If it aggregates all sensed data in the WSN, it will get an accurate SUM, called $\operatorname{Sum}\left(S_{t}\right)$.

Definition 4 ( $\varepsilon$-estimate). $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ is called an $\varepsilon$-estimate of $\operatorname{Sum}\left(S_{t}\right)$ if $\left|\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}-\operatorname{Sum}\left(S_{t}\right)\right) / \operatorname{Sum}\left(S_{t}\right)\right| \leq \varepsilon$ for any $\varepsilon(\varepsilon \geq$ $0)$.

Definition 5 (reliability). For a given network and $\varepsilon(\varepsilon \geq 0)$, reliability is the probability of that $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ is the $\varepsilon$-estimate of $\operatorname{Sum}\left(S_{t}\right)$ [20].

Definition $6(\eta)$. For a given network and $\varepsilon(\varepsilon \geq 0)$, $\eta(0 \leq$ $\eta \leq 1$ ) is the lower bound of probability of that $\operatorname{Sum}\left(S_{t}\right)^{\prime}$
is the $\varepsilon$-estimate of $\operatorname{Sum}\left(S_{t}\right)$; that is, $\eta \leq P\left(\mid\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}-\right.\right.$ $\left.\left.\operatorname{Sum}\left(S_{t}\right)\right) / \operatorname{Sum}\left(S_{t}\right) \mid \leq \varepsilon\right)$.

Definition 7 (unbiased estimate). $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ is an unbiased estimate of $\operatorname{Sum}\left(S_{t}\right)$ if the mathematical expectation of $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ is equal to $\operatorname{Sum}\left(S_{t}\right)$; that is, $E\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)=\operatorname{Sum}\left(S_{t}\right)$; otherwise $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ is a biased estimator of $\operatorname{Sum}\left(S_{t}\right)$.

Definition 8 (round). The amount of time from the sink node initiates a data collection command to all sensed data from SNs being sent to the sink node, no matter how long it will last. This amount of time is called one round.
2.2. Reliability-Oriented Local-Area Model. In this section, we model a WSN as a network with growth and preferential attachment and propose an evolution model ROLM with high reliability. Different from [9], the WSN evolving from ROLM includes three kinds of links. They are the bidirectional link between $\mathrm{CHs}(\mathrm{CH} \leftrightarrow \mathrm{CH})$, the directional link from SN to CH ( $\mathrm{SN} \rightarrow \mathrm{CH}$ ), and the bidirectional link between $\mathrm{SNs}(\mathrm{SN} \leftrightarrow$ $\mathrm{SN})$. For $\mathrm{CH}_{i}$, let $k_{c}^{i}$ be the current degree that is the total number of links pointing to $\mathrm{CH}_{i}$ from other nodes, and let $E_{c}^{i}$ be its initial energy value. And for a $\mathrm{SN}_{i}$, provide that $k_{s}^{i}$ is the degree that is the total number of links pointing to $\mathrm{SN}_{i}$ from other SNs and $E_{s}^{i}$ represents the initial energy value of $\mathrm{SN}_{i}$. Define that $E_{c}^{i}$ is a random variable following the uniform distribution $\rho\left(E_{c}\right)$ in the interval $\left[E_{\min c}, E_{\max c}\right]$ and $E_{s}^{i}$ is a random variable following the uniform distribution $\rho\left(E_{s}\right)$ in the interval $\left[E_{\min s}, E_{\max s}\right]$. Set $E_{c}^{i}$ as much larger than $E_{s}^{i}$. Here, $E_{\max c} \geq E_{\min c} \geq E_{\max s} \geq E_{\min s}$, $E_{\max c}$ is the maximum initial energy of CHs , and a CH with $E_{\text {maxc }}$ could connect with less than $k_{\max c}$ nodes. Similarly, $E_{\max s}$ is the maximum initial energy of SNs, and the SN with $E_{\operatorname{maxs}}$ could connect with less than $k_{\max s}$ SNs. Let $k_{\max c}^{i}$ and $k_{\max s}^{i}$ be the saturated degree of $\mathrm{CH}_{i}$ and $\mathrm{SN}_{i}$ respectively; then we define

$$
\begin{align*}
& k_{\max c}^{i}=k_{\max c} \frac{E_{c}^{i}}{E_{\max c}},  \tag{1}\\
& k_{\max s}^{i}=k_{\max s} \frac{E_{s}^{i}}{E_{\max s}}
\end{align*}
$$

The basic settings for ROLM can be described as shown in Algorithm 1.

The growth in the WSN evolving from ROLM is starting with an existing network with a small number of $c_{0}$ nodes (all of these $c_{0}$ nodes are connected with each other. As SNs connect to the sink node by CHs , there must be at least one CH among these $c_{0}$ nodes). Referring to the BA modeling method in complex networks, ROLM can be described as follows.
(a) At every step, a new-incoming node (CH or SN) connects to one node in an existing network. If the new-incoming node is a CH with energy value $E_{c}^{i}$, it may connect to the other CHs within its localarea, while if the new-incoming node is a SN with energy value $E_{s}^{i}$, it may connect to a CH or a SN

```
//defining the variables
\(\mathrm{CH}_{i}\) :
    \(\operatorname{Var} k_{c}^{i}, E_{c}^{i}\)
\(\mathrm{SN}_{i}\) :
    \(\operatorname{Var} k_{s}^{i}, E_{s}^{i}\)
Begain
```



```
//the types of node in ROLM
For \(i=1\) to NumberOfNetworks do
\{
    probability \(P\) :
        nodeKind == CH;
    probability \(1-P\) :
        nodeKind \(==\mathrm{SN}\);
\}
//initializing node energy
For \(i=1\) to NumberOf Networks do
\{
    If nodeKind \(==\mathrm{CH}\)
        \(E_{c}^{i}=\rho\left(E_{c}\right)\); //the initial energy value of \(\mathrm{CH}_{i}\)
    Else if nodeKind \(==\mathrm{SN}\)
        \(E_{s}^{i}=\rho\left(E_{s}\right) ; / /\) the initial energy value of \(\mathrm{SN}_{i}\), and \(E_{\max c} \geq E_{\min c} \geq E_{\max s} \geq E_{\min s}\)
\}
//calculating the saturated degree of \(\mathrm{CH}_{i}\) and \(\mathrm{SN}_{i}\)
For \(i=1\) to NumberOfNetworks do
\{
    \(k_{\max c}^{i}=k_{\max c} \frac{E_{c}^{i}}{E_{\max c}}\); //the saturated degree of \(\mathrm{CH}_{i}\), and set the value of \(k_{\max c}\) to be 20
    \(k_{\max s}^{i}=k_{\max s} \frac{E_{s}^{i}}{E_{\max s}}\); //the saturated degree of \(\mathrm{SN}_{i}\), and set the value of \(k_{\max s}\) to be 7
\}
```

Algorithm 1
within its local-area. For a new-incoming CH , it enters the preexisting network with probability $p$ (the probability $p$ is the proportion of CHs in the WSN evolving from ROLM), as new-incoming nodes include CHs and SNs; thus the proportion of SNs in the WSN evolving from ROLM is $(1-p)$, and the probability for a new-incoming SN entering the preexisting network is $(1-p)$.
(b) Preferential attachment: the new-incoming CH connects to a selected CH in the preexisting network, and the new-incoming SN connects to a selected CH or a SN from the preexisting network. In this case, as the node in WSNs has the constraints of energy and connectivity, it only communicates with one CH or SN in the local-area to avoid data redundancy. Firstly, we mark $C$ nodes randomly from the preexisting network as the local-area $\Phi$. As the scale of localarea $\Phi$ is based on the new-incoming node's communication range, and the directly connected nodes of each node are chosen from these $C$ nodes, we set $C \geq \max \left\{k_{\max s}, k_{\max c}\right\}$. Considering that nodes have constraints of energy and connectivity, and ROLM is trying to improve the reliability of the WSN for some aggregation operators, in the WSN evolving
from ROLM, the new-incoming nodes (CHs or SNs) will connect to $\mathrm{CH}_{i}$ in the local-area $\Phi$ according to the probability $\prod_{c}^{i}$, and $\mathrm{SN}_{i}$ in the local-area $\Phi$ will be connected by new-incoming SNs according to the probability $\prod_{s}^{i}$ :

$$
\begin{align*}
& \prod_{c}^{i}=\frac{E_{r c}^{i} k_{c}^{i} / \omega_{i}}{\sum_{j \in \Phi} E_{r c}^{j} k_{c}^{j} / \omega_{j}}  \tag{2}\\
& \prod_{s}^{i}=\frac{E_{r s}^{i} k_{s}^{i} / \omega_{i}}{\sum_{j \in \Phi} E_{r s}^{j} k_{s}^{j} / \omega_{j}} \tag{3}
\end{align*}
$$

where $E_{r c}^{i}$ and $E_{r s}^{i}$ are the residual energy of $\mathrm{CH}_{i}$ and $\mathrm{SN}_{i}$.

Considering the fact that every link connected to node $i$ will consume some energy of node $i$, we simply define

$$
\begin{align*}
& E_{r c}^{i}=E_{c}^{i}-b k_{c}^{i},  \tag{4}\\
& E_{r s}^{i}=E_{s}^{i}-b k_{s}^{i}, \tag{5}
\end{align*}
$$



Figure 1: The topology graph and subgraph of topology of the WSN, where nodes' sizes represent their current degree, the nodes' color reflects their community structure, nodes with the same color means that they have the same modularity, and the communication among them will be more frequent.
where $b$ is a constant and can be regarded as the energy consumed by every link. Formulas (4) and (5) mean that the closer the degree of node $i$ is to $k_{\max c}^{i}$ or $k_{\max s}^{i}$, the less the residual energy of the node $i$ will be left. Replacing $E_{r c}^{i}$ and $E_{r s}^{i}$ with (4) and (5) in formulas (2) and (3), respectively, we can get

$$
\begin{align*}
& \prod_{c}^{i}=\frac{\left(E_{c}^{i}-b k_{c}^{i}\right) / \omega_{i}}{\sum_{j \in \Phi}\left(E_{c}^{j}-b k_{c}^{j}\right) / \omega_{j}},  \tag{6}\\
& \prod_{s}^{i}=\frac{\left(E_{s}^{i}-b k_{s}^{i}\right) / \omega_{i}}{\sum_{j \in \Phi}\left(E_{s}^{j}-b k_{s}^{j}\right) / \omega_{j}} .
\end{align*}
$$

(c) After step (b), when a new-incoming SN enters into the preexisting network, and if the degree of an existing $\mathrm{SN}_{i}$ is $k_{s}^{i}<k_{\text {max } s}^{i}$, return to step (b); otherwise remove $\mathrm{SN}_{i}$ from the local-area $\Phi$; that is to say, a new node cannot connect to this $\mathrm{SN}_{i}$ even though $\mathrm{SN}_{i}$ is within the local-area $\Phi$. When a new-incoming node ( CH or SN ) enters into the pre-existing network, if the degree of $\mathrm{CH}_{i}$ is $k_{c}^{i}<\left(k_{\max c}^{i}-1\right)$ (it could avoid all these $k_{\max c}^{i}$ nodes connected to one $\mathrm{CH}_{i}$ are SNs, and the new-incoming CH cannot joint into the pre-existing network as all CH within the localarea $\Phi$ have reached their saturated degrees), and the new-incoming node is a SN, then return to step (b), otherwise remove $\mathrm{CH}_{i}$ from the local-area $\Phi$; if the degree of $\mathrm{CH}_{i}$ is $k_{c}^{i}<k_{\max c}^{i}$, and the new-incoming node is a CH , then return to step (b), otherwise remove $\mathrm{CH}_{i}$ from the local-area $\Phi$.

The description of ROLM with pseudocode is shown as in Pseudocode 1.

For a WSN with a certain number of nodes, through the above three steps, the nodes in the WSN can be connected with each other. When the number of nodes is $5000, k_{\max s}=$ $7, k_{\max c}=20$, the topology graph is shown in Figure 1(a), and Figure 1(b) is an example for detailed topology of one cluster in Figure 1(a). The three steps of ROLM show that the probability of a new-incoming node connecting to a preexisting $\mathrm{CH}_{i}$ or $\mathrm{SN}_{i}$ not only depends on its current state: $k_{c}^{i}\left(\right.$ or $\left.k_{s}^{i}\right)$ and $\omega_{c}^{i}\left(\right.$ or $\left.\omega_{s}^{i}\right)$ but also has the constraint of $k_{c}^{i}<$ $k_{\max c}^{i} \leq k_{\max c}\left(\right.$ or $\left.k_{s}^{i}<k_{\max s}^{i} \leq k_{\max s}\right)$, and $k_{c}^{i}\left(k_{s}^{i}\right)$ depends on the node $i$ 's initial energy. ROLM has considered the diversities of nodes and links and balanced the energy consumption globally by limiting the links to a CH and the links to a father SN. Furthermore, it also improves the reliability of WSNs for an aggregation operator (the smaller the $\omega_{s}^{i}$ is, the higher the reliability of WSNs will be, and it will be proved in the next section for SUM aggregation operator) without shortening the lifetime of the network. As high-reliability and energy efficiency are both critically important for most WSNs applications [26, 27], the WSN evolving from ROLM can perform more efficiently under such environment.

## 3. Mathematic Principle of $\eta$

Since this paper is dedicated to present an evolution model ROLM to improve the reliability of WSNs, in the following sections we analytically calculate the reliability of the WSN evolving from ROLM for SUM aggregation operator. Section 2.2 shows that, when the number of network nodes is given, through the three steps in Section 2.2, we can connect these nodes to form a complete WSN. Here, we provide that

```
//starting with an existing network with a small number of c}\mp@subsup{c}{0}{}\mathrm{ nodes and at least one CH node among them
//using the Function_ROLM_Model to construct the WSN
Function_ROLM_Model
Begain
For m=1 to NumberOfNetworks do
{
    //Firstly, we mark C nodes randomly from the pre-existing network as the local-area }
    local-area \Phi: C nodes, C \geq max{\mp@subsup{k}{\operatorname{max}s}{s},\mp@subsup{k}{\operatorname{max}}{}}}
    If nodeKind == SN
    {
            For i=1 to C do
            {
                    If }\mp@subsup{k}{s}{i}\leq\mp@subsup{k}{\operatorname{max}s}{i
                    {
                        \prod
                                    the sink layer values of node i and node j
            /}
        /}
            node}(i)=\operatorname{max}(\mp@subsup{\prod}{s}{i});//\mathrm{ select the node with max probability }\mp@subsup{\prod}{s}{i}\mathrm{ from the local-area }
            CONNECT(node( }m\mathrm{ ), node( }i\mathrm{ )); //connect node( }m\mathrm{ ) & node( }i\mathrm{ ), link( }m,i
            E _ { r s } ^ { i } = E _ { s } ^ { i } - b k _ { s } ^ { i } ; / / b ~ i s ~ r e g a r d e d ~ a s ~ t h e ~ e n e r g y ~ c o n s u m e d ~ b y ~ e v e r y ~ l i n k ~
            ks
        /}
        Else if nodeKind == CH
    {
            For i=1 to C do
            {
            If }\mp@subsup{k}{c}{i}<(\mp@subsup{k}{\operatorname{max}c}{i}-1)&& nodeKind == C
                \prod \}=\frac{\mp@subsup{E}{c}{i}\mp@subsup{k}{c}{i}/\mp@subsup{\omega}{i}{}}{\mp@subsup{\sum}{j\in\Phi}{}\mp@subsup{E}{rc}{j}\mp@subsup{k}{c}{j}/\mp@subsup{\omega}{j}{}};//\mp@subsup{E}{rc}{i}\mathrm{ is the residual energy of }\mp@subsup{\textrm{CH}}{i}{}.\mp@subsup{\omega}{i}{}\mathrm{ and }\mp@subsup{\omega}{j}{}\mathrm{ are
                                    the sink layer values of node i and node j
            /}
        /}
        Node(i)= max ( }\mp@subsup{\prod}{c}{i
        CONNECT(node( }m\mathrm{ ), node( }i\mathrm{ )); //connect node( }m\mathrm{ ) & node( }i\mathrm{ ), link( }m,i
        E}\mp@subsup{E}{rc}{i}=\mp@subsup{E}{c}{i}-b\mp@subsup{k}{c}{i};//b is regarded as the energy consumed by every link
        kc}\mp@subsup{c}{c}{i}=1
    /}
/}
End_ROLM
```


## Pseudocode 1

the two kinds of nodes in the WSN are uniformly distributed in the monitoring environment and $p$ is the proportion of CHs.

Let $N_{t}$ be the number of SNs in the WSN at time $t$. Let $s_{i}\left(1 \leq i \leq N_{t}\right)$ be the sensed data of $\mathrm{SN}_{i}$ at time $t$, and let $S_{t}=\left\{s_{1}, s_{2}, \ldots s_{N_{t}}\right\}$ be the set of all sensed data in the WSN at time $t$. Since the value of sensed data is bounded, we use $\sup \left(S_{t}\right)$ to denote the upper bound of all sensed data, and the metric of data depends on the category of sensors.

From the analysis in Section 2.2, except the sink node and the links between CHs and sink node, we can construct a WSN consisting of two kinds of nodes ( CHs and SNs ) and
three kinds of links ( $\mathrm{CH} \leftrightarrow \mathrm{CH}, \mathrm{SN} \rightarrow \mathrm{CH}$, and $\mathrm{SN} \leftrightarrow \mathrm{SN}$ ). The WSN is divided into a number of clusters which are disjoined with each other, and a cluster consists of one CH and many SNs. Here, we define that the WSN is divided into $n$ clusters. Let $\omega=\max \left\{\omega_{s}^{i}, 1 \leq i \leq(1-p) N_{t}\right\}$ be the maximum value of cluster layer of SNs at time $t$, and let $m_{1}, m_{2}, m_{3}, \ldots, m_{\omega}$ be the numbers of SNs whose $\omega_{s}^{i}=1, \omega_{s}^{i}=2, \omega_{s}^{i}=3, \ldots$, and $\omega_{s}^{i}=\omega$ at time $t$, respectively. Let $S_{t, 1}=\left\{s_{t, 1}^{1}, s_{t, 1}^{2}, s_{t, 1}^{3}, \ldots, s_{t, 1}^{m_{1}}\right\}$ be the set of sensed data from SNs with $\omega_{s}^{i}=1$ at time $t$, and let $S_{t, 2}, S_{t, 3}, \ldots, S_{t, \omega}$ be the sets of sensed data from SNs with $\omega_{s}^{i}=2$, SNs with $\omega_{s}^{i}=3, \ldots$, and SNs with $\omega_{s}^{i}=\omega$ at time $t$, respectively. Then the relationship among
$S_{t}, S_{t, 1}, S_{t, 2}, S_{t, 3}, \ldots, S_{t, \omega}$ can be described as $S_{t, 1} \subseteq S_{t}, S_{t, 2} \subseteq$ $S_{t}, S_{t, 3} \subseteq S_{t} \ldots, S_{t, \omega} \subseteq S_{t}, S_{t}=\left\{S_{t, 1}, S_{t, 2}, S_{t, 3} \ldots, S_{t, \omega}\right\}$.

As the WSN for practical applications is not ideal deterministic network model, a data transmission over the wireless link of the real WSN is successfully conducted with a certain probability [28]. Here, when the sink node initiating one time of data collecting at time $t$, we provide that a link $\mathrm{SN} \rightarrow \mathrm{CH}$ or $\mathrm{SN} \leftrightarrow \mathrm{SN}$ is connected successfully with probability $q$. In our model, CHs' initial energy is larger; we define that the timeout retransmission mechanism is used among CHs and sink node, and therefore data communications over $\mathrm{CH} \leftrightarrow \mathrm{CH}$ links can be successfully conducted with probability 1.

According to the above analysis, at time $t$, the sensed data of SNs with $\omega_{s}^{i}=1$ will be sent successfully to the sink node with a certain probability $q$. Similarly, the sensed data from SNs with $\omega_{s}^{i}=2$, SNs with $\omega_{s}^{i}=3, \ldots$, and SNs with $\omega_{s}^{i}=\omega$ will be sent successfully to the sink node with the probabilities $q^{2}, q^{3}, \ldots, q^{\omega}$, respectively. To facilitate our research on data analysis, let $B_{(q)}, B_{\left(q^{2}\right)}, B_{\left(q^{3}\right)}, \ldots, B_{\left(q^{\omega}\right)}$ be the set of sensed data that are sent successfully to the sink node from the SNs with $\omega_{s}^{i}=1$, SNs with $\omega_{s}^{i}=2$, SNs with $\omega_{s}^{i}=3, \ldots$, and SNs with $\omega_{s}^{i}=\omega$ at time $t$ respectively. In order to deliver the sensed data successfully to the sink node, the medium access schedule of our network model is similar to that in [29].

In order to specifically study the reliability of the WSN, we take the SUM aggregation operator as an example (the other operator also can be got with the same processing method) and propose the concept of reliability and $\eta$ parameter to measure the reliability of the WSN. Here, the accurate SUM of the WSN at time $t$ is defined as $\operatorname{Sum}\left(S_{t}\right)=\sum_{i=1}^{m_{1}} s_{t, 1}^{i}+$ $\sum_{i=1}^{m_{2}} s_{t, 2}^{i}+\sum_{i=1}^{m_{3}} s_{t, 3}^{i}+\cdots+\sum_{i=1}^{m_{\omega}} s_{t, \omega}^{i}$. In the next section, we will analyze the mathematic principle of $\eta$ and study whether the approximated SUM can replace the accurate SUM, which is one of the basic requirements of researching on the reliability of the WSN. It also determines whether we need to measure the reliability of the WSN. After that, we will research on how to calculate the value of $\eta$ and use it to measure the reliability of the WSN.
3.1. Estimator of Sum. As the definitions show above, $S_{t, 1}, S_{t, 2}, S_{t, 3}, \ldots, S_{t, \omega}$ are the sets of sensed data from SNs with $\omega_{s}^{i}=1$, SNs with $\omega_{s}^{i}=2$, SNs with $\omega_{s}^{i}=3, \ldots$, and SNs with $\omega_{s}^{i}=\omega$ at time $t$, respectively, and $B_{(q)}, B_{\left(q^{2}\right)}, B_{\left(q^{3}\right)}, \ldots, B_{\left(q^{\omega}\right)}$ are the sets of sensed data which are sent successfully to the sink node from SNs with $\omega_{s}^{i}=1$, SNs with $\omega_{s}^{i}=2$, SNs with $\omega_{s}^{i}=3, \ldots$, and SNs with $\omega_{s}^{i}=\omega$ at time $t$, respectively. The approximated SUM is denoted by $\operatorname{Sum}\left(S_{t}\right)^{\prime}$, and $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ can be computed by

$$
\begin{aligned}
\operatorname{Sum}\left(S_{t}\right)^{\prime}= & \frac{1}{q_{s_{t, 1}^{i}} \in B_{(q)}} s_{t, 1}^{i}+\frac{1}{q^{2}} \sum_{s_{t, 1}^{i} \in B_{\left(q^{2}\right)}} s_{t, 2}^{i} \\
& +\cdots+\frac{1}{q^{\omega}} \sum_{s_{t, \omega}^{i} \in B_{\left(q^{( }\right)}} s_{t, \omega}^{i}
\end{aligned}
$$

According to the definition of unbiased estimate in Section 2.1, the following Theorem 9 will show that $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ is the unbiased estimator of $\operatorname{Sum}\left(S_{t}\right)$.

Theorem 9. Let $E\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)$ be the expectation of $\operatorname{Sum}\left(S_{t}\right)^{\prime}$, and let $\operatorname{Var}\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)$ be the variance. Then,

$$
\begin{gather*}
E\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)=\operatorname{Sum}\left(S_{t}\right) \\
\operatorname{Var}\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right) \leq \sup \left(S_{t}\right) \operatorname{Sum}\left(S_{t}\right) \frac{1-q^{\omega}}{q^{\omega}} \tag{8}
\end{gather*}
$$

Theorem 9 will be proved in Appendix A. It shows that the mathematic estimator of $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ is the unbiased estimator of Sum $\left(S_{t}\right)$ and the upper bound of $\operatorname{Var}\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)$ is inversely proportional to $q$. That is to say, with the increase of $q$, the upper bound of $\operatorname{Var}\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)$ can be arbitrarily small. Reference [30] shows that, with q increasing, the relative error between $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ and $\operatorname{Sum}\left(S_{t}\right)$ gradually decreases, and if $q$ is sufficiently large, this relative error can be arbitrarily small.
3.2. Calculation of $\eta$. The steps of calculating the value of $\eta$ are
(a) proving that $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ follows normal distribution;
(b) transforming the normal distribution into standard normal distribution;
(c) utilizing characteristics of standard normal distribution to calculate the value of $\eta$.

For any $i$, let the variable $Y_{v i}(1 \leq v \leq \omega)$ denote the following equations:

$$
\begin{align*}
& Y_{1 i}= \begin{cases}s_{t, 1}^{i} & \text { if } s_{t, 1}^{i} \in B_{(q)} \\
0 & \text { if } s_{t, 1}^{i} \notin B_{(q)}\end{cases}  \tag{9}\\
& Y_{\omega i}= \begin{cases}s_{t, \omega}^{i} & \text { if } s_{t, \omega}^{i} \in B_{\left(q^{\omega}\right)} \\
0 & \text { if } s_{t, \omega}^{i} \notin B_{\left(q^{\omega}\right)} .\end{cases}
\end{align*}
$$

There is $\operatorname{Sum}\left(S_{t}\right)^{\prime}=(1 / q) \sum_{s_{t, 1}^{i} \in B_{(q)}} s_{t, 1}^{i}+$ $\left(1 / q^{2}\right) \sum_{s_{t, 1}^{i} \in B_{\left(q^{2}\right)}} s_{t, 2}^{i}+\cdots+\left(1 / q^{\omega}\right) \sum_{s_{t, \omega}^{i} \in B_{\left(q^{\omega}\right)}} s_{t, \omega}^{i}$. Firstly, we need to prove that $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ follows normal distribution. In view of the linear combination of $n$ independent normal distribution variables still follow normal distribution, through proving that the sum of sensed data of SNs with $\omega_{s}^{i}=1$, the sum of sensed data of SNs with $\omega_{s}^{i}=2, \ldots$, and the sum of sensed data of SNs with $\omega_{s}^{i}=\omega$ all follow normal distribution to prove that $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ follows normal distribution. Reference [31] shows that, if sensed data from SNs with $\omega_{s}^{i}=v(1 \leq v \leq \omega)$ is conformed to Lyapunov condition, the sum of sensed data from SNs with $\omega_{s}^{i}=v$ will meet the application conditions of central limit theorem; that is, the sum of sensed data from SNs with $\omega_{s}^{i}=v$ will follow normal distribution. And Theorem 10 proves that
sensed data from SNs with $\omega_{s}^{i}=1$, SNs with $\omega_{s}^{i}=2, \ldots$, and SNs with $\omega_{s}^{i}=\omega$ are all conformed to Lyapunov condition, respectively.

Theorem 10. These $\omega$ groups of sequence of random variables $Y_{v i}(1 \leq v \leq \omega)$ satisfy Lyapunov condition; that is, $\exists \xi_{v}>0$ satisfies the following:

$$
\begin{equation*}
\lim _{m_{v} \rightarrow \infty} \frac{1}{s_{m_{v}}^{2+\xi_{v}}} \sum_{i=1}^{m_{v}} E\left(\left|Y_{v i}-\mu_{v i}\right|^{2+\xi_{v}}\right)=0 \tag{10}
\end{equation*}
$$

where $1 \leq v \leq \omega, m_{v}$ is the number of sensed data from SNs with cluster layer $v$ at time $t$, and $s_{m_{v}}^{2}=\sum_{i=1}^{m_{v}} \sigma_{v i}$, and for all $i\left(1 \leq i \leq m_{v}\right)$ there are $\mu_{v i}=E\left(Y_{v i}\right)$ and $\sigma_{v i}=\operatorname{Var}\left(Y_{v i}\right)$.

The proof for Theorem 10 will be given in Appendix B [31]. Theorem 10 shows that these $\omega$ groups of random variable sequences $Y_{v i}(1 \leq v \leq \omega)$ satisfy Lyapunov conditions. That is, the sum of sensed data from SNs with $\omega_{s}^{i}=v(1 \leq v \leq \omega) \operatorname{Sum}\left(S_{t, v}\right)^{\prime}=\sum_{i=1}^{m_{v}} Y_{v i}$ follows normal distribution. As the successful transmissions of the sensed data from SNs with $\omega_{s}^{i}=v$ to the sink node are independent of other SNs with $\omega_{s}^{i}, \operatorname{Sum}\left(S_{t}\right)^{\prime}$ is the sum of these $\omega$ independent variable normal distributions $\operatorname{Sum}\left(S_{t, v}\right)^{\prime}$. Thus $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ follows normal distribution. For a given relative error limit $\varepsilon$, the following Theorem 11 describes how to calculate the $\eta$ of the WSN.

Theorem 11. Define $\delta=1-\eta$, and $\phi_{\delta / 2}$ is the $\delta / 2$ quantile of standardized normal distribution, if $\phi_{\delta / 2}$ satisfies

$$
\begin{equation*}
\phi_{\delta / 2}^{2} \leq \frac{q^{\omega} \inf \left(N_{t}\right) \inf \left(S_{t}\right) \varepsilon^{2}}{\left(1-q^{\omega}\right) \sup \left(S_{t}\right)} \tag{11}
\end{equation*}
$$

Then, the probability that the relative error between $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ and $\operatorname{Sum}\left(S_{t}\right)$ satisfies the given error limit $\varepsilon$ will be equal to or greater than $\eta$; that is,

$$
\begin{equation*}
\operatorname{Pr}\left(\left|\frac{\operatorname{Sum}\left(S_{t}\right)^{\prime}-\operatorname{Sum}\left(S_{t}\right)}{\operatorname{Sum}\left(S_{t}\right)}\right| \leq \varepsilon\right) \geq \eta \tag{12}
\end{equation*}
$$

We will prove Theorem 11 in Appendix C [32]. In Theorem 11, $\eta$ is an important parameter which could measure the reliability of the WSN in our research. Combining with the above analysis, we can conclude that the problem of the calculation of $\eta$ can be described as follows.

Input. (1) $S_{t, 1}=\left\{s_{t, 1}^{1}, s_{t, 1}^{2}, s_{t, 1}^{3}, \ldots, s_{t, 1}^{m_{1}}\right\}, S_{t, 2}, S_{t, 3}, \ldots, S_{t, \omega}$;
(2) $\varepsilon(\varepsilon \geq 0), \omega$ and $q$;
(3) SUM aggregation operator.

Output. The value of $\eta$.

## 4. The Degree Distribution of Nodes

To achieve a better understanding of the considered model, in this section, ROLM will be analyzed in comparison with the model in [9]. When we apply the preferential attachment strategy of [9] to the network evolution, the new-incoming node ( CH or SN ) will connect to $\mathrm{CH}_{i}$ in the local-area $\Phi$
according to the probability $\prod_{c}^{i \prime}$, and $\mathrm{SN}_{i}$ in the local-area $\Phi$ will be connected by a new-incoming SN according to the probability $\prod_{s}^{i l}$ :

$$
\begin{align*}
& \prod_{c}^{i \prime}=\frac{\left(E_{c}^{i}-b k_{c}^{i}\right) \cdot k_{c}^{i}}{\sum_{j \in \Phi}\left(E_{c}^{j}-b k_{c}^{j}\right) \cdot k_{c}^{j}}, \\
& \prod_{s}^{i \prime}=\frac{\left(E_{s}^{i}-b k_{s}^{i}\right) \cdot k_{s}^{i}}{\sum_{j \in \Phi}\left(E_{s}^{j}-b k_{s}^{j}\right) \cdot k_{s}^{j}} . \tag{13}
\end{align*}
$$

Here $b$ is a constant and can be regarded as the energy consumed by every link. Considering that a small number of CHs would make lots of SNs connected to them and large number of CHs will waste the network resource, this paper will control the number of CHs in a low proportion. In order to compare these two evolution models fairly, in our experiment, all parameters are set in the same way in [9], and set the number of WSN nodes to be $5000, k_{\max s}=7, k_{\max c}=$ 20, $p=0.1, \rho\left(E_{c}\right) \sim U[0.7,1], \rho\left(E_{s}\right) \sim U[0.3,0.7]$. Then we will use the evolution strategy of ROLM and the evolution strategy of [9] to connect the nodes and define that there are two kinds of nodes and three kinds of links in this WSN. Next, we will focus on the cumulative degree distribution $\log _{10}(P(k))$ of nodes in WSNs evolving from ROLM and [9]. To find the cumulative degree distribution $\log _{10}(P(k))$, we first need to do degree statistics (i.e., get the probability of a node with $k$ links). The statistical result is shown as in Figure 2.

Figure 2 shows the statistical results of $C=25, C=$ 35 , and $C=45$ for WSNs evolving from ROLM and [9], respectively. The left and right three figures in Figure 2 indicate that the change of local-area scale $C$ does not cause the cumulative degree distribution to change greatly. For the WSN evolving from ROLM, the slopes of fitting curves for these three $C$ are within $[-2.5,-2]$. And for [9], the slopes of fitting curves are within $[-3.6,-3.2]$. That is, in these two evolution models, the scale of local-area $C$ has a weak effect on the cumulative degree distribution.

On the other hand, the six constant variables of the above six fitting curves exhibit that the power-law fitting of the WSN evolving from ROLM is better than that of [9], the WSN evolving from ROLM follows a power-law distribution that can be found generally in the so-called scale-free networks, and the power-law features of the WSN evolving from ROLM are more obvious than that of [9]. The six figures in Figure 2 could also reveal the proportion of the nodes (SNs who are father nodes and CHs) with high degree and low degree. There are a low proportion of nodes with high degree and the proportion of nodes with low degree is large. And the degree of most of the nodes $k_{c}^{i}$ (or $k_{s}^{i}$ ) is far smaller than their maximum degree $k_{\max c}$ (or $k_{\max s}$ ), which could prevent the CHs and father SNs from consuming energy too quickly; then the lifetime of the WSN would be prolonged.

## 5. The Discussion of Network Performances

In this section, we will discuss the performance of WSNs evolving from ROLM and [9]. As our purpose is to give an


FIGURE 2: The cumulative degree distribution $\log _{10}(P(k))$ of nodes in WSNs evolving from ROLM and [9].
evolution model which is reliability-oriented, we will first analyze the reliability of WSNs evolving from ROLM and [9]. Considering that the advantage of [9] is prolonging the lifetime of WSN, we also analyze the lifetime of WSNs evolving from ROLM and [9] in this section. Finally, we study the average length of shortest path of these two WSNs.
5.1. The Analysis of Reliability. In this set of experiments, all parameters are set as follows: the scale of network is to be $[0,6000]$, the probability $q$ locates within the interval [ 0.85 , 0.9] [33], $C=25, k_{\max s}=7, k_{\max c}=20, p=0.1$, $\rho\left(E_{c}\right) \sim U[0.7,1], \rho\left(E_{s}\right) \sim U[0.3,0.7]$. As the other parameters of formula (11) are decided by the actual use of the WSN, and when we compare the reliability of the WSN evolving from ROLM with that of [9], these parameters have no effects on the comparative results if we set them in the same way. Therefore, we just choose an example setting for these experiments in this part. And for different network scales and $q$, we can get corresponding WSNs evolving from ROLM and [9] and the maximum value of cluster layer of SNs for these networks. Then, in combination with Section 3, we can calculate the reliability of the corresponding networks with different network scale and $q$. The results are shown in Figure 3 (for $q=0.85$ ) and Figure 4 (for $q=0.9$ ).

Firstly, the four figures in Figures 3 and 4 show that, with the increasing of network scale, the reliability of network presents a downward trend (not monotonously decreasing). As the CHs enter into the preexisting network in probability $p$ and the new-incoming nodes will link to $\mathrm{CH}_{i}$ or $\mathrm{SN}_{i}$ in the local-area $\Phi$ in accordance with the probability $\prod_{c}^{i}$ or $\prod_{s}^{i}$ in the WSN evolving from ROLM and $\prod_{c}^{i \prime}$ or $\prod_{s}^{i \prime}$ in the WSN evolving from [9], WSNs evolving from ROLM or [9] are not unique. That is, every evolution may end with a different network, and this leads to the fluctuating in Figures 3 and 4. Secondly, for the same $q$ and network scale, the WSN evolving from ROLM will get a higher reliability than that of [9], such that the reliability of the WSN evolving from ROLM is 0.857 when $N_{t}=1000, q=0.85$, while the reliability of [9] is only 0.0011 . This is due to the difference between the preferential attachment principles of ROLM and [9]. Reference [9] only considers balancing energy consumption globally to prolong the lifetime of the WSN, while ROLM not only considers balancing energy consumption globally but also tries to improve the reliability of data aggregation. The experiment results shown in Figures 3 and 4 indicate that ROLM can improve the reliability of WSN significantly. Lastly, experiment results in Figures 3(a) and 4(a) show that ROLM can guarantee the WSN a higher reliability for smallscale WSN and large-scale WSN. Even under the conditions where $N_{t}=20000, q=0.85$, the reliability of the WSN evolving from ROLM can maintain about 0.6399.
5.2. Network Lifetime of ROLM. After discussing the reliability of the WSN evolving from ROLM, we will analyze the network lifetime of the WSN evolving from ROLM in this part. Same as Section 5.1, here we will compare the lifetime of the WSN evolving from ROLM with that of [9]. According to the definition of round in Section 2.1, in
order to facilitate the statistics of round, we define that all nodes will aggregate its own sensed data and the sensed data from other nodes with fixed-length $l$ bits and then send it to its father node. According to [34], for one SN, the energy expenditure of sending 1-bit data is equal to that of executing 1000 commands. Therefore, here we just calculate the communication energy expenditure and ignore that of executing overhead. In this group's experiments, assuming a node expends $b$ energy to send a $l$ bits packet, we set $b=$ $E_{\max c} / 500$. That is, the energy of each node decreases by $b$ in every round. If a node has less than $b$ energy, then we consider that the node and all its son nodes are dead (the sensed data of its son nodes need it to relay their sensed data). Except from the $N_{t}=5000$, the rest of other variables are set as in Section 5.1. Under the above assumptions, the number of nodes alive will decrease with the increase of network running rounds, and the comparing results of lifetimes of WSNs evolving from ROLM and [9] are shown in Figure 5.

There are three groups of number in Figure 5; they are network lifetimes in different network scale of 1000,3000 , and 5000. From Figures 5(a), 5(c), and 5(e), we find that, under the same assumptions, WSNs evolving from ROLM and [9] have the same lifetime, the network lifetime of both WSNs evolving from ROLM and [9] is 438, and their initial time of attenuation is 125 . That is, some nodes begin to die from the 125th round, and all nodes are dead in the 438th round. Both of them have set the same $k_{\max c}$ and $k_{\max s}$ to prolong the lifetime of network.

Figures 5(b), 5(d), and 5(f) are detailed graphs of one part from Figures 5(a),5(c), and 5(e), respectively. These three figures reveal that the number of nodes alive in the WSN evolving from [9] decreased quickly and the number of death nodes in the 125th round is much larger than that of ROLM. For the network with scale of 1000 , the number of alive nodes in the WSN evolving from ROLM is larger than or equal to that of [9] among the rounds within [1, 175]. And for the network with scale of 5000, the number of alive nodes in the WSN evolving from ROLM is larger than or equal to that of [9] among the rounds within [1,200]. That is, the WSN evolving from ROLM is more energy-efficient than that of [9]. This is because [9] only considers the energy consumption of nodes and did not control the maximum value of nodes' cluster layer, which leads to the result that the new-incoming nodes have a tendency to link to the SNs that are far away from the sink node which can increase the hops among any two nodes and energy consumption for processing data and finally decrease the energy efficient.

The above two groups of experiments about the network reliability and the network lifetime prove that ROLM can ensure a higher reliability which is much larger than that of [9], ROLM can be used in larger-scale network where [9] could not, and the energy efficiency of the WSN evolving from ROLM among some rounds is better than that of [9].
5.3. $\langle L\rangle$-The Average Length of Shortest Path. In the WSN, SNs collect and send data to their father nodes (SNs or CHs) and then forward them to the sink node via multihops, so all SNs or CHs who act as a father node play an important role in data


Figure 3: The changing trend of reliability with the increase of network scale ( $q=0.85$ ).


Figure 4: The changing trend of reliability with the increase of network scale ( $q=0.9$ ).
collecting and transmitting. We use $\langle L\rangle$-the average length of shortest path to measure the average hops among SNs and CHs for data processing; its calculation can be written as [23]

$$
\begin{equation*}
\langle L\rangle=\frac{1}{N(N-1)} \cdot \sum_{i \neq j} d_{i j} \tag{14}
\end{equation*}
$$

where $d_{i j}$ is the length of shortest path between any two nodes (SNs or CHs) $i$ and $j, N$ is the number of nodes in the network, and $d_{i j}=+\infty$ if there is no path between nodes
$i$ and $j$. Different from [9], considering that every path in the network can reflect the efficiency of the network, we use the $d_{i j}$ between every two nodes in the network to calculate the value of $\langle L\rangle$. The smaller $\langle L\rangle$ means fewer hops and less energy consumption for data processing.

On the other hand, [9] just analyzed the relationships among $p, C$, and $\langle L\rangle$, and these can reflect the influences of $p$ and $C$ on $\langle L\rangle$ but cannot reflect the efficiency of the evolution models. Therefore, in this part, we study the relationship among the scale of network $N,\langle L\rangle$, and $C(C=25$ and


Figure 5: WSNs lifetimes in different network scale of 1000,3000 , and 5000.


Figure 6: The plot of $\langle L\rangle$-network scale with $\rho(E) \sim U, C=25$ and 45 for WNSs evolving from ROLM and [9].
$C=35$ ) for WSNs evolving from ROLM and [9] and fix $\rho\left(E_{c}\right) \sim U[0.7,1], \rho\left(E_{s}\right) \sim U[0.3,0.7], k_{\max s}=7, k_{\max c}=20$, $p=0.1$ (shown as in Figure 6).

From Figure 6, we can find that, for each $N,\langle L\rangle$ of the WSN evolving from ROLM is smaller than that of [9] no matter whether $C=25$ (shown as in Figure 6(a)) or $C=$ 45 (shown as in Figure 6(b)), such that when $N=2000$ and $C=25$, there are $\langle L\rangle=9.587719786$ for the WSN evolving from ROLM and $\langle L\rangle=42.89694797$ for the WSN evolving from [9]. When $N=2000$ and $C=45$, there are $\langle L\rangle=9.441435432$ for the WSN evolving from ROLM and $\langle L\rangle=59.72642678$ for the WSN evolving from [9]. That means the number of hops among two nodes in the WSN evolving from ROLM is less than that in [9] which can ensure a better synchronization, and the energy consumption for data processing in the WSN evolving from ROLM is less than that of [9]. It also explains the results shown in Figure 5 in which the WSN evolving from ROLM has better energy efficiency than that of [9]. That is because we try to reduce the cluster layer in the WSN evolving from ROLM while [9] does not consider it.

The two blue lines in Figure 6 indicate that the slopes of blue lines decrease with the increase of $N$ (when $N>1000$ ), and the red lines do not have this phenomenon. That is, the WSN evolving from ROLM has more obvious small world characteristic than that of [9]. For different values of C, the change extent of $\langle L\rangle$ in the WSN evolving from ROLM is weaker than that in the WSN evolving from [9], which means that $C$ has a weak effect on the WSN evolving from ROLM. Because [9] only considers the energy of nodes to evolve the WSN, for big $C$, the new-incoming node will tend to connect to the preexisting node whose residual energy is larger
(no matter how many its cluster layers), and the change of $C$ affects the $\langle L\rangle$ of the WSN evolving from [9].

The above analysis and Section 4 show that the WSN evolving from ROLM has steadier complex network features than that of [9].

## 6. Conclusions

Consider large-scale WSNs have showed many complex features and an appropriate evolution model is very necessary for improving the performances of WSNs. In this paper, we are trying to build an evolution model which could evolve a WSN with high reliability and find out a way to measure the reliability of network. Describing the WSN as a model with two kinds of nodes and three kinds of links, we proposed a reliability-oriented large-scale model (ROLM) to improve the reliability of the WSN for some aggregation operators and presented the reliability parameter $\eta$ to measure the reliability of network for SUM aggregation operator. After proving the mathematical rationality of parameter $\eta$ theoretically and deriving the calculating method of $\eta$, we use $\eta$ as one of performance metrics of WSNs.

The analysis of degree distribution of nodes shows that both of WSNs evolving from ROLM and [9] follow a powerlaw distribution and ROLM has a more obvious scale-free characteristic. From the experiments, we can find that, for a specific network scale, the reliability of the WSN evolving from ROLM is higher than that of [9]; for example, when $q=0.85$, the evolution model in [9] is unusable when the network scale is larger than 1000 nodes, while ROLM can ensure the reliability of the WSN to be 0.6399 even with 20000 nodes in the network. On the other hand, the experiment
results also show that ROLM balanced energy consumption by limiting the connectivity of nodes to prolong the life of the network, and the WSN evolving from ROLM achieves the same long lifetime with that of [9]. Within many rounds, the energy efficiency of the WSN evolving from ROLM is better than that of [9]. Lastly, we also give experiments to analyze the average length of shortest path of WSNs evolving from ROLM and [9]. The results indicate that the hops among two nodes in the WSN evolving from ROLM are fewer than those in [9] which can ensure a better synchronization, and the energy consumption for data processing in the WSN evolving from ROLM is less than that of [9]. The experiments about the degree distribution and the average length of shortest path show that the WSN evolving from ROLM has steadier complex network features than that of [9]. And the experiments about the network reliabilities and lifetimes prove that the energy efficiency of the WSN evolving from ROLM within some rounds is better than that of [9], ROLM can ensure a higher reliability which is much larger than that of [9], and ROLM can be used in larger-scale network where [9] could not be.

## Appendices

## A. The Proof for Theorem 9

For any $i\left(1 \leq i \leq m_{v}, 1 \leq v \leq \omega\right)$, let random variables $X_{1 i}, X_{2 i}, X_{3 i}, \ldots, X_{\omega i}$ satisfy the following equations, respectively:

$$
\left.\begin{array}{c}
X_{1 i}= \begin{cases}1 & \text { if } s_{t, 1}^{i} \in B_{(q)} \\
0 & \text { if } s_{t, 1}^{i} \notin B_{(q)}\end{cases}  \tag{A.1}\\
\vdots
\end{array}\right\} \begin{aligned}
& X_{\omega i}= \begin{cases}1 & \text { if } s_{t, \omega}^{i} \in B_{\left(q^{\omega}\right)} \\
0 & \text { if } s_{t, \omega}^{i} \notin B_{\left(q^{\omega}\right)} .\end{cases}
\end{aligned}
$$

Clearly, there are $P\left(X_{1 i}=1\right)=q, P\left(X_{1 i}=0\right)=1-q$, $P\left(X_{2 i}=1\right)=q^{2}, P\left(X_{2 i}=0\right)=1-q^{2}, \ldots, P\left(X_{\omega i}=1\right)=q^{\omega}$, $P\left(X_{\omega i}=0\right)=1-q^{\omega}$. Meanwhile, according to the lognormal shadowing model, for $1 \leq i \neq j \leq m_{v}$, there are random variables $X_{v i}$ and $X_{v j}$ which are independent of each other $(1 \leq v \leq \omega)$. Furthermore, the distribution of $X_{v i}(1 \leq v \leq \omega)$ shows there are $E\left(X_{1 i}\right)=q, E\left(X_{2 i}\right)=q^{2}, \ldots, E\left(X_{\omega i}\right)=q^{\omega}$, $\operatorname{Var}\left(X_{1 i}\right)=q(1-q), \operatorname{Var}\left(X_{2 i}\right)=q^{2}\left(1-q^{2}\right), \ldots, \operatorname{Var}\left(X_{\omega i}\right)=$ $q^{\omega}\left(1-q^{\omega}\right)$.

Combining with $\operatorname{Sum}\left(S_{t}\right)^{\prime}=(1 / q) \sum_{s_{t, 1}^{i} \in B_{(q)}} s_{t, 1}^{i}+(1 /$ $\left.q^{2}\right) \sum_{s_{t, 1}^{i} \in B_{\left(q^{2}\right)}} s_{t, 2}^{i}+\cdots+\left(1 / q^{\omega}\right) \sum_{s_{t, \omega}^{i} \in B_{\left(q^{\omega}\right)}} s_{t, \omega}^{i}$ (equation (7) in the main body), we can get

$$
\begin{align*}
\operatorname{Sum}\left(S_{t}\right)^{\prime}= & \frac{1}{q} \sum_{i=1}^{m_{1}} s_{t, 1}^{i} X_{1 i}+\frac{1}{q^{2}} \sum_{i=1}^{m_{2}} s_{t, 2}^{i} X_{2 i} \\
& +\cdots+\frac{1}{q^{\omega}} \sum_{i=1}^{m_{\omega}} s_{t, \omega}^{i} X_{\omega i} . \tag{A.2}
\end{align*}
$$

$$
\begin{gather*}
\text { As } E\left(X_{1 i}\right)=q, E\left(X_{2 i}\right)=q^{2}, \ldots, E\left(X_{\omega i}\right)=q^{\omega} \text {, there is } \\
E\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)=\sum_{i=1}^{m_{1}} s_{t, 1}^{i}+\sum_{i=1}^{m_{2}} s_{t, 2}^{i}+\cdots+\sum_{i=1}^{m_{\omega}} s_{t, \omega}^{i}=\operatorname{Sum}\left(S_{t}\right) . \tag{A.3}
\end{gather*}
$$

For two independent events $X$ and $Y$, let $D(X)$ and $D(Y)$ be the variances of $X$ and $Y$, respectively; then $D(X+Y)=$ $D(X)+D(Y)$. And combining with $\operatorname{Var}\left(X_{1 i}\right)=q(1-q), \ldots$, $\operatorname{Var}\left(X_{\omega i}\right)=q^{\omega}\left(1-q^{\omega}\right)$, we can get
$\operatorname{Var}\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)$

$$
\begin{align*}
= & \frac{(1-q)}{q} \sum_{i=1}^{m_{1}}\left(s_{t, 1}^{i}\right)^{2}+\frac{\left(1-q^{2}\right)}{q^{2}} \sum_{i=1}^{m_{2}}\left(s_{t, 2}^{i}\right)^{2} \\
& +\cdots+\frac{\left(1-q^{\omega}\right)}{q^{\omega}} \sum_{i=1}^{m_{\omega}}\left(s_{t, \omega}^{i}\right)^{2} \\
\leq & \frac{(1-q)}{q} \operatorname{Sup}\left(S_{t}\right) \sum_{i=1}^{m_{1}} s_{t, 1}^{i}+\frac{\left(1-q^{2}\right)}{q^{2}} \operatorname{Sup}\left(S_{t}\right) \sum_{i=1}^{m_{2}} s_{t, 2}^{i} \\
& +\cdots+\frac{\left(1-q^{\omega}\right)}{q^{\omega}} \operatorname{Sup}\left(S_{t}\right) \sum_{i=1}^{m_{\omega}} s_{t, \omega}^{i} \\
= & \frac{\left(1-q^{\omega}\right)}{q^{\omega}} \operatorname{Sup}\left(S_{t}\right) \times\left[\frac{q^{\omega-1}}{\left(1+q+q^{2}+\cdots+q^{\omega-1}\right)} \sum_{i=1}^{m_{1}} s_{t, 1}^{i}\right. \\
& +\frac{q^{\omega-2}}{\left(1+q^{2}+q^{4}+\cdots+q^{\omega-2}\right)} \sum_{i=1}^{m_{2}} s_{t, 2}^{i} \\
& +\frac{q^{\omega-3}}{\left(1+q^{3}+q^{6}+\cdots+q^{\omega-3}\right)} \sum_{i=1}^{m_{3}} s_{t, 3}^{i} \\
& \left.+\cdots+\sum_{i=1}^{m_{\omega}} s_{t, \omega}^{i}\right] . \tag{A.4}
\end{align*}
$$

According to formula (A.4), as $q^{\omega-1} /\left(1+q+q^{2}+\cdots+\right.$ $\left.q^{\omega-1}\right) \leq 1, q^{\omega-2} /\left(1+q^{2}+q^{4}+\cdots+q^{\omega-2}\right) \leq 1, q^{\omega-3} /\left(1+q^{3}+\right.$ $\left.q^{6}+\cdots+q^{\omega-3}\right) \leq 1, \ldots$, we can get

$$
\begin{align*}
\operatorname{Var}\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right) \leq & \frac{\left(1-q^{\omega}\right)}{q^{\omega}} \operatorname{Sup}\left(S_{t}\right) \\
& \times\left[\sum_{i=1}^{m_{1}} s_{t, 1}^{i}+\sum_{i=1}^{m_{2}} s_{t, 2}^{i}+\sum_{i=1}^{m_{3}} s_{t, 3}^{i}+\cdots+\sum_{i=1}^{m_{\omega}} s_{t, \omega}^{i}\right] \\
= & \frac{\left(1-q^{\omega}\right)}{q^{\omega}} \operatorname{Sup}\left(S_{t}\right) \times \operatorname{Sum}\left(S_{t}\right) \tag{A.5}
\end{align*}
$$

## B. The Proof for Theorem 10

Combining with the above analysis, sensed data from SNs with $\omega_{s}^{i}=1$, SNs with $\omega_{s}^{i}=2, \ldots$, and SNs with $\omega_{s}^{i}=\omega$ will be
sent successfully to the sink node with certain probabilities $q, q^{2}, q^{3}, \ldots, q^{\omega}$, respectively. $S_{t, 1}, S_{t, 2}, S_{t, 3}, \ldots, S_{t, \omega}$ are the sets of sensed data from SNs with $\omega_{s}^{i}=1$, SNs with $\omega_{s}^{i}=2, \ldots$, and SNs with $\omega_{s}^{i}=\omega$ at time $t$, respectively, and $B_{(q)}, B_{\left(q^{2}\right)}$, $B_{\left(q^{3}\right)}, \ldots, B_{\left(q^{\omega}\right)}$ are the sets of sensed data which are sent successfully to the sink node from SNs with $\omega_{s}^{i}=1$, SNs with $\omega_{s}^{i}=2, \ldots$, and SNs with $\omega_{s}^{i}=\omega$ at time $t$, respectively.

For SNs with $\omega_{s}^{i}=1 \quad(v=1)$. There are $\mu_{1 i}=E\left(Y_{1 i}\right)=q s_{t, 1}^{i}$ and $\sigma_{1 i}=\operatorname{Var}\left(Y_{1 i}\right)=\left(s_{t, 1}^{i}\right)^{2} q(1-q)$.

Let $\xi_{1}=1$, and according to the above analysis, for all $i\left(1 \leq i \leq m_{1}\right)$, there is

$$
\begin{align*}
E\left(\left|Y_{1 i}-\mu_{1 i}\right|^{2+\xi_{1}}\right) & =E\left(\left|Y_{1 i}-\mu_{1 i}\right|^{3}\right) \\
& =q\left(s_{t, 1}^{i}-q s_{t, 1}^{i}\right)^{3}+(1-q)\left(q s_{t, 1}^{i}\right)^{3}  \tag{B.1}\\
& =\left(s_{t, 1}^{i}\right)^{3} q(1-q)\left(1-2 q+2 q^{2}\right) .
\end{align*}
$$

Meanwhile we have

$$
\begin{equation*}
s_{m_{1}}^{2+\xi}=s_{m_{1}}^{3}=\sum_{i=1}^{m_{1}}\left(s_{t, 1}^{i}\right)^{2} q(1-q) \sqrt{\sum_{i=1}^{m_{1}}\left(s_{t, 1}^{i}\right)^{2} q(1-q)} . \tag{B.2}
\end{equation*}
$$

Combining with formula (B.1) and formula (B.2), there is

$$
\begin{align*}
& \lim _{m_{1} \rightarrow \infty} \frac{1}{s_{m_{1}}^{3}} \sum_{i=1}^{m_{1}} E\left(\left|Y_{1 i}-\mu_{1 i}\right|^{3}\right) \\
& \quad=\frac{1-2 q+2 q^{2}}{\sqrt{(q(1-q))^{2}}} \lim _{m_{1} \rightarrow \infty} \frac{\sum_{i=1}^{m_{1}}\left(s_{t, 1}^{i}\right)^{3}}{\sum_{i=1}^{m_{1}}\left(s_{t, 1}^{i}\right)^{2} \sqrt{\sum_{i=1}^{m_{1}}\left(s_{t, 1}^{i}\right)^{2}}}  \tag{B.3}\\
& \quad \leq \frac{1-2 q+2 q^{2}}{\sqrt{(q(1-q))}} \frac{\sup \left(S_{t, 1}\right)^{3}}{\inf \left(S_{t, 1}\right)^{3}} \lim _{m_{1} \rightarrow \infty} \frac{1}{\sqrt{m_{1}}} .
\end{align*}
$$

Among them, $\inf \left(S_{t}, 1\right)$ and $\sup \left(S_{t}, 1\right)$ present the lower bound and upper bound of sensed data from SNs with $\omega_{s}^{i}=1$, respectively. $\left|\inf \left(S_{t, 1}\right)\right|,\left|\sup \left(S_{t, 1}\right)\right| \ll+\infty$, hence $\lim _{m_{1} \rightarrow \infty}\left(1 / s_{m_{1}}^{3}\right) \sum_{i=1}^{m_{1}} E\left(\left|Y_{1 i}-\mu_{1 i}\right|^{3}\right) \leq 0$; meanwhile, $s_{m_{1}}^{3} \geq 0$ and $E\left(\left|Y_{1 i}-\mu_{1 i}\right|^{3}\right) \geq 0$; therefore $\lim _{m_{1} \rightarrow \infty}(1 /$ $\left.s_{m_{1}}^{3}\right) \sum_{i=1}^{m_{1}} E\left(\left|Y_{1 i}-\mu_{1 i}\right|^{3}\right) \geq 0$. In conclusion, $\lim _{m_{1} \rightarrow \infty}(1 /$ $\left.s_{m_{1}}^{3}\right) \sum_{i=1}^{m_{1}} E\left(\left|Y_{1 i}-\mu_{1 i}\right|^{3}\right)=0$; that is, when $v=1$, there is $\xi_{1}\left(\xi_{1}=1\right)$ satisfying formula (10) in Theorem 10 , and $Y_{1 i}$ satisfies Lyapunov condition. According to [31], $\operatorname{Sum}\left(S_{t, 1}\right)^{\prime}=\sum_{i=1}^{m_{1}} Y_{1 i}$ meets application conditions of central limit theorem; that is, $\operatorname{Sum}\left(S_{t, 1}\right)^{\prime}$ follows normal distribution.

Without considering the analysis of other $\omega_{s}^{i}$ (their researching methods are the same as $v=1$ ), we next describe the analysis of SNs with $\omega_{s}^{i}=\omega$; that is, $v=\omega$.

For SNs with $\omega_{s}^{i}=\omega(v=\omega)$. Same as $v=1$, for $\omega_{s}^{i}=\omega$, there are $u_{\omega i}=E\left(Y_{\omega i}\right)=q^{\omega} s_{t, \omega}^{i}$ and $\sigma_{\omega i}=\operatorname{Var}\left(Y_{\omega i}\right)=$
$q^{\omega}\left(1-q^{\omega}\right)\left(s_{t, \omega}^{i}\right)^{\omega}$. for all $i\left(1 \leq i \leq m_{\omega}\right)$, if we let $\xi_{\omega}=1$, then there will be

$$
\begin{align*}
E\left(\left|Y_{\omega i}-u_{\omega i}\right|^{2+\xi}\right)= & E\left(\left|Y_{\omega i}-u_{\omega i}\right|^{3}\right) \\
= & q^{\omega}\left(s_{t, \omega}^{i}-q^{\omega} s_{t, \omega}^{i}\right)^{3} \\
& +\left(1-q^{\omega}\right)\left|0-q^{\omega} s_{t, \omega}^{i}\right|^{3} \\
= & q^{\omega}\left(s_{t, \omega}^{i}\right)^{3}\left(1-q^{\omega}\right)\left(1-2 q^{\omega}+2 q^{2 \omega}\right) \tag{B.4}
\end{align*}
$$

$$
\begin{equation*}
S_{m_{\omega}}^{2+\xi}=S_{m_{\omega}}^{3}=\sum_{i=1}^{m_{\omega}}\left(s_{t, \omega}^{i}\right)^{2} q^{\omega}\left(1-q^{\omega}\right) \sqrt{\sum_{i=1}^{m_{\omega}}\left(s_{t, \omega}^{i}\right)^{2} q^{\omega}\left(1-q^{\omega}\right)} \tag{B.5}
\end{equation*}
$$

Combining with formula (B.4) and formula (B.5), there is

$$
\begin{align*}
& \lim _{m_{\omega} \rightarrow \infty} \frac{1}{S_{m_{\omega}}^{3}} \sum_{i=1}^{m_{\omega}} E\left(\left|Y_{\omega i}-u_{\omega i}\right|^{3}\right) \\
& \quad=\frac{\left(1-2 q^{\omega}+2 q^{2 \omega}\right)}{q^{\omega}\left(1-q^{\omega}\right)} \lim _{m_{\omega} \rightarrow \infty} \frac{\sum_{i=1}^{m_{\omega}}\left(s_{t, \omega}^{i}\right)^{3}}{\sum_{i=1}^{m_{\omega}}\left(s_{t, \omega}^{i}\right)^{2} \sqrt{\sum_{i=1}^{m_{\omega}}\left(s_{t, \omega}^{i}\right)^{2}}} \\
& \quad \leq \frac{\left(1-2 q^{\omega}+2 q^{2 \omega}\right)}{q^{\omega}\left(1-q^{\omega}\right)} \frac{\operatorname{Sup}\left(S_{t, \omega}\right)^{3}}{\inf \left(S_{t, \omega}\right)^{3}} \lim _{m_{\omega} \rightarrow \infty} \frac{1}{\sqrt{m_{\omega}}} . \tag{B.6}
\end{align*}
$$

That is to say, for cluster layer $\omega, \xi_{\omega}\left(\xi_{\omega}=1\right)$ satisfies formula (10) in Theorem 10, and $Y_{\omega i}$ also satisfies Lyapunov condition. Referring to [31], $\operatorname{Sum}\left(S_{t, \omega}\right)^{\prime}=\sum_{i=1}^{m_{\omega}} Y_{\omega i}$ meets the application conditions of central limit theorem; that is, $\operatorname{Sum}\left(S_{t, \omega}\right)^{\prime}$ follows normal distribution.

## C. The Proof for Theorem 11

From formula (11), there is $\inf \left(N_{t}\right) \inf \left(S_{t}\right) \varepsilon^{2} \geq$ $\phi_{\delta / 2}^{2} \sup \left(S_{t}\right)\left(\left(1-q^{\omega}\right) / q^{\omega}\right)$. As $\inf \left(N_{t}\right)$ and $\inf \left(S_{t}\right)$ are the lower bound of $N_{t}$ and the lower bound of the value of sensed data, respectively, there is $\operatorname{Sum}\left(S_{t}\right)=\sum_{i=1}^{N_{t}} s_{i} \geq \inf \left(N_{t}\right) \inf \left(S_{t}\right)$. Hence,

$$
\begin{equation*}
\varepsilon^{2} \operatorname{Sum}\left(S_{t}\right) \geq \phi_{\delta / 2}^{2} \sup \left(S_{t}\right) \frac{\left(1-q^{\omega}\right)}{q^{\omega}} \tag{C.1}
\end{equation*}
$$

Theorem 9 shows that $\operatorname{Var}\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right) \leq\left(\left(1-q^{\omega}\right) /\right.$ $\left.q^{\omega}\right) \operatorname{Sup}\left(S_{t}\right) \operatorname{Sum}\left(S_{t}\right), E\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)=\operatorname{Sum}\left(S_{t}\right)$ and as $\operatorname{Sum}\left(S_{t}\right)^{\prime}$ follows normal distribution, from formula (12), there is

$$
\begin{equation*}
\operatorname{Pr}\left\{\frac{\left|\operatorname{Sum}\left(S_{t}\right)^{\prime}-\operatorname{Sum}\left(S_{t}\right)\right|}{\phi_{\delta / 2} \sqrt{\operatorname{Var}\left(\operatorname{Sum}\left(S_{t}\right)^{\prime}\right)}} \geq 1\right\}=\delta . \tag{C.2}
\end{equation*}
$$

Combining with the knowledge of standard normal distribution quantile [32], (C.1), (C.2), and $\delta=1-\eta$, we can get

$$
\begin{equation*}
\operatorname{Pr}\left(\left|\frac{\operatorname{Sum}\left(S_{t}\right)^{\prime}-\operatorname{Sum}\left(S_{t}\right)}{\operatorname{Sum}\left(S_{t}\right)}\right| \leq \varepsilon\right) \geq \eta . \tag{C.3}
\end{equation*}
$$
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#### Abstract

The semisupervised community detection method, which can utilize prior information to guide the discovery process of community structure, has aroused considerable research interests in the past few years. Most of the former works assume that the exact labels of some nodes are known in advance and presented in the forms of individual labels and pairwise constraints. In this paper, we propose a novel type of prior information called negative information, which indicates whether a node does not belong to a specific community. Then the semisupervised community detection algorithm is presented based on negative information to efficiently make use of this type of information to assist the process of community detection. The proposed algorithm is evaluated on several artificial and real-world networks and shows high effectiveness in recovering communities.


## 1. Introduction

Many networked systems, including social and biological networks, are found to divide natural communities, that is, groups of vertices which are densely connected to each other while less connected to the vertices outside [1]. The community structure in real networks always has a specific function such as cycles or pathways in metabolic networks or collections of pages on the same or related topics on the web community [2]. To comprehensively understand the function of different networks, much research effort has been devoted to develop methods that can extract community structure from networks.

A lot of models and algorithms have been proposed for community detection, such as betweenness-based algorithms [ 1,3 ], modularity-based methods [2, 4-6], spin model [7], and stochastic blockmodels [8]; see $[9,10]$ for a more comprehensive review. However, almost all existing approaches for community detection only make use of the network topology information, which completely ignore the background information of the network. However, in many real-world
applications, we may know some prior information that could be useful in detecting the community structures. For instance, a few proteins have been known to belong to certain functional classes in protein-protein interaction networks [11]. Therefore, how to utilize prior information to guide the discovery process of community structure is an interesting question that is worthy of working on.

In recent years, a variety of semisupervised community detection algorithms have been proposed. Ma et al. [12] proposed a semisupervised method based on symmetric nonnegative matrix factorization, which incorporates pairwise constraints (via must-links and cannot-link) on the cluster assignments of nodes for identifying community structure in network. Eaton and Mansbach [13] presented a semisupervised algorithm based on spin-glass model, which can incorporate prior knowledge in the forms of individual labels (via known cluster assignments for a fraction of nodes) and pairwise constraints into the process of extracting community structure. Zhang et al. $[14,15]$ developed the methods that implicitly encode the pairwise constraints by modifying the adjacency matrix of the network, which can also be
regarded as the denoising process of the consensus matrix of the community structures. Liu et al. $[16,17]$ put forward two semisupervised algorithms based on discrete potential and label propagation, respectively. Both algorithms are especially suitable for the network with obscure community structure and exhibit almost linear complexity in time.

Although these approaches can improve accuracy and degree of noise resistant to community detection, they mostly focus on one kind of prior information; that is, the exact labels of a small portion of nodes are given. In some real application, it may not be easy to identify the exact community of a node, whereas we can easily point out the community that one node does not belong to. For a simplified example, assume that the web network can be grouped into some communities which represent pages on related topics. Further, supposing that the web page describes a female soccer game, it is hard to determine whether the web page belongs to sport community or feminism community. However, it does not belong to automobile community.

In machine learning, the negative information was first proposed by Hou et al. [18]. In their work, the negative information indicates whether a point does not belong to a specific category. They utilized the negative information to guide the process of semisupervised learning and made some experiments on image, digit, spoken letter, and text classification tasks. The experimental results showed the effectiveness of negative information. As far as we know, there is no community detection method concerning the negative information, although this information arises naturally in some applications.

In this paper, we propose a novel semisupervised community detection approach based on negative information. It has near-linear complexity in time and can incorporate the negative information into community detection. The algorithm has been evaluated on synthetic LFR benchmark networks [19] and on various real-world networks with community structure. The results show that negative information is helpful to improve the accuracy of identifying communities. Specifically, the algorithm exhibits almost linear complexity in time.

The rest of the paper is structured as follows. Section 2 includes reviews of the basic formulation and notations used in our approach. In Section 3, we describe our new semisupervised community detection algorithm in detail. Experimental results on artificial and real-world networks are given in Section 4. Finally, a conclusion is presented in Section 5.

## 2. Problem Formulation and Notations

We first give the notations of network representation which will be used throughout this paper. Let $G=\{V, E\}$ denote an unweighted and undirected network, where $V=$ $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is the set of nodes and $E \subseteq V \times V$ is the set of edges. Multiple edges and self-connections are not allowed. The network structure is determined by $n \times n$ adjacency matrix $A$. Each element $A_{i j}$ of $A$ is equal to 1 if there is an
edge connecting nodes $i$ to $j$, and it is 0 otherwise. If there are $k$ communities, a community-number (label) set $K=$ $\{1,2, \ldots, k\}$ is defined.

Assume that there are three kinds of nodes, that is, traditional label (TL) nodes $V^{\mathrm{TL}}$, negative label (NL) nodes $V^{\mathrm{NL}}$, and unlabeled (UL) nodes $V^{\mathrm{UL}}$. Define the set of TL nodes $V^{\mathrm{TL}}=\left\{v_{1}, v_{2}, \ldots, v_{t}\right\}$ with cardinality $\left|V^{\mathrm{TL}}\right|=$ $t$, the set of NL nodes $V^{\mathrm{NL}}=\left\{v_{t+1}, v_{t+2}, \ldots, v_{t+l}\right\}$ with cardinality $\left|V^{\mathrm{NL}}\right|=l$, and the set of UL nodes $V^{\mathrm{UL}}=$ $\left\{v_{t+l+1}, v_{t+l+2}, \ldots, v_{t+l+u}\right\}$ with $\left|V^{\mathrm{NL}}\right|=u$, where typically $t \ll$ $u, l \ll u$, and $t+l+u=n$. Further, suppose that we are given a set of nodes $V=V^{\mathrm{TL}} \cup V^{\mathrm{NL}} \cup V^{\mathrm{UL}}$. The label indicator matrix of $V^{\mathrm{TL}}$ is defined as follows: $L_{i j}^{\mathrm{TL}}=1$ if and only if $v_{i}$ belongs to the $j$ th community; otherwise $L_{i j}^{\mathrm{TL}}=0$. We define the label indicator matrix of $V^{\mathrm{NL}}$ as $L_{i j}^{\mathrm{NL}}=1$ if and only if $v_{i}$ does not belong to the $j$ th community; otherwise $L_{i j}^{\mathrm{NL}}=0$. Note that, different from $L^{\mathrm{TL}}$, the row vectors of $L^{\mathrm{NL}}$ may have more than one element which is equal to 1 . The goal of our approach is to infer the exact labels for nodes in $V^{\mathrm{NL}} \cup V^{\mathrm{UL}}$.

In this paper, label propagation task is to propagate the TL under the guidance of NL information to all of the nodes in $V^{\mathrm{NL}} \cup V^{\mathrm{UL}}$, accomplishing label prediction of nodes without TL. The result of label propagation for community detection depends on the weights of the edges of network, so how to construct the weight matrix $W$ plays a decisive role. In this work, the simple weight matrix can be defined as

$$
\begin{equation*}
W_{i j}=\frac{A_{i j}}{\operatorname{deg}(i)}, \tag{1}
\end{equation*}
$$

where $\operatorname{deg}(i)$ represents the degree of node $i$. Obviously, in label propagation process, the labeled nodes propagate seed labels to their neighbours with uniform probability.

## 3. The Proposed Algorithm

In this section, the details of our proposed algorithm based on negative information are presented, and then the time complexity and the convergence property of the algorithm are analyzed. There are mainly two steps of the algorithm. The first is to determine the particular parameter matrices, and the second is to propagate labels via an iterative process.
3.1. Parameter Matrices Construction. Using the idea of the work by Hou et al. [18], we introduce two matrices, that is, the initial label matrix $L \in R^{(t+l+u) \times K}$ and the parameter matrix $P \in R^{(t+l+u) \times K}$, where $K$ is number of communities. $L_{i j}$ represents the probability that $v_{i}$ belongs to the $j$ th community, and $P$ is a matrix that shows the role of each node and indicates when an NL node can be regarded as a TL node and when it is considered as an unlabeled node. We also define two parameters $0<\alpha_{l}<1$ and $0<\alpha_{u}<1$, which take different values for labeled nodes (including TL and NL) and unlabeled nodes.

For any node $v_{i}$, the $L_{i}$. and $P_{i \text {. }}$ are defined as follows.
(1) If $v_{i}$ Has the TL. Based on the indictor matrix $L^{\mathrm{TL}}$, if $v_{i}$ belongs to the $j$ th community, then

$$
\begin{gather*}
L_{i x}= \begin{cases}1, & x=j ; \\
0, & x \neq j\end{cases}  \tag{2}\\
P_{i x}=\alpha_{l} \quad \text { for } x=1,2, \ldots, k . \tag{3}
\end{gather*}
$$

(2) If $v_{i}$ Has the NLs. According to the $L^{\mathrm{NL}}$, we can define an index set $I_{i}=\left(i_{1}, i_{2}, \ldots, i_{p}\right)$, which contains the sets that $v_{i}$ does not belong to; then

$$
\begin{gather*}
L_{i x}=0  \tag{4}\\
\text { for } x=1,2, \ldots, k .  \tag{5}\\
P_{i x}= \begin{cases}\alpha_{l}, & x \in I_{i} ; \\
\alpha_{u}, & x \notin I_{i} .\end{cases}
\end{gather*}
$$

(3) If $v_{i}$ Is an Unlabeled Node. Consider

$$
\begin{array}{cc}
L_{i x}=0 & \text { for } x=1,2, \ldots, k \\
P_{i x}=\alpha_{u} & \text { for } x=1,2, \ldots, k \tag{7}
\end{array}
$$

How to make use of these two matrices in the proposed algorithm will be explained in the next subsection. Note that $\alpha_{l}$ is close to 0 and $\alpha_{u}$ is close to 1 .
3.2. Description of the Algorithm. The algorithm is motivated by the fact that the nodes having the same traditional label are grouped together as one community through labels propagation process. We initialize a small number of nodes with userdefined labels based on prior information (including TLs and NLs) and let the TLs propagate through the network. As the labels propagate, the exact labels of the NL and unlabeled nodes can be achieved. Then we will show how to iteratively propagate the TL under the guidance of NL information and unlabeled nodes.

This process is iteratively performed, where, at every step, each node absorbs some label information from its neighbors and retains some label information of its initial state. Let $\mathscr{F}$ denote a set of computed label matrices, for all $F \in \mathscr{F} \subset$ $R^{(t+l+u) \times K}$; its row vector corresponds to the possibilities of a specific node belonging to all the communities. The exact label of one node can be determined by the index of the largest element of the corresponding row vector of $F$. The iterative formula is defined as follows:

$$
\begin{equation*}
F_{i j}^{h+1}=P_{i j} \sum_{x=1}^{n} W_{i x} F_{x j}^{h}+\left(1-P_{i j}\right) L_{i j} \tag{8}
\end{equation*}
$$

where $h$ denotes the times of iterations. The first term shows the label information that $v_{i}$ absorbs from its neighbors and the second term represents the label information retained from its initial label.

Specifically, if $v_{i}$ has a TL which indicates it belongs to the $j$ th community, then $L_{i j}=1$ and $L_{i x}=0(x \neq j)$. In this case $L_{i x}=\alpha_{l}$ for $x \in K$ and $\alpha_{l}$ is close to 0 . Thus, the second term in (8) plays a major role in each iteration; that is, the predicted label is consistent with the given TL. If $v_{i}$ has an NL indicating that $v_{i}$ belongs to the $j$ th community, that is, $j \in I_{i}$, then $P_{i j}=\alpha_{l}$ and $F_{i j}^{h+1} \approx\left(1-P_{i j}\right) L_{i j} \approx L_{i j} \approx 0$. On the contrary, if $j \notin I_{i}$, no much prior information can help to determine whether $v_{i}$ belongs to the $j$ th community or not. Therefore, we regard it as an unlabeled node and $P_{i x}=\alpha_{u}$, $L_{i x}=0$. In this case, the first term in (8) plays a major role in each iteration. If $v_{i}$ is unlabeled, there is no prior information about its label and $P_{i x}=\alpha_{u}, L_{i x}=0$. Thus (8) is dominated by its second term. In summary, the iteration equation can be rewritten as

$$
\begin{equation*}
F^{h+1}=P W F^{h}+(I-P) L, \tag{9}
\end{equation*}
$$

where $I$ denotes an $n \times n$ identity matrix.
To summarize, the main procedure of the method is presented in Algorithm 1.
3.3. Analysis of the Algorithm. In this subsection we will analyze our method theoretically. First we will discuss the time complexity of the algorithm. Second we will analyze the convergence property of the iteration of the algorithm.

The algorithm mainly contains three computational parts: constructing the weight matrix $W$, constructing the label and parameter matrices $L, P$, and iterating (9) until convergence. In the first part, $O(m)$ time is required to construct the weight matrices, where $m$ denotes the number of edges. In the second part, the label and parameter matrices can be derived with computational complexity $O(n)$, where $n$ denotes the number of nodes. In the last part, the time complexity of each iteration is $O(m)$. Assuming (9) is converged at $h$ iterations, the last part of the algorithm requires $O(h m)$ time. Since the time complexity of the algorithm depends on the highest complexity of the three parts involved in it, the overall time complexity is $O(\mathrm{hm})$ for the proposed algorithm.

The convergence of the algorithm is analyzed as follows. According to the initial condition that $F^{0}=L$, (9) can be rewritten as

$$
\begin{equation*}
F^{h}=(P W)^{h} L+(I-P) \sum_{i=1}^{h-1}(P W)^{i} L \tag{10}
\end{equation*}
$$

Since $w_{i j} \geq 0$ and $\sum_{i} w_{i j}=1$, from the theorem of PerronFrobenius [20], the spectral radius of $W$ satisfies $\rho(W) \leq 1$. Recall that the elements of $P$ are either $\alpha_{l}$ or $\alpha_{u}$, where $0<$ $\alpha_{l}<1$ and $0<\alpha_{u}<1$; thus

$$
\begin{gather*}
\lim _{t \rightarrow \infty}(P W)^{t}=0 \\
\lim _{t \rightarrow \infty} \sum_{i=0}^{t-1}(P W)^{i}=(I-P W)^{-1} \tag{11}
\end{gather*}
$$

```
input: adjacency matrix \(A\), the initial label matrix \(L^{\mathrm{TL}}, L^{\mathrm{NL}}\), the constants \(\alpha_{l}\) and \(\alpha_{u}\)
output: The TL of all the nodes
(1) construct the weight matrix \(W\) by (1).
(2) for \(i=1: n\)
(3) If \(v_{i}\) has the TL
    construct \(L\) and \(P\) by (2) and (3), respectively.
    If \(v_{i}\) has the NLs
    construct \(L\) and \(P\) by (4) and (5), respectively.
    If \(v_{i}\) is unlabeled node
    construct \(L\) and \(P\) by (6) and (7), respectively.
(9) iterate (9) until convergence.
(10) output the labels of each node \(v_{i}\) by \(f_{i}=\operatorname{argmax}_{i \ll k} F_{i j}\).
```

Algorithm 1: Semisupervised community detection using negative information.

Obviously, (9) will converge to

$$
\begin{equation*}
\lim _{t \rightarrow \infty} F^{t}=(I-P)(I-P W)^{-1} L \tag{12}
\end{equation*}
$$

## 4. Experiments and Discussion

In this section, we give a set of experiments to show the effectiveness of the proposed algorithm. The relevant data sets involving the experiments are LFR artificial networks [19] and real-world networks including the Zachary's network of karate club [21] and the Lusseau's network of bottlenose dolphins [22]. In all the experiments of this section, $\alpha_{l}$ and $\alpha_{u}$ are set to 0.05 and 0.95 , respectively.
4.1. Artificial Networks. In this subsection, the ability of the algorithm to identify communities is tested in LFR benchmark networks. Our experiments include evaluating the performance of the algorithm with various amounts of NL nodes, measuring the ability of the algorithm to recover communities with different parameter $\mu$ in benchmark networks, comparing the accuracy of our algorithm with label propagation algorithm (LPA) [23] and Infomap algorithm [24] and analyzing the relationship between the percentage of NL nodes and the percentage of TL nodes in the proposed algorithm. In the following experiments, the choice of NL and TL nodes is random, and the number of NLs of each NL node is set to 20 percent of the number of communities. Note that the NLs of each NL node are selected randomly.

The LFR benchmark network is an artificial network for community detection, which is claimed to possess some basic statistical properties found in real networks, such as heterogeneous distributions of degree and community size. Many parameters are involved to specify properties of generated networks in this benchmark: $N$ (number of nodes), $\langle k\rangle$ (average degree), $k_{\text {max }}$ (maximum degree), $c_{\text {min }}$ and $c_{\text {max }}$ (minimum and maximum community size), $\tau_{1}$ (exponent of power-law distribution of nodes degree), $\tau_{2}$ (exponent of power-law distribution of community sizes), and $\mu$ (mixing parameter).

To evaluate the performance of our algorithm on discovering community structures, the normalized mutual information (NMI) measure [25] is used to quantitatively
compare the known partition with the partition found by the algorithm:

$$
\begin{equation*}
\operatorname{NMI}(A, B)=\frac{-2 \sum_{i=1}^{c_{A}} \sum_{j=1}^{c_{B}} N_{i j} \log \left(N_{i j} N / N_{i .} N_{. j}\right)}{\sum_{i=1}^{c_{A}} N_{i .} \log \left(N_{i .} / N\right)+\sum_{j=1}^{c_{B}} N_{. j} \log \left(N_{. j} / N\right)} \tag{13}
\end{equation*}
$$

where $c_{A}$ is the real number of community and $c_{B}$ denotes the number of found community. The matrix $N$ presents the confusion matrix, where $N_{i j}$ is simply the number of nodes in the real community $i$ that appears in the found community $j$. $N_{i .}$ and $N_{. j}$ are the sum over row $i$ and column $j$ of confusion matrix, respectively. $N$ is obviously the number of nodes. If the found partition is identical to the real communities, then NMI takes its maximum value, 1 . However, if the found partition is entirely independent of the real partition, NMI = 0 corresponds to the situation that the entire network is found to be one community. The closer to 1 of the NMI, the better partition of the network will be.

The number of NL nodes in each community is an important factor that affects the ability of the algorithm to identify communities. In order to quantify the relationship between the accuracy of the algorithm and the number of NL nodes in each community, the experiment is performed on the LFR benchmark networks (see Figure 1). The following parameters were employed: $N=1000,\langle k\rangle=15, \mu=$ $\{0.7,0.8\}, \tau_{1}=2, \tau_{2}=1, c_{\min }=20$, and $c_{\max }=50$. We fix the percentage of TL nodes $20 \%$ in each community. The result of the experiment suggests that the partition accuracy of the algorithm increases with increase of the percentage of NL nodes in each community.

In the LFR networks, the mixing parameter $\mu$ represents the ratio between the external degree of each vertex with respect to its community and the total degree of the node. The larger the value $\mu$ of the network is, the harder its community structure is detected. Then the experiment is designed for testing the accuracy of our algorithm with the various parameter $\mu$ (see Figure 2). In the experiment, we randomly select 4 and 8 labeled nodes in each community, respectively. The following parameters about the LFR benchmark networks were employed: $N=1000,\langle k\rangle=15, \mu=\{0.1,0.2, \ldots, 0.9\}$, $\tau_{1}=2, \tau_{2}=1, c_{\text {min }}=20$, and $c_{\max }=50$. We fix the percentage


Figure 1: The relationship between the accuracy of the algorithm and the number of NL nodes in each community. In the LFR benchmark, $\mu=\{0.7,0.8\}$, the partition accuracy of the algorithm increases with the increase of the percentage of NL nodes in each community. Each point in the figure represents the average over 100 runs on randomly generated LFR benchmark networks with the given parameters.

$\rightarrow$ P- Percentage of NLs $=0 \% \quad \rightarrow$ Percentage of NLs $=30 \%$
$\longrightarrow$ Percentage of NLs $=10 \% \rightarrow$ Percentage of NLs $=40 \%$
$\ldots$ Percentage of NLs $=20 \%-\bigcirc$ Percentage of NLs $=50 \%$
Figure 2: Testing the accuracy of our algorithm with the various parameter $\mu$. Each point in the graph represents the average over 100 runs on randomly generated LFR benchmark networks with the given parameters.
of TL nodes $20 \%$ in each community and determine the percentage of NL nodes in each community by searching the grid $\{0 \%, 10 \%, \ldots, 50 \%\}$.

To evaluate the effectiveness of our algorithm, we compare it to label propagation algorithm (LPA) and Infomap algorithm. Both algorithms can discover community structure without prior knowledge. We generate benchmark networks with the following parameters: $N=1000,\langle k\rangle=15$, $\mu=\{0.1,0.2, \ldots, 0.9\}, \tau_{1}=2, \tau_{2}=1, c_{\min }=20$, and
$c_{\max }=50$. Then, we randomly select $20 \%$ TL nodes and, respectively, select $0 \%$ and $20 \%$ NL nodes in each community (see Figure 3).

Figure 3 presents the advantages of our algorithm under a certain situation. Compared with the two comparative algorithms, our proposed algorithm gives almost the same results as the LPA and Infomap when the mix parameter ranges from 0.1 to 0.3 . Our algorithm also presents better quality than LPA. Although our algorithm is no better than the Infomap algorithm during the mix parameter covers from 0.4 to 0.7 , it outperforms under the condition that the mix parameter is high. In particular the mix parameter arrives at 0.8 ; the NMI value of the Infomap algorithm is almost 0 , while it is more than 0.3 for our algorithm, as depicted in Figure 3. It means that our algorithm is particularly suitable for the community detection of high parameter $\mu$. In other words, our algorithm is more favorable with obscure community structure in networks. On the other hand, the result of the experiment shows that the NL nodes can help increase the accuracy of community partition.

In the proposed algorithm, the percentage of NL nodes and the percentage of TL nodes are important factors that influence the accuracy of community partition. To analyze the relationship between NL and TL, we, respectively, set the percentage of TL nodes to $\{5 \%, 10 \%, \ldots, 50 \%\}$ and the percentage of NL nodes to $\{0 \%, 10 \%, \ldots, 50 \%\}$ (see Figure 4). We generate benchmark networks with the following parameters: $N=1000,\langle k\rangle=15, \mu=0.5, \tau_{1}=2, \tau_{2}=1, c_{\min }=20$, and $c_{\text {max }}=50$.

As can be seen from Figure 4, the proposed algorithm performs better with the increase of TL nodes. It is consistent with intuition, since there is more exact label information available. Moreover, with the increase of NL nodes, the algorithm can achieve higher accuracies. This means that NL is actually helpful to community detection and the algorithm can use this information effectively. In particular, NL is more beneficial when TL nodes are rare, since the increase of accuracy brought by NL will become smaller with the increase of TL nodes.
4.2. Real-World Networks. In this subsection, we verify our algorithm from empirical networks, the karate club network and the dolphins social network, which have been applied as benchmarks to evaluate many community detection algorithms since the true community structures are known in the two networks. In general, the karate club network can be split into two disjoined groups due to the disagreement between the administrator and the instructor of the club, and the dolphins social network can be separated into two groups due to the temporary disappearance of a dolphin. However, the NL node is equivalent to TL node provided that the networks are divided into two communities. In the following experiments, we assume that Donetti's result [26] is the true partition of the karate clue network and Pan's conclusion [27] is the true community of dolphin social network.

The karate club network is constructed by Zachary over a period of two years and is composed of 34 nodes corresponding to members of the club and 78 edges representing


Figure 3: Results (NMI) of community detection algorithms in the LFR benchmark networks. The algorithms include LPA, Infomap, and the proposed algorithm with different parameters. Each point in the graph represents the average over 100 runs on randomly generated LFR benchmark networks with the given parameters.


Figure 4: Results (NMI) of the proposed algorithm with different selections of NL and TL in the LFR benchmark networks. Each point in the graph represents the average over 100 runs on randomly generated LFR benchmark networks with the given parameters.
the connections of the individuals outside the activities of the club. In Donetti's result, the network is split into four communities. We select the nodes $\{25,33,17,1\}$ as TL nodes and the nodes $\{28,4,3,11\}$ as NL nodes for four different communities, respectively. Each NL node has one NL. The parameters $a_{u}$ and $a_{l}$ are set to 0.95 and 0.05 , respectively. Applying the proposed algorithm, the results of community detection for karate club network are shown in Figure 5. It is clear that the result of our proposed method is in agreement with the partition of Donetti's method.


Figure 5: Detecting community structure in the karate club network via the proposed algorithm. Four communities are detected, which are denoted by the different shapes.

The dolphin social network, consisting of 62 nodes indicating bottlenose dolphins and 159 edges representing the associations between dolphin pairs occurring more often than expected by chance, is constructed by Lusseau over a period of seven years from 1994 to 2001. In Pan's conclusion, the network is divided into four communities. We select the nodes $\{$ SN63,Trigger, SN90, Oscar $\}$ as TL nodes and the nodes $\{T S N 103, M N 105$, SN89, Bumper $\}$ as NL nodes for four different communities, respectively. Each NL node has one NL. The parameters $a_{u}$ and $a_{l}$ are 0.95 and 0.05 , respectively. Applying the proposed algorithm, the results of community detection for dolphin social network are shown in Figure 6. It is obvious that the result of our proposed method is approximately consistent with the result of Pan's methods.

## 5. Conclusions

In this paper, a semisupervised community detection algorithm is proposed based on negative information, which indicates whether a node does not belong to a specific community. It has near-linear complexity in time and can incorporate the NL and TL into community detection. As seen from our experimental results on both real and artificial networks, incorporating NL into community detection procedure can significantly improve performance, especially in the situation where the traditional labels are rare. Moreover, the more TLs and NLs applied in our algorithm, the better the community partition result.

Unfortunately, it is an implicit restriction that the number of communities must be known in advance, since the selection of the TL nodes should cover all the communities. Our future work will concentrate on the issue of detecting communities without preknowing the community number. In other words, we will devote part of our energy on the research


FIGURE 6: Detecting community structure in the dolphin social network via the proposed algorithm. Four communities are detected, which are denoted by the different shapes.
of an improved semisupervised community detection algorithm which is capable of identifying communities accurately without labeled nodes of any community in the future.
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#### Abstract

We revisit a channel coding problem where the channel state information (CSI) is rate-limited (or coded) and available to the channel encoder. A wiretapper is added into this model, and the confidential message is intended only for the legal receiver and should be kept from being eavesdropped by the wiretapper. Equivocation analysis is provided to evaluate the level of information leakage to the wiretapper. We characterize an achievable rate-equivocation region as well as an outer bound for this security model. To achieve the rate-equivocation triples, we propose an efficient coding scheme, in which the coded CSI serves as the CSI for the channel encoder, based on Gel'fand and Pinsker's coding and Wyner's random coding. Furthermore, an example of Gaussian wiretap channel with rate-limited CSI is presented, of which a lower bound on the secrecy capacity is obtained. By simulation, we find there exists an optimal rate of the coded CSI at which the biggest secrecy transmission rate of the Gaussian case is achieved.


## 1. Introduction

The problem of coding for channels with CSI has been studied actively. In these models, CSI is generated by nature and provided to the transmitter and/or to the receiver in a causal or noncausal manner. Shannon first studied the discrete memoryless channel (DMC) with causal CSI only at the encoder and got its capacity [1]. It was found that the capacity was the same as the capacity of the DMC without CSI. The problem where CSI was only noncausally known to the channel encoder was solved by Gel'fand and Pinsker [2]. They showed a different capacity expression from [1] and provided a different coding strategy which was now known as Gel'fand and Pinsker's coding. The key idea of Gel'fand and Pinsker's coding is that the codeword chosen for the transmitted message is jointly typical with the state sequence. Actually, the capacity for the causal case in [1] can be got from [2] by letting the auxiliary random variable be independent of CSI. Some other extended channel models with CSI at both the encoder and the decoder were studied in [3-7]. Among them, Heegard and El Gamal first investigated a more practical channel with the unique feature that CSI at encoder and decoder was subject to a rate constraint [3]. The motivation of this unique feature, that is, rate-limited CSI, was that

CSI was transmitted over way-side channels for which only limited resources (bandwidth, operation time, memory, etc.) of the system were allocated. They only gave inner bounds on the capacity region for this model. Rosenzweig et al. then revisited this model and gave the capacity region of the model with rate-limited CSI at encoder and full CSI at the decoder [4]. For the model where CSI was fully known at the encoder and rate-limited at the decoder, capacity region was obtained in [5].

It is known that secure information transmission is an essential communication requirement. The above statedependent channel models [1-7] considered no secrecy constraint. Recently, the works [8-15] have introduced the wiretapper in channels with CSI to model a safe communication model. Chen and Vinck explored the discrete memoryless wiretap channel with noncausal CSI and presented an achievable rate-equivocation region [8]. The region was established using a combination of Gel'fand and Pinsker's coding and Wyner's random coding. They showed that CSI helped to get a larger secrecy capacity for the Gaussian wiretap channel. In [9], an achievable rate-equivocation region for the Gaussian wiretap with side information was given. The authors proposed a perfect-secrecy-achieving coding strategy for the model based on code-partition technique.


Figure 1: Wiretap channel with rate-limited channel state information at the encoder.

The code-partition technique divided a random code into bins so that high rates could be achieved with asymptotic perfect secrecy. Dai and Luo improved the results of [8] by providing upper bounds on the secrecy capacity [10]. Liu and Chen got a lower bound on the secrecy capacity of the model where CSI was available noncausally at both the encoder and the decoder [11], and an upper bound was established by [12]. Action-dependent channel models involving secrecy were studied in [13-15]. Dai et al. provided the inner and outer bounds on the capacity-equivocation region for the wiretap channel with action-dependent states [13]. Then, they extended the model by adding a noiseless feedback link between the transmitter and receiver [14], in which the feedback served as a secret key. We restricted the rate of the feedback by introducing a rate-limited feedback link and obtained the corresponding capacity-equivocation region. Then, we explored information embedding on the actions in wiretap channel where part of the message was embedded on the actions [15] and characterized the tradeoff between the sum secrecy rate and the information embedding rate.

We are motivated to revisit a state-dependent channel model by adding a wiretapper (shown in Figure 1), that is, discrete memoryless wiretap channel with rate-limited channel state information. The CSI is known to the encoder and not known to the decoder. In our setup, the CSI at the encoder is subject to a rate constraint $R_{s}$, as in the work [3]. Note that the CSI in previous works considered that secrecy constraint $[8,10]$ was rate-unlimited, which is different from our rate-limited setup. However, we will later see that the model in $[8,10]$ is actually a special case of our model. In addition, the confidential message is intended only for the receiver and should be kept secret from the wiretapper as much as possible.

To the best of our knowledge, the model in Figure 1 involving secure information transmission has not been explored. Our goal is to characterize the inner and outer bounds on the capacity-equivocation region of the model. Particularly, we are interested in getting the corresponding bounds on the secrecy capacity for which perfect secrecy is realized. The perfect secrecy means that no information is leaked to the wiretapper. We also provide efficient coding schemes to achieve the rate-equivocation triple by means of Gel'fand and Pinsker's coding and Wyner's random coding. Moreover, an example of Gaussian wiretap channel with ratelimited CSI is given and its lower bound on the secrecy capacity is also calculated. The simulation results show that there exists an optimal rate of the coded CSI at which the
biggest secrecy transmission rate of the Gaussian example is achieved.

The remainder of the paper is organized as follows. Section 2 describes the wiretap channel with rate-limited CSI and outlines the inner and outer bounds on the capacityequivocation region. Section 3 calculates the corresponding bounds on the secrecy capacity and presents an example. Section 4 proposes a coding scheme to achieve the rateequivocation triples and gives the outer bound proof. We conclude in Section 5 with a summary of the whole work and some future directions.

## 2. Channel Model and Main Results

In this section, the model of wiretap channel with rate-limited CSI is described. Then, we present the inner and outer bounds on the capacity-equivocation region.
2.1. Channel Model. In this paper, calligraphic letters, for example, $\mathscr{X}$, are used to denote the finite sets. We use $\|\mathscr{X}\|$ to denote the cardinality of the set $\mathscr{X}$. We use $Z_{i}^{j}$ to denote the $(j-i+1)$ vectors $\left(Z_{i}, Z_{i+1}, \ldots, Z_{j}\right)$ of random variables for $1 \leq i \leq j$ and will always drop the subscript when $i=1$. Besides, for $X \sim p(x)$ and $0 \leq \epsilon \leq 1$, the set of the typical $N$-sequences $x^{N}$ is defined as $\mathscr{T}_{X}^{N}(\epsilon)=\left\{x^{N}: \mid \pi(x \mid\right.$ $\left.x^{N}\right)-p(x) \mid \leq \epsilon p(x)$ for all $\left.x \in \mathscr{X}\right\}$, where $\pi\left(x \mid x^{N}\right)$ denotes the frequency of occurrences of letter $x$ in the sequence $x^{N}$. The set of the jointly typical sequences, for example, $\mathscr{T}_{X Y}^{N}(\epsilon)$, follows similarly. The base of the $\log$ function in this paper is 2.

The channel model is described as follows. We consider the rate-limited CSI setup where a rate-limited description of the channel states is provided to the channel encoder. This setup is motivated by the limited capacity of the channel over which the channel states are transmitted. The input of the state encoder is the channel state $S^{N}$ which is independently and identically distributed (i.i.d) $\sim p(s)$, and the output is $M_{s} \in\left\{1,2, \ldots, 2^{N R_{s}}\right\}$. The channel encoder encodes the messages $M$ and $M_{s}$ into $X^{N}$. The main channel is a DMC with discrete input alphabet $\mathcal{X} \times \mathcal{S}$ and output alphabet $\mathscr{Y}$. The channel is memoryless in the sense that $p\left(y^{N} \mid x^{N}, s^{N}\right)=$ $\prod_{i=1}^{N} p\left(y_{i} \mid x_{i}, s_{i}\right)$, where $y^{N} \in \mathscr{Y}^{N}, x^{N} \in \mathscr{X}^{N}$, and $s^{N} \in \mathcal{S}^{N}$. The receiver decodes the message with the observation $Y^{N}$. The output of the decoder is $\widehat{M}$. The probability of error for the decoder is defined as $P_{e}=\operatorname{Pr}\{\widehat{M} \neq M\}$. The wiretap channel is also a DMC with input $Y^{N}$ and output $Z^{N}$. The wiretap channel is memoryless in the sense that $p\left(z^{N} \mid y^{N}\right)=$ $\prod_{i=1}^{N} p\left(z_{i} \mid y_{i}\right)$, where $z^{N} \in \mathscr{Z}^{N}$. The uncertainty of the message for the wiretapper is measured by $\lim _{N \rightarrow \infty} \Delta=$ $\lim _{N \rightarrow \infty}\left(H\left(M \mid Z^{N}\right) / N\right)$.

A $\left(2^{N R}, 2^{N R_{s}}, N\right)$ code for the model in Figure 1 includes a state encoder, channel encoder, and decoder. The state encoder $g_{1}: \mathcal{S}^{N} \rightarrow \mathscr{M}_{s}$ maps the state sequence $s^{N}$ into $m_{s}$, where $m_{s} \in \mathscr{M}_{s}=\left\{1,2, \ldots, 2^{N R_{s}}\right\}$. The stochastic channel encoder $g_{2}$ is specified by a matrix of conditional probability
distributions $g_{2}\left(x^{N} \mid m, m_{s}\right)$, where $m \in \mathscr{M}=\left\{1,2, \ldots, 2^{N R}\right\}$. Note that $\sum_{x^{N}} g_{2}\left(x^{N} \mid m, m_{s}\right)=1$ and $g_{2}\left(x^{N} \mid m, m_{s}\right)$ is the probability that the messages $m$ and $m_{s}$ are encoded as the channel input $x^{N}$. The decoder $g_{3}: \mathscr{Y}^{N} \rightarrow \mathscr{M}$ maps the output sequence $y^{N}$ into decoded message $\widehat{\mathscr{M}}$. Before stating the main results, we give the definitions of "achievable" and "secrecy capacity" as follows.

Definition 1. A rate-equivocation triple $\left(R, R_{s}, R_{e}\right)$ is said to be achievable for the model in Figure 1 if there exists a $\left(2^{N R}, 2^{N R_{s}}, N\right)$ code such that

$$
\begin{gather*}
\lim _{N \rightarrow \infty} \frac{\log \|\mathscr{M}\|}{N}=R \\
\lim _{N \rightarrow \infty} \frac{\log \left\|\mathscr{M}_{s}\right\|}{N}=R_{s}  \tag{1}\\
\lim _{N \rightarrow \infty} \frac{H\left(M \mid Z^{N}\right)}{N} \geq R_{e}  \tag{2}\\
P_{e} \leq \epsilon \tag{3}
\end{gather*}
$$

where $\epsilon$ is an arbitrary small positive real number, $R$ is the rate of the message $M, R_{s}$ is the rate of the coded message $M_{s}$, and $R_{e}$ is the rate of equivocation. The capacity-equivocation region is defined as the convex closure of all achievable rateequivocation triples ( $R, R_{s}, R_{e}$ ).

Definition 2. The secrecy capacity is the maximum rate at which the confidential message can be sent to the receiver in perfect secrecy with the constraint on $R_{s}$. The secrecy capacity is

$$
\begin{equation*}
C_{s}=\max _{\left(R, R_{s}, R_{e}=R\right) \in \mathscr{R}, R_{s} \geq \Gamma} R, \tag{4}
\end{equation*}
$$

where $\mathscr{R}$ is the capacity-equivocation region and $\Gamma$ is the constraint condition of rate $R_{s}$.
2.2. Main Results. We first give an achievable rateequivocation region for the wiretap channel with rate-limited CSI and then present an outer bound. Some comments on the theorems are given subsequently. Further discussion about the results and comparison with other existing models are shown in Section 3.

Theorem 3. An inner bound on the capacity-equivocation region of the wiretap channel with rate-limited CSI is the set

$$
\begin{aligned}
\mathscr{R}_{i}=\{ & \left(R, R_{s} R_{e}\right): \\
& R \leq I(V ; Y)-I(V ; U), \\
& R_{s} \geq I(U ; S), \\
& R_{e} \leq R, \\
& \left.R_{e} \leq I(V ; Y)-\max \{I(V ; Z), I(V ; U)\}\right\}
\end{aligned}
$$

where $V \rightarrow(X, U) \rightarrow Y \rightarrow Z$ form a Markov chain.

Theorem 4. An outer bound on the capacity-equivocation region of the wiretap channel with rate-limited CSI is the set

$$
\begin{align*}
& \mathscr{R}_{o}=\{ \left(R, R_{s} R_{e}\right): \\
& R \leq I(V ; Y)-I(V ; S \mid U), \\
& R_{s} \geq I(U ; S),  \tag{6}\\
& R_{e} \leq R, \\
&\left.R_{e} \leq I(V ; Y)-I\left(V ; S \mid K_{2}\right)-I\left(K_{2} ; Z \mid K_{1}\right)\right\}, \\
& \text { where } U \rightarrow V \rightarrow S, U \rightarrow K_{2} \rightarrow K_{1}, \text { and }\left(V, K_{1}, K_{2}\right) \rightarrow \\
&(X, U) \rightarrow Y \rightarrow Z \text { form Markov chains. }
\end{align*}
$$

We have the following comments:
(1) The sets $\mathscr{R}_{i}$ and $\mathscr{R}_{o}$ are convex; the proof is similar to the proof of Proposition 1 in [5].
(2) Theorem 3 tells that any rate-equivocation triple belonging to $\mathscr{R}_{i}$ is achievable. Theorem 4 tells that all achievable rate-equivocation triples are contained in $\mathscr{R}_{0}$. The capacity-equivocation region of the model in Figure 1 is between $\mathscr{R}_{i}$ and $\mathscr{R}_{0}$.
(3) Equivocation was introduced by Wyner [16] to measure the amount of information leaked to the wiretapper. It is always wished that as large as possible equivocation for the wiretapper can be achieved at any acceptable rate of reliable transmission to the legitimate receiver. From the formulas of $\mathscr{R}_{i}$, it is obvious that if $\left(R, R_{s}, R_{e}=I(V ; Y)-\max \{I(V ; Z), I(V ; U)\}\right)$ is achievable, the rate-equivocation triples $\left(R, R_{s}, R_{e}^{\prime}\right)$ are also achievable for every $R_{e}^{\prime} \leq I(V ; Y)-\max \{I(V$; $Z), I(V ; U)\}$. This reminds us that it is sufficient to show that $\left(R, R_{s}, R_{e}=I(V ; Y)-\max \{I(V ; Z), I(V ; U)\}\right)$ is achievable.
(4) We are considerably interested in finding the maximum secrecy rate when $R_{e}=R$ which implies prefect secrecy. It is explained as follows. Since $\lim _{N \rightarrow \infty}\left(H\left(M \quad \mid \quad Z^{N}\right) / N\right) \geq R_{e}$ and $\lim _{N \rightarrow \infty}(H(M) / N)=R$, we can get $\lim _{N \rightarrow \infty}(H$ $\left.\left(M \mid Z^{N}\right) / N\right) \geq \lim _{N \rightarrow \infty}(H(M) / N)$ when $R_{e}=R$. Since conditioning does not increase entropy, we have $\lim _{N \rightarrow \infty}\left(H\left(M \mid Z^{N}\right) / N\right)=\lim _{N \rightarrow \infty}(H(M) / N)$, which indicates that no information was leaked to the wiretapper.
(5) The proof of the two theorems is given in Section 4, in which we construct a coding scheme to achieve the rate-equivocation triple in $\mathscr{R}_{i}$ based on Gel'fand and Pinsker's coding and Wyner's random coding. We also give the identification of the auxiliary random variables in the outer bound proof.

Further discussion about the theorems and the comparison with other existing results are given in Section 3.

## 3. Discussion and Gaussian Example

In this section, we first calculate the lower and upper bounds on the secrecy capacity of the model in Figure 1. Subsequently, we compare our results with other existing state-dependent channel models. Then, we provide a (physically) degraded example of Gaussian wiretap channel with rate-limited CSI and calculate a lower bound on the secrecy capacity subject to a rate constraint on $R_{s}$. By simulation, we find that there exists an optimal rate of the coded CSI at which the biggest secrecy transmission rate of the Gaussian example is achieved.
3.1. Discussion and Comparison. The lower and upper bounds on the secrecy capacity are presented in Corollary 5.

Corollary 5. The lower and upper bounds on the secrecy capacity of wiretap channel with rate-limited CSI are

$$
\begin{align*}
& C_{l}= \max _{p(u, v, x, s), R_{s} \geq I(U ; S)}\{I(V ; Y)-  \tag{7}\\
&\max \{I(V ; Z), I(V ; U)\}\} \\
& C_{u}=\max _{p\left(u, v, k_{1}, k_{2}, x, s\right), R_{s} \geq I(U ; S)} \min \{I(V ; Y)-I(V ; S \mid U),  \tag{8}\\
& I(V ; Y)-I\left(V ; S \mid K_{2}\right) \\
&\left.-I\left(K_{2} ; Z \mid K_{1}\right)\right\}
\end{align*}
$$

respectively.
Proof. We first prove (8). According to the definition of formula (4), we let $R_{e}=R$ in $\mathscr{R}_{o}$ and then get the upper bounds on $R$ subject to $R_{s} \geq I(U ; S)$ as follows. Consider

$$
\begin{gather*}
R \leq I(V ; Y)-I(V ; S \mid U) \\
R \leq I(V ; Y)-I\left(V ; S \mid K_{2}\right)-I\left(K_{2} ; Z \mid K_{1}\right) \tag{9}
\end{gather*}
$$

Based on the definition of secrecy capacity, (9), we prove (8). Similarly, substituting $R_{e}=R$ into $\mathscr{R}_{i}$, we get the upper bounds on $R$ subject to $R_{s} \geq I(U ; S)$ as

$$
\begin{equation*}
R \leq I(V ; Y)-I(V ; U) \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
R \leq I(V ; Y)-\max \{I(V ; Z), I(V ; U)\} \tag{11}
\end{equation*}
$$

Formula (10) can be obtained from (11). Hence, according to the definition of secrecy capacity and (11), formula (7) is proved.

The comparison of the secrecy capacity between [10] and our results is given as follows. We first present Dai's main results in [10].

Dai and Luo [10] characterized the lower and upper bounds on the secrecy capacity of wiretap channel with full and noncausal CSI at the encoder, depicted in Figure 2, as

$$
\begin{align*}
C_{l \text { dai }}= & \max _{p(v, x, s)}\{I(V ; Y)-\max \{I(V ; Z), I(V ; S)\}\}  \tag{12}\\
C_{u \text { dai }}= & \max _{p\left(v, k_{1}, k_{2}, x, s\right)} \min \{I(V ; Y)-I(V ; S)  \tag{13}\\
& \left.I(V ; Y)-I\left(K_{2} ; Z \mid K_{1}\right)\right\},
\end{align*}
$$

respectively.


Figure 2: Wiretap channel with full CSI at the encoder.

The comparison is listed below.
(1) The lower bounds (7) and (12) share the same expression. We note that, in the rate-limited CSI setup, CSI is not directly known to the channel encoder. The CSI is encoded by the state encoder, and it is the coded version that serves as the channel states to the channel encoder. In the coding scheme (presented in Section 4), the coded CSI $U$ serves as the CSI $S$ in the jointly typical encoding. Based on this observation, it is easy to see that (7) and (12) share the same expression (without considering the constraint on rate of the coded CSI).
(2) For deriving the upper bounds (8) and (13), the auxiliary random variables are different. In [10], there are three auxiliary random variables $K_{2}, K_{1}$, and $V$, while there are four auxiliary random variables $K_{2}, K_{1}, U$, and $V$ in our derivations. The detailed expression of these random variables is given in Section 4.
(3) Besides, in Theorem 4, we have the Markov chain $U \rightarrow V \rightarrow S$. Then,

$$
\begin{align*}
I(V ; S \mid U) & =I(V, U ; S)-I(U ; S) \\
& =I(V ; S)+I(U ; S \mid V)-I(U ; S)  \tag{14}\\
& =I(V ; S)-I(U ; S)
\end{align*}
$$

where (14) is from the Markov chain $U \rightarrow V \rightarrow S$. If we let $U$ be independent of $S$, the conditional mutual information $I(V ; S \mid U)=I(V ; S)$. In this case, it is easy to see $C_{u} \leq C_{u \text { dai }}$.
3.2. Gaussian Example. In this subsection, we look at the (physically) degraded Gaussian wiretap channel with ratelimited CSI shown in Figure 3. We treat $\eta_{1} \sim \mathcal{N}\left(0, N_{1}\right)$ and $\eta_{2} \sim \mathcal{N}\left(0, N_{2}\right)$ in Figure 3 as noise. Let $S \sim \mathcal{N}(0, Q)$ and $U=S$. Similarly to [8, 9], consider $V=X+\alpha U$, where $X$ and $U$ are independent from each other and $X$ is distributed as $X \sim \mathcal{N}(0, P)$. The parameter $\alpha$ is to be determined. We assume that the correlation coefficient of $X$ and $S$ is $\rho_{X S}$. Then, using similar derivations in $[8,9]$, we have

$$
\begin{gather*}
I(V ; Y)=\log \left(f\left(N_{1}\right)\right), \\
I(V ; Z)=\log \left(f\left(N_{1}+N_{2}\right)\right),  \tag{15}\\
I(V ; U)=I(V ; S)=\Lambda_{1}, \\
I(U ; S)=H(S)=\Lambda_{2},
\end{gather*}
$$



Figure 3: Gaussian wiretap channel with rate-limited channel state information at the encoder.
where

$$
\begin{align*}
f(N)= & {\left[\left(P+\alpha^{2} Q+2 \alpha(P Q)^{1 / 2} \rho_{X S}\right)\right.} \\
& \times\left(P+Q+N+2(P Q)^{1 / 2} \rho_{X S}\right) \\
& \times\left((1-\alpha)^{2} P Q\left(1-\rho_{X S}^{2}\right)\right. \\
& \left.\left.+N\left(P+\alpha^{2} Q+2 \alpha(P Q)^{1 / 2} \rho_{X S}\right)\right)^{-1}\right]^{1 / 2}  \tag{16}\\
\Lambda_{1}= & \log \left[\frac{P+\alpha^{2} Q+2 \alpha(P Q)^{1 / 2} \rho_{X S}}{P\left(1-\rho_{X S}^{2}\right)}\right]^{1 / 2} \\
& \Lambda_{2}=\log (2 \pi e Q)^{1 / 2}
\end{align*}
$$

Note that the expressions of $I(V ; Y), I(V ; Z), I(V ; U)$ are the same as those in $[8,9]$, and the difference is that here we have the rate constraint on $R_{s}$; that is, $R_{s} \geq \Lambda_{2}$.

Applying Corollary 5, we get the lower bound on the secrecy capacity of the Gaussian case as

$$
\begin{align*}
& C_{\mathrm{lG}}(\alpha) \\
& =\min \left\{\log f\left(N_{1}\right)-\log f\left(N_{1}+N_{2}\right), \log f\left(N_{1}\right)-\Lambda_{1}\right\}, \tag{17}
\end{align*}
$$

which is subject to the constraint $R_{s} \geq \Lambda_{2}$. The graph of $C_{\mathrm{lG}}(\alpha)$ as a function of $\alpha$ for fixed $P, Q, N_{1}, N_{2}$, and $\rho_{X S}$ is presented in Figure 4. It can be seen that, for the six cases in Figure 4, the lower bound on the secrecy capacity achieves the maximum value at different values of $\alpha$. By setting a proper value to the parameter $\alpha$, we can achieve the maximum value of $C_{l G}(\alpha)$. Besides, we see that when the noise power of the wiretap channel decreases (or the noise power of the main channel increases), $C_{1 G}(\alpha)$ is reduced. This is straightforward.

Moreover, if we let $R_{s}=I(U ; S)$, the lower bound $C_{\mathrm{IG}}$ can be expressed as a function of $R_{s}$ when $P, N_{1}, N_{2}, \rho_{X S}$, and $\alpha$ are fixed. When $P, N_{1}, N_{2}, \rho_{X S}$, and $\alpha$ are fixed at certain values, the graph of $C_{\mathrm{lG}}\left(R_{s}\right)$ as a function of $R_{s}$ is depicted in Figure 5. Five different cases are considered:
(1) $P=N_{1}=N_{2}=1, \rho_{X S}=0, \alpha=1$. The noise power of the main channel and wiretap is big, and variable $X$ is independent of $S$; that is, $\rho_{X S}=0$;
(2) $P=N_{1}=N_{2}=1, \rho_{X S}=0.5, \alpha=0.35$. The noise power of the main channel and wiretap is big, and variable $X$ is not independent of $S$;


Figure 4: $C_{I G}(\alpha)$ as a function of $\alpha$.
(3) $P=1, N_{1}=N_{2}=0.5, \rho_{X S}=0.5, \alpha=1$. The noise power of the main channel and wiretap is small, and variable $X$ is not independent of $S$;
(4) $P=N_{1}=1, N_{2}=0.5, \rho_{X S}=0.5, \alpha=0.85$. Wiretap channel is less noisy than main channel, and variable $X$ is not independent of $S$;
(5) $P=N_{2}=1, N_{1}=0.5, \rho_{X S}=0.5, \alpha=0.85$. Main channel is less noisy than wiretap channel, and variable $X$ is not independent of $S$.

It can be seen that, in general, when $R_{s}$ is small, $C_{1 \mathrm{G}}\left(R_{s}\right)$ increases with $R_{s}$. However, there exists an optimal value of $R_{s}$ at which $C_{1 G}\left(R_{s}\right)$ is the biggest. When $R_{s}$ is bigger than the optimal value, $C_{1 \mathrm{G}}\left(R_{s}\right)$ decreases. On the one hand, we see that, for case 1 where variable $X$ is independent of $S$, secrecy rate $C_{\mathrm{lG}}\left(R_{s}\right)$ decreases sharply with the CSI rate $R_{s}$ (when $R_{s}$ passes the optimal value). On the other hand, when variable $X$ is not independent of $S$ (case 2-5), $C_{\mathrm{lG}}\left(R_{s}\right)$ decreases slowly with $R_{s}$.

Besides, comparing cases 2 and 3, we find that the smaller the noise power is, the higher the secrecy rate $C_{\mathrm{lG}}\left(R_{s}\right)$ is. This means if information transmission happens in good channels, we can achieve higher secrecy transmission rate.

Furthermore, comparing cases 4 and 5, it can be seen that when the main channel is less noisy than the wiretap channel, higher secrecy rate $C_{\mathrm{lG}}\left(R_{s}\right)$ is achieved. This result is straightforward since the main channel is better than the wiretap channel.


FIGURe 5: $C_{\mathrm{IG}}\left(R_{s}\right)$ as a function of $R_{s}$.

## 4. Proof of Theorems 3 and 4

In this section, two theorems in Section 2 are proved. To show Theorem 3, we construct a coding scheme to achieve the rate-equivocation triple in $\mathscr{R}_{i}$ based on Gel'fand and Pinsker's coding and Wyner's random coding and give the equivocation analysis in Section 4.1. Then, we prove Theorem 4 and give the identification of the auxiliary random variables in Section 4.2.
4.1. Proof of Theorem 3. We show that all triples $\left(R, R_{s}, R_{e}\right) \in$ $\mathscr{R}_{i}$ are achievable. Concretely, we need to prove that any rate-equivocation triple $\left(R, R_{s}, R_{e}\right) \in \mathscr{R}_{i}$ and decoding error probability $P_{e}$ satisfy

$$
\begin{gather*}
R=\lim _{N \rightarrow \infty} \frac{\log \|\mathscr{M}\|}{N}, \\
R_{s}=\lim _{N \rightarrow \infty} \frac{\log \left\|M_{s}\right\|}{N},  \tag{18}\\
R_{e} \leq \lim _{N \rightarrow \infty} \frac{H\left(M \mid Z^{N}\right)}{N}, \\
P_{e} \leq \epsilon
\end{gather*}
$$

It is obvious that if $\left(R, R_{s}, R_{e}=I(V ; Y)-\max (I(V ; Z), I(V\right.$; $U))$ ) is achievable, the rate-equivocation triples $\left(R, R_{s}, R_{e}^{\prime}\right)$ are also achievable for every $R_{e}^{\prime} \leq I(V ; Y)-\max (I(V ; Z), I(V ; U))$. Therefore, we try to prove $\left(R, R_{s}, R_{e}=I(V ; Y)-\right.$ $\max (I(V ; Z), I(V ; U)))$ is achievable.

Let $R=I(V ; Y)-I(V ; U)-\lambda$, where $\lambda$ is a fixed positive number. Since $R_{e} \leq R$, we can get $\lambda \leq \max (I(V ; Z), I(V ; U))$ $I(V ; U)$. For each $m_{s} \in\left\{1,2, \ldots, 2^{N R_{s}}\right\}$, an i.i.d sequence


Bin (there are $2^{N R}$ bins)
Subbin (there are $\left\|T_{\text {sb }}\right\|=2^{N\left(\max (I(V ; Z), I(V ; U))-I(V ; Z)+\varepsilon_{1}\right)}$ subbins in one bin)
-. Codewords (each subbin contains $2^{N(I(V ; Y)-R-\varepsilon)} /\left\|T_{\text {sb }}\right\|$

$$
\text { codewords } \left.v^{N}\left(t_{b}, t_{\mathrm{sb}}, t_{v}\right)\right)
$$

Figure 6: Codebook structure.
$u^{N}\left(m_{s}\right)$ is generated according to $p\left(u^{N}\right)=\prod_{i=1}^{N} p\left(u_{i}\right)$. We find a $u^{N}\left(m_{s}\right)$ such that $\left(u^{N}\left(m_{s}\right), s^{N}\right) \in \mathscr{T}_{U S}^{N}$. Let the message $M$ be uniformly distributed over $\mathscr{M}$. Then, we generate $2^{N(I(V ; Y)-\epsilon)}$ i.i.d codewords $v^{N}$ according to $p\left(v^{N}\right)=\prod_{i=1}^{N} p\left(v_{i}\right)$. These codewords are put into $2^{N R}$ bins such that each bin contains $2^{N(I(V ; Y)-R-\epsilon)}$ codewords. The index of the bin is denoted by $t_{b} \in\left\{1,2, \ldots, 2^{N R}\right\}$. The codewords in each bin are put into $\left\|\mathscr{T}_{\text {sb }}\right\|=$ $2^{N\left(\max (I(V ; Z), I(V ; U))-I(V ; Z)+\epsilon_{1}\right)}$ subbins which are indexed by $t_{\mathrm{sb}} \in\left\{1,2, \ldots, 2^{N\left(\max (I(V ; Z), I(V ; U))-I(V ; Z)+\epsilon_{1}\right)}\right\}$. The number of the codewords in each subbin is $2^{N(I(V ; Y)-R-\epsilon)} /\left\|\mathscr{T}_{\text {sb }}\right\|$. We use $t_{v}$ to index the codeword in the subbin. The codebook structure is presented in Figure 6.

To send $m$, the transmitter tries to find a $v^{N}\left(t_{b}, t_{\mathrm{sb}}, t_{v}\right)$ such that $\left(v^{N}\left(t_{b}, t_{\mathrm{sb}}, t_{v}\right), u^{N}\left(m_{s}\right)\right) \in \mathscr{T}_{V U}^{N}$ in the bin indexed by $t_{b}=m$. Then, the input sequence of the main channel is generated by $p\left(x^{N} \mid v^{N}, s^{N}\right)=\prod_{i=1}^{N} p\left(x_{i} \mid v_{i}, s_{i}\right)$.

To decode the message, the decoder finds a unique codeword $v^{N}\left(\hat{t}_{b}, \hat{t}_{\mathrm{sb}}, \hat{t}_{v}\right)$ such that $\left(v^{N}\left(\widehat{t}_{b}, \hat{t}_{\mathrm{sb}}, \hat{t}_{v}\right), y^{N}\right) \in \mathscr{T}_{V Y}^{N}$ and outputs $\widehat{m}=\widehat{t}_{b}$. Since the number of the codewords $v^{N}$ is $2^{N(I(V ; Y)-\epsilon)}$, this decoding step succeeds with high probability. Moreover, the number of $u^{N}\left(m_{s}\right)$ is $2^{N R_{s}} \geq 2^{N I(U ; S)}$, so we can find a $u^{N}\left(m_{s}\right)$ such that $\left(u^{N}\left(m_{s}\right), s^{N}\right) \in \mathscr{T}_{U S}^{N}$ with high probability. Similarly, since each bin contains $2^{N(I(V ; Y)-R-\epsilon)}=$ $2^{N(I(V ; U)+\lambda-\epsilon)}$ codewords $v^{N}$, the error probability of finding
a $v^{N}\left(t_{b}, t_{\mathrm{sb}}, t_{v}\right)$ such that $\left(v^{N}\left(t_{b}, t_{\mathrm{sb}}, t_{v}\right), u^{N}\left(m_{s}\right)\right) \in \mathscr{T}_{V U}^{N}$ in a given bin indexed by $t_{b}$ approaches zero.

We focus on analyzing the uncertainty of $M$ given the wiretapper's observation $Z^{N}$. Consider

$$
\begin{align*}
H\left(M \mid Z^{N}\right)= & H\left(M, Z^{N}\right)-H\left(Z^{N}\right) \\
= & H\left(M, Z^{N}, V^{N}\right)-H\left(V^{N} \mid M, Z^{N}\right) \\
& -H\left(Z^{N}\right) \\
= & H\left(M, V^{N}\right)+H\left(Z^{N} \mid M, V^{N}\right)  \tag{19}\\
& -H\left(V^{N} \mid M, Z^{N}\right)-H\left(Z^{N}\right) \\
\geq & H\left(V^{N}\right)+H\left(Z^{N} \mid V^{N}\right) \\
& -H\left(V^{N} \mid M, Z^{N}\right)-H\left(Z^{N}\right) \\
\geq & H\left(V^{N}\right)-I\left(V^{N} ; Z^{N}\right) \\
& -H\left(T_{\mathrm{sb}}, V^{N} \mid M, Z^{N}\right) \\
= & H\left(V^{N}\right)-I\left(V^{N} ; Z^{N}\right)-H\left(T_{\mathrm{sb}} \mid M, Z^{N}\right) \\
& -H\left(V^{N} \mid M, Z^{N}, T_{\mathrm{sb}}\right) \\
\geq & I\left(V^{N} ; Y^{N}\right)-I\left(V^{N} ; Z^{N}\right) \\
& -H\left(T_{\mathrm{sb}}\right)-H\left(V^{N} \mid M, Z^{N}, T_{\mathrm{sb}}\right) \\
\geq & N I(V ; Y)-N I(V ; Z) \\
& -H\left(T_{\mathrm{sb}}\right)-H\left(V^{N} \mid M, Z^{N}, T_{\mathrm{sb}}\right), \tag{20}
\end{align*}
$$

where (19) is from the Markov chain $M \rightarrow V^{N} \rightarrow Z^{N}$ and (20) is from the fact that the codewords $v^{N}$ are i.i.d and the channels are discrete memoryless.

Next, we bound $H\left(T_{\mathrm{sb}}\right)$ and $H\left(V^{N} \mid M, Z^{N}, T_{\mathrm{sb}}\right)$ in (20). Since $\left\|\mathscr{T}_{\text {sb }}\right\|=2^{N\left(\max \{I(V ; U), I(V ; Z)\}-I(V ; Z)+\epsilon_{1}\right)}$, we have $H\left(T_{\text {sb }}\right) \leq$ $\log \left\|\mathscr{T}_{\text {sb }}\right\|=N\left(\max \{I(V ; U), I(V ; Z)\}-I(V ; Z)+\epsilon_{1}\right)$.

The explanation for bounding $(1 / N) H\left(V^{N} \mid M, Z^{N}, T_{\mathrm{sb}}\right)$ is presented as follows. We first show that, given $M$ and $T_{\mathrm{sb}}$, the probability of error for $Z^{N}$ to decode $V^{N}$ satisfies $P_{e}^{\prime} \leq \nu$. Here, $\nu$ is small for sufficiently large $N$. Given the knowledge of $M$ and $T_{\mathrm{sb}}$, the total number of possible codewords of $V^{N}$ is

$$
\begin{align*}
\frac{2^{N(I(V ; Y)-R-\epsilon)}}{\left\|\mathscr{T}_{\text {sb }}\right\|} & =\frac{2^{N(I(V ; Y)-R-\epsilon)}}{2^{N\left(\max (I(V ; Z), I(V ; U))-I(V ; Z)+\epsilon_{1}\right)}} \\
& =2^{N\left(I(V ; U)+\lambda-\epsilon-\max (I(V ; Z), I(V ; U))+I(V ; Z)-\epsilon_{1}\right)}  \tag{21}\\
& \leq 2^{N\left(I(V ; Z)-\epsilon-\epsilon_{1}\right)} \\
& \leq 2^{N I(V ; Z)}, \tag{22}
\end{align*}
$$

where (21) is from $\lambda \leq \max (I(V ; Z), I(V ; U))-I(V ; U)$. Based on (22), we can easily show that a unique codeword $v^{N}\left(t_{b}, t_{\mathrm{sb}}, t_{v}\right)$ exists such that $\left(v^{N}\left(t_{b}, t_{\mathrm{sb}}, t_{v}\right), z^{N}\right) \in T_{V Z}^{N}$ with high probability. This indicates that the probability of error for $Z^{N}$ to decode $V^{N}$ satisfies $P_{e}^{\prime} \leq \nu$. Therefore, by Fano's inequality, we obtain

$$
\begin{align*}
& \frac{1}{N} H\left(V^{N} \mid M, Z^{N}, T_{\mathrm{sb}}\right) \\
& \quad \leq \frac{1}{N}\left(1+P_{e}^{\prime} \log \left(\frac{2^{N(I(V ; Y)-R-\epsilon)}}{\left\|\mathscr{T}_{\mathrm{sb}}\right\|}\right)\right) \leq \nu^{\prime} \tag{23}
\end{align*}
$$

where $v^{\prime}$ is small for sufficiently large $N$.
Substituting these two results into (20) and utilizing (2), we finish the proof of $\lim _{N \rightarrow \infty} \Delta \geq R_{e}$ for the model in Figure 1 with rate-limited CSI. The proof of Theorem 3 is completed.
4.2. Proof of Theorem 4. We need to prove that all achievable rate-equivocation triples $\left(R, R_{s}, R_{e}\right)$ are contained in $\mathscr{R}_{0}$. Precisely, for any triple ( $R, R_{s}, R_{e}$ ) satisfying (1), (2), and (3), we need to show

$$
\begin{align*}
& R \leq I(V ; Y)-I(V ; S \mid U)  \tag{24}\\
& R_{s} \geq I(U ; S)  \tag{25}\\
& R_{e} \leq R  \tag{26}\\
& R_{e} \leq I(V ; Y)-I\left(V ; S \mid K_{2}\right)-I\left(K_{2} ; Z \mid K_{1}\right) . \tag{27}
\end{align*}
$$

Condition (24) is proved as follows. Consider

$$
\begin{align*}
R & =\lim _{N \rightarrow \infty} \frac{\log \|\mathscr{M}\|}{N}  \tag{28}\\
& =\lim _{N \rightarrow \infty} \frac{H(M)}{N} \\
& =\lim _{N \rightarrow \infty} \frac{1}{N}\left[I\left(M ; Y^{N}\right)+H\left(M \mid Y^{N}\right)\right] \\
& \leq \lim _{N \rightarrow \infty} \frac{1}{N}\left[I\left(M ; Y^{N}\right)+\delta\left(P_{e}\right)\right] \tag{29}
\end{align*}
$$

where (28) is from the fact that $M$ is uniformly distributed over $\mathscr{M}$ and (29) is from Fano's inequality. The term $I\left(M ; Y^{N}\right)$ is calculated as follows. Consider

$$
\begin{align*}
I\left(M ; Y^{N}\right) & =I\left(M ; Y^{N}\right)-I\left(M ; S^{N}\right)  \tag{30}\\
& =I\left(M ; Y^{N}\right)-I\left(M ; S^{N} \mid M_{s}\right) \tag{31}
\end{align*}
$$

$$
\begin{align*}
&= \sum_{i=1}^{N} I\left(M ; Y_{i} \mid Y_{i+1}^{N}\right)-\sum_{i=1}^{N} I\left(M ; S_{i} \mid S^{i-1}, M_{s}\right) \\
&=\sum_{i=1}^{N}\left[I\left(M, S^{i-1}, M_{s} ; Y_{i} \mid Y_{i+1}^{N}\right)\right. \\
&\left.\quad-I\left(S^{i-1}, M_{s} ; Y_{i} \mid M, Y_{i+1}^{N}\right)\right] \\
& \quad \sum_{i=1}^{N}\left[I\left(M, Y_{i+1}^{N} ; S_{i} \mid S^{i-1}, M_{s}\right)\right. \\
&\left.\quad-I\left(Y_{i+1}^{N} ; S_{i} \mid M, S^{i-1}, M_{s}\right)\right] \\
&=\sum_{i=1}^{N}\left[I\left(M, S^{i-1}, M_{s} ; Y_{i} \mid Y_{i+1}^{N}\right)\right. \\
&\left.\quad-I\left(M, Y_{i+1}^{N} ; S_{i} \mid S^{i-1}, M_{s}\right)\right]  \tag{32}\\
& \leq \sum_{i=1}^{N}\left[I\left(M, S^{i-1}, M_{s}, Y_{i+1}^{N} ; Y_{i}\right)\right. \\
&\left.\quad-I\left(M, Y_{i+1}^{N}, S^{i-1}, M_{s} ; S_{i} \mid S^{i-1}, M_{s}\right)\right]
\end{align*}
$$

In the above derivation, formula (30) is from the fact that the message is independent of the state sequence. Therefore, we have $I\left(M ; S^{N}\right)=0$. Formula (31) is from the fact that $I\left(M ; S^{N} \mid M_{s}\right)=0$ which is proved in (35). Consider

$$
\begin{align*}
I\left(M ; S^{N} \mid M_{s}\right) & =H\left(M \mid M_{s}\right)-H\left(M \mid S^{N}, M_{s}\right)  \tag{34}\\
& \leq H(M)-H\left(M \mid S^{N}\right) \\
& =I\left(M ; S^{N}\right)  \tag{35}\\
& =0
\end{align*}
$$

where (34) is from the fact that $M_{s}$ is a function of $S^{N}$ and the fact that conditioning does not increase entropy. Formula (32) is from the sum equality in (36). One has

$$
\begin{equation*}
\sum_{i=1}^{N} I\left(S^{i-1}, M_{s} ; Y_{i} \mid M, Y_{i+1}^{N}\right)=\sum_{i=1}^{N} I\left(Y_{i+1}^{N} ; S_{i} \mid M, S^{i-1}, M_{s}\right) \tag{36}
\end{equation*}
$$

The sum equality (36) can be proved using similar methods in $[13,17]$. Formula (33) is from defining $V_{i}=\left(M, S^{i-1}, M_{s}, Y_{i+1}^{N}\right)$ and $U_{i}=\left(S^{i-1}, M_{s}\right)$.

Condition (25) is proved as follows. Consider

$$
\begin{align*}
R_{s} & =\frac{\log \left\|M_{s}\right\|}{N} \\
& \geq \frac{H\left(M_{s}\right)}{N} \\
& =\frac{1}{N} I\left(M_{s} ; S^{N}\right)  \tag{37}\\
& =\frac{1}{N} \sum_{i=1}^{N} I\left(M_{s} ; S_{i} \mid S^{i-1}\right) \\
& =\frac{1}{N} \sum_{i=1}^{N} I\left(M_{s}, S^{i-1} ; S_{i}\right) \\
& =\frac{1}{N} \sum_{i=1}^{N} I\left(U_{i} ; S_{i}\right) \tag{38}
\end{align*}
$$

where (37) is from the fact that $S_{i}$ is independent of $S^{i-1}$.
Condition (26) is proved as follows. Consider

$$
\begin{align*}
R_{e} & \leq \lim _{N \rightarrow \infty} \frac{H\left(M \mid Z^{N}\right)}{N}  \tag{39}\\
& \leq \lim _{N \rightarrow \infty} \frac{H(M)}{N}  \tag{40}\\
& =R
\end{align*}
$$

where (39) is from (2).
To prove condition (27), we consider

$$
\begin{align*}
H\left(M \mid Z^{N}\right)= & H\left(M \mid Z^{N}\right)-H\left(M \mid Y^{N}\right)+H\left(M \mid Y^{N}\right) \\
= & H\left(M \mid Z^{N}\right)-H(M)+H(M) \\
& -H\left(M \mid Y^{N}\right)+H\left(M \mid Y^{N}\right) \\
= & I\left(M ; Y^{N}\right)-I\left(M ; Z^{N}\right)+H\left(M \mid Y^{N}\right) \\
\leq & I\left(M ; Y^{N}\right)-I\left(M ; Z^{N}\right)+\delta\left(P_{e}\right) \tag{41}
\end{align*}
$$

The first two terms in (41) are calculated as follows.
From (32), one has

$$
\begin{align*}
I\left(M ; Y^{N}\right)=\sum_{i=1}^{N} & {\left[I\left(M, S^{i-1}, M_{s} ; Y_{i} \mid Y_{i+1}^{N}\right)\right.}  \tag{42}\\
& \left.-I\left(M, Y_{i+1}^{N} ; S_{i} \mid S^{i-1}, M_{s}\right)\right]
\end{align*}
$$

Similarly, we can get

$$
\begin{align*}
I\left(M ; Z^{N}\right)=\sum_{i=1}^{N} & {\left[I\left(M, S^{i-1}, M_{s} ; Z_{i} \mid Z_{i+1}^{N}\right)\right.}  \tag{43}\\
& \left.-I\left(M, Z_{i+1}^{N} ; S_{i} \mid S^{i-1}, M_{s}\right)\right]
\end{align*}
$$

Then, we substitute (42) and (43) into (41) and get

$$
\begin{align*}
& H\left(M \mid Z^{N}\right) \\
& \leq I\left(M ; Y^{N}\right)-I\left(M ; Z^{N}\right)+\delta\left(P_{e}\right) \\
& =\sum_{i=1}^{N}\left[I\left(M, S^{i-1}, M_{s} ; Y_{i} \mid Y_{i+1}^{N}\right)\right. \\
& \left.-I\left(M, Y_{i+1}^{N} ; S_{i} \mid S^{i-1}, M_{s}\right)\right] \\
& -\sum_{i=1}^{N}\left[I\left(M, S^{i-1}, M_{s} ; Z_{i} \mid Z_{i+1}^{N}\right)\right. \\
& \left.-I\left(M, Z_{i+1}^{N} ; S_{i} \mid S^{i-1}, M_{s}\right)\right]+\delta\left(P_{e}\right) \\
& =\sum_{i=1}^{N}\left[I\left(M, S^{i-1}, M_{s} ; Y_{i} \mid Y_{i+1}^{N}\right)\right. \\
& \left.-I\left(M, Z_{i+1}^{N}, Y_{i+1}^{N} ; S_{i} \mid S^{i-1}, M_{s}\right)\right] \\
& -\sum_{i=1}^{N}\left[I\left(M, S^{i-1}, M_{s} ; Z_{i} \mid Z_{i+1}^{N}\right)\right. \\
& \left.-I\left(M, Z_{i+1}^{N} ; S_{i} \mid S^{i-1}, M_{s}\right)\right]+\delta\left(P_{e}\right)  \tag{44}\\
& =\sum_{i=1}^{N}\left[I\left(M, S^{i-1}, M_{s} ; Y_{i} \mid Y_{i+1}^{N}\right)\right. \\
& \left.-I\left(Y_{i+1}^{N} ; S_{i} \mid M, Z_{i+1}^{N}, S^{i-1}, M_{s}\right)\right] \\
& -\sum_{i=1}^{N} I\left(M, S^{i-1}, M_{s} ; Z_{i} \mid Z_{i+1}^{N}\right)+\delta\left(P_{e}\right) \\
& \leq \sum_{i=1}^{N}\left[I\left(M, S^{i-1}, M_{s}, Y_{i+1}^{N} ; Y_{i}\right)\right. \\
& \left.-I\left(Y_{i+1}^{N}, M, S^{i-1}, M_{s} ; S_{i} \mid M, Z_{i+1}^{N}, S^{i-1}, M_{s}\right)\right] \\
& -\sum_{i=1}^{N} I\left(M, S^{i-1}, M_{s}, Z_{i+1}^{N} ; Z_{i} \mid Z_{i+1}^{N}\right)+\delta\left(P_{e}\right) \\
& =\sum_{i=1}^{N}\left[I\left(V_{i} ; Y_{i}\right)-I\left(V_{i} ; S_{i} \mid K_{2 i}\right)\right] \\
& -\sum_{i=1}^{N} I\left(K_{2 i} ; Z_{i} \mid K_{1 i}\right)+\delta\left(P_{e}\right), \tag{45}
\end{align*}
$$

where (44) is from the Markov chain $S_{i} \rightarrow\left(S^{i-1}, M_{s}\right.$, $\left.M, Y_{i+1}^{N}\right) \rightarrow Z_{i+1}^{N}$ and (45) from defining $K_{2 i}=\left(M, Z_{i+1}^{N}\right.$, $\left.S^{i-1}, M_{s}\right)$ and $K_{1 i}=Z_{i+1}^{N}$.

To serve the single-letter characterization, let us introduce a time-sharing random variable $J$ independent of
all other random variables and uniformly distributed over $\{1,2, \ldots, N\}$. Set

$$
\begin{align*}
& U=\left(U_{J}, J\right), V=\left(V_{J}, J\right), \\
& K_{2}=\left(K_{2 J}, J\right), K_{1}=\left(K_{1 J}, J\right)  \tag{46}\\
& S=S_{J}, \quad X=X_{J}, \quad Y=Y_{J}, \quad Z=Z_{J} .
\end{align*}
$$

Then, substituting the above new random variables into (33), (38), and (45), conditions (24), (25), and (27) are verified by standard time-sharing argument. From the definition of the auxiliary random variables, the Markov chains $U \rightarrow V \rightarrow$ $S, U \rightarrow K_{2} \rightarrow K_{1}$, and $\left(V, K_{1}, K_{2}\right) \rightarrow(X, U) \rightarrow Y \rightarrow Z$ are easily verified. We complete the proof of Theorem 4.

## 5. Conclusion

This paper has investigated the problem of rate-limited CSI in state-dependent channels under secrecy constraint. It is an extension of the rate-limited CSI setup without secrecy. This model is more general than the existing wiretap channel with full CSI at the transmitter. We proposed an achievable rate-equivocation region and an outer bound on the capacityequivocation region. To achieve the rates, a proper coding scheme is constructed based on Gel'fand and Pinsker's coding and Wyner's random coding.

Our setup can be probably extended in the following directions.
(i) In this current model as well as [1-7], the CSI is generated by nature. However, in some practical communication systems, the transmitter can take actions to affect the formation of the CSI. This idea called action-dependent states is from [18]. We can further explore the impact of the action-dependent states in the wiretap channel with rate-limited CSI.
(ii) Only inner and outer bounds on the capacityequivocation region are obtained at present. We can try to find some special cases where the two bounds match.
(iii) In our model, the CSI is rate-limited and known to the encoder. We can study the model where the CSI is rate-limited and known to the decoder (or both the decoder and the encoder) under the secrecy constraint.
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#### Abstract

The recent decade has witnessed an increasing popularity of recommendation systems, which help users acquire relevant knowledge, commodities, and services from an overwhelming information ocean on the Internet. Latent Dirichlet Allocation (LDA), originally presented as a graphical model for text topic discovery, now has found its application in many other disciplines. In this paper, we propose an LDA-inspired probabilistic recommendation method by taking the user-item collecting behavior as a two-step process: every user first becomes a member of one latent user-group at a certain probability and each user-group will then collect various items with different probabilities. Gibbs sampling is employed to approximate all the probabilities in the two-step process. The experiment results on three real-world data sets MovieLens, Netflix, and Last.fm show that our method exhibits a competitive performance on precision, coverage, and diversity in comparison with the other four typical recommendation methods. Moreover, we present an approximate strategy to reduce the computing complexity of our method with a slight degradation of the performance.


## 1. Introduction

The advent of Internet has confronted us with an exploding information era. We find that it is very difficult to select the relevant ones from countless candidates on the e-commerce websites. As an automatic way to help people make right decisions under the information overload, the recommendation system has become a significant issue for both academic and industrial communities.

During the last decade, lots of recommendation methods have been proposed, including collaborative filtering methods [1, 2], content-based methods [3], spectral methods [4, 5], and iterative refinement methods [6, 7]. These methods are all based on the computation of either user similarity or item similarity or both. Recently, some network-based recommendation methods have been proposed to mine the latent relevance of users and items, such as the methods based on mass diffusion or association rules [8, 9].

Latent Dirichlet Allocation (LDA) was first presented as a graphical model for text topic discovery by Blei et al.
in 2003 [10], which can be used to find the inherent relation of words and generate document set through the model. LDA has been widely used in document analysis [11-13], document classification, and document clustering [14-16]. LDA was first introduced into recommender systems for analyzing the context in content-based methods [17]. Now in tag-based recommendation systems, LDA is widely used to find the latent relation between keywords of item description and item tags created by users, such that the items can be recommended based on the tags [18-20]. For instance, Kang et al. [21] proposed an LA-LDA model which considers not only the tags created by the target user but also the tags created by his/her friends in the social network to extend the scope of candidate tags created by the target user.

In this paper, we propose a new content-unaware probabilistic recommendation method inspired by LDA model. Users' collecting behaviors are probabilistic events, in which one user belongs to multiple user-groups and users in each user-group have different collecting preferences. In our method, the collecting process is regarded as two joined
probabilistic processes intermediated by the user-group; that is, every user is a member of one latent user-group at a certain probability, while each user-group will collect various items with different probabilities.

Calculating the probabilities on the entire data set is time-consuming and space-consuming. In order to reduce the computing complexity of our method, we introduce an approximate strategy with a slight degradation of the performance, which samples a part of the data set to build a rough probabilistic recommendation model.

Many products on an e-commerce website are not popular; that is, the sale of every single product lies in the tail of sale curve, but the sales of all these unpopular products constitute a big portion of the whole income. That is the so-called long tail phenomenon. Therefore, a good recommender system must focus on both the accuracy and the diversity. The experiment results on three real-world data sets, MovieLens, Netflix, and Last.fm, show that our method exhibits a competitive performance not only on the precision and the coverage but also on the diversity.

## 2. Materials and Methods

2.1. Recommendation Model. People have different and multiple inner attributes, including physiological characteristics, preferences, taboos, and religious beliefs. These attributes can be clustered into lots of user-groups which can represent users with similar attributes. Actually, a user does not belong to only one user-group. For example, user $A$ is a male and he is a high school student, minor, Chinese, and a Christian as well. One user belongs to multiple user-groups while users in different user-groups have different habits. For instance, users in the user-groups which contain the attribute of "elder" are more likely to buy health care products and presbyopia glasses than those who belong to the user-groups containing the attribute of "younger." In our recommendation model, we put forward two assumptions:
(1) the users' collecting behaviors are probabilistic events;
(2) one user belongs to multiple user-groups and users in the same user-group have similar collecting preference.

The collecting action of users on items is therefore considered as a two-step probabilistic process; that is, users are observed as members of several latent user-groups and users in user-groups will collect items based on the groupitem probability distributions. Here we assume that $z$ is a user-group which a user belongs to; $\theta$ is the probability vector between users and user-groups. Each column of the vector represents the probability that a user belongs to this usergroup. The probability that a user $d$ belongs to user-group $z$ can be expressed as $p(z \mid d)=\theta_{z}^{d} ; \varphi$ is the commodity probability vector and each column of vector represents the probability that the users of current user-group will collect this item, while the probability that a user who belongs to user-group $z$ will buy item $w$ can be expressed as $p(w \mid$ $\left.z, \varphi^{z}\right)=\varphi_{w}^{z}$. In fact, $\theta$ reflects the degree of association between users and user-groups and $\varphi$ shows which item the
users who belong to this user-group are more likely to buy. For example, a user who loves both basketball and music belongs to two user-groups, but he prefers to play basketball rather than listening to music. The association intensity between user and user-group could be demonstrated by the probability that the user belongs to each user-group. For a student, he may not care about household items but usually buy books for study. Based on the assumption above, if there are $T$ groups, the probability for user $d$ to buy item $w$ can be expressed as

$$
\begin{equation*}
p(w \mid d)=\sum_{z} p(w \mid z) p(z \mid d)=\sum_{z} \varphi_{w}^{z} \cdot \theta_{z}^{d} \tag{1}
\end{equation*}
$$

As long as $\theta$ and $\varphi$ are calculated, the collecting probability vector of the users can be computed. We can get a list ranked in order of the probabilities. Deducing from the list, a proper recommendation can be given to the users. In fact, it is not easy to calculate $\theta$ and $\varphi$ directly.

Considering that, the Latent Dirichlet Allocation (LDA) is a probabilistic model that uses a latent topic to bridge documents and words. Using the latent topic, LDA constructs the documents via two probabilistic processes that chooses a topic after the first probability prediction and then collects words from the attributes of the topic-word according to the topic. Inspired by the LDA, the structure of our recommendation model is designed as a three-layer structure of Bayesian, that is, the user layer, followed by the usergroup layer and the item layer. To construct it, parameters are used in pairs. The recommendation model is determined by the hyper parameters $\alpha$ and $\beta$, in which $\alpha$ describes the relative intensity between user-groups, $\theta \sim \operatorname{Dirichlet}(\alpha)$, and $\beta$ reflecting the probability distribution of each user-group, $\varphi \sim$ Dirichlet $(\beta)$. The complete graphical model representation of LDA for probabilistic recommendation model is as shown in Figure 1. Indeed, we can construct the model without the items or user descriptions. So it is a content-unaware probabilistic recommendation model.

In our method, the probability that a user $d$ has an attribute $z$ is expressed as $p(z \mid d, \alpha)=\theta_{z}^{d}$; the probability that users who have attribute $z$ purchased items $w$ is expressed as $p(w \mid z, d, \beta)=\varphi_{w}^{z}$; and the probability that user $d$ purchases item $w$ is expressed as

$$
\begin{equation*}
p(w \mid d, \alpha, \beta)=\sum_{z} p(w \mid z, d, \beta) \cdot p(z \mid d, \alpha)=\sum_{z} \varphi_{w}^{z} \cdot \theta_{z}^{d} \tag{2}
\end{equation*}
$$

2.2. Parameters Estimation. There are many approximate inference strategies to estimate parameters $\theta$ and $\varphi$ in LDA, such as Laplace approximate, variational inference, Gibbs sampling, and expectation propagation. Griffiths and Steyvers put forward that the perplexity and speed of Gibbs sampling method is better than those of other methods [11]. Since the structure of our method is similar to that of LDA, we chose Gibbs sampling algorithm to estimate parameters $\theta$ and $\varphi$ as well. Gibbs sampling is a simple MCMC (Markov chain Monte Carlo) method. It constructs a Markov chain which converges to the target distribution and samples. Each


Figure 1: Graphical model representation of our method.
state of the Markov chain represents the value of the usergroup, and the sampling variable is an implicit variable, which is assigned to items collected by users. The transition between states follows a simple rule. By sampling on the current values of all variables and data set of users' purchases, the chain can translate to the next state.

Here, we use the posterior distribution $p\left(z_{j} \mid z, d, w_{i}\right.$, $\alpha, \beta$ ), which is calculated by counting the user-groups assigned to items, as the transition probability of user-group shifts from $z$ to $z_{j}$ for item $w$ which is purchased by user $d$, as shown in

$$
\begin{equation*}
p\left(z_{j} \mid z, d, w_{i}, \alpha, \beta\right) \propto \frac{n_{-i, j}^{\left(w_{i}\right)}+\beta}{n_{-i, j}^{(*)}+W \beta} \times \frac{n_{-i, j}^{(d)}+\alpha}{n_{-i, *}^{(d)}+T \alpha} . \tag{3}
\end{equation*}
$$

Here, $n_{-i}^{(*)}$ is a count that does not include the assignment of item $w ; n_{-i, j}^{\left(w_{i}\right)}$ is the number of times that item $w$ has been assigned to user-group $j ; n_{-i, j}^{(*)}$ represents the number of times that all items have been assigned to user-group $j ; n_{-i, j}^{(d)}$ is the number of times that items purchased by user $d$ have been assigned to user-group $j ; n_{-i, *}^{(d)}$ represents the quantity of items that user $d$ had purchased.

When the Markov chain is near the target distribution after adequate iterations, we recorded its current values of the implicit variable $z$ and used it to estimate $\theta$ and $\varphi$ as shown in (4) and (5):

$$
\begin{align*}
& \widehat{\varphi}_{j}^{(w)}=\frac{n_{j}^{(w)}+\beta}{n_{j}^{(*)}+W \beta},  \tag{4}\\
& \widehat{\theta}_{j}^{(d)}=\frac{n_{j}^{(d)}+\alpha}{n_{*}^{(d)}+T \alpha} \tag{5}
\end{align*}
$$

Here $n_{j}^{(w)}$ is the number of times item $w$ has been assigned to user-group $j ; n_{j}^{(*)}$ represents the number of times that all items have been assigned to user-group $j ; n_{j}^{(d)}$ is the number of times that items purchased by user $d$ have been assigned to user-group $j$; and $n_{*}^{(d)}$ represents the quantity of items that user $d$ has purchased.
2.3. Approximate Model. Actually, the data set is updated every day. It is not only time-consuming but also spaceconsuming to use the entire data set to structure the recommendation model. To save time and space, we prefer to model with less data and the recommended items are only listed when required instead of preparing them in advance. In this paper, we present an approximation method to structure the approximate model of the probabilistic recommendation.

In the approximation method, we sample part of the users' collection data from the data set to structure an imprecise probabilistic recommendation model. The imprecise model will serve as a guide to create a recommendation list from two sides. On one hand, the latent user-group vector $z$ will be initialed by using the parameter $\varphi$ of imprecise model. On the other hand, the transition probability $p\left(z_{j} \mid z, d, w_{i}, \alpha, \beta\right)$ is defined as the product of constant $\varphi$ calculated in the imprecise model and iteration parameter $\theta$, as shown in

$$
\begin{equation*}
p\left(z_{j} \mid z, d, w_{i}, \alpha, \beta\right) \propto \varphi_{j}^{\left(w_{i}\right)} \times \frac{n_{-i, j}^{(d)}+\alpha}{n_{-i, *}^{(d)}+T \alpha} \tag{6}
\end{equation*}
$$

The processes of the approximate method are described as follows.
(1) Choose part of users from the data set for constructing the approximate model, called approximating data.

Table 1: The basic statistical features of the three data sets.

| Data set | Users | Items | Links | Sparsity |
| :--- | :---: | :---: | :---: | :---: |
| MovieLens | 6,040 | 3,952 | $1,000,209$ | $4.19 \times 10^{-2}$ |
| Netflix | 10,000 | 6,000 | 701,947 | $1.17 \times 10^{-2}$ |
| Last.fm | 1,882 | 17,632 | 186,480 | $5.62 \times 10^{-3}$ |

(2) Use the approximating data to initiate the Markov chain: random user-group $z$ from 1 to $T$ is assigned to each item $i$ collected by user $d$.
(3) Use (3) to iterate the Markov chain until it is converged. Equation (4) will be used to work out the $\varphi$ and then used to construct the approximate model.
(4) When user $d$ needs a recommendation list, usergroup $z$ is assigned to each item $i$ collected by user $d$. The parameter $\varphi$, collecting probability of the user-group, which was consequently worked out in Step (3), will be used to initialize $z$ from 1 to $T$ probabilistically. This is the initial state of the Markov chain for user $d$.
(5) Use (6) to iterate for appreciable number of times, and we denote the result as $b$, also called burn-in space. It is thought that the Markov chain is near the target distribution. Then, we record the current values of $z$.
(6) Sample once in a certain number of times $c$ which is called thinning space [22]. According to (5), we can estimate $\theta$, the purchasing probability of user $d$ in each user-group.
(7) By ranking the product of $\varphi$ and $\theta$, the recommendation list can be provided.

The time consumption of the approximate model depends on the size of approximating data. Indeed, the performance of the approximate model depends on the size as well. In the experiment, we use different percentages of data as approximation data to find the optimal size. Approximate model is, however, imprecise owing to the use of data locality. Meanwhile, the performance oscillates when different data is chosen to do approximate modeling. Different strategies (random: randomly choose users within the entire data; item degree: according to each user's average degree of items sampled proportionally; user degree: according to the average degree of user sampled proportionally; quick classification: use a quick classification method to classify the users and then sample proportionally) are compared to find out the user distribution offered by which strategy is most similar to that of the entire data and has the same tendency of performance. In the experiment, we use the average value and the upper bound value to represent the performance of the approximate model.

## 3. Experiments and Results

3.1. Data Description. Three benchmark data sets (Table 1) are used to evaluate the performance of the proposed LDAbased recommender method. The first data set Movielens is
provided by GroupLens Project at the University of Minnesota. The second data set Netflix is a randomly selected subset of the huge data set released by the DVD rental company Netflix for its Netflix Prize. The third data set Last.fm was released in the framework of the 2nd International Workshop on Information Heterogeneity and Fusion in Recommender Systems (HetRec 2011). According to the chronological order of the data in MovieLens, we chose the early 80 percent of the data as the training set and the later 20 percent as the probe set. For the Netflix and Last.fm date sets, the data is randomly selected into two parts: the training set contains $90 \%$ of the data and the remaining $10 \%$ of the data constitutes the probe set in the experiment.
3.2. Evaluation Metrics and Comparison Methods. Three evaluation metrics were used to assess the recommendation's effect in the experiment: precision, coverage, and diversity. Precision is a basic evaluating metric. It is defined as the proportion of users that accept the recommended items:

$$
\begin{equation*}
P=\frac{R \bigcap U}{U} \tag{7}
\end{equation*}
$$

Here, $R$ represents the list of items recommend to users; $U$ represents the set of items that the user has bought.

Different algorithm will provide different recommendation list to users. The union set of recommendation lists $R_{i}$ can be used to work out the proportion of recommended items in the entire item set. We use coverage to define this proportion, as shown in

$$
\begin{equation*}
\mathrm{Cov}=\frac{\bigcup R_{i}}{A} \tag{8}
\end{equation*}
$$

Here, $R_{i}$ represents the list of items recommended to user $i$ and $A$ represents the quantity of all items. Diversity is an important metric for personalized recommender systems. It is used to evaluate the difference between users' recommendation lists, and we use the average hamming distance of recommendation list to define diversity as follows:

$$
\begin{gather*}
H_{i j}(L)=1-\frac{R_{i}(L) \bigcap R_{j}(L)}{L}  \tag{9a}\\
\operatorname{Div}=\frac{2 \sum_{i \neq j} H_{i j}}{I(I-1)} \tag{9b}
\end{gather*}
$$

$H_{i j}(L)$ is the hamming distance of recommendation list between user $i$ and user $j ; L$ is the length of the recommendation list; and $I$ represents the quantity of users.

For comparison, we present the results of the four recommendation methods which are the probabilistic spreading (ProbS), heat spreading (HeatS), user-based collaborative filtering (UserCF), and the association rule algorithm (ARule). User-based collaborative filtering algorithm is one of the most classic collaborative filtering methods. Based on the similarity of purchased items between users, it recommends the items that similar users have bought but not yet bought by the user himself. The association rule method is also widely used in recommender systems. This method concentrates on


Figure 2: The recommendation performances on MovieLens; our method uses experiential constant parameters: $t=100, \alpha=0.5$, and $\beta=0.1$.
the latent relationship between items. To find these relationships, every user's item list is analyzed to create a list of the most related items called association rule. Heat spreading method, a variant of probabilistic spreading method, has the highest rate of coverage and diversity in current recommendation algorithms, but it ignores accuracy. In the experiment, we use accuracy of recommendation as the lower bound of precision and use its coverage and diversity rate as the upper bound. Therefore, we use the enhance metrics to evaluate the performance, as shown in (10a)-(10c). Heat spreading and probabilistic spreading are integrated methods which do well on precision but are not so good on coverage and diversity:

$$
\begin{align*}
E \text {-Precision } & =\frac{P}{P_{\text {HeatS }}},  \tag{10a}\\
E \text {-Coverage } & =\frac{\mathrm{Cov}}{\operatorname{Cov}_{\text {HeatS }}}, \tag{10b}
\end{align*}
$$

$$
\begin{equation*}
E \text {-Diversity }=\frac{\text { Div }}{\text { Div }_{\text {Heat }}} \tag{10c}
\end{equation*}
$$

To evaluate the performance of the approximate model, missing rate $M$ and comprehensive Comp are defined in the metric, as shown in (11). Here, $M_{*}$ presents the missing rate of performance such as precision, coverage, and diversity; $P N_{*}$ presents the performances of normal model and $P A_{*}$ is the approximate performance of the model; per denotes the percentage of approximate data in the entire data set; $\Delta$ is the controlling parameter that accommodates the floating of $M ; a, b$, and $c$ are the weight of metrics (precision, coverage, and diversity) for comprehensive rate:

$$
M_{*}=\frac{P N_{*}-P A_{*}}{P N_{*}}
$$



Figure 3: The recommendation performances on Netflix; our method uses experiential constant parameters: $t=100, \alpha=0.5$, and $\beta=0.1$.

$$
\begin{equation*}
\text { Comp }=\frac{\left(a \times M_{p}+b \times M_{\mathrm{Cov}}+c \times M_{\mathrm{Div}}\right) \times(p e r+\Delta)}{\Delta} . \tag{11}
\end{equation*}
$$

3.3. Results. The recommendation performances of different methods on the MovieLens, Netflix, and Last.fm data sets are shown in Figures 2, 3, and 4, respectively. The parameters in our method will affect the result. Here we use experiential constant parameters: $T=100, \alpha=0.5$, and $\beta=0.1$.

The performances of our method are far better than those of the other methods on MovieLens data set which has the most links in the experiment, with ProbS running a close second, while both UserCF and ARule performed significantly worse. When the length of recommendation is lower than 20, the performance of our method is at least twice as well as the other two methods. On the Netflix data set, our
method consistently performs very well in terms of precision, coverage, and diversity. The precision of ProbS goes near to that of our method while its other performances are much worse. In addition, our method gets good comprehensive performance on Last.fm which is the sparsest data set in the experiment. When the recommendation list length is over 50, the precision of our method is lower than that of ARule, and coverage runs a close second. Furthermore, the consistency of its diversity could be rated as the best. The performances of the approximate model are shown in Figures 5 and 6.

Different metrics are drawn on different maps to show their tendency of coverage, as shown in Figure 5. For precision, with the increasing of data size, the missing rate declines more slowly and is leveled out in the end. The missing rate is controlled between 0 and $20 \%$. The tendency of coverage is different from that of precision. The missing rate will increase,


Figure 4: The recommendation performances on Last.fm; our method uses experiential constant parameters: $t=100, \alpha=0.5$, and $\beta=0.1$.
at first, while the transition occurs in the range of 5 to 10 (percentage). On the contrary, the missing rate of diversity is very high in the heat of the line. The lowest point is located in the range of 5 to 10 as well, and the missing rate is leveled out at the tail.

Figure 6 shows the comprehensive performances of approximate model. Different comprehensive curve will be drawn depending on the parameters, and we kept the parameters fixed as $\Delta=10, a=0.50, b=0.15$, and $c=0.35$ in the experiment. There are some differences between the two data sets on their comprehensive curve. The comprehensive curve of MovieLens data set is flat, and less lower values lay on the heat of the curve while slight oscillation comes on the tail. In contrast, the comprehensive curve of Netflix data set is like a hook. Considering the above-mentioned factors, the optimal value occurs near 10 (percentage).

## 4. Conclusions

In this paper, we proposed a method which makes use of users' behaviors to give recommendation. Instead of modeling with tags or contexts, our method takes the collecting lists to construct a recommendation model without the contents of items. As shown in the experiment, our method exhibits an all-round competitive performance on precision, coverage, and diversity, in comparison with four typical classes of recommendation algorithms. To reduce the computing complexity of our method, approximate model is also proposed in this paper, where the adjusting parameters are the determinant of performance curve of approximate model. As shown in the experiment, the approximate method is feasible since the optimal value is under $20 \%$. When precision is considered to be the most important metric, it is


Figure 5: The performances of approximate model.
more appropriate to use less than $10 \%$ of the data to construct the approximate model.

## Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

## Acknowledgments

This work was supported by the National Natural Science Foundation of China (nos. 61300018 and 61103109), Research Fund for the Doctoral Program of Higher Education of China (no. 20120185120017), China Postdoctoral Science Foundation (nos. 2013M531951 and 2014T70860),


Figure 6: The missing rates and comprehensive rates on MovieLens and Netflix in which $\Delta=10, a=0.50, b=0.15$, and $c=0.35$.

Fundamental Research Funds for the Central Universities (no. ZYGX2012J071), and Special Project of Sichuan Youth Science and Technology Innovation Research Team (no. 2013TD0006).

## References

[1] J. B. Schafer, D. Frankowski, J. Herlocker, and S. Sen, "Collaborative filtering recommender systems," Lecture Notes in Computer Science, vol. 4321, pp. 291-324, 2007.
[2] B. Sarwar, G. Karypis, and J. Konstan, "Item-based collaborative filtering recommendation algorithms," in Proceedings of the 10th international conference on World Wide Web (WWW '01), 2001, Item-Based Collaborative Filtering Recommendation Algorithms,
[3] M. J. Pazzani and D. Billsus, "Content-based recommendation systems," in The Adaptive Web, vol. 4321 of Lecture Notes in Computer Science, pp. 325-341, Springer, 2007.
[4] K. Goldberg, T. Roeder, D. Gupta, and C. Perkins, "Eigentaste: a constant time collaborative filtering algorithm," Information Retrieval, vol. 4, no. 2, pp. 133-151, 2001.
[5] S. Maslov and Y.-C. Zhang, "Extracting hidden information from knowledge networks," Physical Review Letters, vol. 87, no. 24, Article ID 248701, 2001.
[6] P. Laureti, L. Moret, Y. Zhang, and Y. Yu, "Information filtering via iterative refinement," Europhysics Letters, vol. 75, no. 6, pp. 1006-1012, 2006.
[7] J. Ren, T. Zhou, and Y.-C. Zhang, "Information filtering via selfconsistent refinement," Europhysics Letters, vol. 82, Article ID 58007, 2008.
[8] R. Agrawal, T. Imielinski, and A. Swami, "Mining association rules between sets of items in large databases," in Proceedings of the 1993 ACM SIGMOD international conference on Management of data (SIGMOD '93), vol. 22, no. 2, pp. 207-216.
[9] W. Lin, S. A. Alvarez, and C. Ruiz, "Efficient adaptive-support association rule mining for recommender systems," Data Mining and Knowledge Discovery, vol. 6, no. 1, pp. 83-105, 2002.
[10] D. M. Blei, A. Y. Ng, and M. I. Jordan, "Latent Dirichlet allocation," Journal of Machine Learning Research, vol. 3, no. 4-5, pp. 993-1022, 2003.
[11] T. L. Griffiths and M. Steyvers, "Finding scientific topic," Proceedings of the National Academy of Sciences of the United States of America, vol. 101, no. 1, 2004.
[12] D. M. Blei and J. D. Lafferty, "Correlated topicmodels," in Advances in Neural Information Processing Systems, vol. 18, 2005.
[13] F.-F. Li and P. Perona, "A bayesian hierarchical model for learning natural scene categories," in Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR '05), vol. 2, pp. 524-531, June 2005.
[14] X. Wei and W. B. Croft, "LDA-based document models for adhoc retrieval," in Proceedings of the 29th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval (SIGIR '06), pp. 178-185, August 2006.
[15] Z. Wang and X. Qian, "Text categorization based on LDA and SVM," in Proceedings of the International Conference on Computer Science and Software Engineering (CSSE '08), vol. 1, pp. 674-677, December 2008.
[16] D. Ramage, P. Heymann, C. D. Manning, and H. GarciaMolina, "Clustering the tagged web," in Proceeding of the 2nd ACM International Conference on Web Search and Data Mining (WSDM '09), pp. 54-63, New York, NY, USA, February 2009.
[17] K. Yu, B. Zhang, H. Zhu, H. Cao, and J. Tian, "Towards personalized context-aware recommendation by mining context logs through topic models," Lecture Notes in Computer Science, vol. 7301, no. 1, pp. 431-443, 2012.
[18] R. Krestel, P. Fankhauser, and W. Nejdl, "Latent Dirichlet allocation for tag recommendation," in Proceedings of the 3rd ACM Conference on Recommender Systems, pp. 61-68, October 2009.
[19] Y. Song, L. Zhang, and C. L. Giles, "Automatic tag recommendation algorithms for social recommender systems," ACM Transactions on the Web, vol. 5, article 4, no. 1, 2011.
[20] X. Si and M. Sun, "Tag-LDA for scalable real-time tag recommendation," Journal of Computational Information Systems, vol. 6, no. 1, pp. 23-31, 2009.
[21] J.-H. Kang, K. Lerman, and L. Getoor, "LA-LDA: a limited attention topic model for social recommendation," in Social Computing, Behavioral-Cultural Modeling and Prediction, vol. 7812 of Lecture Notes in Computer Science, pp. 211-220, Springer, Berlin, Germany, 2013.
[22] T. Hofmann, "Unsupervised learning by probabilistic Latent Semantic Analysis," Machine Learning, vol. 42, no. 1-2, pp. 177196, 2001.

## Research Article

# Node-Dependence-Based Dynamic Incentive Algorithm in Opportunistic Networks 

Ruiyun Yu and Pengfei Wang<br>Software College, Northeastern University, Shenyang 110819, China<br>Correspondence should be addressed to Ruiyun Yu; yury@mail.neu.edu.cn

Received 8 June 2014; Accepted 7 September 2014; Published 28 September 2014
Academic Editor: Qinggang Meng
Copyright © 2014 R. Yu and P. Wang. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.


#### Abstract

Opportunistic networks lack end-to-end paths between source nodes and destination nodes, so the communications are mainly carried out by the "store-carry-forward" strategy. Selfish behaviors of rejecting packet relay requests will severely worsen the network performance. Incentive is an efficient way to reduce selfish behaviors and hence improves the reliability and robustness of the networks. In this paper, we propose the node-dependence-based dynamic gaming incentive (NDI) algorithm, which exploits the dynamic repeated gaming to motivate nodes relaying packets for other nodes. The NDI algorithm presents a mechanism of tolerating selfish behaviors of nodes. Reward and punishment methods are also designed based on the node dependence degree. Simulation results show that the NDI algorithm is effective in increasing the delivery ratio and decreasing average latency when there are a lot of selfish nodes in the opportunistic networks.


## 1. Introduction

The occurrence of plenty of mobile smart devices equipped with short-range wireless communications boosts the fast rise of opportunistic networks. One of the main features of the opportunistic network is that it does not require a complete path existing from a source node to a destination node. The opportunistic network is a kind of delay tolerant networks (DTNs), and it utilizes communication opportunities obtained from node movement to relay packets.

Opportunistic networks have been widely used in the wildlife tracking [1], pocket switched network [2], automobile network [3], and so forth. The basic routing strategy of opportunistic networks is "store-carry-forward." Data transmission is mainly dependent on intermediate nodes' relay, so node cooperation is a critical factor that deeply affects performance of opportunistic networks. However, researchers have proved that a large amount of nodes would like to gain more and pay less [4], which makes it important to stimulate nodes to cooperate.

There are usually three kinds of nodes in opportunistic networks, including ordinary nodes, malicious nodes, and selfish nodes [5].

A selfish node usually propagates its packets with the help of other nodes, while it refuses to relay other nodes' packets. Such behavior does reduce nodes' own resource consumption, but it decreases the network's delivery ratio and causes longer delivery delay.

A great number of selfish nodes will damage the reliability of networks, and the experiment shows that when the number of selfish nodes increases to $10 \%-40 \%$, the delivery ratio of the network will decrease by $16 \%-32 \%$ [4].

In order to decrease the number of selfish nodes in a network, a lot of work has been done. The main incentive methods to stimulate selfish nodes are divided into three kinds, which are based on reputation, virtual currency, and gaming, respectively.
1.1. Reputation Based Incentive Algorithms. Marti et al. [4] propose a routing protocol which can detect behaviors of neighbor nodes to improve performance of ad hoc networks. The protocol contains Watchdog and Pathrater. The Watchdog stores node reputation and finds misbehavior nodes, and the Pathrater is used to choose a routing path which does not include misbehavior nodes.

Buchegger and Le Boudec $[6,7]$ propose the CONFIDANT protocol which evolves from [4] and adds the mechanism that can obtain node's indirect neighborhoods' reputations. The CONFIDANT protocol achieves the goal of isolating and punishing selfish nodes very well.

We also propose a kind of an Accumulated Reputation Model [8] to stimulate the nodes to provide more accurate and truthful data in a Participatory Sensing System.
1.2. Virtual Currency Based Incentive Algorithms. In virtual currency based incentive algorithms each node usually owns equal virtual currency when initializing the network. In order to enhance mutual cooperation, a node will obtain some virtual currency after it helps others to relay packets. Accordingly, when a node asks for assistance from other nodes, it also should pay some virtual currency to them. Buttyan and Hubaux [9] propose a virtual currency based incentive algorithm to promote the cooperation in the network, and this kind of virtual currency is called "Nuglet."

In the domain of electronic commerce involving resource allocation, the well-known Vickrey-Clarke-Groves (VCG) mechanism [10-12] is efficient. A number of incentive mechanisms are proposed by exploiting VCG strategy, such as Ad Hoc-VCG [13], Corsac [14], Team [15], and RPP [16].
1.3. Gaming Based Incentive Algorithms. Gaming based approaches are good ways on modeling incentive processes using classical game theory [17].

The Ad Hoc-VCG algorithm is also a gaming based incentive algorithm. It is a reactive and cost-efficient routing protocol. The nodes are motivated to reveal their true costs for forwarding data. The protocol also guarantees that routing is done along the most cost-efficient path by paying to the intermediate nodes a premium over their actual costs for forwarding data packets.

Srinivasan et al. [18] propose a GTFT model which uses the tit for tat (TFT) strategy to balance profits among nodes. Zhang et al. [19] propose a game based incentive algorithm using four important context parameters and Kalman filtering for prediction.

Dynamic repeated game theory is appropriate to be used in stimulating nodes in opportunistic networks. In dynamic gaming, a node decides to cooperate or not by considering its opponent's last choice. Generally, a node prefers to refuse its opponent when noncooperation has been chosen by the opponent in current gaming phase. However, meeting opportunity is precious in opportunistic networks, so nodes should tolerate a certain level of noncooperation for maintaining good network performance.

In our previous work [20], we designed the original model of node-dependence-based dynamic gaming incentive (NDI) algorithm. We improved the NDI algorithm by using entropy weight method to calculate weights, providing a new reward method and doing more meaningful simulation in this paper.

The NDI algorithm provides a tolerance mechanism in which several times of refusal to relay packets are tolerable, while reward and punishment are also provided based on the node dependence degree.

The remainder of this paper is organized as follows. The system model is illustrated in Section 2; Section 3 specifies the NDI algorithm; extensive simulations have been done for performance evaluation in Section 4; Section 5 concludes the paper.

## 2. System Model

### 2.1. Basic Hypothesis

(i) The opportunistic network is modeled as a graph $G=(V, E)$, where $V=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ is the vertex set and $E$ is the edge set. In addition, there exists a communication link if and only if two nodes are within the transmission range.
(ii) The sizes of data packets over the opportunistic network are about the same, and it costs the same in sending and relaying packets.
(iii) The network running time is divided into a series of time slices $t_{1}, t_{2}, \ldots, t_{n}$, and each time slice guarantees that a packet can reach to another relay node or the destination node.
(iv) All nodes can be trusted, with using existing trust models [21, 22]. Other reliability problems are not considered in this paper.
2.2. Node Data Structure. Each node $i$ stores information of every other node $j$ and updates it upon receiving a response to its relay request. The items of the data structure of node $i$ is shown Table 1.

Description of each column of the data structure is detailed in the table. $N_{i j}$ is not the total times that node $j$ rejects node $i$, whereas it is just a relative value. When it is bigger than $T_{i j}$, node $j$ will be punished by node $i$ (see Section 3).

## 3. Algorithm Design

In this section, the node active coefficient (NAC) and the node isolation coefficient (NIC) are defined firstly, and then the node dependence degree is calculated on the basis of NAC, NIC, and $T_{j i}$. The node-dependence-based dynamic gaming incentive (NDI) algorithm is finally elaborated.

### 3.1. Node Dependence Degree

3.1.1. Node Active Coefficient. The node active coefficient (NAC) is the probability of a node to meet other nodes. The bigger the NAC is, the more the nodes it probably meets, and hence it has more opportunities to request others for relaying packets. The fuzzy set is exploited to define NAC, and its membership function is shown as formula (1). Consider

$$
\begin{equation*}
\alpha=\left[\alpha^{\prime}+\left(1-\alpha^{\prime}\right) \frac{x}{m}\right] \gamma \tag{1}
\end{equation*}
$$

where $\alpha$ is the NAC value and $\alpha^{\prime}$ is the previous NAC value before updating. The number of nodes in the network is set to

Table 1: Data structure for node $i$.

| Columns | Description |
| :--- | :--- |
| $j$ | Identification of $j$ <br> $N_{i j}$ |
| $T_{i j}$ | Relative times that $i$ has been rejected by $j$ |
| $F_{i j}$ | Flag for whether $i$ is punishing $j$ or not, Boolean <br> type; flag $=1$ means punishing |
| $N_{j i}$ | Relative times that $j$ has been rejected by $i$ <br> $T_{j i}$ |
| Tolerance times that $j$ is rejected by $i$ <br> $F_{j i}$ | Flag for whether $j$ is punishing $i$ or not, Boolean <br> type; flag $=1$ means punishing. |

$m, x$ is the number of nodes that the node met during the last time period, and $\gamma$ is an aging factor which falls in the range $[0,1]$. Each node updates its NAC after a period of time by formula (1). When a node initializes, $\alpha$ and $\alpha^{\prime}$ will be set to 0.5 which means the node is in a fuzzy state. The NAC value $\alpha$ will tend to be active or inactive through adjusting those parameters.
3.1.2 Node Isolation Coefficient. The node isolation coefficient (NIC) is the level of isolation in the network. If a node performs selfishly to another node for a number of times, it will be isolated by the node. The NIC value $\sigma$ is calculated as follows:

$$
\begin{equation*}
\sigma=\frac{f+1}{g+1} \tag{2}
\end{equation*}
$$

where $g$ is the total number that a node meets and $f$ is the number of the nodes which are isolating the node.

If a node accumulated a high NIC value, the nodes which are isolating it will refuse to relay its packets even though it has a high NAC value.
3.1.3. Node Dependence Degree. The node dependence degree (NDD) is the degree to which a node relies on another node.

It is widely acknowledged that the communications are usually fulfilled through multiple hops in opportunistic networks. The source node might never meet the destination node, so the source node also cannot know exactly which intermediate nodes relay the packets to the destination node. It is hard to calculate NDD by the records of successful relay and hit on destination, because it has no idea which node helped it. Here, we approximately calculate NDD through NAC, NIC, and $T_{j i}$. High NAC and $T_{j i}$ will lead to low NDD, and similarly high NIC results in high NDD.

An entropy weighted method is proposed to calculate NDD with different weights. NDD is computed through current and historical values of NAC, NIC, and $T_{j i}$. The entropy weighted method is a method determining weights objectively.

Firstly, a $3 \times 3$ evaluation matrix is used to record NAC, NIC, and $T_{j i}$ in recent three times. The evaluation matrix is shown as (3). The first row stands for values that the node possesses currently.

Consider

$$
R=\left(\begin{array}{lll}
r_{11} & r_{12} & r_{13}  \tag{3}\\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{array}\right) .
$$

And each row is valued through (4), where $w$ ranges from 1 to 3 .

Consider

$$
\begin{align*}
& r_{w 1}=(1-\alpha)_{w} \\
& r_{w 2}=\sigma_{w} \\
& r_{w 3}=\left(\frac{1}{\sqrt{T_{j i}}}\right)_{w} \tag{4}
\end{align*}
$$

The entropy method is used to obtain the weight of each column in matrix $R$.

Consider

$$
\begin{equation*}
z_{w v}=\frac{r_{w v}}{\sum_{w=1}^{3} r_{w v}} \tag{5}
\end{equation*}
$$

Firstly, $z_{w v}$ is defined using (5), where $v$ varies from 1 to 3 . Then, entropy for each column can be calculated as shown in (6), where $c=1 / \ln 3$.

Consider

$$
\begin{equation*}
e_{v}=-c \sum_{w=1}^{3} z_{w v} \ln z_{w v} \tag{6}
\end{equation*}
$$

Define $W=\left(\begin{array}{lll}w_{1} & w_{2} & w_{3}\end{array}\right)$ as the weight vector; each element is calculated by

$$
\begin{equation*}
w_{v}=\frac{\left(1-e_{v}\right)}{\sum_{v=1}^{n}\left(1-e_{v}\right)} . \tag{7}
\end{equation*}
$$

The current NDD value $\Psi$ can be obtained through

$$
\mathrm{NDD}=W \circ R_{1}^{T}=\left(\begin{array}{lll}
w_{1} & w_{2} & w_{3}
\end{array}\right) \circ\left(\begin{array}{lll}
r_{11} & r_{12} & r_{13} \tag{8}
\end{array}\right)^{T} .
$$

Because the weight should be calculated through threetime contact of two nodes, the weights are initialized to $1 / 3$ in the first two contacts.
3.2. Dynamic Gaming. The process of requesting to relay packets between two nodes can be regarded as a gaming process.

Each node has a strategy space $S=\{\mathrm{C}, \mathrm{D}\}$, where C represents "accept relay request of its opponent," and D stands for "refuse to relay." During every stage of the gaming process, a node will choose a strategy from its strategy space. For a one-stage gaming, the two counterparts only care about onetime profit, and the payoff matrix is shown in Table 2.

If two nodes do not cooperate with each other, they have no benefit or consumption. In such case, both parts acquire 0 profits.

Apparently, when two nodes only care about one-time profit they will reach to $\{\mathrm{D}, \mathrm{D}\}$, which is not expected to

Table 2: Payoff matrix for one-stage gaming.

| Strategy | $j: \mathrm{C}$ | $j: \mathrm{D}$ |
| :--- | :---: | :---: |
| $i: \mathrm{C}$ | $i=v-c, j=v-c$ | $i=-c, j=v$ |
| $i: \mathrm{D}$ | $i=v, j=-c$ | $i=0, j=0$ |

$c$ is the cost for helping a node to relay a packet, including resources consumptions and so forth; the benefit one node obtains because of opponent's cooperation is represented by $v$.
see in an opportunistic network. All nodes choosing not to cooperate will ruin the network.

Fortunately a repeated gaming is a good choice to reach a subgame perfect Nash equilibrium and achieve mutual cooperation [21].

In this paper, the node-dependence-based dynamic gaming incentive (NDI) algorithm is proposed which stimulates nodes to cooperate on data forwarding by elaborate design of a subgame perfect Nash equilibrium.

Node $j$ chooses to accept or refuse upon receiving a packet relay request from node $i$ while node $i$ will consider whether to reward or punish node $j$ according to its response based on the node dependence degree (NDD).

In NDI, node $i$ rewards or punishes node $j$ by increasing or decreasing tolerance times $T_{i j}$. If the punishment tends to high, a selfish node will be likely to suspend its selfish behavior in time. When a node is highly dependent on another one, it will reward the node properly.

If a node is a common node, it will unconditionally help others to relay packets, unless it has objective reasons to refuse, such as node $j$ is transmitting data, buffer is full, and so forth. If a node is a selfish node, when it wants to reject other nodes' request, it should consider its condition and whether other nodes will punish it or not.

Let $U(\infty, \delta)$ stand for an infinite repeated gaming process between node $i$ and node $j$, where $\delta$ is a weight coefficient to indicate the extent of addressing future profit. The bigger the $\delta$ is, the more the node pays attention to future profit. Table 3 shows the profit sequence for node $j$ when both counterparts choose to cooperate [23].

The profit that a common node $j$ obtains is calculated as formula (9). Consider

$$
\begin{equation*}
(v-c)+\delta(v-c)+\delta^{2}(v-c)+\cdots=\frac{v-c}{1-\delta} \tag{9}
\end{equation*}
$$

Similarly, the profit that a common node $i$ obtains is also $(v-c) /(1-\delta)$. If the profit of a node is over $(v-c) /(1-$ $\delta$ ), it means that the node has chosen to be selfish during previous gaming. If node $i$ tolerated node $j$ 's noncooperation for $T_{i j}$ times in an infinite repeated gaming, the maximum total profit of node $j$ would reach to $((v-c) /(1-\delta))+$ $c(\underbrace{\delta^{q^{1}}+\delta^{q^{2}}+\cdots+\delta^{q x}}_{T_{i j}})\left(q_{1}, q_{2}, \ldots, q_{x}\right.$ are the superscripts of profit items when node $j$ rejects node $i$ ). Based on the profit of node $j$, we can adjust the maximum total profit of node $j$ by changing $T_{i j}$. The NDI algorithm is detailed in Algorithm 1.

Where $f\left(T_{i j}\right)$ is the punishment function and $g\left(T_{i j}\right)$ is the reward function. The intensity of punishment method is $T_{i j}-$ $f\left(T_{i j}\right)$, and the intensity of reward method is $g\left(T_{i j}\right)-T_{i j}$.

The punishment function should rely on NDD. If NDD is big, it means "I rely on you a lot"; the punishment strength should be lower. On the contrary, if NDD is small, it means "I rely on you little"; the punishment strength can be higher than with bigger NDD. The reward function actually should be steadier than punishment method. In practice, the cooperation should be continuous and steady. A node also should consider the NDD value. The bigger the NDD is, the more heavily it should be rewarded by the other one.

Based on the above analysis, the punishment function and the reward function should meet the following conditions.
(1) The punishment is designed to be heavier than the rewarding which helps to keep the balance of cooperation, so the condition $\left(T_{i j}-f\left(T_{i j}\right)\right)>\left(g\left(T_{i j}\right)-T_{i j}\right)$ should be met.
(2) In order to stimulate nodes to help other relay packets, approaches for rewarding nodes are proposed. $T_{i j}$ should increase steadily, when counterparts cooperate with each other for a long time. In other words, $g\left(T_{i j}\right)$ should be a linear function to ensure the increase of $T_{i j}$.
(3) Accordingly, to punish nodes which would not like to cooperate with each other, the function $f\left(T_{i j}\right)$ should lower others' $T_{i j}$. The punishment method follows the principle that the more I "trust" you, the more the intensity of punishment is if you betray me. The intensity of punishment will be heavier with the increase of $T_{i j}$.

Based on the above analysis, the punishment method is designed as formula (10), and the reward function is designed as formula (11).

Because NDD varies from 0 to 1 , the level of reward and punishment can be adjusted according to the NDD value. Consider

$$
\begin{align*}
& f\left(T_{i j}\right)=\left\lfloor(1+\Psi) \sqrt{T_{i j}}\right\rfloor,  \tag{10}\\
& g\left(T_{i j}\right)=\left\lfloor 2 \Psi+T_{i j}\right\rfloor \tag{11}
\end{align*}
$$

Figure 1(a) depicts formula (10) with different $\Psi$. It is clear to conclude that $T_{i j}$ will be decreased after being recalculated by $f\left(T_{i j}\right)$, which satisfies the abovementioned conditions.

The initial value of $T_{i j}$ should be set by considering different conditions of opportunistic networks. And $T_{i j}$ is usually set as 4 , and the value of $1 / \sqrt{T_{j i}}$ equals 0.5 .

The punishment intensity with different $\Psi$ is shown in Figure 1(b). With the increase of $T_{i j}$, the intensity of punishment is also improved faster. It meets the principle that the more I "trust" you, $t$ the more the intensity of punishment will be if you betray me.

From Figure 1(b), it is verified that the smaller the node dependence degree (NDD) is, the heavier the punishment intensity is. The punishment intensity is higher with the increasing of $T_{i j}$ and $\Psi$.

Formula (11) with different $\Psi$ is depicted in Figure 1(c), which also satisfies the conditions proposed above.

Table 3: Profit sequence for node $j$.

| Stage | 1 | 2 | $\ldots$ | $T$ | $\ldots$ |
| :--- | :---: | :---: | :--- | :---: | :---: |
| Choice set | $\{\mathrm{C}, \mathrm{C}\}$ | $\{\mathrm{C}, \mathrm{C}\}$ | $v-c$ | $\ldots$ | $\{\mathrm{C}, \mathrm{C}\}$ |
| Profit for node $j$ | $v-c$ | $\cdots$ | $v-c$ | $\{\mathrm{C}, \mathrm{C}\}$ |  |

(1) Initialize the parameters in Table 1 and the weight coefficient $\delta$ when nodes encounter at the first time, and Calculate NAC, NIC, and NDD.
(2) Node $i$ asks node $j$ for relaying a packet, and waits for $j$ 's response.
(3) if $j$ rejects $i$
(4) if $F_{i j}==$ false
(5) $N_{i j} \leftarrow N_{i j}+1$
(6) end if
(7) if $F_{i j}==$ false and $N_{i j} \geq T_{i j}$
(8) $F_{i j} \leftarrow$ true
(9) $T_{i j} \leftarrow f\left(T_{i j}\right)$
(10) end if
(11) else
(12) if $F_{i j}==$ true
(13) $\quad N_{i j} \leftarrow N_{i j}-1$
(14) if $N_{i j} \leqslant T_{i j}$
(15) $\quad F_{i j} \leftarrow$ false
(16) end if
(17) end if
(18) if $j$ is not punished for a time period $T$
(19) $T_{i j} \leftarrow g\left(T_{i j}\right)$
(20) end if
(21) end if

Algorithm 1: The Node-dependence-based dynamic gaming incentive algorithm.
$g\left(T_{i j}\right)$ is a linear function, the reward of each time is $2 \Psi$, and $g\left(T_{i j}\right)$ satisfies the fact that $T_{i j}$ should be increase steadily.

In addition, the reward and punishment history may also be leveraged when calculating the $f(\Psi)$ and $g(\Psi)$. This is left to future study.

When a selfish node $j$ is "smart" enough, it will not reject $i$ after rejecting it for $T_{i j}$ times; otherwise, it will be punished by node $i$ and has to return back much profit if it wants to be forgiven by node $i$. So a "smart" node will choose to cooperate after rejecting another one for $T_{i j}$ times. So a "smart" selfish node will always perform rationally to obtain high profit.

The profit sequence of a "smart" selfish node is shown in Table 4. It shows that $T_{i j}$ decides the maximum $m$ profit that node $j$ could obtain and the maximum loss that node $i$ would suffer.

The maximum loss for node $i$ and the maximum profit for node $j$ can be calculated by formulas (12) and (13), respectively. Consider

$$
\begin{align*}
& c+\delta c+\cdots+\delta^{T_{i j-1}} c=\frac{c\left(1-\delta^{T_{i j}}\right)}{1-\delta},  \tag{12}\\
& v+\delta v+\cdots+\delta^{T_{i j-1}} v=\frac{v\left(1-\delta^{T_{i j}}\right)}{1-\delta} \tag{13}
\end{align*}
$$

When the profit of node $j$ obtained because of selfish behaviors exceeds $v\left(1-\delta^{T_{i j}}\right) /(1-\delta)$, node $i$ will severely punish node $j$. Whereas a selfish node $j$ has to cooperate when $N_{i j}$ approaches $T_{i j}$ in case it will be punished.

If two nodes encountered for several times and if the condition of Line 6 in Algorithm 1 holds in these rounds, $T_{i j}$ will finally be set to 1 . This is a kind of classical gaming method, known as "tit for tat (TFT)" [16]. This method advocates "Deal with a man as he," and it is an alternative to promote long-term cooperation. We simulate NDI and this method for performance comparison in Section 4.3.

Except for punishment, the NDI algorithm also provides a reward mechanism. When node $j$ always chooses to cooperate upon receiving packet relay requests of $i$ for a time period $T$, node $i$ will reward node $j$ as shown in formula (11). This will encourage nodes to relay packets and hence promote efficiency of the network.

The following will analyze the profits when a node is "smart," "stupid," or "ordinary."

Ignoring the node's attention to the further profits $\delta$, a node's profit mainly relies on the $T_{i j}$. As said above, maintaining a high $T_{i j}$ is a good strategy to obtain a high profit. However, NDI is an incentive algorithm to stimulate nodes by changing $T_{i j} . N_{i j}$ can stand for the profit that a node obtains.


Figure 1: (a) $f\left(T_{i j}\right)$ with different $\Psi$. (b) Punishment intensity with different $\Psi$. (c) $g\left(T_{i j}\right)$ with different $\Psi$.

Table 4: Profit sequence when node $j$ is a "smart" selfish node.

| Stage | 1 | $\cdots$ | $T$ | $\cdots$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Choice | $\{\mathrm{C}, \mathrm{C}\}$ | $\{\mathrm{C}, \mathrm{C}\}$ | $\{\mathrm{C}, \mathrm{D}\}$ | $T+T_{i j}$ |  |
| Profit sequence for node $i$ | $v-c$ | $v-c$ | $-c$ | $\{\mathrm{C}, \mathrm{D}\}$ | $-c$ |
| Profit sequence for node $j$ | $v-c$ | $v-c$ | $v$ | $v$ |  |

A "smart" selfish node would like to reject other nodes' request $T_{i j}-1$ times, where it can obtain the highest profit and will not be punished at the same time. With the time passing, the profits can be described as in Figure 2(a). The initial $T_{i j}$ is set as 8 in Figure 2(a), and the NDI algorithm is added in it.

A "smart" selfish node will not be punished because it always rejects others $T_{i j}-1$ times. However, the $T_{i j}$ will be increased because of the rewarding of long time cooperation.

A "stupid" selfish node will not cooperate with others at any time, and the profit of a "stupid" selfish node is shown in Figure 2(b).

As shown in Figure 2(b), this kind of selfish node hardly obtains profit from others. So it must choose cooperation to improve its $T_{i j}$ which can improve its profit.

An "ordinary" selfish node is a kind of node that acts more in reality; it will firstly choose noncooperation. After finding the high decreasing of profit, it will try its best to improve its


Figure 2: (a) The profit of "smart" selfish node with time increasing. (b) The profit of "stupid" selfish node with time increasing. (c) The profit of "ordinary" selfish node with time increasing.
profit and maintain it. The profit of an ordinary selfish node can be described as in Figure 2(c).

The profit of an "ordinary" node firstly increases quickly, and then the node will be punished. After that, the "ordinary" node notices that it must cooperate to improve its profit, so it will choose to help others to relay packets.

In conclusion, if a node chooses to cooperate, it will obtain a higher profit than these which chose not to cooperate.

## 4. Simulation Analysis

Simulations are run on the opportunistic networking environment (ONE) [24, 25] which is developed by Helsingin Yliopisto. ONE simulator is a simulator designed especially for opportunistic networks.
4.1. Evaluation Criteria. In order to verify the effectiveness of the NDI algorithm, delivery ratio (delivery_ratio), delivery delay (delivery_delay), and average hop count (hopcount_avg) are chosen for evaluation criteria.

The delivery ratio is the ratio between the number of packets which are delivered to the destination nodes successfully and the number of all packets that are created in networks. This is a critical criterion to value the performance of a routing algorithm [26]. The delivery ratio (delivery_ratio) is calculated by formula

$$
\begin{equation*}
\text { delivered_prob }=\frac{\text { delivered }}{\text { created }} \tag{14}
\end{equation*}
$$

where delivered is the number of packets that have been delivered successfully and created is the number of packets that has been created in the network.


FIgure 3: (a) The delivery ratio of Epidemic with and without NDI. (b) The delivery ratio of Prophet with and without NDI. (c) The delivery ratio of Spray and Wait with and without NDI.

Delivery delay is the time period from when a packet is created to when it is delivered successfully. Because environments of networks are different and delivery delays of all packets are not the same, the average delivery latency (latency_avg) is used to evaluate the algorithm performance. The smaller the average delivery latency is, the better the performance the algorithms have.

Hop count is the number of relay nodes on the path from the source to the destination. Average hop count (hopcount_avg) is used to value performance of networks, and the smaller the better.

To simulate the impact of nodes' selfish behaviors on evaluation criteria (delivery ratio, delivery delay, and average hop count), the concept of selfish probability (selfish_prob) is put forward. The selfish probability is the probability of nodes choosing to reject packet relay requests.

### 4.2. Simulation I

4.2.1. Simulation Setup. Three routing algorithms including Epidemic [27], Prophet [28], and Spray and Wait [29] are used in simulation I to simulate the NDI algorithm.

The Helsinki city is chosen as the scene, where there are 160 mobile nodes divided into two groups. Each node is equipped with a Bluetooth device, and the communication radius of nodes is set to 10 meters. The time period $T$ for rewarding a node is 6 hours. More settings can be found in Table 5.
4.2.2. Delivery Ratio. Simulations are carried out at different selfish probabilities using Epidemic, Prophet, and Spray and Wait with or without NDI algorithm, respectively.

(a)


- Spray and Wait with NEDI
* Spray and Wait

-○— Prophet with NEDI
* Prophet
(b)
(c)

Figure 4: (a) The average latency of Epidemic with and without NDI. (b) The average latency of Prophet with and without NDI. (c) The average latency of Spray and Wait with and without NDI.

Table 5: Parameter settings for simulation I.

| Type | Parameter | Value |
| :--- | :---: | :---: |
| Scene features | Simulation time | 24 h |
|  | Field area | $4500 \mathrm{~m} * 3400 \mathrm{~m}$ |
|  | Scene | Helsinki |
| Node features | Mobility model | SPMBM |
|  | Movement speed | $0.5-1.5 \mathrm{~m} / \mathrm{s}$ |
|  | Transmission rate | $250 \mathrm{~KB} / \mathrm{s}$ |
|  | Maximum transmission range | 10 m |
|  | Transmission mode | Broadcast |
| Message features | Cache size | 10 MB |
|  | Packet size | $500 \mathrm{~KB}-1 \mathrm{MB}$ at random |
|  | TTL | 5 h |
|  | Frequency of creating packets | From 25 s to 35 s at random |



FIgure 5: (a) The delivery ratio of three algorithms. (b) The average latency of three algorithms. (c) The average hop count of three algorithms.

The delivery ratio at different selfish probabilities is shown in Figure 3.

The simulations show that the NDI algorithm increases the packet delivery ratio in all three routing algorithms at almost every selfish probability, especially in the Spray and Wait scheme. While the selfish probability increases, the improvement tends to be higher.

The Spray and Wait routing algorithm limits the packet copies, so the NDI algorithm does not have so much effect on it; however, it still can get remarkable improvement on the delivery ratio when the selfish probability is over $60 \%$.
4.2.3. Delivery Delay. The delivery delay of three routing algorithms with and without the NDI algorithm at different selfish probabilities is shown in Figure 4.

As mentioned above, the average latency averages the delay of all successful routing. When the selfish probability increases, the average latency increases accordingly. In all three routing schemes, the NDI algorithm makes them more efficient on delivering packets to the destinations. It is obvious that the NDI algorithm presents better performance along with the selfish probability increasing.

The curves of routing schemes with NDI are much flatter than the original ones, which show that the NDI algorithm has positive effect on lowering transmission latency of packet no matter how selfish the nodes are.
4.3. Simulation II. From simulation I, the Spray and Wait routing algorithm exhibits better performance than the other

(a)

(b)

Figure 6: (a) The relationship among selfish probability, TTL, and delivery ratio with NDI. (b) The relationship among selfish probability, TTL, and delivery ratio without NDI.


FIgure 7: (a) The relationship among selfish probability, TTL, and delivery delay with NDI. (b) The relationship among selfish probability, TTL, and delivery delay without NDI.
two ones, so we use simulate the Spray and Wait routing algorithm in simulation II. The TFT method [16] is introduced for performance comparison.
4.3.1. Simulation Setup. The Helsinki city is also chosen as the scene, where there are 160 mobile nodes divided into four groups, including 3 pedestrian groups and a car group. Each node is equipped with a Bluetooth device, and the time period $T$ for rewarding a node is 6 hours. More settings are detailed in Table 6.
4.3.2. Delivery Ratio. Simulations are run under different selfish probabilities which are $0,0.2,0.4,0.6,0.8$, and 0.99 , respectively. The delivery ratios of the Spray and Wait algorithm and the other two variations (with NDI and TFT) are shown in Figure 5(a).

The Spray and Wait with NDI algorithm is much better than the original one and the TFT variation on packet
delivery probability. The Spray and Wait with TFT algorithm lowers down the delivery ratio when the selfish probability is zero. TFT algorithm will result in a worse performance than the NDI algorithm when selfish probability gets higher.

The reason lies in the "Deal with a man as he" mechanism of TFT algorithm. If a node is rejected by its opponent, it will immediately punish the opponent by rejecting any relay request. The NDI algorithm overcomes this drawback and hence performs much better than the TFT scheme.
4.3.3. Delivery Delay. The average latency at different selfish probabilities for each algorithm is shown in Figure 5(b). The Spray and Wait with NDI algorithm has an optimization compared with TFT algorithm on average latency, while the Spray and Wait with TFT algorithm incurs a little higher latency than that with NDI algorithm when the selfish probability increases. This is also an effect of the "tit for tat." Higher

Table 6: Parameter settings for simulation II.

| Type | Parameter | Value |
| :--- | :---: | :---: |
| Scene features | Simulation time | 12 h |
|  | Field area | $4500 \mathrm{~m} * 3400 \mathrm{~m}$ |
|  | Scene | Helsinki |
| Node features | Mobility model | SPMBM |
|  | Movement speed for cars | $2.7-13.9 \mathrm{~m} / \mathrm{s}$ |
|  | Movement speed for pedestrian | $0.5-1.5 \mathrm{~m} / \mathrm{s}$ |
|  | Transmission rate | $250 \mathrm{~KB} / \mathrm{s}$ |
|  | Maximum transmission range | 10 m |
|  | Transmission mode | Broadcast |
| Message features | Cache size | 5 MB |
|  | Packet size | $500 \mathrm{~KB}-1 \mathrm{MB}$ at random |
|  | TTL | 5 h |

Table 7: Parameter settings for simulation III.

| Type | Parameter | Value |
| :--- | :---: | :---: |
| Scene features | Simulation time | 12 h |
|  | Field area | $4500 \mathrm{~m} * 3400 \mathrm{~m}$ |
|  | Scene | Helsinki |
| Node features | Mobility model | SPMBM |
|  | Movement speed for cars | $2.7-13.9 \mathrm{~m} / \mathrm{s}$ |
|  | Movement speed for pedestrian | $0.5-1.5 \mathrm{~m} / \mathrm{s}$ |
|  | Transmission rate | $250 \mathrm{~KB} / \mathrm{s}$ |
|  | Maximum transmission range | 10 m |
|  | Transmission mode | Broadcast |
| Message features | Cache size | 100 MB |

chance of nodes' rejection on packet relay inevitably leads to higher latency when delivering packet to its destination.
4.3.4. Average Hop Count. The average hop count for each algorithm is shown in Figure 5(c). When the selfish probabilities increase, the average hop count of packed delivery is slightly smaller in the NDI and TFT variations of the Spray and Wait algorithm.

The most attractive point is when selfish probability is 0.99 ; the average hop count of the Spray and Wait with TFT algorithm is approximated to 1 . The reason is that when the selfish probability is big enough, nodes would not like to relay packets for other nodes and most nodes will deliver their packets directly to the destinations. However, the Spray and Wait with NDI algorithm has adequate tolerance to the rejection of relay requests, so it performs well in this scenario.
4.4. Simulation III. The Epidemic routing algorithm [23] is simulated for performance measure in simulation III, because it does not limit the number of message copies.
4.4.1. Simulation Setup. There are 160 mobile nodes which are divided into four groups, including 3 pedestrian groups and a car group. Each node is equipped with a Bluetooth chip, and the time period $T$ for rewarding a node is 3 hours. More settings are detailed in Table 7.
4.4.2. Delivery Ratio. The relationship among selfish probability, TTL, and delivery ratio is investigated, and the result is shown in Figure 6. Due to the fixed size of cache, the delivery ratio decreases even though the TTL is increasing. However, the approach with NDI performs better than the one without NDI on the descending rate. Simulation results also show that higher selfish probability leads to less delivery ratio.
4.4.3. Delivery Delay. Figure 7 shows the relationship among selfish probability, TTL, and delivery delay. As depicted in Figures 7(a) and 7(b), TTL affects the delivery delay very much. Larger TTL causes higher delay. When the selfish probability increases, the approach with NDI can suppress the delay increase compared to the one without NDI.

## 5. Conclusion

To stimulate nodes to cooperate on data forwarding in opportunistic networks, the node-dependence-based dynamic gaming incentive (NDI) algorithm is proposed by elaborate design of a subgame perfect Nash equilibrium in a dynamic repeated gaming process. The NDI algorithm provides a mechanism where several times of refusal to relay packets are tolerant, and reward and punishment methods are also designed based on the node dependence degree.

Extensive simulations are implemented for performance evaluation. The results show that the NDI algorithm is effective in increasing the delivery ratio and decreasing average latency when there are a lot of selfish nodes in the opportunistic networks.
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#### Abstract

Aimed at resolving the issues of the imbalance of resources and workloads at data centers and the overhead together with the high cost of virtual machine (VM) migrations, this paper proposes a new VM migration strategy which is based on the cloud model time series workload prediction algorithm. By setting the upper and lower workload bounds for host machines, forecasting the tendency of their subsequent workloads by creating a workload time series using the cloud model, and stipulating a general VM migration criterion workload-aware migration (WAM), the proposed strategy selects a source host machine, a destination host machine, and a VM on the source host machine carrying out the task of the VM migration. Experimental results and analyses show, through comparison with other peer research works, that the proposed method can effectively avoid VM migrations caused by momentary peak workload values, significantly lower the number of VM migrations, and dynamically reach and maintain a resource and workload balance for virtual machines promoting an improved utilization of resources in the entire data center.


## 1. Introduction

With the rapid and continuous growth of cloud computing on a global scale, typical cloud computing techniques such as virtualization, parallel computation, and distributed database and storage have gained substantial development and been applied extensively in different areas. In particular, as one of the foundational components of cloud computing architecture, virtualization technique plays a critical role in delivering guaranteed cloud computing services [1]. By creating multiple simulating virtual machines (VMs) on the cluster of high performance network servers and providing on-demand services to users via these virtual machines, virtualization is a fundamental technique that can be used to realize the rapid deployment, dynamic allocation, and crossdomain management of IT resources [2-4]. Note however that driven by the constantly changing users' demands, both the number and the workloads of virtual machines vary frequently, which, incidentally, presents a new challenge for resources scheduling and migrations of virtual machines. It has been recognized, by virtue of virtual machine migration
process, that the selections of the source host machine and destination host machine are the most significant steps for virtual machine migrations.

Toward making decisions as to the selections of source and destination host machines, and also avoiding unnecessary virtual machine migrations caused by momentary peak workload values, the so-called live migration strategy for virtual machines is proposed by some researchers [5-8]. Currently, there are two types of virtual machine migration approaches existing in the literature: one is to combine the upper threshold and lower threshold of the host machine to manage the use of resources $[9,10]$; the other is to use the workload threshold of the host machine to predict the trend of its subsequent workloads [11-14]. While the former approach is able to resolve the issue of resource waste inflicted by the static workload balancing strategy, it cannot resolve the issue of aggregation conflict which exits in traditional workload balancing strategies. On the other hand, the latter approach is able to resolve the issue of "false alarm" virtual machine migrations caused by some transient peak workload values but fails to put into consideration the uncertainty and
the stochastic nature of the workload values, as well as the combination of both, on host machines.

As such, toward bringing the uncertainty and randomness issue of workload values into the decision process of virtual machine migrations, and thus resulting in a more robust migration strategy, we in this paper propose a new virtual machine migration strategy which is based on the time series predication in cloud theory. This strategy basically works as follows: it first sets up the upper and lower workload thresholds for host machines, then forecasts the future workload tendency of the host machine using cloud theory, and finally stipulates a migration selection criterion and uses this criterion to select the source host machine, destination host machine, and the virtual machine to perform the desired migration. We argue that our proposed virtual machine migration strategy offers a comprehensive treatment for the uncertainty, fuzziness, and randomness of the workload values, converts qualitative notions to quantitative ones and vice versa, eliminates the aggregation conflict problem induced by virtual machine migrations due to some transient and momentary peak workload values, and contributes to obtaining a dynamic balancing of virtual machine resources.

The rest of the paper is structured as follows: Section 2 overviews related work in the literature as to the virtual machine migrations. Section 3 reviews the background knowledge of cloud model and introduces the computation of time series workload prediction. Our proposed virtual machine migration algorithm is presented in Section 4. Section 5 demonstrates the experimental results and analyses of the proposed migration strategy in comparison with other peer works, and Section 6 concludes the paper.

## 2. Related Work

The subject of virtual machine migration has been extensively studied [15-19]. The primary reason for this is that there is a constant increase in the number of virtual machines at cloud computing data centers, which presents new challenges in terms of the virtual machine resource scheduling and deployment. Due to the fact that the workload of a host machine for virtual machines changes dynamically in accordance with the ever-changing users' service demands, simple and static virtual machine migration strategies are no longer adequate in delivering quality services for users.

Conventional virtual machine migration strategies can be classified into single-threshold method and dual-threshold method [20, 21]. While the single-threshold method only places an upper bound on the workloads of host machines and initiates the virtual machine migration if the workload value is over this upper bound, dual-threshold method places both an upper bound and a lower bound on the workloads of host machines and initiates the migration when the workload is over the upper bound or below the lower bound. Beloglazov et al. [22-25] suggested an adaptive energyefficient and threshold-based heuristic algorithm which controls the virtual machine migration by monitoring the resource utilization rate. Unfortunately, threshold-based migration strategies lack the ability to foresee the possible
future workload trend of host machines, and consequently may trigger unnecessary and wasteful virtual machine migrations if the workload of the host machine peaks just for a moment (for arbitrary reasons).

Various workload prediction techniques are also used in the context of virtual machine migrations [26-29]. In [28], Khan et al. proposed a hidden Markov model based prediction method with the restriction that the applicability of this method depends on the correlation of time and domain of the workload. Gmach et al. [26] presented a resource pool management strategy on the basis of workload analysis and demand predication but did not address the issue of the actual virtual machine migrations. Zhao and Shen [30] used the autoregressive (AR) model in time series prediction techniques, which predicts future values on the basis of a sequence of $n$ past values ordered in time, to forecast the future workload values. Generally speaking, much of the current research work on prediction techniques fails to relate the workload predication analysis of host machines with the resource management of virtual machines to obtain a more desirable migration strategy.

The main purpose of our work is to improve the existing virtual machine migration strategies by applying the cloud model time series workload prediction technique to the decision procedure and process in virtual machine migrations.

## 3. Time Series Workload Predication Based on Cloud Model

Cloud model was proposed by Li et al. [14] in 2000, which deals with the conversion between qualitative concepts and quantitative descriptions subject to the notion of uncertainty. There exists a certain kind of mapping between the generally ambiguous describing ability of any natural languages and what objectively exists in the world and is intended to be described by the natural languages. It is interesting to note that this mapping is matched, in a primitive manner, by the essence of the cloud model.
3.1. Cloud Model Basics. Let $U$ be a quantitative domain of precise values and $C$ be a qualitative concept over $U$. For any $x \in U$, there exists a random number $\mu(x)$ with a stable tendency, which represents the relevance of $x$ with respect to the concept $C$. The distribution of $x$ over the domain $U$ is called a cloud. Each $x$ corresponds to a cloud droplet $\operatorname{drop}\left(x_{i}, y_{i}\right)$. A cloud can be quantitatively characterized by 3 numerical values: expectation $E_{x}$, entropy $E_{n}$, and hyper entropy $H_{e}$ (see Figure 1), where
(i) $E_{x}$ denotes the most typical quantitative expectation for the qualitative concept,
(ii) $E_{n}$ indicates the uncertainty of the concept. The value of $E_{n}$ shows the range of $U$ over which the concept can be accepted (with distinct uncertainty),
(iii) $H_{e}$ is the uncertainty measure of $E_{n}$ and is affected by both the randomness and the fuzziness of $E_{n}$. The value of $E_{n}$ indirectly indicates the cohesion degree of cloud droplet drop $\left(x_{i}, y_{i}\right)$.


Figure 1: The numerical characteristics of cloud model.

A massive amount of cloud droplets gives rise to a cloud. Each droplet represents the phenomenon that the qualitative concept can be quantified to a point in $U$. According to the cloud generating mechanism in cloud model, there are forward cloud generators and backward cloud generators [31].

As shown in Figure 2(a), cloud droplets (a quantitative notion) are produced by the forward cloud generator using the 3 numerical values $E_{x}, E_{n}$, and $H_{e}$ which are the characterization of a cloud (a qualitative notion). Every produced droplet is a concrete realization of the qualitative cloud. Conversely, as shown in Figure 2(b), backward cloud generator reveres the process of forward cloud generator by converting cloud droplets $\operatorname{drop}\left(x_{i}, y_{i}\right)$ into the 3 numerical values $E_{x}, E_{n}$, and $H_{e}$ (which are an abstract representation of a qualitative cloud).

### 3.2. The Computation for Time Series Workload Predication.

 The procedure to obtain a time series workload prediction is depicted in Figure 3. There are four core modules in this procedure: parameter setting/optimization, data preprocessing, prediction modeling by cloud model, and model evaluation, with data preprocessing and prediction modeling by cloud model being the primary ones. The setting of parameters is extremely important as it may affect the accuracy of the prediction results. Collected sample data will be first processed into standardized form via zero-mean operation, difference operation, and center compression operation and then fed into the prediction module to get the preliminary result. Final prediction result will be obtained by performing reversed difference operations on the preliminary prediction result.Specific steps for computing the workload prediction are given as follows.

Step 1. Let $\left\{y_{t}\right\}(t=1,2, \ldots, n)$ be a known workload sequence indexed by time. Process $\left\{y_{t}\right\}$ by performing zeromean operation on $\left\{y_{t}\right\}$ to obtain the sequence $\left\{y_{t}^{\prime}\right\}$. Then
calculate the first-order difference $\Delta y_{t}^{\prime}$ of $y_{t}$ and the secondorder difference $\Delta^{2} y_{t}^{\prime}$ of $y_{t}$ as follows:

$$
\begin{gather*}
\Delta y_{t}^{\prime}=y_{t+1}^{\prime}-y_{t}^{\prime} \\
\Delta^{2} y_{t}^{\prime}=\Delta y_{t+1}^{\prime}-\Delta y_{t}^{\prime} \tag{1}
\end{gather*}
$$

We use $\left\{D_{t}\right\}(t=1,2, \ldots, n-2)$ to denote $\left\{\Delta^{2} y_{t}^{\prime}\right\}$ in subsequent steps.

Step 2. Suppose we need to predict $k$ subsequent workload values. Using the deviation technique in nonlinear data standardizations, standardize $\left\{D_{t}\right\}$ obtained in Step 1 as follows:

$$
\begin{equation*}
F_{t}=\frac{D_{t}-\overline{D_{t}}}{\delta} \tag{2}
\end{equation*}
$$

where $\overline{D_{t}}$ is the average of $\left\{D_{t}\right\}$ and $\delta$ is the standard deviation of $\left\{D_{t}\right\}$.

Step 3. Let $F_{\text {max }}$ be the maximum value of $\left\{F_{t}\right\}$ calculated in Step 2, and $\mu_{t}$ be the ratio of $F_{t}$ with $F_{\max }$. Process $\left\{F_{t}\right\}$ by eliminating all $F_{t}$ 's in $\left\{F_{t}\right\}$ whose $\mu_{t}>0.9999$; call the result $\left\{X_{t}\right\}(t=1,2, \ldots, m)$. By the relevant formulas in backward cloud generator, calculate expectation $E_{x}$, entropy $E_{n}$, and hyper entropy $H_{e}$ as follows:

$$
\begin{align*}
& E_{x}=\operatorname{mean}\left(x_{t}\right) \\
& E_{n}=\sqrt{\frac{\pi}{2}} * \frac{1}{n} \sum_{t=1}^{m}\left|x_{t}-E_{x}\right| \\
& S^{2}=\frac{\sum_{t=1}^{m}\left(x_{t}-E x\right)^{2}}{m-1}  \tag{3}\\
& H_{e}=\sqrt{S^{2}-E_{n}^{2}}
\end{align*}
$$

Step 4. Feed $E_{x}, E_{n}$, and $H_{e}$ obtained in Step 3 into a forward cloud generator. Generate a normal random number $E_{n_{t}}^{\prime}$ with $E_{n}$ being expectation and $H_{e}^{2}$ being variance by $E_{n_{t}}^{\prime}=$ $\operatorname{NORM}\left(E_{n}, H_{e}^{2}\right)$, and a following normal random number $x_{t}$ with $E_{x}$ being expectation and $E_{n_{t}}^{\prime 2}$ being variance by $x_{t}=$ $\operatorname{NORM}\left(E_{x}, E_{n_{t}}^{\prime 2}\right)$. Then calculate the certainty degree $d_{t}$ as follows:

$$
\begin{equation*}
d_{t}=\exp \left[-\frac{\left(x_{t}-E_{x}\right)^{2}}{2\left(E_{n_{t}}^{\prime}\right)^{2}}\right] \tag{4}
\end{equation*}
$$

Repeating these calculations $k$ times will produce the set of cloud droplets $\left\{x_{t}, d_{t}\right\}(t=1,2, \ldots, k)$, which is denoted by $\left\{P_{t}\right\}$ (the preliminary predication result). Then process $\left\{P_{t}\right\}$ by reversed difference operation twice in combination with $\left\{\Delta y_{t}^{\prime}\right\}$ and $\left\{y_{t}^{\prime}\right\}$, and that will yield the final result.

## 4. The Virtual Machine Migration Strategy

Virtual machine migrations in cloud computing environment are generally composed of the following steps: (1) determine


Figure 2: The cloud generators.


Figure 3: The flow chart of the time series workload prediction via cloud model.
the source host machine from which some virtual machine is to be removed; (2) determine the destination host machine to which some virtual machine will be moved; (3) choose an appropriate migration scheme (such as static migration, dynamic migration, or mixed migration); (4) carry out the virtual machine migration; and (5) delete the mirror image files associated with the removed virtual machine on the source host machine.

The novelty of our work is to apply the cloud model based time series prediction technique to the migration of virtual machines, namely, to the selections of source host machine, destination host machine, and the virtual machine to be migrated.
4.1. The Strategy Outline. The controlling idea of our virtual machine migration strategy may be characterized as work-load-aware migration (WAM). We use the cloud model based time series prediction technique introduced in Section 3 to forecast the future workloads for each host machine. If there exists a host machine whose workload keeps going beyond the upper workload threshold, then this machine will be labeled as a potential source host machine. In a similar manner, if this machine's workload keeps staying between the upper threshold and the lower threshold, then it will be labeled as a potential destination host machine. The flow chart of the proposed virtual machine migration strategy is shown in Figure 4.

Since the workload of each host machine at a data center changes frequently in accordance with the users'
ever-changing service demands, we need to monitor in real time the changes of the workload for all host machines. This constitutes the data source phase in Figure 4. Collected workload data will then be standardized into desired format as the input to the cloud model based prediction engine. The next step is to forecast the future workloads for host machines by the cloud model based prediction engine, and based on the prediction result, to carry out the migration by appropriately selecting the source and destination host machines as well as the virtual machine to be migrated. Finally, the virtual machine mirror image files on the source host machine will be deleted, and the virtual machine on the destination host machine will be started to continue the user services.
4.2. Workload Prediction. The history of the workload of a host machine is formed by its actual past workload values which are collected by the data collection module at data centers. A machine's CPU workload is used as the indicator for the entire workload of that machine since a higher CPU utilization rate suggests a higher consumption of resource of the machine. In the simulation test for our virtual machine migration strategy, data collected from the PlanetLab [32] platform which can be accessed from within the cloud computing simulation software CloudSim [33] are used as the CPU workload simulation. The set of workload history of host machines is denoted by $C_{h}$ (For the sake of convenience, we list notations and their meanings used in our workload prediction algorithm in Notation and Their Meanings Section).


FIgURe 4: The flow chart of virtual machine migration.

In order to eliminate the virtual machine migrations which are caused by momentary peak workload values, we analyze in advance the possibility of overload or underload of host machines by forecasting the future workload trend for host machines via the cloud model based workload time series prediction technique. The workload upper threshold and lower threshold are denoted by $L_{u}$ and $L_{d}$, respectively. Both $L_{u}$ and $L_{d}$ are heuristic values. The three characteristic values $E_{x}, E_{n}$, and $H_{e}$ of a cloud are produced by a onedimensional backward cloud generator, which are then fed into a one-dimensional forward cloud generator to produce the prediction of host machine workloads. The set of predicted future workloads for host machine $n$ (index number of host machine) is denoted by $C_{f}$.

### 4.3. The Selections of Source Host Machine, Destination Host Machine, and Virtual Machine

4.3.1. The List of Source Host Machines. For each set $C_{f}$ of the predicted workload values, compute its average and denote the result as $L_{a}(n)$. If

$$
\begin{equation*}
L_{a}(n)>L_{u} \tag{5}
\end{equation*}
$$

holds, then host machine $n$ will be added to the list $Q_{s}$ of source host machines. Here, note that the chance of the virtual machine migration triggered by a single momentary peak workload value is eliminated by (5).

Also, if the predicted workload value is below the lower threshold, there would be a need to migrate the virtual machines as well. Specifically, if

$$
\begin{equation*}
L_{a}(n)<L_{d} \tag{6}
\end{equation*}
$$

holds, then host machine $n$ will be added to the list $Q_{l}$ of underload host machines, which indicates that all virtual machines on this host machine $n$ need to be migrated.
4.3.2. The List of Virtual Machines. There are two cases to be dealt with for the virtual machine selection depending on whether the host machine is overloaded or underloaded. For the case of underloaded host machines, every virtual machine on every host machine in the list $Q_{l}$ is to be migrated. Hence all virtual machines will be added to the list $S_{l}$ which records the index number of the host machine on which a virtual machine resides as well as the average running workload value of the virtual machine. The virtual machine

```
Input: \(C_{h}, L_{u}, L_{d}\).
Output: \(Q_{a}\).
Procedure begin
(1) for each \(n\) in \(C_{h}\) do
(2) Use cloud model to predict \(k\) future workloads for host \(n\), and push results into list
(3) \(\quad C_{f}\). Calculate the average of the predicted workloads and push result into list \(L_{a}\);
(4) if \(\left(L_{a}(n)>L_{u}\right)\) then
(5) Add host ID \(n\) into the list \(Q_{s}\), select the VM with the largest average history
(6) workload valueon the host \(n\), and add the VM into queue \(S_{o}\);
(7) end if
(8) if \(\left(L_{a}(n)<L_{d}\right)\) then
(9) Add host ID \(n\) into list \(Q_{l}\), and add all the virtual machines on the host into \(S_{l}\);
(10) end if
(11) if \(\left(\left(L_{a}(n)<L_{u}\right) \& \&\left(L_{a}(n)>L_{d}\right)\right)\) then
(12) \(\quad\) Add host ID \(n\) into list \(Q_{d}\);
(13) end if
(14) end for
(15) for each \(L_{m}(i)\) in \(\left(S_{o} \cup S_{l}\right)\) do
(16) for each \(L_{a}(j)\) in \(Q_{d}\) do
(17) if \(\left(L_{m}(i)+L_{a}(j)<L_{u}\right)\) then
(18) Migrate virtual machine \(i\) to host \(j\), add VM information into list \(Q_{a}\);
(19) end if
(20) end for
(21) end for
(22) return \(Q_{a}\);
end Procedure
```

Algorithm 1: The virtual machine migration algorithm.
workload values in this list are sorted from large to small. For the case of overloaded host machines, the list $Q_{s}$ needs to be traversed to select, on each host machine, the virtual machine with the largest average running workload value and to add the selected virtual machine to the list $S_{o}$, which, like the list $S_{l}$, records the index number of the host machine on which a virtual machine resides as well as the average running workload value of the virtual machine. Again, as for the previous case, the virtual machine workload values in this list are sorted from large to small. Note that in consideration of the migration efficiency, the available virtual machine with the largest workload value should be chosen to be migrated so that the maximum migration benefit tends to be acquired by the minimum number of migrations.
4.3.3. The List of Destination Host Machines. A host machine will be chosen as a candidate for virtual machine migrations if its predicted workload value is between the upper threshold and the lower threshold. That is, if

$$
\begin{equation*}
L_{d}<L_{a}(n)<L_{u} \tag{7}
\end{equation*}
$$

holds, then the host machine $n$ will be added to the list $Q_{d}$.
4.4. The Migration of Virtual Machines. The actual migration of a virtual machine can be decided by using the previously obtained lists of host machines and virtual machines. If

$$
\begin{equation*}
L_{m}(i)+L_{a}(j)<L_{u} \tag{8}
\end{equation*}
$$

holds, where $L_{a}(j)$ is taken from the list $Q_{d}$ and $L_{m}(i)$ is a virtual machine workload value taken from the list $S_{o}$; then the corresponding virtual machine will be migrated to the host machine indexed by $j$; subsequently, $L_{m}(i)$ and $L_{a}(j)$ will be removed from the lists $S_{o}$ and $Q_{d}$, respectively. The index numbers of the source host machine and destination host machine will be released back to $C_{h}$.

For underloaded host machines, all virtual machines will be migrated to the destination host machines by (8), if the list $Q_{l}$ is not empty. All information about a virtual machine will be saved into the list $Q_{a}$ after the virtual machine is migrated. The detailed algorithm for virtual machine migration is shown in Algorithm 1.

## 5. Simulation Results

Simulation experiments are performed to test the effectiveness of our cloud model based time series workload predication algorithm in comparison with the autoregressive (AR) time series workload prediction model [30]. Data collected via the popular cloud computing simulation software CloudSim [33] in conjunction with global network platform PlanetLab [32] are used as input to predict the future workload trend for host machines.
5.1. Raw Data. Table 1 contains the workload data of a physical node over 96 successive and 5-minute-spaced time points collected on the PlanetLab on April 20, 2011. The first 90 entries in Table 1 are used as sample input to the two workload prediction algorithms, and the remaining 6

Table 1: Collected raw workload data.

| Original workloads collected (Time: $\left.T(i=1,2, \ldots, 96), \mathrm{T}_{\mathrm{i}+1}-\mathrm{T}_{\mathrm{i}}=5 \mathrm{~min}\right)$ |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 16.0000 | 12.0000 | 15.0000 | 26.0000 | 41.0000 | 27.0000 | 22.0000 | 16.0000 | 14.0000 | 22.0000 |
| 28.0000 | 60.0000 | 18.0000 | 32.0000 | 23.0000 | 26.0000 | 19.0000 | 6.0000 | 22.0000 | 43.0000 |
| 30.0000 | 31.0000 | 21.0000 | 27.0000 | 40.0000 | 61.0000 | 32.0000 | 25.0000 | 27.0000 | 26.0000 |
| 29.0000 | 18.0000 | 16.0000 | 23.0000 | 24.0000 | 17.0000 | 16.0000 | 50.0000 | 17.0000 | 74.0000 |
| 51.0000 | 22.0000 | 36.0000 | 23.0000 | 20.0000 | 14.0000 | 70.0000 | 22.0000 | 12.0000 | 20.0000 |
| 19.0000 | 22.0000 | 36.0000 | 23.0000 | 31.0000 | 24.0000 | 77.0000 | 16.0000 | 22.0000 | 19.0000 |
| 6.0000 | 20.0000 | 22.0000 | 31.0000 | 24.0000 | 18.0000 | 22.0000 | 10.0000 | 18.0000 | 16.0000 |
| 16.0000 | 20.0000 | 15.0000 | 18.0000 | 20.0000 | 28.0000 | 10.0000 | 28.0000 | 20.0000 | 16.0000 |
| 80.0000 | 50.0000 | 23.0000 | 24.0000 | 20.0000 | 27.0000 | 15.0000 | 20.0000 | 28.0000 | 24.0000 |
| 29.0000 | 22.0000 | 18.0000 | 67.0000 | 16.0000 | 42.0000 |  |  |  |  |



Figure 5: The original workloads and workloads after being treated twice with difference operations.
entries are used to check the correctness and accuracy of the prediction results of the algorithms.
5.2. Experiment Metrics. Standard error measurement tools in statistics mean absolute error (MAE) and root mean squared error (RMSE) are used to evaluate the accuracy of the algorithms. If the predicated workload sequence is $\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}$ and the actual workload sequence is $\left\{q_{1}, q_{2}, \ldots, q_{k}\right\}$, then MAE and RMSE are given by

$$
\begin{align*}
\text { MAE } & =\frac{\sum_{i=1}^{k}\left|p_{i}-q_{i}\right|}{k}, \\
\text { RMSE } & =\sqrt{\frac{\sum_{i=1}^{k}\left(p_{i}-q_{i}\right)^{2}}{k}} . \tag{9}
\end{align*}
$$

Although formulated differently and having separate usability and appropriateness, both MAE and RMSE provide an indication as to how well the predication results match the actual data. A smaller MAE value or RMSE value means that the prediction results fit the actual data more closely and thus are superior.


Figure 6: The original workloads and workloads after being normalized.
5.3. Experiment Results. Due to their unstable and discrete nature, the originally collected workload data are processed by the difference operation and the normalization operation before they are used to generate the predictions. The results of applying these operations to the original data are depicted in Figures 5 and 6, respectively.

The prediction results of our cloud model based algorithm are compared with that of the AR model; details of the comparison are recorded in Table 2 and are contrasted in Figures 7 and 8. We can see that our cloud model based algorithm has lower values than that of AR in terms of both absolute error and error rate. The MAE value and RMSE value of our algorithm and the AR model are, respectively, 2.9310, 3.0334 and $6.5187,7.3504$, which are shown in Table 3 and graphed in Figures 9 and 10. Again, it can be seen that our cloud model based algorithm yields much more accurate prediction results than the AR model, and thus it can select more appropriate host machines and virtual machines in the process of virtual machine migrations.

Finally, the prediction results of our algorithm and the AR model together with the actual workload data are charted in Figure 11 to present a simultaneous visual comparison

Table 2: The comparison of cloud model based algorithm with AR model.

| Original <br> load value | Predicted load value |  | Absolute error |  | Error rate |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 29.0000 | Cloud model | AR model | Cloud model | AR model | Cloud model | AR model |
| 22.0000 | 25.1528 | 26.1580 | 3.8472 | 2.8420 | $13.27 \%$ | $9.80 \%$ |
| 18.0000 | 24.6020 | 19.1136 | 2.6020 | 2.8864 | $11.83 \%$ | $13.12 \%$ |
| 67.0000 | 20.3683 | 24.6645 | 2.3683 | 6.6645 | $13.16 \%$ | $37.03 \%$ |
| 16.0000 | 64.5862 | 58.3297 | 2.4138 | 8.6703 | $3.60 \%$ | $12.94 \%$ |
| 42.0000 | 20.1804 | 21.4680 | 4.1804 | 5.4680 | $26.13 \%$ | $34.18 \%$ |



Figure 7: Absolute error comparison between cloud model and AR model.


Figure 8: Error rate comparison between cloud model and AR model.
of the effectiveness of the algorithms, and the fact that the prediction results of our algorithm approximate the actual data curve well following the sample data curve is shown in Figure 12. Both of these figures are further evidence


Figure 9: MAE comparison between cloud model and AR model.

Table 3: MAE and RMSE values of cloud model and AR model.

| Metrics | Cloud model | AR model |
| :--- | :---: | :---: |
| MAE | 2.9310 | 6.5187 |
| RMSE | 3.0334 | 7.3504 |

supporting the claim that our cloud model based algorithm is more desirable than the AR model.

## 6. Conclusion

We proposed in this paper a new virtual machine migration strategy which predicts future workloads of host machines by using the forward and backward cloud generators in cloud model, determines source and destination host machines on the basis of the prediction result and by the WAM criterion, and selects the most resource-demanding virtual machine on source host machines to perform the migration. Through the comparison with the peer AR model time series workload prediction technique, we found that our algorithm clearly delivers a more precise workload prediction result than the AR model, and thus it provides more effective support for the selection of host machines in virtual machine migration


Figure 10: RMSE comparison between cloud model and AR model.


Figure 11: Comparison of predicted data with the original data.
process, reduces the number of virtual machine migrations, and eventually promotes the system to reach a dynamic resource balance improving the resource utilization rate and the virtual service quality.

## Notation and Their Meanings

$C_{h}$ : The set of workload history of host machines
$L_{u}$ : The workload upper threshold
$L_{d}$ : The workload lower threshold
$C_{f}$ : The set of predicted future workloads for host machines


Figure 12: Cloud model prediction results with respect to original data and sample input.
$L_{a}(n)$ : The average value of predicted future workloads for host machine (indexed by $n$ )
$Q_{s}$ : The list of source host machines
$Q_{l}$ : $\quad$ The list of low workload host machines
$S_{l}$ : $\quad$ The list of to-be-migrated virtual machines on low workload host machines
$S_{o}$ : The list of to-be-migrated virtual machines on high workload (overloaded) host machines
$Q_{d}$ : The list of destination host machines
$L_{a}(j)$ : The average value of predicted future workloads for host machine (indexed by $j$ )
$L_{m}(i)$ : The average value of predicted future workloads for virtual machine (indexed by $i$ )
$Q_{a}$ : The list of migrated virtual machines
$L_{a}$ : The average value set of predicted future workloads for host machines.
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#### Abstract

Data centers, as resource providers, take advantage of virtualization technology to achieve excellent resource utilization, scalability, and high availability. However, large numbers of computing servers containing virtual machines of data centers consume a tremendous amount of energy. Thus, it is necessary to significantly improve resource utilization. Among the many issues associated with energy, scheduling plays a very important role in successful task execution and energy consumption in virtualized environments. This paper seeks to implement an energy-efficient task scheduling algorithm for virtual machines with changeless speed comprised of two main steps: assigning as many tasks as possible to virtual machines with lower energy consumption and keeping the makespan of each virtual machine within a deadline. We propose a novel scheduling algorithm for heterogeneous virtual machines in virtualized environments to effectively reduce energy consumption and finish all tasks before a deadline. The new scheduling strategy is simulated using the CloudSim toolkit package. Experimental results show that our approach outperforms previous scheduling methods by a significant margin in terms of energy consumption.


## 1. Introduction

Nowadays, large-scale data centers take advantage of virtualization technology [1-3] to achieve excellent resource utilization, scalability, and high availability, such as cloud computing. Cloud computing has achieved tremendous success in offering infrastructure/platform/software as a service based on virtualization technology. Virtualized environments provide computing resource to the clients in the form of a virtual machine (VM) which is a software machine implemented on physical machines. VM behaves like a physical machine, such that it could run different operating systems and applications. Due to poor task assignment optimization, current data centers having huge numbers of heterogeneous servers consume and simultaneously waste massive power to execute numerous assigned tasks. Out of the various energy issues, scheduling plays a very important role in successful execution of tasks in virtualized environments. Scheduling seeks maximum utilization of resources by appropriate assignment of tasks to the resources available like

CPU, memory, and storage [4-6]. It is necessary for service providers and requesters to devise efficient scheduling.

In virtualized environments such as cloud computing, end-users simply use the available services and pay for the used services without owning any part of the infrastructure. Several criteria determine the quality of the provided service and the duration of this service (makespan), and the consumed energy is among these criteria. As shown in Section 4, energy consumption and execution time are always two opposite variables. That is to say, in general, there exists no solution which is close to the optimal value on both objectives (makespan and energy consumption) at the same time. For this kind of conflicting problems, these compromise solutions are often used to get tradeoffs. Therefore, we will tackle the problem in a compromise way which means that we mainly optimize one objective with the second objective maintained at a reasonable value. For the problem in this paper, it can be represented as minimizing the energy consumption under the premise that the makespan is within a threshold value. However, since
finding the optimal makespan is usually NP-hard, we aim to develop an energy-efficient task scheduling algorithm to complete tasks on heterogeneous virtual machines (VMs) in virtualized environments within a certain deadline, and the total energy consumption is minimized at the same time. Numbers of real applications can be modeled as this kind of problem such as parallel picture transmission and real-time iteration procedure of algorithm in real-time multiprocessing systems and environments.

Most of the current energy-efficient scheduling strategies are based on the dynamic voltage scaling (DVS) [7] or dynamic voltage frequency scaling (DVFS) [8, 9] with the changeable voltage and power supply. However, the current processors with available variable voltage/speed have only several discrete voltage/speed settings [10], which mean that the DVS is still in the development stage. In this paper, we mainly focus on the energy issue in task scheduling, particularly on the condition that the processors or VMs have changeless voltage supply. We prove that assigning as many tasks as possible to the VM with small speed is the key strategy of energy-efficient task scheduling and propose a new task scheduling algorithm that takes into account the makespan and energy consumption at the same time. Our new approach investigates the problem of minimizing energy consumption with schedule length constraint on VMs in virtualized environments.

The rest of the paper is organized as follows. Section 2 discusses the related works. Section 3 defines the task scheduling problem of minimizing energy consumption with schedule length constraint. A new strategy for minimizing energy of task assignment is proposed and the task scheduling algorithm based on the strategy is described mathematically in Section 4. Section 5 presents and discusses the simulations and performance analysis. We conclude our work in Section 6.

## 2. Related Work

Currently, green computing is applied more and more extensively in data centers. A number of new green scheduling algorithms for saving energy and resource have been proposed, such as [11, 12]. In [13], researchers developed energyefficient algorithms by incorporating DVS and frequency scaling technology to minimize energy consumption. For the tasks with or without precedence, scheduling algorithms proposed in [14] adopted shared slack reclamation on variable voltage/speed processors to minimize energy consumption. Researchers proved in [7] that only when all tasks were executed with the same power (or at the same speed), the total energy consumption for a computer with multiple identical processors is minimal. Some studies also investigated different ways of minimizing the energy consumption of cloud computing [15].

Numbers of studies focused on parallel applications with precedence constraint and algorithms to minimize the makespan [16-21]. The QoS-based workflow scheduling algorithm proposed in [16] tried to minimize the cost of workflow execution under user-defined deadline constraint based on a novel concept called partial critical paths (PCP).

The HEFT (heterogeneous earliest finish time) algorithm [17] is a kind of heuristic method based on list scheduling consisting of two phrases: calculating task prioritization and processor selection. Many previous studies [18-20] proved that HEFT could get competitive result with low complexity.

Genetic algorithm (GA) [22] and the other 10 heuristics are implemented and compared in [23] and the results show that genetic algorithm (GA) behaves best in all the tested algorithms for task scheduling problems. Hybrid particle swarm optimization algorithm (HPSO) [24] belongs to the modified particle swarm optimization algorithms and researchers in [25] showed that the HPSO algorithm for task scheduling problem performs competitively in comparison with the GA based algorithm.

Most previous studies on energy consumption of task scheduling are based on homogeneous computing systems [14, 26-28] or single-processor systems [29]. Researchers in [30] extend the work in [14] with AND/OR model applications which focus on shared-memory multiprocessor systems without consideration of communication. In [28], the researchers adopted DVS (i.e., slack reclamation) to develop a system based on linear programming which exploits slack using. Two scheduling algorithms for bag-of-tasks applications on clusters are proposed in [26]. Researchers of [31] proposed an energy-aware scheduling algorithm with a detailed discussion of slack time computation. The problem of energy-aware task allocation for a computational grid with DVS was studied in [32]. Energy-conscious scheduling heuristic (ECS) that takes into account both makespan and energy consumption is devised in [33].

## 3. Problem Definition

In the world of virtualized environments (such as cloud computing), successful task scheduling is dependent on the effectiveness of techniques used to execute the task. In our definition, the environment is assumed to be hosted in a data center composed of heterogeneous servers which provide resource by VMs. The servers and VMs may have different memory sizes, processing capacities, and failure rates. Similarly, the communication links may have different bandwidths. It is also assumed that computation can be overlapped with communication. The communications among processors are assumed to perform at the same speed on all links without contentions. Let $d$ be the data center comprised of servers $s_{1}, s_{2}, \ldots s_{s}$. Let $s_{j}=\left\{\mathrm{vm}_{j 1}, \mathrm{vm}_{j 2}, \ldots, \mathrm{vm}_{j m}\right\}$, where $\mathrm{vm}_{j 1}, \mathrm{vm}_{j 2}, \ldots, \mathrm{vm}_{j m}$ are VMs in the server $s_{j}$. Each VM has its own computing capability or speed represented by the number of instructions per second (MIPS).

A parallel application consisting of tasks can be generally represented by a directed acyclic graph (DAG). The vertices of DAG represent the partitioned tasks of the application and the edges of DAG represent precedence constraints among the tasks (if any), as shown in Figure 1. In this paper, we only focus on independent tasks that all the solutions do not contain idle time. Many real world problems can be modeled as a DAG, such as iterative solution of systems of equations, power system simulations, and VLSI simulation programs. A DAG, $G=(N, E)$, consists of a set $N$ of $n$ nodes and a


Figure 1: A simple task group.
set $E$ of $e$ edges. Let $V=\left\{v_{1}, v_{2} \ldots v_{n}\right\}$, where $v_{1}, v_{2}, \ldots v_{n}$ are the sets of tasks to be executed in the data center. Let $r=\left\{r_{1}, r_{2}, \ldots r_{n}\right\}$, where $r_{1}, r_{2}, \ldots r_{n}$ are the sizes of the tasks (execution requirement or the number of instructions).

Because of the dissimilar natures of tasks and VMs, the execution times and energy consumption of a task running on different VMs are different. When a task runs on different VMs, the execution time of it may be different. Similarly, when the communication among two tasks is transmitted through different communication paths, the communication time may be different. Notice that when tasks are assigned to the same VM, the communication cost is zero and thus can be ignored. For ease of discussion, we only consider the independent tasks with no communication.

The scheduling optimization problem of makespan and energy consumption is defined as follows: $m$ VMs in a data center are used to finish $n$ tasks by the deadline time $T$. Assume that $n_{i}$ is the number of tasks which are assigned to $\mathrm{VM} i$, for $i=1,2, \ldots m$; then $n=\sum_{i=1}^{m} n_{i}$. A changeless speed for each VM is denoted as $s_{i}$. The speed is defined as MIPS. The number of instructions of task $v_{k}$ is denoted as $r_{k}$. The execution time for task $v_{k}$ on $\mathrm{VM} i$ is $r_{k} / s_{i}$. The total execution time for $n_{i}$ tasks on $\mathrm{VM} i$ is defined as $T_{i}=$ $\sum_{k=1}^{n_{i}} r_{k} / s_{i}$. According to [7], the energy consumption for task $v_{k}$ on VM $i$ is $E_{k}=r_{k} s_{i}^{\alpha-1}$, where $\alpha=1+2 / \gamma \geq 3$ for $0<\gamma \leq 1, i=1,2, \ldots, m$ and $k=1,2, \ldots, n_{i}$. The total energy is $E=\sum_{i=1}^{m} \sum_{k=1}^{n_{i}} r_{k} s_{i}^{\alpha-1}$. The optimization problem is given below.

Minimize $E=\sum_{i=1}^{m} \sum_{k=1}^{n_{i}} r_{k} s_{i}^{\alpha-1}$ with constraints $1 \leq$ $n_{i} \leq n-m+1, n=\sum_{i=1}^{m} n_{i}, n>m, \sum_{k=1}^{n_{i}} r_{k} / s_{i} \leq T$, for $i=1,2, \ldots, m$, and $k=1,2, \ldots, n_{i}$.

Taking into account energy consumption in task scheduling adds another complexity layer to an already complicated problem. Applications in our study are real-time application which means the applications are deadline-constrained. To evaluate the quality of schedules, both makespan and energy consumption should be measured explicitly. Therefore, we
consider both makespan and energy consumption as the performance criteria and try to minimize the energy consumption with the makespan constraint. In Section 4, we propose a new energy-efficient task scheduling algorithm that can find an optimal or near optimal schedule to complete all $n$ tasks on $m$ VMs with minimum or near minimum energy $E$ by the deadline $T$.

## 4. Energy-Efficient Scheduling with Makespan Constraint

4.1. Energy-Efficient Analysis. As discussed before, the makespan objective is a given hard constraint and we aim at determining the least possible energy consumption. We mainly focus on the biobjective problem to minimize makespan and minimize energy consumption. Unfortunately, these objectives are conflicting. Inspired by [34], we propose Proposition 1 presenting that the minimum energy consumption is obtained only when all the tasks are mapped to the VM which has the minimum speed. However, mapping all the tasks to the VM which has the minimum speed would lead to a schedule that is arbitrarily far from the optimal makespan.

Proposition 1. Let Schel be a schedule assigning all tasks to $V M j_{0}$ ( $s_{j_{0}}$ is minimal) in topological order. Let enc be the energy consumption of the successful execution of schedule Schel. Then, any schedule Schel $\neq$ Schel, with energy consumption enc ${ }^{\prime}$, is such that enc $\leq e n c^{\prime}$.

Proof. Suppose that $j_{0}=0$ (i.e., $\forall j: s_{0} \leq s_{j}$ ). Let $C_{0}$ be the completion time of all the tasks mapped to VM 0 ; then, enc $=$ $\sum_{i=0}^{n_{0}} r_{i} s_{0}^{\alpha-1}=s_{0}^{\alpha} \sum_{i=0}^{n_{0}}\left(r_{i} / s_{0}\right)=C_{0} s_{0}^{\alpha}$. Let $C_{j}^{\prime}$ be the completion time of the last task on VM $j$ with schedule Schel'. Therefore, enc $^{\prime}=\sum_{j=0}^{m} C_{j}^{\prime} s_{j}^{\alpha}$. Let $N$ be the task set and $L$ the task sets that are not executed on VM 0 by schedule Schel ${ }^{\prime}$. Then, $C_{0}^{\prime}=C_{0}-$ ( $\left.\sum_{i \in L} r_{i}\right) / s_{0}$ (there are still some tasks of $N-L$ to be executed on VM 0). Let $L=L_{1} \cup L_{2} \cup \cdots \cup L_{m}$, where $L_{j}$ is task set executed on VM $j$ by schedule $\operatorname{Schel}^{\prime}\left(\forall j_{1} \neq j_{2}, L_{j 1} \cap L_{j 2}=\right.$ $\emptyset)$. Then, $\forall j, 1 \leq j \leq m, C_{j}^{\prime}=\left(\sum_{i \in L_{j}} r_{i}\right) / s_{j}$. Let us compute the difference enc ${ }^{\prime}$ - enc:

$$
\begin{aligned}
& \text { enc }{ }^{\prime} \text { - enc } \\
& =\sum_{j=0}^{m} C_{j}^{\prime} s_{j}^{\alpha}-C_{0} s_{0}^{\alpha} \\
& =C_{0}^{\prime} s_{0}^{\alpha}+\sum_{j=1}^{m} C_{j}^{\prime} s_{j}^{\alpha}-C_{0} s_{0}^{\alpha} \\
& =s_{0}^{\alpha}\left(C_{0}-s_{0}^{-1} \sum_{i \in L} r_{i}\right)+\sum_{j=1}^{m}\left(s_{j}^{\alpha-1} \sum_{i \in L_{j}} r_{i}\right)-C_{0} s_{0}^{\alpha} \\
& =\sum_{j=1}^{m}\left(s_{j}^{\alpha-1} \sum_{i \in L_{j}} r_{i}\right)-s_{0}^{\alpha-1} \sum_{i \in L} r_{i}
\end{aligned}
$$

```
{
    Sort all the tasks in the decreasing order of }\mp@subsup{r}{i}{}\mathrm{ in a waiting list
    Let i=1
    while the waiting list is not null
        Compute M(i) for task i
        if M(i) is not null then
            Choose the VM j that has the minimum s}\mp@subsup{s}{j}{}\mathrm{ from M(i)
            Assign task i to VM j
            Update the completion date of VM }
            if the completion date of VM j is bigger than the given threshold then
                Mark VM j as non reusable
            end if
        else
            return no solution
    end while
    return the generated schedule
}
```

Algorithm 1: The proposed algorithm for task scheduling problem.

$$
\begin{align*}
& =\sum_{j=1}^{m}\left(s_{j}^{\alpha-1} \sum_{i \in L_{j}} r_{i}\right)-s_{0}^{\alpha-1} \sum_{j=1}^{m}\left(\sum_{i \in L_{j}} r_{i}\right) \\
& =\sum_{j=1}^{m}\left(\left(s_{j}^{\alpha-1}-s_{0}^{\alpha-1}\right) \sum_{i \in L_{j}} r_{i}\right) \\
& \left.\geq 0 \quad \text { (because } \forall j: s_{0}^{\alpha-1} \leq s_{j}^{\alpha-1}\right) . \tag{1}
\end{align*}
$$

Proposition 1 presents that assigning all tasks to the VM that has minimal speed could achieve the goal of minimizing energy consumption. On the basis of Proposition 1, we present below an approximation algorithm based on list scheduling which has a lower complexity and is easy to implement.

Let $\omega$ be the given makespan (deadline of tasks). Let $M(i)=\left\{j \mid C_{j}+r_{i} / s_{j} \leq \omega\right\}$, where $C_{j}$ is the completion time of the formal last task on VM $j$. It is obvious that if task $i$ is executed on $j \notin M(i)$, then the makespan will be greater than $\omega$, and $\forall i, i^{\prime} \in N$ such that $r_{i} \leq r_{i^{\prime}}, M\left(i^{\prime}\right) \subseteq M(i)$. It can be seen from the definition of $M(i)$ that if task $i$ has less operations than task $i^{\prime}$, then all the machines able to schedule $i^{\prime}$ with makespan less than $\omega$ can also be able to schedule $i$ with makespan less than $\omega$. Notice that if $\omega$ is very large, $M(i)$ would contain all VMs and hence all the tasks will be scheduled on the VM with the minimal $s_{i}$ leading to the most energy-efficient schedule. The proposed approach is illustrated in the proposed algorithm.
4.2. Algorithm Analysis. The time complexity of the proposed algorithm is in $O(n \log n+m \log m)$. The proposed algorithm could be carried out around a heap. The cost of sorting tasks is in $O(n \log n)$ and sorting VMs costs $O(m \log m)$. The cost of heap operations is in $O(m \log m)$ and scheduling operations costs $O(n)$. The schedule returned by the proposed algorithm
could ensure that the makespan is lower than $\omega$ or no such schedule exists.

Researchers in [34] proposed a task scheduling algorithm named CMLT which is also a kind of list scheduling. Different from our algorithm, CMLT tackles the reliability of task scheduling problems and it guarantees the makespan is lower than $2 \omega$ (not $\omega$ ) or returns no solution (Algorithm 1).

## 5. Experiments and Result Analysis

5.1. Experimental Scenarios. In the verification experiments of our algorithm, the comparison experiments were conducted on a PC with a 2.6 GHz Pentium Dual Core Processor, Windows XP platform. Besides, the experiments used CloudSim 3 simulator [35] to simulate virtualized environments. The toolkit of CloudSim 3 simulator supports modeling of virtualized environments like cloud system components such as data centers, host, VMs, and policies of scheduling. Lots of previous studies conducted evaluation experiments based on CloudSim platform.

In our experiments, a set of VMs are created with different speeds (MIPS) using VM components of CloudSim and the RAM size for all the VMs is set to 512 MB . The number of the VM set is fixed at 12 . The speed of each VM (MIPS) is chosen uniformly in $\left[10^{2}, 10^{3}\right]$. The VM set is used for running the task sets to get the makespan and energy consumption results.

To evaluate the performance of the proposed task scheduling algorithm in virtualized environments, randomly generated problem instances are used. We have randomly generated 10 sets of tasks using Cloudlet component where the length of each task (the computation requirement) is chosen uniformly in $\left[10^{5}, 10^{7}\right]$ and the number of each task set is set from 100 to 1000 with an increment of 100 . These numbers may not be very realistic but provide comprehensive results of the tasks that are easy to read. The task sets are scheduled by the proposed algorithm and comparison algorithms when running in the VM set.

The experiment consists of two steps: firstly, the proposed algorithm and comparison algorithms schedule task sets to the VM set to get the makespan and energy consumption; secondly, the makespan and energy consumption of different algorithms are handled and evaluated. The performance of each phase of the proposed algorithm is presented in comparison with the HEFT, GA, and HPSO algorithms, which are three of the best existing scheduling algorithms. As mentioned earlier, the HEFT heuristic algorithm proposed in [17] which is a kind of list scheduling heuristic method could achieve excellent schedule in terms of makespan for independent-constraint tasks. Eleven heuristics are implemented and compared in [23] and the results show that genetic algorithm (GA) behaves best in all the tested algorithms for task scheduling problems. Researchers in [25] showed that the HPSO algorithm for task assignment problem performs competitively in comparison with the GA based algorithm. To evaluate the performance of the proposed algorithm, we implement HEFT, GA, and HPSO as well as the proposed algorithm to compare their performance. Some changes have to be made to the formal HEFT, GA, and HPSO for convenient implementation and comparison. Besides the primary properties of HEFT, GA, and HPSO, we add the constraint of deadlines: given $\forall j \in Q, L_{j}$ is the task set consisting of tasks assigned to $\mathrm{VM} j$, and then $\sum_{i \in L_{j}} r_{i} / s_{j} \leq \omega$.

The energy consumption of a schedule has been defined earlier: $E=\sum_{i=1}^{n} \sum_{k=1}^{m_{i}} r_{k} s_{i}^{\alpha-1}$, where $\alpha=1+2 / \gamma \geq 3$ for $0<\gamma \leq 1$. The makespan is computed as follows: $M=\max \left\{\sum_{i \in L_{j}} r_{i} / s_{j}\right\}$. Moreover, some algorithms such as GA which are stochastic approaches may yield different result with each independent running process; we thus run each algorithm 8 times for every problem instance and report the average results. The average percentage improvement (API) is chosen to conduct the performance analysis of the algorithms. The API in the energy consumption for the proposed algorithm over the HEFT, GA, and HPSO, respectively, is computed as (take HEFT for instance)

$$
\begin{equation*}
\left(1-\frac{\text { Enc }_{\text {the proposed algorithm }}}{\text { Enc }_{\text {HEFT }}}\right) \times 100 \% \tag{2}
\end{equation*}
$$

5.2. Results Analysis. Experiments conducted with different numbers of tasks lead to similar results as shown in Figures 2, 3 , and 4. These figures plot the makespan, the energy consumption, and the execution time, respectively, with tasks from 100 to 1000 . Figure 2 shows that the proposed algorithm is more efficient than HEFT, GA, and HPSO in terms of energy consumption. In these experiments, we consider schedule length and energy consumption as the main metric. The schedule length of the proposed algorithm for different numbers of tasks is bigger than the other algorithms. This is because the selection of VM order in the proposed algorithm is conducted by giving priority to the VMs with low speed under the threshold makespan constraint, which leads to a greater makespan compared with the results of HEFT, GA, and HPSO algorithms. Notice that the HPSO is slightly better than GA in terms of makespan.


Figure 2: Makespan of HEFT, GA, HPSO, and the proposed algorithm with different numbers of tasks.


Figure 3: Energy consumption of HEFT, GA, HPSO, and the proposed algorithm with different numbers of tasks.


Figure 4: Execution time of HEFT, GA, HPSO, and the proposed algorithm with different numbers of tasks.

Table 1: Computational results for HEFT, GA, HPSO, and the proposed algorithm (denoted as Alg).

| $N$ |  | $\operatorname{Enc}(E+13)$ |  |  |  | API (\%) |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HEFT | GA | HPSO | Alg | /HEFT | /GA | /HPSO |
| 10 | 1.3778 | 1.3818 | 1.3983 | 0.7786 | 43.49 | 43.65 | 44.32 |
| 20 | 1.6587 | 2.1356 | 2.0215 | 0.9023 | 45.54 | 57.75 | 55.36 |
| 30 | 2.6818 | 2.6512 | 2.3426 | 1.2194 | 54.53 | 54.01 | 47.95 |
| 40 | 2.5874 | 2.8063 | 2.6862 | 1.5984 | 38.22 | 43.04 | 40.51 |
| 50 | 3.1639 | 2.9899 | 2.8415 | 1.8165 | 42.59 | 39.25 | 36.07 |
| 60 | 3.3024 | 3.2114 | 3.1632 | 2.1437 | 35.09 | 33.25 | 33.23 |
| 70 | 3.7576 | 3.4919 | 3.6034 | 2.3796 | 36.67 | 31.85 | 33.96 |
| 80 | 4.3788 | 4.7745 | 4.5689 | 2.6832 | 38.82 | 43.80 | 41.27 |
| 90 | 4.6321 | 4.9899 | 4.9128 | 2.8987 | 37.42 | 41.91 | 40.99 |
| 100 | 5.5504 | 5.9123 | 5.7867 | 3.0896 | 44.34 | 47.74 | 46.61 |

As Figure 3 shows, the proposed algorithm performs best according to energy consumption indicator. The energy consumption results with different task numbers of the proposed algorithm are much better than those of HEFT, GA, and HPSO. The more detailed results and API are presented in Table 1. As we can see from Table 1, our algorithm is better than metaheuristics (GA and HPSO) and HEFT in terms of energy consumption (e.g., its API with HPSO is from $33.23 \%$ to $55.36 \%$ ). It can be also found from Figure 3 that, for the energy consumption indicator, GA is slightly better than HPSO.

Figure 4 shows the average execution times for HEFT, GA, HPSO, and the proposed algorithm. As the number of tasks increases, the running times of algorithms become longer. As Figure 4 shows, the running times of GA and the HPSO are higher than our algorithm. The running time of HEFT is nearly similar to ours. Moreover, list scheduling heuristics (the proposed algorithm and HEFT) performs better than metaheuristics (GA and HPSO) in terms of running time. The reason for this result is that heuristics based on list scheduling tends to get competitive solutions with low time complexity.

## 6. Conclusions

This paper has focused on energy-efficient task scheduling on VMs in virtualized environments with changeless variable speed, keeping the makespan of each VM within a deadline. We define the problem of minimizing energy consumption with the constraint of schedule length on VMs in virtualized environments. It has been proved in this paper that the speed of the VMs plays a key role in optimal solutions for energy consumption. Based on the analysis, an energy-efficient task scheduling algorithm has been proposed by combining the list scheduling and the key property of VM speed. Task scheduling on VMs has been implemented in simulation and the results demonstrated the better performance of our algorithm in comparison with three other excellent algorithms (HEFT, GA, and HPSO).
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#### Abstract

In a two-stage dynamic game of regulator and polluting firms, the optimal regulatory strategy to achieve a fixed aggregate emissions target cost-effectively in emissions trading system was studied under the context of costly monitoring and sanctioning, including the monitoring level, the aggregate supply of permits, and the penalty shape for noncompliance. Based on gaming analysis, a heterogeneous agent-based experiment platform for regional emissions trading system was established using computational experiment. Then further analyses were done from perspectives of dynamic and bounded rationality. The results show that the optimal strategy to achieve target is to induce full compliance. This is not simply setting severe punishment, but seeking tradeoff between the level of monitoring and punishment. Finally, integrating the permit price directly into the penalty shape allows the policy objective to be achieved more cost-effective.


## 1. Introduction

For nowadays, more and more environmental problems are regulated through economic instruments. As an important instrument, emissions trading has been practiced and evolved into an important approach to reduce pollution costeffectively over the world. In order to mitigate the sharply growing contradictions between economic development and environmental protection, China has put it on important agenda as early as late 1980's. In particular, since the "11th five-year plan," along with the strategic changing of economic growth and environmental management, and the promoting of total quantity control, energy conservation, and emissions reduction strategies, the emissions trading program has received high attentions from each level of Chinese government and has been launched in many areas and industries, such as Taihu Basin and Pearl River Delta. At the same time, lots of environmental property rights exchanges have set up subsequently in Beijing, Tianjin, Shanghai, and so on. However, the pilot programs have failed to bring remarkable success in emissions control for the moment and the development of emissions trading program in China has
been seriously hindered by costly enforcement and significant noncompliance, which could be directly derived from the constrains of budget and capability making the regulators do not have sufficient resources to achieve full compliance [1]. Therefore, it is most anxious to set up the regulatory strategy adapting to the Chinese national conditions to guarantee effective enforcement.

In the environmental regulation research, Downing and Watson Jr. (1974) first proposed the theoretical model of the enforcement of environmental policy [2]. Harford (1978) mainly analyzed the firms' behavior under imperfectly enforceable emission standards and taxes [3]. With emissions trading gradually popularized, many scholars started to devote themselves to the research of the firms' behavior and optimal enforcement under this policy. However, lots of theoretical literatures focus on the outcome of emissions trading system under full compliance [4,5]; several literatures mainly assume that full compliance cannot be achieved [6-9]. Regarding the fact that the insufficient enforcement resources became an important limitation in practice, some scholars examine the optimal enforcement strategy of a budget-constrained regulator who does not have sufficient
resources to induce full compliance [10]. Stranlund (2007) further addresses whether emissions trading systems should be designed and implemented to achieve full compliance in order to achieve a fixed aggregate emissions target costeffectively [11]. However, the existing theoretical literature on optimal enforcement and regulatory of emissions trading system often makes particular assumptions on the penalty function, while the empirical studies confirm the use of both gravity and nongravity components in the structure of penalty [12]. Meanwhile, the pollution level is usually treated as an exogenous variable. Actually, once the permit is endowed with negotiability, it will be bound to the property and production factors of firms along with labor and raw materials, and many links of firms operation will be obviously affected. So it is necessary to consider firms production, abatement, and permits trading together from the individual level. In addition, simply analyzing from individual level is not enough, the chronicity of ecosystem restoration has ordained the emissions trading programs which usually requires a long process of implementation; thus, it is also very necessary to reexamine the effectiveness and efficiency of regulatory strategy from the long-time dynamical evolution perspective.

According to above analysis and literature review, a two-stage dynamic game of regulator and polluting firms is built to research on the optimal regulatory strategy to achieve the fixed aggregate emissions target cost-effectively in emissions trading system from three aspects: the aggregate supply of permits for initial allocation, monitoring level, and penalty shape. Then, an agent-based experiment platform is established using computational experiment method for a further discussion on the feasibility and efficiency of the regulatory strategy from the dynamic evolution perspective.

## 2. The Model and the Game Analysis

This work moves from the paper by Stranlund (2007) [11] and makes some adjustments, involving a regulatory model in which the regulator chooses the optimal strategy to which the firms react. Throughout consider a regulator and a fixed set of $N$ heterogeneous risk-neutral firms emitting the same uniformly mixed pollutant in an emissions trading system without any forms of banking and borrowing.

Under the current environmental monitoring system, the regulator cannot get complete information of firms' actual emissions, and therefore, the profit-driven nature and the environmental externalities make firms' operation decisionmaking is based on the cost-benefit analysis of various schemes. The firm $i$ generates pollution as the result of its production activity. The pollution level emitted in the absence of any regulation is denoted by $e_{i}$. Further assume $e_{i}=k_{i} q_{i}$, where $q_{i}$ and $k_{i}$, respectively, denote the firm's output and pollution generation coefficient. More formally, define the revenue function to be the following: $b_{i}\left(e_{i}\right)=\theta_{i} q_{i}-d_{i}\left(q_{i}\right)$, where $\theta_{i}$ denotes the market price of the product, $d_{i}\left(q_{i}\right)$ denotes the production cost, $b_{i}^{\prime}>0, b_{i}^{\prime \prime}<0$. The pollution can be abated at a cost $c_{i}\left(a_{i}\right)$, where $a_{i}$ is the firm's abatement, with the usual assumptions $c_{i}^{\prime}>0, c_{i}^{\prime \prime}>0, a_{i} \geq 0$. Each
permit confers the legal right to release one unit of emissions. Let $l_{i}^{0}$ be the number of permits that are initially allocated to firm $i$ and let $l_{i}$ be the number of permits that it chooses to hold after trade. In permit market equilibrium, all trades take place at a single market price $p$. If the firm is compliant, in order to achieve total quantity control objectives, $e_{i} \leq$ $a_{i}+l_{i}$ and the violation $v_{i}=0$; otherwise, its pollution emitted would exceed the number of permits holding and the violation $v_{i}=e_{i}-a_{i}-l_{i}>0$. Assume that permits cannot be banked or borrowed, thus the firm's rational action is $e_{i}=l_{i}+v_{i}+a_{i}$. When $l_{i}^{0}>l_{i}$, the firm will sell the surplus permits; conversely, it will buy from the market. Moreover, let $E, A$, and $V$ denote the aggregate pollutions generated, abatements, and violations of all firms, respectively.

The regulator can readily observe $l_{i}^{0}$ and $l_{i}$ for each firm $i$, but cannot observe the firm's actual emissions emitted without a costly and perfectly accurate monitoring activity. Assume the firm is inspected with probability $\pi_{i} \in[0,1]$, namely, the monitoring level on firm $i$. Suppose the monitoring cost per inspection is $\mu>0$. Without loss of generality, assume the violation is penalized according to a penalty function $F\left(v_{i}\right)=F_{0}+f\left(v_{i}\right)$ once the firm is inspected, where $F_{0}$ is fixed penalties, $f\left(v_{i}\right)$ is variable penalties, $f^{\prime} \geq 0$, $F(0)=0, f(0)=0$. However, the sanctioning is costly too. Let $\beta>0$ be the per-unit cost of collecting penalties from noncompliant firms. Hence, the total expected enforcement costs are: $\operatorname{TE}(\boldsymbol{\pi}, \mathbf{v})=\sum_{i=1}^{N} \pi_{i}\left[\beta F\left(v_{i}\right)+\mu\right]$, where $\boldsymbol{\pi}=$ $\left(\pi_{1}, \pi_{2}, \ldots, \pi_{N}\right), \mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{N}\right)$. In order to holding aggregate emissions to a pre-specified target $\bar{E}$, the regulator has various strategic choices. If there exists noncompliance in region, the regulator can adjust the aggregate supply of permits $L \leq \bar{E}-V$, or induce the noncompliant firms to decrease their violations by increasing $\pi_{i}$ or $F\left(v_{i}\right)$. However, the regulation will inevitably affect the region's economic output, social abatement costs, enforcement costs, and so forth. Let $C(\mathbf{a}, L)$ and $B(\mathbf{e}, L)$ represent the aggregate abatement costs and the social economic output, respectively, when the aggregate supply of permits is $L$, where $C(\mathbf{a}, L)=$ $\sum_{i=1}^{N} c_{i}\left(a_{i}\right), B(\mathbf{e}, L)=\sum_{i=1}^{N} b_{i}\left(e_{i}\right), \mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{N}\right), \mathbf{e}=$ $\left(e_{1}, e_{2}, \ldots, e_{N}\right)$. Throughout assume the regulator's objective is to maximize the social welfare.

As shown above, the relationship between regulator and polluting firms is a dynamic gaming process. Firstly, the regulator selects the regulatory strategy including $L, \pi$, and $F(v)$ to achieve the fixed aggregate emissions target costeffectively; then firms make optimal decisions to maximize net profit under given $\pi_{i}$ and $F(v)$. The regulatory choice could be modelled as a two-stage game with complete information as the following:

$$
\begin{align*}
\max _{\{L, \boldsymbol{\pi},(F(\cdot), v)\}} & \mathrm{SW}=B(\mathbf{e}, L)-C(\mathbf{a}, L)-\mathrm{TE}(\boldsymbol{\pi}, \mathbf{v})  \tag{1}\\
\text { s.t. } \max _{\left\{e_{i}, a_{i}, v_{i}\right\}} \Pi_{i}= & b_{i}\left(e_{i}\right)-c_{i}\left(a_{i}\right)-p\left(e_{i}-a_{i}-v_{i}-l_{i}^{0}\right)  \tag{2}\\
& -\pi_{i} F\left(v_{i}\right) \quad i=1,2 \ldots N,
\end{align*}
$$

where $\mathbf{e} \geq 0, \mathbf{a} \geq 0, \mathbf{v} \geq 0, \mathbf{e}-\mathbf{a}-\mathbf{v} \geq 0, L+V \leq \bar{E}$.
The problem above is solved by backward induction.
2.1. The Behavior of the Firm. Given $\pi_{i}$ and $F\left(v_{i}\right)$, the firm makes decision in two steps: firstly determines whether compliance is cost-effective or not and then makes the optimal operation decision.

Lemma 1. Given $\pi_{i}, F(v)$, the firm's optimal decision is $c_{i}^{\prime}\left(a_{i}\right)=$ $p, b_{i}^{\prime}\left(e_{i}\right)=p$, no matter the firm is compliant or not. But if the firm is noncompliant, the necessary condition that its violations is cost-effective is $\pi_{i} f^{\prime}(v)=p$, the firm's optimal violation is the following:

$$
\begin{align*}
& \text { If } F_{0}=0, \quad \text { then } v_{i}^{*}= \begin{cases}0, & \pi_{i} f^{\prime}(0) \geq p \\
v, & \pi_{i} f^{\prime}(v)=p\end{cases} \\
& \text { if } F_{0}>0, \quad \text { then } v_{i}^{*}= \begin{cases}0, & \pi_{i} F(v) \geq p v \\
v, & \pi_{i} F(v)<p v\end{cases} \tag{3}
\end{align*}
$$

Proof. If the firm chooses to reach the standard, then $a_{i}+l_{i}=$ $e_{i}, v_{i}=0$, put into formula (2), from its first-order conditions, the firm's optimal decision meets $b_{i}^{\prime}\left(e_{i}\right)=p, c_{i}^{\prime}\left(a_{i}\right)=p$; If the firm chooses to be noncompliant, then $a_{i}+l_{i}+v_{i}=e_{i}, v_{i}>0$, so the first-order conditions of formula (2) are as following:

$$
\begin{gather*}
c_{i}^{\prime}\left(a_{i}\right)-\pi_{i} f^{\prime}\left(v_{i}\right)=0  \tag{4}\\
p-\pi_{i} f^{\prime}\left(v_{i}\right)=0  \tag{5}\\
p-b_{i}^{\prime}\left(e_{i}\right)=0 \tag{6}
\end{gather*}
$$

Combining formula (4) and formula (5) yields $c_{i}^{\prime}\left(a_{i}\right)=p$. Furthermore, when $F_{0}=0, \pi_{i}=p / f^{\prime}(v)$ implies the firm's violations is $v$, then the equilibrium condition for encouraging the firm to be compliant is $\pi_{i}=p / f^{\prime}(0)$, such that if $\pi_{i} \geq p / f^{\prime}(0)$, compliance will be the optimal decision of the firm; otherwise, the optimal violation will be $v_{i}^{*}=$ $\varphi^{-1}\left(p / \pi_{i}\right)>0$, where $\varphi(x)=f^{\prime}(x)$. When $F_{0}>0$, the objective function of the firm is discontinuous at $v=0$, then if $\pi_{i}=p / f^{\prime}(v)$, the firms still have to compare the expected costs of complying and noncomplying. In this case, if $p v \leq \pi_{i} F(v)$, then $v_{i}^{*}=0$; otherwise, $v_{i}^{*}=v$. This completes the proof.

From Lemma 1, (a) the firms' optimal decision of production and abatement only depends on permit price, independent of $\pi_{i}$ and $f(v)$; (b) $F_{0}$ does not affect the firm's marginal behavior and just increases its expected costs in the event of noncompliance. So the threshold of monitoring level inducing the firms to comply with regulation is $p / f^{\prime}(0)$ when $F_{0}=0$, and it would be less than $p / f^{\prime}(0)$ while $F_{0}>0$; (c) no matter what $F_{0}$ is, as long as the firm chooses to be noncompliant, the firm's violation choice depends only on the permit price and enforcement variables, not on its own parametric characteristics, such as production and abatement costs. In particular, since the permit price and enforcement variables do not vary across firms, some academics such as Stranlund have already pointed out that even a budgetconstrained regulator should not use parametric differences among regulated firms to guide its decisions about distributing monitoring and enforcement efforts [10, 11].

Consequently, there is a main feature of firm's behavior under emissions trading system differing from that under command-and-control means. Under the latter, the firms facing high abatement costs or stringent emission standards have greater motivation to be noncompliant, therefore, the exogenous characteristics of firm is the key factor to the design of the optimal monitoring and enforcement of emissions standards [13]. In emissions trading system, the permit price tightly links firms' decision-making of the production, abatement, and violation together and turns into the important indicator to measure the cost-effectiveness of firms' operation decisions. Thorough permits trading, permits flow directly from the firms of lower abatement costs to the higher, and the social abatement costs will be reduced; meanwhile, the resources flow to the firms have higher productivity indirectly, and then the resource utilization and social capital will be improved, among which the market price of permits fulfills two important functions in the system: rationing function and allocative function [14].
2.2. The Optimal Regulatory Strategy Analysis. From above analysis regulator can infer the optimal decision of the firms under given $\pi$ and $F(v)$ and then can select the optimal strategy to achieve the fixed aggregate emissions target costeffectively.

Lemma 2. If $L^{*}=\bar{E}-N v^{*}, \pi^{*}=p / f^{\prime}\left(v^{*}\right), v^{*}<\bar{E} / N$, then $p^{*}, E^{*}$, and $A^{*}$ are constants, and $A^{*}=E^{*}-\bar{E}$.

Proof. Using contradiction, assume there exists two equilibrium permit price $p^{1}$ and $p^{2}$ with $p^{1}>p^{2}$. Under given $p^{1}$ and $p^{2}$, the pollution, abatement, permits holding, and violation of firm $i$ are $e_{i}^{1}, a_{i}^{1}, l_{i}^{1}, v_{i}^{1}$, and $e_{i}^{2}, a_{i}^{2}, l_{i}^{2}, v_{i}^{2}$, then $e_{i}^{1}=a_{i}^{1}+l_{i}^{1}+v_{i}^{1}, e_{i}^{2}=a_{i}^{2}+l_{i}^{2}+v_{i}^{2}$. From Lemma 1 , it is obvious that $b_{i}^{\prime}\left(e_{i}^{1}\right)=c_{i}^{\prime}\left(a_{i}^{1}\right)=p^{1}, b_{i}^{\prime}\left(e_{i}^{2}\right)=c_{i}^{\prime}\left(a_{i}^{2}\right)=p^{2}$. Because of $b_{i}^{\prime \prime}\left(e_{i}\right)<0, c_{i}^{\prime \prime}\left(a_{i}\right)>0, e_{i}^{1}<e_{i}^{2}, a_{i}^{1}>a_{i}^{2}$, so $l_{i}^{1}+v_{i}^{1}<l_{i}^{2}+v_{i}^{2}$, then $\sum_{i=1}^{N}\left(l_{i}^{1}+v_{i}^{1}\right)<\sum_{i=1}^{N}\left(l_{i}^{2}+v_{i}^{2}\right)$. The total amount of permits will not get changed after market redistribution, hence $L^{*}+\sum_{i=1}^{N} v_{i}^{1}<L^{*}+\sum_{i=1}^{N} v_{i}^{2}$. From Lemma 1, under given $\pi^{*}, v_{i}^{1}=v_{i}^{2}=v^{*}, L^{*}+N v^{*}<L^{*}+N v^{*}$ can be obtained, thus the assumption is false. Therefore, when the condition of Lemma 2 is satiated, the only equilibrium price $p^{*}$ exists. From Lemma 1, the optimal decision $a_{i}^{*}$ and $e_{i}^{*}$ both are constants, so $A^{*}$ and $E^{*}$ both are defined, and $A^{*}=\sum_{i=1}^{N} a_{i}^{*}=E^{*}-\sum_{i=1}^{N} l_{i}-\sum_{i=1}^{N} v_{i}=E^{*}-\bar{E}$. This completes the proof.

It can be seen that the regional abatement costs and economic benefits are only related to the environmental capacity and not affected by any alternative regulatory strategies if only the regulator allocates the permits in strict accordance with the aggregate emissions target. Then, the design of socially optimal regulatory strategy is to ensure the enforcement cost-effective. From Lemma 1, although noncompliance is the reaction of the regulatory scheme, the regulator still can regulate it by changing the monitoring level or penalty scheme, and so forth; thus, the violations of firms can be treated as regulators decision variables. Therefore under a
given punishment scheme, the optimal regulatory strategy can be translated into

$$
\begin{array}{ll}
\min _{\{\pi, v\}} & \beta \pi F(v)+\mu \pi  \tag{7}\\
\text { s.t. } & \pi f^{\prime}(v)-p=0, \quad v \geq 0 .
\end{array}
$$

Formula (7) shows regulator's dilemma most adequately. The monitoring costs have positive correlation to $\pi$, lower $\pi$ makes lower monitoring costs, but $v$ will get increased, and then expected sanction costs would increase. So, the regulator has to make tradeoffs between the monitoring costs and the sanction cost. Then, if the cost-effective strategy does not allow any violation, the regulator should keep $L^{*}=\bar{E}$; otherwise, induce firms to be noncompliance, $L^{*}=\bar{E}-N v^{*}$, but with the condition $v^{*} \leq \bar{E} / N$, or the emissions trading would be gradually reduced to the pollution discharge fee system.

Proposition 3. The sufficient condition of the optimal strategy inducing compliance is: $\left(\mu+\beta F_{0}\right) f^{\prime \prime}(0) \leq \beta f^{\prime 2}(0), \pi^{*}=$ $p / f^{\prime}(0)$; the necessary condition of the optimal strategy inducing noncompliance is $\left(\mu+\beta F_{0}\right) f^{\prime \prime}(0)>\beta f^{\prime 2}(0)$ and meets $\pi^{*}=p / f^{\prime}\left(v^{*}\right), \beta f^{\prime 2}\left(v^{*}\right)=\left(\mu+\beta F_{0}\right) f^{\prime \prime}\left(v^{*}\right), L^{*}=\bar{E}-N v^{*}$.

Proof. The Lagrange function of formula (7) is $L=\pi[\mu+$ $\beta F(v)]+\lambda\left[\pi f^{\prime}(v)-p\right]-\lambda_{2} v$, then the necessary and sufficient condition of its optimality should meet

$$
\begin{gather*}
L_{v}^{\prime}=\pi \beta f^{\prime}(v)+\lambda \pi f^{\prime \prime}(v)-\lambda_{2}=0,  \tag{8}\\
L_{\pi}^{\prime}=\mu+\beta F(v)+\lambda f^{\prime}(v)=0,  \tag{9}\\
\pi f^{\prime}(v)-p=0,  \tag{10}\\
\lambda_{2} v=0, \quad \lambda_{2} \geq 0 . \tag{11}
\end{gather*}
$$

First of all, consider the situation that the optimal regulatory strategy inducing compliance, that is, $v=0$. From formula (11), $\lambda_{2} \geq 0$. Putting it into formula (8), we get

$$
\begin{equation*}
\beta f^{\prime}(0)+\lambda f^{\prime \prime}(0) \geq 0 \tag{12}
\end{equation*}
$$

From formula (9) we get

$$
\begin{equation*}
\mu+\beta F_{0}+\lambda f^{\prime}(0)=0 \tag{13}
\end{equation*}
$$

Put formulae (12) and (13) together, it is obvious that the necessary and sufficient condition of the optimal regulatory strategy that encourage firms to follow the rules is

$$
\begin{equation*}
\beta f^{\prime 2}(0) \geq\left(\mu+\beta F_{0}\right) f^{\prime \prime}(0) \tag{14}
\end{equation*}
$$

However, when $F_{0}>0$, the enforcement costs are discontinuous at $v=0$. Even if the conditions above cannot be met, if $F_{0}$ is large enough, it still can make a deterrence on firms; thus, formula (14) is not the necessary condition that induces compliance. When $\beta f^{\prime 2}(0)<(\mu+$ $\left.\beta F_{0}\right) f^{\prime \prime}(0)$, inducing noncompliance is the optimal strategy, but a large enough $F_{0}$ still can drive firms to be compliant,
thus, $\beta f^{\prime 2}(0)<\left(\mu+\beta F_{0}\right) f^{\prime \prime}(0)$ is just a necessary condition that induces noncompliance. Only if $F_{0}=0$, the conditions above are necessary and sufficient.

When the optimal strategy need regulator induce noncompliance, that is, $v>0$, from formula (11), $\lambda_{2}=0$. Put it into formula (8), it is obvious that $\beta f^{\prime}(v)+\lambda f^{\prime \prime}(v)=0$. Thus, if the regulator needs to induce noncompliance, the optimal strategy should meet $\beta f^{\prime 2}(v)=\left(\mu+\beta F_{0}\right) f^{\prime \prime}(v)$ and $\pi f^{\prime}(v)-p=0$. This completes the proof.

Proposition 4. If the optimal regulatory strategy is encouraging compliance, then $f^{\prime \prime}(0)=0, f^{\prime}(0)$ the bigger the better; otherwise, $f^{\prime}(0)=0, f^{\prime \prime}(0)$ the bigger the better. But in any case, $F_{0}=0$.

Proof. If the optimal regulatory is encouraging compliance, then the sanctions costs will be 0 . Thus, the pursuing of social welfare maximization turns into minimizing the monitoring costs. From Lemma 1, when $F_{0}=0$, the optimal regulatory level $\pi$ is in inverse proportion to $f^{\prime}(0)$, so that the greater $f^{\prime}(0)$ the greater social welfare; when $F_{0}>0$, the increasing $F_{0}$ will lead to the threshold of firms violation increased, the optimal regulatory level $\pi<p / f^{\prime}(0)$. At this time, seem like the bigger $F_{0}$ the better, but the precondition is to ensure $F_{0}$ is able to drive the firms to be compliant, otherwise, the optimal violations is only related to the marginal penalty; thus, the intervention of $F_{0}$ will bring greater risk of violations. Proposition 3 still shows that, the bigger $f^{\prime}(0)$, the smaller $F_{0}$ and $f^{\prime \prime}(0)$, the sufficient condition of the optimal strategy encouraging compliance is easier to meet.

If inducing noncompliance is the optimal strategy, there will be costs of sanctions. From the proof of Proposition 3, $F_{0}$ does not affect the optimal condition, but it will increase the sanctions costs, thus social welfare will be better when $F_{0}=0$. Use Taylor Series Expansion to approximately $f(v)$, then $F(v)=f^{\prime}(0) v+f^{\prime \prime}(0) v^{2} / 2$. It is obvious that, when $2 d f^{\prime}(0)+v d f^{\prime \prime}(0)=0$, the fines collected are the same under all penalty schemes that optimal violations induced equals to $v$. Differentiating the lagrange function in Proposition 3, we obtain

$$
\begin{align*}
\frac{d L}{d f^{\prime}(0)} & =\frac{\partial L}{\partial f^{\prime}(0)}-\frac{\partial L}{\partial f^{\prime \prime}(0)} \frac{d f^{\prime \prime}(0)}{d f^{\prime}(0)} \\
& =\pi\left[(\beta v+\lambda) d f^{\prime}(0)-(\beta v+2 \lambda) d f^{\prime}(0)\right]  \tag{15}\\
& =-\lambda \pi d f^{\prime}(0)
\end{align*}
$$

From formula (9), $\lambda<0, d L / d f^{\prime}(0)>0$. Thus, when the fines are given, the rising of $f^{\prime}(0)$ will increase enforcement costs, and reduce social welfare. Due to $d f^{\prime \prime}(0) / d f^{\prime}(0)=-2 / v$, the smaller $f^{\prime}(0)$ makes the bigger $f^{\prime \prime}(0)$. Thus, if the optimal strategy is inducing firms to break the rules, than the social welfare will be superior when $f^{\prime}(0)=0$. This completes the proof.

However, aggregate supply of permits and optimal monitoring level depend on whether the regulator chooses to induce compliance or noncompliance. Thus, the regulator still has to make a choice between the two strategies.

Proposition 5. The social optimal regulatory strategy to achieve the fixed aggregate emissions target is encouraging the firms to be compliant, and meets: $L=\bar{E}, \pi^{*}=p / f^{\prime}(0)$, $F(v)=f^{\prime}(0) v$, and $f^{\prime}(0)>p$.

Proof. Assume that the strategy of encouraging compliance and the strategy of inducing noncompliance are implemented in the same region with the same $\widehat{\pi}$. Using subscript 0 and $v$ to distinguish the two strategies, then the monitoring costs under the two strategies is $N \mu \hat{\pi}$. When the regulator encouraging compliance, $f_{0}^{\prime}(0)=p / \hat{\pi}$, expected fine is zero, $\mathrm{TE}_{0}=N \mu \widehat{\pi}$; when inducing noncompliance, $f_{v}^{\prime}(0)+f_{v}^{\prime \prime}(0) v=$ $p / \hat{\pi}, v>0$, the expected fine is higher than zero, $\mathrm{TE}_{v}>N \mu \hat{\pi}$. So, it is obvious that $\mathrm{TE}_{0} \leq \mathrm{TE}_{v}$. Moreover, the optimal design of regulatory strategy encouraging compliance is independent of the regulator's costs function, and only related to the permit price. In addition, put Proposition 4 into Proposition 3, we can conclude that the necessary condition to encourage compliance is $\beta f^{\prime 2}(0) \geq 0$, it means this strategy will play a role only if $\beta \geq 0$; and the optimal strategy design to induce noncompliance is $\beta v^{* 2} f^{\prime \prime}(0)=\mu$, because $v^{*} \leq \bar{E} / N, \beta \bar{E}^{2} f^{\prime \prime}(0) \geq \mu N^{2}$, so under this case need $\beta \geq \mu N^{2} /\left[\bar{E}^{2} f^{\prime \prime}(0)\right]>0$. Therefore, in contrast, the strategy encouraging compliance has a wider range of application space than that inducing noncompliance. This completes the proof.

It is worthwhile to note that the proposition above holds only if $\beta>0$; that is, sanctioning is likely to be costly, including the administrative costs of collecting evidences, imposing penalties, and so on. But if the regulator can gain benefits from the administrative sanctions, the seeking for the cost-effectiveness of the regulator will lead to the absence of regulation. This is worth considering in China's environmental regulation.

## 3. Further Analyses Based on Computational Experiment

Using a game analysis, the optimal regulatory strategy in emissions trading system is analyzed from the static equilibrium perspective. However, there implies an important assumption implied; that is, the regulator and the firms have rational expectation of permit price. In reality, the emissions trading system is a complex system that is composed of numerous autonomic and adaptive agents. The incompleteness of information, the nonlinear correlation between elements, and the framing effect driven by experience and the behavioral bias make the evolution of the system unstable and have polymorphic equilibrium. The regulator cannot predict the system state effectively and choose the optimal strategy consequently. Meanwhile, the regulation and other external disturbance would aggravate the uncertainty of system evolution. Thus, based on the game analysis, an experimental model for emissions trading system is established using computational experiment method to further analyze the regulatory strategy closer to the reality from the perspective of dynamic and bounded rationality and give the argument of
the feasibility and economic rationality of different regulatory choices.
3.1. Computational Experiment Modeling. The summary of computational experiment model in this study is shown in Figure 1. Use multi-agent technology to realize the modeling of the heterogeneity of agents, according to the game analysis, set the corresponding process and decision rules, and entrust the abilities of independent decision-making, memory, and self-learning to the agents as follows.
(a) Sample Structure. For firm $i, d_{i}^{\prime}(q)=d_{i}^{F}+d_{i}^{V} q, d_{i}^{\prime}(q)=$ $d_{i}^{F}+d_{i}^{V} q$, and let $d_{i}^{V}, c_{i}^{V}$ be variable cost, effected mainly by the price of raw material, fuel and power. Then the firm's net income under given $q_{i}$ can be calculated by $\prod_{i}=\theta_{i} k_{i} q_{i}-$ $k_{i}\left(d_{i}^{F} q_{i}-c_{i}^{F} a_{i}\right)-k_{i}^{2}\left(d_{i}^{V} q_{i}^{2}-c_{i}^{V} a_{i}^{2}\right)+\xi$, where $\xi$ denotes fixed-income. As $\xi$ does not affect the marginal behavior of firms, set $\xi=0$. In consideration of there has visible difference between $k_{i}, \theta_{i}, d_{i}^{V}$, and $c_{i}^{V}$ in the real, use multiagent technology to generate heterogeneous samples and assume the same specific attribute among firms approximately follow a lognormal distribution.
(b) Initial Allocation. From the Coase Theorem, it can be known that if transaction costs are zero, the optimal distribution of permits can be achieved by permits trading among firms, no matter how the permits are initial allocated. Therefore, assume that the government adopts uniform proportion reduction method to allocate permits. The reduction rate is $R=1-\bar{E} / E$. Then permits that firm $i$ is allocated can be calculated by $l_{i}^{0}=R \cdot e_{i}$.
(c) Firm's Behavior. When each trading period begins, the firms predict the permit price $\rho_{i}^{t}$ based on specific decisionmaking mechanism and then make its operation decisions; see Lemma 1. If the permits are more than needed, the surplus will be sold at the price not less than $\rho_{i}^{t}$; otherwise, buy from the market, but the purchasing price of permits should no higher than $c_{i}^{\prime}\left(e_{i}-l_{i}^{0}\right)$. That is, the demander who has a lower $\rho_{i}^{t}$ also can buy $t_{i}$ permits at market price to lower the marginal abatement cost in current period $c_{i}^{\prime}\left(e_{i}-l_{i}^{0}-\right.$ $\left.t_{i}\right)=p^{t}>\rho_{i}^{t}$, in order to make up for the loss from predicting falloff as much as possible. After each period, the demanders who have not purchased enough permits would keep on abating emissions in order to fulfill responsibility of emissions control. Meanwhile, the suppliers who have not sold out surplus permits would adjust its abatement plan to fit the permits holding; and then the firms get in to the learning process to improve the accuracy of future predictions.
(d) Permits Trading Market. After suppliers and demanders anonymously submit the quantity of supply and demand and reserve prices, the model will run into permits price formation process. The model does not describe the market trading mechanisms commonly practiced detailedly, such as sealed auction, but adopts a trading mechanism as a Walrasian auction of permits simulating the dynamic process of market trading [15]. The government similar to the Walrasina


Figure 1: Sequence of events in a typical period.
auctioneer, who has information on supply and demand of permits as well as the reserve prices of firms, takes use of the computer to match the suppliers and the demanders so that the permit in the market would realize the optimal allocation, and further obtains the spot price at every trading period. In other words, the auction consists of two stages: a search stage, in which the auctioneer searches for the equilibrium price that meets to be no less than the reserve price of seller and no higher than the maximum purchasing price of demanders; and a second stage, in which transactions are effectuated at market equilibrium prices.
3.2. Experiment Design and Result Analysis. From the game analysis, it is found that the optimal strategy to achieve the fixed emissions target is $L=\bar{E}, f^{\prime}(0)=p / \pi$, encouraging compliance. However, there exists deviation between the equilibrium and the prediction of permit price value in reality. Thus, introduce the notion of the level of punishment to describe the rate of the actual marginal penalty and theoretical marginal penalty. Then, we can fix the level of monitoring and specifically examine the regulatory strategy under incomplete information conditions from the level of punishment. The experimental procedure is as follows: first of all, generate the experimental sample, simulate the evolution of the system under given punishment level. Each simulation runs 80 periods. Besides, regarding the fact that the firms' decision-making is not irreversible and pate dependent, and affected by other random factors, each experiment result only is a path of system evolution. Therefore, for the analysis, the above experiment runs for 500 times to eliminate these interference factors. Above is a group of experiments. Set the level of punishment from 0.025 to 1.5 , respectively, and 60 groups of experiments are taken. In each group
of experiments, in order to ensure the homogeneity of the experimental samples, the model adopts the pseudo-random number generator to initialize the same set of firm agents for each simulation.

Initial parameters setting: $N=100, \pi=0.5, \beta=0, \mu=$ $0, E\left(k_{i}\right)=1, D\left(k_{i}\right)=0.2, \bar{E}=L=50000$ ton, $D\left(d_{i}^{V}\right)=$ $D\left(c_{i}^{V}\right)=0.5 \mathrm{RMB} / \mathrm{kg}, E\left(d_{i}^{V}\right)=E\left(c_{i}^{V}\right)=2 \mathrm{RMB} / \mathrm{kg}, E\left(\theta_{i}\right)=$ $6 \mathrm{RMB} / \mathrm{kg}, D\left(\theta_{i}\right)=2 \mathrm{RMB} / \mathrm{kg}$.

Through the data processing of the final state of system evolution under different scenarios, the influence of punishment level on system evolution is obtained, as shown in Figure 2. From Figure 2, when the punishment level is higher than the theoretical value, that is, 1 , the system can evolve close to equilibrium state eventually, and higher punishment level bring any change. However, the permit price declines rapidly with the punishment level bring down from 1; when the punishment level is lower than 0.45 , the permits are almost worthless. Meanwhile, the standard deviation of the permit price increase than decrease, it indicate that when the punishment level is lower than 1 , the market price would gradually lose the functions of rationing and allocative, particularly when the punishment level is lower than 0.6 , the price variance is even higher than the mean value, the system almost runs in chaos. Furthermore, the aggregate abatements and permits trading volume decrease with the decline of punishment level; although the social economic output is growing, the situation of sharp cutoff of social welfare becomes blindingly obvious. Thus, the inharmony between the level of punishment and monitoring will have negative effects on the permit price, which would react on the decision-making of firms, and result in the lower efficiency. Moreover, the decrease of punishment level would make the aggregate abatement costs decreasing, but the costs seemingly disappear has passed to the firms in the form of penalties,


Figure 2: Evolution results under difference punishment.
and make the pressure of firms not decrease but increase; Besides, if $\beta>0$, the regulator would bear the greater pressure of enforcement costs. Thus, it can be seen that reasonable matching between the level of punishment and monitoring is the key factor to the efficiency of the system and a hard nut to crack in reality.

To deeply understand how the punishment level affects the system evolution, through the data processing of the evolution process, the tendency of permit price, aggregate violations, and social welfare in the first 30 cycle under different scenarios are sorted out, as shown in Figure 3. It is easy to find that a reasonable punishment level also has an important impact on the effective running of system. The higher punishment level makes the more stable order of permit price, tending to equilibrium. When punishment level is improper, the market price will be in fluctuating, and the amplitude decrease with the increasing of punishment level; meanwhile, violations and social welfare both are stay in nonoptimal levels. The deeply analysis of Figure 3(b) makes us maintain vigilance of pursuing the reasonable regulatory strategy. On one hand, a little inappropriate punishment level may serious damage the environment, for example, when punishment level is 0.75 , the violations are already exceed the environment capacity, even if the regulator do not allocate permits, the environmental quality will still
deteriorate. On the other hand, at any punishment level, the effect of the regulatory is obviously hysteretic. The regulator cannot judge from the price that whether the level setting is proper. Moreover, the noncompliance cannot be completely eradicated at initial stage. Even if the punishment level is 1, there exist high violations, although the violations would gradually disappear with the system running. Furthermore, the openness of emissions trading system has ordained that it would be inevitably influenced by external environmental. Based on the previous experimental setting for the base year, adopt the Producer Price Index (PPI) from 1985 to 2008 to reflect the fluctuant trend of the products prices, and use the Purchasing Price Index of raw material, fuel, and power in the same period to reflect the fluctuant trend of the costs of firms' production and abatement. By experiment, we get the fluctuant trend of the equilibrium price of permits under dynamic economy, showed in Figure 4. Figure 4 indicates that the permit price changes from $2.6 \mathrm{RMB} / \mathrm{kg}$ in the base year to $11 \mathrm{RMB} / \mathrm{kg}$ as time goes on, nearing a fourfold increase. Thus, the variability of permit price under dynamic economy must be a big obstacle to the effective enforcement.

It can be seen that, the hysteretic of regulatory effect and the variability of permit price make the static regulatory strategy under which the regulator decide the punishment


Figure 3: Evolution processes under different punishment.
schemas prior to the firm cannot ensure the cost-effectiveness of enforcement. Although checking and ratifying the permit price need the complete information of firms' abatement costs, under incomplete information condition, only if the market price of permits can fully reflect its scarcity, then the optimal design of regulatory strategy will only related to the price, this is another obvious characteristic that emissions trading different from the traditional regulation. In view of this, a dynamic regulatory strategy integrating the market price of permits is introduced by Stranlund (2007) [11]: the regulator preannounces to the firms that the marginal penalty for violations would be $T$ times of market price of permits $p$, that is $f^{\prime}(0)=T p, T>1$. From Proposition 5, full compliance can be realized when $\pi^{*}=1 / T$. Sense firms make decision before the trading and punishment, this strategy actually endows the regulator with the initiative in the game and internalizes compliance into the decisionmaking of firms. Based on the previous experiment setting, another group of experiments are carried out under this strategy; for comparing with the static regulatory strategy, the results are shown in Figure 3. Experimental results show that dynamic regulatory strategy is superior to the static strategy. Under dynamic strategy, the noncompliance could be more effectively controlled than that under static regulation with
punishment level is 1 , and the maximum violations is even lower than the violations when punishment level is 1.5 . Furthermore, the implement of dynamic regulatory strategy will lead to a better tendency of permit price. Although the social welfare shows a little lower than that under high punishment level, but brings a significant increase than that under theoretical punishment level. Thus, the dynamic regulatory strategy can be is a better choice to achieve the aggregate emissions target cost effectively.

## 4. Conclusions

It can be included that the regulatory strategy would influence on the cost-effectiveness of emissions trading system significantly. The inharmony between the level of punishment and monitoring has negative effects on the price formation of permits, which would react on the firms' decision-making and result in the suboptimal emissions control efficiency and social welfare at the macro level. It has certain enlightenment on understanding that the existing pilot programs in China in general are lack of effect. Besides the restrictions of resources, legislation, and so on, the existing regulatory strategies are illadapted with reality. In particular, the penalty for noncompliance has been imposed many restrictions including the


Figure 4: Permit price trend under dynamic economy.
marginal and the maximum amount, in many administrative documents such as Atmospheric Pollution Prevention Law and Water Pollution Prevention Law and lead the regulators also lack of the enforcement measures facing high costs of monitoring, sanctioning and administration. In many pilot programs, the penalty schemes for noncompliance are made according to pollution discharge fees, which simply cannot fully reflect the social abatement costs and environment values. What is more, some other reasons exist, such as total quantity control does not reach the designated goal and the regulatory mechanisms are too rigid. In a word, the firm behavior and the institutional selection in China are still inertially affected and stimulated by traditional regulations such as pollution discharge fees.

One of the keys to forge the reasonable regulatory strategy is to identify and grasp the features the emissions trading regulation distinguishes from traditional regulations. The superiority of emissions trading is rooted in the marketization of resource environmental capacity. The results indicate that the strategy of integrating the market prices of permits is the better choice to achieve the aggregate emissions target cost effectively. International experiences also could confirm the necessity of the strategy. Throughout practices related to emissions trading on $\mathrm{CO}_{2}, \mathrm{SO}_{2}$, and $\mathrm{NO}_{x}$, it is easy to find that the permit price is uncertain because of the dynamic effect from socio-economic system. Taking Acid Rain Program for an example, the lowest price of $\mathrm{SO}_{2}$ allowance reached 60
dollars, but the highest price reached 900 dollars during the years from 1990 to 2008. However, Acid Rain Program has apparently achieved a perfect compliance record. It can surely attribute to the continuous emission monitoring system which can achieve the real time monitoring of firms and severe punishment for noncompliance; the penalty scheme dynamically adjusting with the consumer price index equally plays an important role, which well eliminates the impact of price uncertainty. However, the RECLAM program has experienced noncompliant firms from its inception, especially in 2000, the prices for $\mathrm{NO}_{x}$ and $\mathrm{SO}_{2}$ rose dramatically.

What is more, dynamic regulatory strategy stimulated by market to organic bond with administrative regulatory, so that it show better effectiveness and flexibility under the dynamic economy. Dynamic regulation makes compliance internalized into the decision of firms, firms' expectations and preference of market dynamics can be fully reflected in the market price of permits through spontaneous market transactions between firms. Consequently, the limitation of regulatory capacity is no longer the important obstacle of effective enforcement. As this strategy only depends on the regulatory ability, it not only saves costs of regional environmental value accounting and others, but also helps regulators setting from multifarious affairs, so that regulators can focus on the improvement of market mechanism and regulation of market behavior. We hold the view that the dynamic regulation is a valid try in China. However, existing practices pay too more attention to the construction of the initial allocation market, a reasonable price formation mechanism has not yet established. On the other hand, too many administrative measures restrain the market functions, and make the administrative institutions overburdened.
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#### Abstract

A novel linear complex system for hydroturbine-generator sets in multimachine power systems is suggested in this paper and synchronization of the power-grid networks is studied. The advanced graph theory and stability theory are combined to solve the problem. Here we derive a sufficient condition under which the synchronous state of power-grid networks is stable in disturbance attenuation. Finally, numerical simulations are provided to illustrate the effectiveness of the results by the IEEE 39 bus system.


## 1. Introduction

Types of grid electricity generation have thermal power generation types, hydropower, wind power, and solar photovoltaic power generation, and there are mainly thermal power generation and hydropower in our country. Combined power generation is the problem the power plants are most concerned with in the power generation process. That is to say, power plants generating electricity need to be incorporated into the power grid to run. As most regional power supply and power generation are separately controlled by power plants and substations, power plants need to obey the scheduling, power supply bureau allowed the electricity are fed into the power grid, power plants can generate electricity. After that, excess electricity can be used by other users and if electricity generated by plant power is insufficient, the large power in the power grid can be used as a supplement. It would not be that off-grid power and self-financing. So how to make each generator successful to incorporate into the power grid is vital to the stability of the power system in entire region. In general, combined power generation must meet several requirements: voltage equal; frequency stability; and same phase. Missing any of these conditions is likely to lead to loss of synchronization of the entire generator set and then spread to the relevant local grid. Accordingly, this chapter focuses
on that when synchronous generators are subject to random noise, how to quickly return to a new equilibrium and to synchronize again.

In the aspect of ensuring stability of the power system, power systems engineering experts and scholars have done a lot of research work, such as the authors of [1] discuss the self-synchronization of the power system and enhanced synchronization capability approach; a novel nonequilibrium complete synchronization condition of dynamical smart grid was proposed, whose results have improved synchronization conditions in [2]. The authors of [3] studied synchronization of the natural frequency bimodal distribution of complex power networks, and derived synchronization coupling critical condition. At the same time, the research results are applied to the European interconnected high-voltage power systems; literature [4] uses a coarse-grained scale model to study the self-organizing network synchronization power system model; they found that the more decentralized network of its dynamical behavior of nodes was, the more sensitive the random disturbance was, the more robust its topology was; literature [5] uses orthogonal decomposition method and Galerkin method to explore New Zealand's electricity network global instability, which can help to predict the real global power network instability. Ph. D. thesis [6, 7] studied the conditions of the electricity network synchronization.


Figure 1: Hydroturbine speed control system block diagram.

Based on the above, we put the hydroelectric power system as the research object and discussed in detail the incorporate into the power grid of hydroelectric synchronous generators. The basic principles of hydroelectric system (hydroelectric power) are taking advantage of water flow of those rivers and lakes in high and with potential energy flow to the lower, the potential energy is converted into kinetic energy contained there in the turbine, and the turbine is regarded as the driving force to promote the generator to produce electricity. Here, we focus on the hydrogrid synchronization, namely, the voltage, frequency, and phase of all the generators connecting with each other realizing synchronization and incorporating into the power grid. In the network comprising $n$ alternators, the synchronization status can be described as follows:

$$
\begin{equation*}
\dot{d}_{1}=\dot{d}_{2}=\cdots=\dot{d}_{n}, \tag{1}
\end{equation*}
$$

where $\delta_{i}=\delta_{i}(t)$ denotes the rotation phase of the $i$ generator and - denotes time derivative.

We take the hydrogroup in some power plant as a small network which is composed by several synchronous generator (node) and the power transmission line (edge) connected to each other, referred to as hydrogroup synchronous generator network. Our purpose is to verify that the conditions of synchronous generators remain stable.

We will start with the following equation of motion:

$$
\begin{equation*}
\frac{2 H_{i}}{\omega_{R}} \frac{d^{2} \delta_{i}}{d t^{2}}=P_{m i}-P_{e i} \tag{2}
\end{equation*}
$$

namely, swing equation. This swing equation describes the dynamic characteristics of the generator $i$ based on the current equation. The parameters $H_{i}$ are the inertia constant of the generator, $\omega_{R}$ is the rated angular speed of the system, $2 H_{i} / \omega_{R}$ means that all rotational inertia of rotating mass attached on the rotor shaft, the unit is $\mathrm{kg} \cdot \mathrm{m}^{2} ; \delta_{i}$ is the mechanical torque angle (subscript) with respect to synchronous rotation reference axis, the unit is rad; $P_{m i}$ is mechanical power provided by the generator, $P_{e i}$ is the generator load power in the network. In balance point, $P_{m i}=$ $P_{e i}$ and the frequency $\omega_{i} \equiv \dot{\delta}_{i}$, for all $i$, and frequencies will maintain equality with a constant; in (1), for frequency synchronization, this is a valid condition.

When the system is running at steady load conditions, due to the failure or fluctuation changes $P_{e i}$ will change. According to (2), once the system changes, the difference
between the load power and mechanical power is to be compensated by the increase or decrease of the rotor angular momentum which is generated by the generator rotor. The changes in angular momentum will not remove the difference between $P_{m i}$ and $P_{e i}$ and only compensated for the difference until synchronization. Although when entering the transient period, the synchronization will be lost, but in the total process, the generator will realize synchronization by again adjusting its voltage phase angle; Each generator in power network is how to realize synchronization? Below, we will take the actual hydropower model as an example for research.

## 2. Preparation and Model Description

Hydroelectric work with the aid of hydroturbines which connect directly to the synchronous generator, when considering the impact of nonplastic water hammer, hydroturbine speed control system block diagram and description is in Figure 1 [9].
$1+T_{s} s$ is water-gate and the servo system, $T_{s}$ is time constant of a hydroturbine opening control servo motor, $\left(1-T_{w} s\right) /\left(1+0.5 T_{w} s\right)$ is hydroturbine model, $T_{w}$ is the diversion system inertia time constant, $u$ is the amount of input control, $\alpha_{0}$ is the reference value of the hydroturbine vanes, $\alpha$ is the guide vane opening, and $P_{m}$ is hydroturbine output mechanical power. We assume that an excellent excitation controller has been adopted, so as to maintain a constant potential in $q$ axis in the whole dynamic process. The hydroelectric system mainly consists of two parts, hydroturbine and its speed control system model and the generator model. According to Figure 1, we can derive single dynamic model of hydroturbine and its speed control system model:

$$
\begin{align*}
\dot{P}_{m} & =\frac{2}{T_{w}}\left[-P_{m}+\alpha-T_{w} \dot{\alpha}\right],  \tag{3}\\
\dot{\alpha} & =\frac{1}{T_{s}}\left(-\alpha+\alpha_{0}+u\right) .
\end{align*}
$$

And single synchronous generator rotor dynamic model is

$$
\begin{gather*}
\dot{\delta}=\omega \\
\dot{\omega}=\frac{\omega_{R}}{2 H}\left[P_{m}-P_{e}-D \omega\right] \tag{4}
\end{gather*}
$$

where $\delta$ is the rotation phase of the generator, $\omega$ is the rotor speed, and $\omega_{R}=2 \pi f_{0}, f_{0}=60 \mathrm{~Hz}$. $D$ is mechanical damping
coefficient, $H$ is the inertia time constant of the rotor. $P_{e}$ is the load power (the electric power of generator output), whereby we can get four-order hydroelectric system dynamic model $[5,9]$ :

$$
\begin{gather*}
\frac{d \delta_{i}}{d t}=\omega_{i} \\
\frac{d \omega_{i}}{d t}=\frac{\pi f_{0}}{H_{i}}\left\{-D_{i} \omega_{i}+P_{m i}-G_{i i} E_{i}^{2}\right. \\
-\sum_{j=1, j \neq i}^{n}\left[E_{i} E_{j} G_{i j} \cos \left(\delta_{i}-\delta_{j}\right)\right.  \tag{5}\\
\left.\left.+S_{i j} \sin \left(\delta_{i}-\delta_{j}\right)\right]\right\} \\
\frac{d P_{m i}}{d t}= \\
\frac{2}{T_{w i}}\left[-P_{m i}+\alpha_{i}-T_{w} \dot{\alpha}_{i}\right] \\
\frac{d \alpha_{i}}{d t}= \\
\frac{1}{T_{s i}}\left(-\alpha_{i}+\alpha_{0 i}+u_{i}\right)
\end{gather*}
$$

$x_{i}=\left[\delta_{i}, \omega_{i}, P_{m i}, \alpha_{i}\right] \in \mathbb{R}^{4}$ is the state variable of the $i$ generator and $f\left(x_{i}, t\right)=\left[f_{1}\left(x_{i}\right), f_{2}\left(x_{i}\right), f_{3}\left(x_{i}\right), f_{4}\left(x_{i}\right)\right]: \mathbb{R}^{4} \times$ $[0,+\infty) \rightarrow \mathbb{R}^{4}$ is a continuous mapping as follows:

$$
f\left(x_{i}, t\right)=\left\{\begin{array}{l}
\omega_{i}  \tag{6}\\
\frac{\pi f_{0}}{H_{i}}\left[-D_{i} \omega_{i}+P_{m i}-G_{i i} E_{i}^{2}\right] \\
\frac{2}{T_{w i}}\left[-P_{m i}+\alpha_{i}-T_{w} \dot{\alpha}_{i}\right] \\
\frac{1}{T_{s i}}\left(-\alpha_{i}+\alpha_{0 i}+u_{i}\right) .
\end{array}\right.
$$

It is the dynamic equation of isolated nodes, denoting $Y_{i j}=$ $G_{i j}+i B_{i j}$ as transmission circuit admittance, $G_{i j}$ denotes the transmit circuitry conductance, $S_{i j}$ denotes the susceptance, and $E_{i}$ denotes the node voltage of the generator; based on the above, hydroelectric generating set synchronous generator network (5) can be rewritten as a more simple form as follows:

$$
\begin{align*}
\dot{x}_{i}(t)= & f\left(x_{i}(t), t\right)+\sum_{j=1}^{n} a_{i j} \Gamma x_{j}(t) \\
& +\sum_{j=1}^{n} b_{i j} \Gamma x_{j}(t), \quad i=1, \ldots, n \tag{7}
\end{align*}
$$

where $A=\left[a_{i j}\right] \in \mathbb{R}^{n \times n}$, when $i \neq j$, then $a_{i j}=$ $\left(\pi f_{0} / H_{i}\right) E_{i} E_{j} G_{i j} \cos \delta_{i j}^{*}, \quad a_{i j}=-\sum_{j=1, j \neq i}^{n} a_{i j}, i, j=$ $1,2, \ldots, n, B=\left[b_{i j}\right] \in \mathbb{R}^{n \times n}, b_{i j}=\left(\pi f_{0} / H_{i}\right) E_{i} E_{j} S_{i j} \sin \delta_{i j}^{*}, b_{i j}=$ $-\sum_{j=1, j \neq i}^{n} b_{i j}, i, j=1,2, \ldots, n$ denote the network topology, respectively. $\delta_{i j}^{*}$ denotes the phase difference while the system is stable. Next, we will discuss the synchronization of hydroelectric generating set synchronous generator network (7). To achieve synchronization, we add a node controller in the first
generator. So, hydroelectric generating set synchronous generator network pinned control can be described as follows:

$$
\begin{align*}
\dot{x}_{1}(t)= & f\left(x_{1}(t), t\right)+c \sum_{j=1}^{n} a_{1 j} \Gamma x_{j}(t) \\
& +c \sum_{j=1}^{n} b_{1 j} \Gamma x_{j}(t)-c \varepsilon \Gamma\left(x_{1}(t)-\bar{x}(t)\right), \\
\dot{x}_{i}(t)= & f\left(x_{i}(t), t\right)+c \sum_{j=1}^{n} a_{i j} \Gamma x_{j}(t) \tag{8}
\end{align*}
$$

$$
+c \sum_{j=1}^{n} b_{i j}\left\lceil x_{j}(t), \quad i=2, \ldots, n,\right.
$$

where $c$ is the control strength and $\bar{x}(t)=(1 / n) \sum_{i=1}^{n} x_{i}(t)$.

## 3. Synchronization Analysis of Hydroelectric Generating Set

In this section, we discuss pinning a hydroelectric generating set synchronous generator network with linear delay irreducible symmetric coupling matrix.

Theorem 1. If hydroelectric generating set synchronous generator network satisfied the condition as follows:

$$
\begin{equation*}
I \otimes K+\bar{A}^{s} \otimes \Gamma+B^{s} \otimes \Gamma<0 \tag{9}
\end{equation*}
$$

where $A^{S}=\left(A+A^{T}\right) / 2$, then the controlled hydroelectric generating set synchronous generator network (8) can be globally synchronized to $\bar{x}$, where

$$
\begin{align*}
& K=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & -\frac{\pi f_{0} D_{i}}{H} & \frac{\pi f_{0}}{H} & 0 \\
0 & 0 & -\frac{2}{T_{w}} & \frac{2}{T_{w}}+\frac{2}{T_{s}} \\
0 & 0 & 0 & -\frac{1}{T_{s}}
\end{array}\right]  \tag{10}\\
& \bar{A}=\left(\bar{a}_{i j}\right)_{n \times n}=A-\operatorname{diag}\left\{\left(1-\frac{1}{n}\right) \varepsilon, 0, \ldots, 0\right\} .
\end{align*}
$$

Proof. Define $\Delta x_{i}(t)=x_{i}(t)-\bar{x}(t)$. Because $\sum_{j=1}^{n} a_{i j} \bar{x}(t)=0$, we can easily get

$$
\begin{equation*}
\sum_{j=1}^{m} a_{i j} x_{j}(t)=\sum_{j=1}^{m} a_{i j} \Delta x_{j}(t) \tag{11}
\end{equation*}
$$

so the error system of hydroelectric generating set synchronous generator network (8) of can be rewritten as

$$
\begin{align*}
\frac{d \Delta x_{1}(t)}{d t}= & f\left(x_{1}(t), t\right)-f(\bar{x}(t), t)+\sum_{j=1}^{n} a_{1 j} \Gamma \Delta x_{j}(t) \\
& +\sum_{j=1}^{n} b_{1 j} \Gamma \Delta x_{j}(t)-\left(1-\frac{1}{n}\right) \varepsilon \Gamma \Delta x_{1}(t)+J, \\
\frac{d \Delta x_{i}(t)}{d t}= & f\left(x_{i}(t), t\right)-f(\bar{x}(t), t)+\sum_{j=1}^{n} a_{i j} \Gamma \Delta x_{j}(t)  \tag{12}\\
& +\sum_{j=1}^{n} b_{i j} \Gamma \Delta x_{j}(t)+J, \quad i=2, \ldots, n,
\end{align*}
$$

where, $J=f(\bar{x}(t), t)-(1 / n) \sum_{i=1}^{n} f\left(x_{i}(t), t\right)$.
Take Lyapunov function

$$
\begin{equation*}
V(t)=\frac{1}{2} \sum_{i=1}^{n} \Delta x_{i}^{T}(t) \Delta x_{i}(t) \tag{13}
\end{equation*}
$$

and define $\Delta x(t)=\left(\Delta x_{1}^{T}(t), \ldots, \Delta x_{n}^{T}(t)\right)^{T}, i=1, \ldots, n$. Now we calculate

$$
\begin{align*}
&\left.\dot{V}(t)\right|_{(12)} \\
&= \sum_{i=1}^{n} \Delta x_{i}^{T}(t) \\
& \times\left[f\left(x_{i}(t), t\right)-f(\bar{x}(t), t)\right. \\
&\left.\quad+\sum_{j=1}^{n} \bar{a}_{i j} \Gamma \Delta x_{j}(t)+\sum_{j=1}^{n} b_{i j} \Gamma \Delta x_{j}(t)+J\right] \\
&=\sum_{i=1}^{n} \Delta x_{i}^{T}(t) K \Delta x_{i}(t)  \tag{14}\\
&+\sum_{i=1}^{n} \Delta x_{i}^{T}(t) \sum_{j=1}^{n} \bar{a}_{i j} \Gamma \Delta x_{j}(t) \\
&+\sum_{i=1}^{n} \Delta x_{i}^{T}(t) \sum_{j=1}^{n} b_{i j} \Gamma \Delta x_{j}(t) \\
&= \Delta x^{T}(t)(I \otimes K) \Delta x(t)+\Delta x^{T}(t)(\bar{A} \otimes \Gamma) \Delta x(t) \\
&+\Delta x^{T}(t)(B \otimes \Gamma) \Delta x(t) \\
&= \Delta x^{T}(t)(I \otimes K+\bar{A} \otimes \Gamma+B \otimes \Gamma) \Delta x(t) .
\end{align*}
$$

We know, based on Theorem 1, that $\bar{A}$ is negative definite matrix; obviously, the condition (9) can be satisfied easily; therefore, we can get $\dot{V}(t)<0$. Theorem 1 is proved.

Remark 2. If the hydroelectric generating set synchronous generator network meet the condition $I \otimes K+\bar{A}^{S} \otimes \Gamma+B^{S} \otimes \Gamma<0$,


Figure 2: Grid network structure (which is generator nodes connected with circle, a total of 10 , and the remaining nodes are nongenerator nodes. [2, 8]).


Figure 3: Network topology after simplifying Figure 2 by using Kron method (the 10 red nodes in the figure are the generator nodes, all links between the generator nodes. [2]).
then the controlled hydroelectric generating set synchronous generator network (8) can be globally synchronized. Here, the synchronization of network is decided by electric system itself and the network structure.

## 4. Numerical Simulation

Numerical simulation of this section, we mainly consider IEEE 39 test grid (data using $100 \mathrm{MVA}, 60 \mathrm{~Hz}$ ) [8], as shown in Figure 2 and Table 1. Figure 3 shows network topology after simplifying Figure 2 by using Kron method.

In the numerical experiments, let the nominal angular velocity $\omega_{0}=60 \mathrm{~Hz}$, the reference value of hydroturbine guide vanet $\alpha_{0}=1$, the mechanical damping coefficient $D=$ 0.5 , rotor inertia time constant $H=4$, inertia time constant of diversion system $T_{w}=4$, and hydroturbine opening control servo motor time constant $T_{s}=4$. In this paper, we let $u$ be 0 , we can verify it satisfies theorem. Each of the generator

TAbLE 1: P.S. IEEE39 power network node admittance.

| $i$ | $j$ | $y_{i j}$ |
| :---: | :---: | :---: |
| 1 | 2 | $0.0035+0.0411 i$ |
| 1 | 39 | $0.0020+0.050 i$ |
| 2 | 3 | $0.0013+0.0151 i$ |
| 2 | 25 | $0.0070+0.0086 i$ |
| 3 | 4 | $0.0013+0.0213 i$ |
| 3 | 18 | $0.0011+0.0133 i$ |
| 4 | 5 | $0.00080+0.0128 i$ |
| 4 | 14 | $0.00080+0.0129 i$ |
| 5 | 6 | $0.00020+0.0026 i$ |
| 5 | 8 | $0.00080+0.0112 i$ |
| 6 | 7 | $0.00060+0.0092 i$ |
| 6 | 11 | $0.00070+0.0082 i$ |
| 7 | 8 | $0.00040+0.0046 i$ |
| 8 | 9 | $0.0023+0.0363 i$ |
| 9 | 39 | $0.0010+0.025 i$ |
| 10 | 11 | $0.00040+0.0043 i$ |
| 10 | 13 | $0.00040+0.0043 i$ |
| 13 | 14 | $0.00090+0.0101 i$ |
| 14 | 15 | $0.0018+0.0217 i$ |
| 15 | 16 | $0.00090+0.0094 i$ |
| 16 | 17 | $0.00070+0.0089 i$ |
| 16 | 19 | $0.0016+0.0195 i$ |
| 16 | 21 | $0.00080+0.0135 i$ |
| 16 | 24 | $0.00030+0.0059 i$ |
| 17 | 18 | $0.00070+0.0082 i$ |
| 17 | 27 | $0.0013+0.0173 i$ |
| 21 | 22 | $0.00080+0.014 i$ |
| 22 | 23 | $0.00060+0.0096 i$ |
| 23 | 24 | $0.0022+0.035 i$ |
| 25 | 26 | $0.0032+0.0323 i$ |
| 26 | 27 | $0.0014+0.0147 i$ |
| 26 | 28 | $0.0043+0.0474 i$ |
| 26 | 29 | $0.0057+0.0625 i$ |
| 28 | 29 | $0.0014+0.0151 i$ |
| 2 | 30 | $0.0181 i$ |
| 6 | 31 | $0.050 i$ |
| 6 | 31 | $0.0+0.050 i$ |
| 10 | 32 | $0.0+0.020 i$ |
| 12 | 11 | $0.0016+0.0435 i$ |
| 12 | 13 | $0.0016+0.0435 i$ |
| 19 | 20 | $0.00070+0.0138 i$ |
| 19 | 33 | $0.00070+0.0142 i$ |
| 20 | 34 | $0.00090+0.018 i$ |
| 22 | 35 | $0.0+0.0143 i$ |
| 23 | 36 | $0.00050+0.0272 i$ |
| 25 | 37 | $0.00060+0.0232 i$ |
| 29 | 38 | $0.00080+0.0156 i$ |

initial speed is randomly generated by the computer (attached generator admittance between nodes); using the function


Figure 4: The evolution process of pinning the rotor phase of 10 generator nodes.


Figure 5: The evolution process of pinning the rotor frequency of 10 generator nodes.
ode45 in MATLAB solve (7), we can obtain the numerical results of the individual states for each node.

Figures 4 and 5 are evolution schematic diagrams with hydroelectric generating set synchronous generator network of 10 generator nodes, generator rotor phase, and the rotor frequency. Figures 6 and 7 are mechanical power for the generator and the guide vane opening states. From the figures, we can obviously find that all the generators are synchronized which indicate that the algorithm described in this chapter is valid to achieve synchronization of hydroelectric generating set synchronous generator network.


Figure 6: The trajectory with mechanical power of 10 generator nodes.


Figure 7: The trajectory with guide vane opening of 10 generator nodes.

## 5. Conclusion

Synchronization is a very important research field in the application of science and engineering; particularly in complex power network generator synchronizing has more application prospects. How to simplify the system pinning process is of vital significance to improve the efficiency of the system. So, based on existing work, the synchronization of hydroelectric generating set synchronous generator network is discussed. The parameters will be dimension, and the corresponding complex network model is established; we also design a linear feedback controller adding the first generator to realize the phase and frequency synchronization of hydroelectric generating set synchronous generator by using the stability theory for hydrogenerator units to realize synchronous conditions in theory. In the end, we provided some numerical simulation to verify the validity of the theorem.
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#### Abstract

This paper proposes a new complex dynamical network model, in which the state, input, and output variables are varied with the time and space variables. By utilizing the Lyapunov functional method combined with the inequality techniques, several criteria for passivity and global exponential stability are established. Finally, numerical simulations are given to illustrate the effectiveness of the obtained results.


## 1. Introduction

Complex networks can be seen everywhere, which have become an important part of our daily life. Recently, the topology and dynamical behavior of complex dynamical networks have been extensively studied by the researchers. In particular, special attention has been focused on synchronization in complex dynamical networks, and many interesting results on synchronization were derived for various complex networks [1-10].

To our knowledge, in most existing works on the complex networks, they always assume that the node state is only dependent on the time. However, such simplification does not match the peculiarities of some real networks. Food webs are among the most well-known examples of complex networks and hold a central place in ecology to study the dynamics of animal populations. A food web can be characterized by a model of complex network, in which a node represents a species. To our knowledge, species are usually inhomogeneously distributed in a bounded habitat and the different population densities of predators and preys may cause different population movements; thus it is important and interesting to investigate their spatial density in order to better protect and control their population. In such a case,
the state variable of node will represent the spatial density of the species. Moreover, the input and output variables are also dependent on the time and space in many practical situations. Therefore, it is essential to study the complex networks, in which the state, input, and output variables are varied with the time and space variables.

Recently, food web [11-24] has become a focal research topic and attracted increasing attention from many fields of scientific research. In [17], Pao discussed the asymptotic behavior of time-dependent solutions of a three-species reaction-diffusion system in a bounded domain under a Neumann boundary condition. Kim and Lin [21] considered the blowup properties of solutions for a parabolic system with homogeneous Dirichlet boundary conditions, which describes dynamic properties of three interacting species in a spatial habitat. As a natural extension of the existing network models, we propose a complex dynamical network with timevarying delays, which is described by a system of parabolic partial differential equations. In addition, we investigate the global exponential stability of the proposed network model.

Stability problems are often linked to the theory of dissipative systems, which postulate that the energy dissipated inside a dynamic system is less than that supplied from external source. Passivity is part of a broader and a general
theory of dissipativeness. The main point of passivity theory is that the passive properties of systems can keep the systems internally stable. The passivity theory has found successful applications in diverse areas such as complexity [25], signal processing [26], stability [27, 28], chaos control and synchronization [29, 30], and fuzzy control [31]. Although research on passivity has attracted so much attention, little of that had been devoted to the passivity properties of spatially and temporally complex dynamical networks until Wang et al. [32] obtained some sufficient conditions on passivity properties for a class of reaction-diffusion neural networks with Dirichlet boundary conditions. To the best of our knowledge, very few researchers have investigated the passivity of complex dynamical networks with spatially and temporally varying state variables. Therefore, we also study the passivity of the proposed network model, and some sufficient conditions ensuring input strict passivity and output strict passivity are obtained by constructing appropriate Lyapunov functionals and using inequality techniques.

## 2. Network Model and Preliminaries

In this paper, we consider a parabolic complex network consisting of $N$ nonidentical nodes with diffusive and delay coupling. The entire network is described by

$$
\begin{gather*}
\frac{\partial w_{i}(x, t)}{\partial t}=d_{i} \Delta w_{i}(x, t)+p_{i} w_{i}(x, t)+u_{i}(x, t) \\
+\sum_{j=1}^{N} G_{i j} w_{j}\left(x, t-\tau_{j}(t)\right),  \tag{1}\\
y_{i}(x, t)=g_{i} w_{i}(x, t)+h_{i} u_{i}(x, t),
\end{gather*}
$$

where $i=1,2, \ldots, N, \Omega=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{m}\right)^{T}| | x_{k} \mid<\right.$ $\left.l_{k}, k=1,2, \ldots, m\right\}$ is the bounded domain with smooth boundary $\partial \Omega, d_{i} \in \mathbb{R}>0, p_{i}, g_{i}, h_{i} \in \mathbb{R},(x, t) \in \Omega \times \mathbb{R}^{+}, \tau_{j}(t)$ is the time-varying delay with $0 \leqslant \tau_{j}(t) \leqslant \tau, w_{i}(x, t) \in \mathbb{R}$ is the state of node $i, u_{i}(x, t), y_{i}(x, t)$ are the input and output of node $i$ at time $t$ and in space $x$, respectively, $\Delta=\sum_{k=1}^{m}\left(\partial^{2} / \partial x_{k}^{2}\right)$ is the Laplace diffusion operator on $\Omega$, and $G=\left(G_{i j}\right)_{N \times N}$ represents the topological structure of network and coupling strength between nodes, where $G_{i j}$ is defined as follows: if there is a connection from node $i$ to node $j(i \neq j)$, then $G_{i j}>0$; otherwise, $G_{i j}=0(i \neq j)$, and $G_{i i}=-\sum_{j=1, j \neq i}^{N} G_{i j}$

Let $w(x, t)=\left(w_{1}(x, t), w_{2}(x, t), \ldots, w_{N}(x, t)\right)^{T}$. The initial value and boundary value conditions associated with the network (1) are given in the form

$$
\begin{gather*}
w(x, t)=\Phi(x, t), \quad(x, t) \in \Omega \times[-\tau, 0], \\
\Phi(x, t)=\left(\phi_{1}(x, t), \phi_{2}(x, t), \ldots, \phi_{N}(x, t)\right)^{T},  \tag{2}\\
w(x, t)=0, \quad(x, t) \in \partial \Omega \times[-\tau,+\infty),
\end{gather*}
$$

where $\phi_{i}(x, t)(i=1,2, \ldots, N)$ is bounded and continuous on $\Omega \times[-\tau, 0]$. Let $w(x, t, \Phi)$ be the state trajectory of network (1) from the above initial value and boundary value conditions.

Next, we introduce some notations and definitions.
For any $e(x, t)=\left(e_{1}(x, t), e_{2}(x, t), \ldots, e_{N}(x, t)\right)^{T} \in \mathbb{R}^{N}$, $\|e(x, t)\|_{2}$ denotes

$$
\begin{equation*}
\|e(x, t)\|_{2}=\left(\int_{\Omega} \sum_{i=1}^{N} e_{i}^{2}(x, t) d x\right)^{1 / 2} \tag{3}
\end{equation*}
$$

for any $\Theta(x, t)=\left(\theta_{1}(x, t), \theta_{2}(x, t), \ldots, \theta_{N}(x, t)\right)^{T} \in \mathbb{R}^{N}$, $(x, t) \in \Omega \times[-\tau, 0]$, we define

$$
\begin{equation*}
\|\Theta\|_{\tau}=\sup _{-\tau \leqslant t \leqslant 0}\|\Theta(x, t)\|_{2} . \tag{4}
\end{equation*}
$$

Definition 1. The complex network (1) is said to be globally exponentially stable if there exist constants $\epsilon>0$ and $M \geqslant$ 1 such that for any two solutions $w(x, t, \Phi), w(x, t, \Psi)$ of network (1) with initial functions $\Phi, \Psi$, respectively, it holds that

$$
\begin{equation*}
\|w(x, t, \Psi)-w(x, t, \Phi)\|_{2} \leqslant M\|\Psi-\Phi\|_{\tau} e^{-\epsilon t} \tag{5}
\end{equation*}
$$

for all $t \geqslant 0$. If such $w(x, t, \Phi)$ is an equilibrium solution (or periodic solution), then this equilibrium solution (or periodic solution) is said to be globally exponentially stable.

Definition 2 (see [32]). A system with input $u(x, t)$ and output $y(x, t)$ where $u(x, t), y(x, t) \in \mathbb{R}^{p}$ is said to be passive if there is a constant $\beta \in \mathbb{R}$ such that

$$
\begin{equation*}
\int_{0}^{t_{p}} \int_{\Omega} y^{T}(x, s) u(x, s) d x d s \geqslant-\beta^{2} \tag{6}
\end{equation*}
$$

for all $t_{p} \geqslant 0$, where $\Omega$ is a bounded compact set. If in addition, there are constants $\gamma_{1} \geqslant 0$ and $\gamma_{2} \geqslant 0$ such that

$$
\begin{align*}
& \int_{0}^{t_{p}} \int_{\Omega} y^{T}(x, s) u(x, s) d x d s \\
& \quad \geqslant-\beta^{2}+\gamma_{1} \int_{0}^{t_{p}} \int_{\Omega} u^{T}(x, s) u(x, s) d x d s  \tag{7}\\
& \quad+\gamma_{2} \int_{0}^{t_{p}} \int_{\Omega} y^{T}(x, s) y(x, s) d x d s
\end{align*}
$$

for all $t_{p} \geqslant 0$, then the system is input-strictly passive if $\gamma_{1}>0$ and output-strictly passive if $\gamma_{2}>0$.

Remark 3. In [23], Wang and Wu discussed the global exponential stability and passivity of a parabolic complex network. In network model (1), the coupling matrix $G$ is diffusive. Namely, $G_{i i}=-\sum_{j=1, j \neq i}^{N} G_{i j}, i=1,2, \ldots, N$. Compared with the network model considered in [23], the network
model considered in this paper may be more reasonable. On the other hand, we investigate the input strict passivity and output strict passivity of the complex network (1), which are totally different from the work in [23].

Lemma 4 (see [33]). Let $\Omega$ be a cube $\left|x_{k}\right|<l_{k}(k=$ $1,2, \ldots, m)$ and let $h(x)$ be a real-valued function belonging to $C^{1}(\Omega)$ which vanishes on the boundary $\partial \Omega$ of $\Omega$, that is, $\left.h(x)\right|_{\partial \Omega}=0$. Then,

$$
\begin{equation*}
\int_{\Omega} h^{2}(x) d x \leqslant l_{k}^{2} \int_{\Omega}\left(\frac{\partial h}{\partial x_{k}}\right)^{2} d x \tag{8}
\end{equation*}
$$

where $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right)^{T}$.

## 3. Stability and Passivity of Parabolic Complex Network

### 3.1. Stability Analysis

Theorem 5. Let $\dot{\tau}_{j}(t) \leqslant \sigma<1$. The complex network (1) is globally exponentially stable if there exist constants $\lambda_{i}>0$ and $\epsilon>0$ such that

$$
\begin{align*}
2 \lambda_{i} \epsilon & +2 \lambda_{i} p_{i}-2 \lambda_{i} \sum_{k=1}^{m} \frac{d_{i}}{2_{k}^{2}} \\
& +\sum_{j=1}^{N} \frac{\lambda_{j}\left|G_{j i}\right| e^{2 \epsilon \tau}}{1-\sigma}+\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right| \leqslant 0 \tag{9}
\end{align*}
$$

where $i, j=1,2, \ldots, N$.
Proof. Firstly, we can get from (1) that

$$
\begin{align*}
\frac{\partial w_{i}(x, t)}{\partial t}= & d_{i} \Delta w_{i}(x, t)+p_{i} w_{i}(x, t) \\
& +u_{i}(x, t)+\sum_{j=1}^{N} G_{i j} w_{j}\left(x, t-\tau_{j}(t)\right) \tag{10}
\end{align*}
$$

where $i=1,2, \ldots, N$.
Define $z(x, t)=w(x, t, \Psi)-w(x, t, \Phi), \Psi_{z}(x, t)=$ $\Psi(x, t)-\Phi(x, t)$, and then the dynamics of the difference vector $z(x, t)=\left(z_{1}(x, t), z_{2}(x, t), \ldots, z_{N}(x, t)\right)^{T}$ is governed by the following equation:

$$
\begin{align*}
\frac{\partial z_{i}(x, t)}{\partial t}= & d_{i} \Delta z_{i}(x, t) \\
& +\sum_{j=1}^{N} G_{i j} z_{j}\left(x, t-\tau_{j}(t)\right)+p_{i} z_{i}(x, t) \tag{11}
\end{align*}
$$

where $i=1,2, \ldots, N$. Define the following Lyapunov functional for the system (11):

$$
\begin{align*}
V(t)=\sum_{i=1}^{N} \lambda_{i} & \left\{e^{2 \epsilon t} \int_{\Omega} z_{i}^{2}(x, t) d x+\frac{e^{2 \epsilon \tau}}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right|\right.  \tag{12}\\
& \left.\times \int_{t-\tau_{j}(t)}^{t} \int_{\Omega} z_{j}^{2}(x, s) e^{2 \epsilon s} d x d s\right\}
\end{align*}
$$

Calculating the time derivative of $V(t)$ along the trajectory of system (11), we can get
$\dot{V}(t)$

$$
\begin{align*}
&=\sum_{i=1}^{N} \lambda_{i} e^{2 \epsilon t}\left\{2 \epsilon \int_{\Omega} z_{i}^{2}(x, t) d x+\int_{\Omega} 2 z_{i}(x, t) \frac{\partial z_{i}(x, t)}{\partial t} d x\right. \\
&+\frac{e^{2 \epsilon \tau}}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} z_{j}^{2}(x, t) d x \\
&-\frac{e^{2 \epsilon \tau}}{1-\sigma} \sum_{j=1}^{N}\left(1-\dot{\tau}_{j}(t)\right)\left|G_{i j}\right| e^{-2 \epsilon \tau_{j}(t)} \\
&\left.\times \int_{\Omega} z_{j}^{2}\left(x, t-\tau_{j}(t)\right) d x\right\} \\
& \leqslant \sum_{i=1}^{N} \lambda_{i} e^{2 \epsilon t}\left\{\begin{aligned}
& \left(2 \epsilon+2 p_{i}\right) \int_{\Omega} z_{i}^{2}(x, t) d x \\
& +2 d_{i} \int_{\Omega} z_{i}(x, t) \Delta z_{i}(x, t) d x \\
& +2 \int_{\Omega} z_{i}(x, t) \sum_{j=1}^{N} G_{i j} z_{j}\left(x, t-\tau_{j}(t)\right) d x \\
& +\frac{e^{2 \epsilon \tau}}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} z_{j}^{2}(x, t) d x \\
& \left.-\sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} z_{j}^{2}\left(x, t-\tau_{j}(t)\right) d x\right\}
\end{aligned}\right.
\end{align*}
$$

From Green's theorem and the boundary condition, we have

$$
\begin{equation*}
\int_{\Omega} z_{i}(x, t) \Delta z_{i}(x, t) d x=-\sum_{k=1}^{m} \int_{\Omega}\left(\frac{\partial z_{i}(x, t)}{\partial x_{k}}\right)^{2} d x \tag{14}
\end{equation*}
$$

According to Lemma 4, we can obtain

$$
\begin{equation*}
\sum_{k=1}^{m} \int_{\Omega}\left(\frac{\partial z_{i}(x, t)}{\partial x_{k}}\right)^{2} d x \geqslant \sum_{k=1}^{m} \int_{\Omega} \frac{z_{i}^{2}(x, t)}{l_{k}^{2}} d x \tag{15}
\end{equation*}
$$

Therefore,
$\dot{V}(t)$

$$
\begin{aligned}
\leqslant \sum_{i=1}^{N}\{ & \lambda_{i}\left(2 \epsilon+2 p_{i}-2 \sum_{k=1}^{m} \frac{d_{i}}{l_{k}^{2}}\right) \int_{\Omega} z_{i}^{2}(x, t) d x \\
& +\frac{\lambda_{i} e^{2 \epsilon \tau}}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} z_{j}^{2}(x, t) d x \\
& +2 \lambda_{i} \int_{\Omega} z_{i}(x, t) \sum_{j=1}^{N} G_{i j} z_{j}\left(x, t-\tau_{j}(t)\right) d x \\
& \left.\quad-\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} z_{j}^{2}\left(x, t-\tau_{j}(t)\right) d x\right\} e^{2 \epsilon t}
\end{aligned}
$$

$$
\leqslant \sum_{i=1}^{N}\left\{\lambda_{i}\left(2 \epsilon+2 p_{i}-2 \sum_{k=1}^{m} \frac{d_{i}}{l_{k}^{2}}\right) \int_{\Omega} z_{i}^{2}(x, t) d x\right.
$$

$$
+2 \lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right| \sqrt{\int_{\Omega} z_{i}^{2}(x, t) d x}
$$

$$
\times \sqrt{\int_{\Omega} z_{j}^{2}\left(x, t-\tau_{j}(t)\right) d x}
$$

$$
+\frac{\lambda_{i} e^{2 \epsilon \tau}}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} z_{j}^{2}(x, t) d x
$$

$$
\left.-\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} z_{j}^{2}\left(x, t-\tau_{j}(t)\right) d x\right\} e^{2 \epsilon t}
$$

$$
\leqslant e^{2 \epsilon t} \sum_{i=1}^{N}\left\{\left(2 \lambda_{i} \epsilon+2 \lambda_{i} p_{i}-2 \lambda_{i} \sum_{k=1}^{m} \frac{d_{i}}{l_{k}^{2}}+\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right|\right)\right.
$$

$$
\times \int_{\Omega} z_{i}^{2}(x, t) d x+\frac{\lambda_{i} e^{2 \epsilon \tau}}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right|
$$

$$
\left.\times \int_{\Omega} z_{j}^{2}(x, t) d x\right\}
$$

$$
=e^{2 \epsilon t} \sum_{i=1}^{N}\left\{\left(2 \lambda_{i} \epsilon+2 \lambda_{i} p_{i}-2 \lambda_{i} \sum_{k=1}^{m} \frac{d_{i}}{l_{k}^{2}}+\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right|\right.\right.
$$

$$
\begin{equation*}
\left.\left.+\sum_{j=1}^{N} \frac{\lambda_{j}\left|G_{j i}\right| e^{2 \epsilon \tau}}{1-\sigma}\right) \times \int_{\Omega} z_{i}^{2}(x, t) d x\right\} \tag{16}
\end{equation*}
$$

From (9), we can get

$$
\begin{equation*}
\dot{V}(t) \leqslant 0 . \tag{17}
\end{equation*}
$$

So $V(t) \leqslant V(0), t \geqslant 0$. Since

$$
\begin{align*}
& V(0)=\sum_{i=1}^{N} \lambda_{i}\left\{\int_{\Omega} z_{i}^{2}(x, 0) d x\right. \\
& \left.+\frac{e^{2 \epsilon \tau}}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{-\tau_{j}(0)}^{0} \int_{\Omega} z_{j}^{2}(x, s) e^{2 \epsilon s} d x d s\right\} \\
& \leqslant \\
& {\left[\max _{i=1,2, \ldots, N}\left\{\lambda_{i}\right\}+\max _{i=1,2, \ldots, N}\left\{\frac{\tau e^{2 \epsilon \tau}}{1-\sigma} \sum_{j=1}^{N} \lambda_{j}\left|G_{j i}\right|\right\}\right]\left\|\Psi_{z}\right\|_{\tau}^{2},}  \tag{18}\\
& V(t) \geqslant \min _{i=1,2, \ldots, N}\left\{\lambda_{i}\right\} e^{2 \epsilon t}\|z(x, t)\|_{2}^{2} .
\end{align*}
$$

Let $\lambda_{-}=\min _{i=1,2, \ldots, N}\left\{\lambda_{i}\right\}, \lambda^{+}=\max _{i=1,2, \ldots, N}\left\{\lambda_{i}\right\}$, and

$$
\begin{equation*}
M=\sqrt{\frac{\lambda^{+}+\max _{i=1,2, \ldots, N}\left\{\left(\tau e^{2 \epsilon \tau} /(1-\sigma)\right) \sum_{j=1}^{N} \lambda_{j}\left|G_{j i}\right|\right\}}{\lambda_{-}}} \tag{19}
\end{equation*}
$$

Then $M \geqslant 1$, and we can obtain

$$
\begin{equation*}
\|z(x, t)\|_{2} \leqslant M e^{-\epsilon t}\left\|\Psi_{z}\right\|_{\tau} \tag{20}
\end{equation*}
$$

Namely,

$$
\begin{equation*}
\|w(x, t, \Psi)-w(x, t, \Phi)\|_{2} \leqslant M\|\Psi-\Phi\|_{\tau} e^{-\epsilon t} \tag{21}
\end{equation*}
$$

This completes the proof of Theorem 5.
Practically, Theorem 5 not only can judge the global exponential stability of complex network (1), but also can guarantee the existence and uniqueness of the periodic solution in some circumstances.

Assume that $u_{i}(x, t)$ and $\tau_{i}(t)(i=1,2, \ldots, N)$ are periodic continuous functions with period $\omega$. Then we can get from (1) that

$$
\begin{align*}
\frac{\partial w_{i}(x, t)}{\partial t}= & d_{i} \Delta w_{i}(x, t)+p_{i} w_{i}(x, t)+u_{i}(x, t) \\
& +\sum_{j=1}^{N} G_{i j} w_{j}\left(x, t-\tau_{j}(t)\right) \tag{22}
\end{align*}
$$

where $u_{i}(x, t+\omega)=u_{i}(x, t), \tau_{i}(t+\omega)=\tau_{i}(t), i=1,2, \ldots, N$.
Theorem 6. Let $\dot{\tau}_{j}(t) \leqslant \sigma<1$. The system (22) has a unique $\omega$-periodic solution if there exist constants $\lambda_{i}>0$ and $\epsilon>0$ such that

$$
\begin{align*}
2 \lambda_{i} \epsilon & +2 \lambda_{i} p_{i}-2 \lambda_{i} \sum_{k=1}^{m} \frac{d_{i}}{2_{k}^{2}} \\
& +\sum_{j=1}^{N} \frac{\lambda_{j}\left|G_{j i}\right| e^{2 \epsilon \tau}}{1-\sigma}+\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right| \leqslant 0, \tag{23}
\end{align*}
$$

where $i, j=1,2, \ldots, N$.

## Proof. Define

$$
\begin{array}{ll}
w_{t}(\Psi)=w(x, t+s, \Psi), & s \in[-\tau, 0], t \geqslant 0 \\
w_{t}(\Phi)=w(x, t+s, \Phi), & s \in[-\tau, 0], t \geqslant 0 \tag{24}
\end{array}
$$

Obviously, from Theorem 5, we can derive

$$
\begin{equation*}
\|w(x, t, \Psi)-w(x, t, \Phi)\|_{2} \leqslant M e^{-\epsilon t}\|\Psi-\Phi\|_{\tau} \tag{25}
\end{equation*}
$$

for $t \geqslant 0$, where $M \geqslant 1$. We can choose a positive integer $N$ such that

$$
\begin{equation*}
M e^{-\epsilon(\mathrm{N} \omega-\tau)} \leqslant \frac{1}{3} \tag{26}
\end{equation*}
$$

Now define a Poincaré mapping $P: C\left(\Omega \times[-\tau, 0], \mathbb{R}^{N}\right) \rightarrow$ $C\left(\Omega \times[-\tau, 0], \mathbb{R}^{N}\right)$ by

$$
\begin{equation*}
\Psi \longrightarrow P(\Psi)=w_{\omega}(\Psi) \tag{27}
\end{equation*}
$$

Since the periodicity of system (22), one has $P^{N}(\Psi)=$ $w_{N \omega}(\Psi)$. From (25) and (26), one obtains

$$
\begin{equation*}
\left\|P^{N}(\Psi)-P^{N}(\Phi)\right\|_{\tau} \leqslant \frac{1}{3}\|\Psi-\Phi\|_{\tau} . \tag{28}
\end{equation*}
$$

This implies that $P^{N}$ is a contraction mapping, so there exists one unique fixed point $\Psi^{*} \in C\left(\Omega \times[-\tau, 0], \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
P^{N}\left(\Psi^{*}\right)=\Psi^{*} \tag{29}
\end{equation*}
$$

Since $P^{N}\left(P\left(\Psi^{*}\right)\right)=P\left(P^{N}\left(\Psi^{*}\right)\right)=P\left(\Psi^{*}\right)$, so $P\left(\Psi^{*}\right)$ is also a fixed point of $P^{N}$, then

$$
\begin{equation*}
P\left(\Psi^{*}\right)=\Psi^{*} \tag{30}
\end{equation*}
$$

Let $w\left(x, t, \Psi^{*}\right)$ be the solution of system (22) with initial conditions $\Psi^{*}$, then $w\left(x, t+\omega, \Psi^{*}\right)$ is also a solution of system (22). Obviously,

$$
\begin{array}{r}
w\left(x, t+\omega, \Psi^{*}\right)=w\left(x, t, w_{\omega}\left(x, \Psi^{*}\right)\right)=w\left(x, t, \Psi^{*}\right)  \tag{31}\\
\forall t \geqslant 0 .
\end{array}
$$

This means that $w\left(x, t, \Psi^{*}\right)$ is exactly one $\omega$-periodic solution of system (22). This completes the proof of Theorem 6.

### 3.2. Passivity Analysis

Theorem 7. Let $\dot{\tau}_{j}(t) \leqslant \sigma<1$. The complex network (1) is input-strictly passive if there exist constants $\lambda_{i}>0$ and $\gamma>0$ such that

$$
\left(\begin{array}{cc}
M_{i} & \lambda_{i}-g_{i}  \tag{32}\\
\lambda_{i}-g_{i} & \gamma-2 h_{i}
\end{array}\right) \leqslant 0
$$

where $M_{i}=-\sum_{k=1}^{m}\left(2 \lambda_{i} d_{i} / l_{k}^{2}\right)+2 p_{i} \lambda_{i}+\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right|+$ $\sum_{j=1}^{N}\left(\lambda_{j}\left|G_{j i}\right| /(1-\sigma)\right), i, j=1,2, \ldots, N$.

Proof. Firstly, construct a Lyapunov functional for the network (1) as follows:
$V(t)$

$$
\begin{align*}
=\sum_{i=1}^{N} \lambda_{i}\{ & \int_{\Omega} w_{i}^{2}(x, t) d x \\
& \left.+\frac{1}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{t-\tau_{j}(t)}^{t} \int_{\Omega} w_{j}^{2}(x, s) d x d s\right\} \tag{33}
\end{align*}
$$

Calculating the time derivative of $V(t)$ along the trajectory of system (1), we can get

$$
\begin{aligned}
& \dot{V}(t)=\sum_{i=1}^{N} \lambda_{i}\left\{2 \int_{\Omega} w_{i}(x, t) \frac{\partial w_{i}(x, t)}{\partial t} d x\right. \\
& +\frac{1}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} w_{j}^{2}(x, t) d x \\
& -\frac{1}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right|\left(1-\dot{\tau}_{j}(t)\right) \\
& \left.\times \int_{\Omega} w_{j}^{2}\left(x, t-\tau_{j}(t)\right) d x\right\} \\
& \leqslant \sum_{i=1}^{N} \lambda_{i}\left\{2 d_{i} \int_{\Omega} w_{i}(x, t) \Delta w_{i}(x, t) d x\right. \\
& +2 p_{i} \int_{\Omega} w_{i}^{2}(x, t) d x+2 \int_{\Omega} w_{i}(x, t) u_{i}(x, t) d x \\
& +2 \int_{\Omega} w_{i}(x, t) \sum_{j=1}^{N} G_{i j} w_{j}\left(x, t-\tau_{j}(t)\right) d x \\
& +\frac{1}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} w_{j}^{2}(x, t) d x \\
& \left.-\sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} w_{j}^{2}\left(x, t-\tau_{j}(t)\right) d x\right\} \\
& \leqslant \sum_{i=1}^{N} \lambda_{i}\left\{2 d_{i} \int_{\Omega} w_{i}(x, t) \Delta w_{i}(x, t) d x\right. \\
& +2 p_{i} \int_{\Omega} w_{i}^{2}(x, t) d x+2 \int_{\Omega} w_{i}(x, t) u_{i}(x, t) d x \\
& +\frac{1}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} w_{j}^{2}(x, t) d x \\
& +2 \sum_{j=1}^{N}\left|G_{i j}\right| \sqrt{\int_{\Omega} w_{i}^{2}(x, t) d x} \\
& \times \sqrt{\int_{\Omega} w_{j}^{2}\left(x, t-\tau_{j}(t)\right) d x} \\
& \left.-\sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} w_{j}^{2}\left(x, t-\tau_{j}(t)\right) d x\right\}
\end{aligned}
$$

$$
\begin{align*}
& \leqslant \sum_{i=1}^{N} \lambda_{i}\left\{2 d_{i} \int_{\Omega} w_{i}(x, t) \Delta w_{i}(x, t) d x\right. \\
&+2 p_{i} \int_{\Omega} w_{i}^{2}(x, t) d x+2 \int_{\Omega} w_{i}(x, t) u_{i}(x, t) d x \\
&+\frac{1}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} w_{j}^{2}(x, t) d x \\
&\left.+\sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} w_{i}^{2}(x, t) d x\right\} \tag{34}
\end{align*}
$$

From Green's theorem and the boundary condition, we have

$$
\begin{equation*}
\int_{\Omega} w_{i}(x, t) \Delta w_{i}(x, t) d x=-\sum_{k=1}^{m} \int_{\Omega}\left(\frac{\partial w_{i}(x, t)}{\partial x_{k}}\right)^{2} d x \tag{35}
\end{equation*}
$$

According to Lemma 4, we can obtain

$$
\begin{equation*}
\sum_{k=1}^{m} \int_{\Omega}\left(\frac{\partial w_{i}(x, t)}{\partial x_{k}}\right)^{2} d x \geqslant \sum_{k=1}^{m} \int_{\Omega} \frac{w_{i}^{2}(x, t)}{l_{k}^{2}} d x \tag{36}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \dot{V}(t)-2 \sum_{i=1}^{N} \int_{\Omega} y_{i}(x, t) u_{i}(x, t) d x+\gamma \sum_{i=1}^{N} \int_{\Omega} u_{i}^{2}(x, t) d x \\
& \leqslant \sum_{i=1}^{N}\left\{\left(-2 \lambda_{i} \sum_{k=1}^{m} \frac{d_{i}}{l_{k}^{2}}+\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right|+2 p_{i} \lambda_{i}\right)\right. \\
& \times \int_{\Omega} w_{i}^{2}(x, t) d x+\left(\gamma-2 h_{i}\right) \int_{\Omega} u_{i}^{2}(x, t) d x \\
&+2\left(\lambda_{i}-g_{i}\right) \int_{\Omega} w_{i}(x, t) u_{i}(x, t) d x \\
&\left.+\frac{\lambda_{i}}{1-\sigma} \sum_{j=1}^{N}\left|G_{i j}\right| \int_{\Omega} w_{j}^{2}(x, t) d x\right\} \\
&=\sum_{i=1}^{N}\left\{\begin{array}{l}
\left(-2 \lambda_{i} \sum_{k=1}^{m} \frac{d_{i}}{l_{k}^{2}}+2 p_{i} \lambda_{i}\right. \\
\\
\\
\left.\quad+\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right|+\sum_{j=1}^{N} \frac{\lambda_{j}\left|G_{j i}\right|}{1-\sigma}\right) \int_{\Omega} w_{i}^{2}(x, t) d x \\
\\
\\
+2\left(\lambda_{i}-g_{i}\right) \int_{\Omega} w_{i}(x, t) u_{i}(x, t) d x
\end{array}\right. \\
&\left.\quad+\left(\gamma-2 h_{i}\right) \int_{\Omega} u_{i}^{2}(x, t) d x\right\}
\end{align*}
$$

It follows from (32) that

$$
\begin{align*}
\dot{V}(t) & -2 \sum_{i=1}^{N} \int_{\Omega} y_{i}(x, t) u_{i}(x, t) d x \\
& +\gamma \sum_{i=1}^{N} \int_{\Omega} u_{i}^{2}(x, t) d x \leqslant 0 . \tag{38}
\end{align*}
$$

By integrating (38) with respect to $t$ over the time period 0 to $t_{p}$, we can get

$$
\begin{align*}
& 2 \sum_{i=1}^{N} \int_{0}^{t_{p}} \int_{\Omega} y_{i}(x, t) u_{i}(x, t) d x d t  \tag{39}\\
& \quad \geqslant V\left(t_{p}\right)-V(0)+\gamma \sum_{i=1}^{N} \int_{0}^{t_{p}} \int_{\Omega} u_{i}^{2}(x, t) d x d t
\end{align*}
$$

From the definition of $V(t)$, we have $V\left(t_{p}\right) \geqslant 0$ and $V(0) \geqslant 0$. Thus,

$$
\begin{align*}
& \sum_{i=1}^{N} \int_{0}^{t_{p}} \int_{\Omega} y_{i}(x, t) u_{i}(x, t) d x d t  \tag{40}\\
& \quad \geqslant-\beta^{2}+\frac{\gamma}{2} \sum_{i=1}^{N} \int_{0}^{t_{p}} \int_{\Omega} u_{i}^{2}(x, t) d x d t
\end{align*}
$$

for all $t_{p} \geqslant 0$, where $\beta=\sqrt{V(0) / 2}$. The proof is completed.

By a minor modification of the proof of Theorem 7, we can easily get the following.

Theorem 8. Let $\dot{\tau}_{j}(t) \leqslant \sigma<1$. The complex network (1) is output-strictly passive if there exist constants $\lambda_{i}>0$ and $\gamma>0$ such that

$$
\left(\begin{array}{cc}
\widehat{M}_{i} & \lambda_{i}-g_{i}+\gamma g_{i} h_{i}  \tag{41}\\
\lambda_{i}-g_{i}+\gamma g_{i} h_{i} & \gamma h_{i}^{2}-2 h_{i}
\end{array}\right) \leqslant 0
$$

where $i, j=1,2, \ldots, N, \widehat{M}_{i}=-2 \lambda_{i} \sum_{k=1}^{m}\left(d_{i} / l_{k}^{2}\right)+2 p_{i} \lambda_{i}+$ $\lambda_{i} \sum_{j=1}^{N}\left|G_{i j}\right|+\gamma g_{i}^{2}+\sum_{j=1}^{N}\left(\lambda_{j}\left|G_{j i}\right| /(1-\sigma)\right)$.

Remark 9. In [22], two kinds of impulsive parabolic complex networks were considered, in which the node states are dependent on the time and space variables. Several global exponential stability and robust global exponential stability criteria were derived for the impulsive parabolic complex networks. Both global exponential stability and passivity are taken into consideration in this paper, and some sufficient conditions are established.

## 4. Example

In this section, an illustrative example is provided to verify the effectiveness of the proposed theoretical results.


Figure 1: The change processes of $\left\|z_{i}(x, t)\right\|_{2}, i=1,2,3,4$.

Consider a complex network model, in which each node is a 1-dimensional dynamical system described by

$$
\begin{align*}
& \frac{\partial w_{i}(x, t)}{\partial t}  \tag{42}\\
& \quad=d_{i} \frac{\partial^{2} w_{i}(x, t)}{\partial x^{2}}+p_{i} w_{i}(x, t), \quad i=1,2,3,4
\end{align*}
$$

Take $d_{i}=0.4, p_{i}=0.1 i, g_{i}=1, h_{i}=2, \tau_{j}(t)=0.2-\left(e^{-t} /(4+\right.$ $j)), \tau=0.2, \sigma=0.2, x \in(-0.5,0.5)$. The matrix $G$ is chosen as

$$
\left(\begin{array}{cccc}
-0.3 & 0.1 & 0.15 & 0.05  \tag{43}\\
0.2 & -0.3 & 0.1 & 0 \\
0.05 & 0.05 & -0.3 & 0.2 \\
0.1 & 0 & 0.1 & -0.2
\end{array}\right)
$$

It is easy to verify that (9) is satisfied if $\lambda_{1}=\lambda_{2}=\lambda_{3}=$ $\lambda_{4}=1$ and $\epsilon=0.25$. From Theorem 5, complex network (1) with above given parameters is globally exponentially stable. Moreover, if we take $\lambda_{1}=\lambda_{2}=\lambda_{3}=\lambda_{4}=1$ and $\gamma=1.5$, then (32) is satisfied. According to Theorem 7, complex network (1) with above given parameters is also input-strictly passive. The simulation results are shown in Figures 1 and 2.

## 5. Conclusion

A parabolic complex network model has been introduced, in which the state, input, and output variables are dependent on the time and space variables. The input strict passivity, output strict passivity, and global exponential stability of the proposed network model have been discussed in this paper, and several sufficient conditions have been established. Illustrative simulations have been provided to verify the correctness and effectiveness of the obtained results. In future work, we shall study the passivity and robust passivity of parabolic complex networks with impulsive effects.


Figure 2: The change process of $d(t)=\sum_{i=1}^{4} \int_{0}^{t} \int_{\Omega} y_{i}(x, s) u_{i}$ $(x, s) d x d s-0.75 \sum_{i=1}^{4} \int_{0}^{t} \int_{\Omega} u_{i}^{2}(x, s) d x d s$, in which $u_{i}(x, t)=$ $0.2 i \sin (2 \pi x), i=1,2,3,4$.
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#### Abstract

In this paper the globally exponential stability criteria of delayed Hopfield neural networks with variable-time impulses are established. The proposed criteria can also be applied in Hopfield neural networks with fixed-time impulses. A numerical example is presented to illustrate the effectiveness of our theoretical results.


## 1. Introduction

Hopfield neural networks [1], which were referred by Hopfield in 1984, have attracted many attentions of researchers and have been applied in many fields such as pattern recognition, associative memory, and combinatorial optimization. Stability, a crucial dynamic feature of Hopfield neural networks, has been intensively investigated over the past decades. Some significant sufficient results can be referred in [2-6].

It is well known that time delay is unavoidable due to finite switching speeds of the amplifiers and it may cause oscillations or instability of dynamic systems. The effects of time delay on the dynamical behavior of neural networks are nonnegligible. Some stability criteria for delayed Hopfield neural networks have been proposed in [7-10]. Meanwhile, impulsive phenomena exist in a wide variety of evolutionary processes, such as financial systems and nanoscale electronic circuits in which many state variables change instantaneously, in the form of impulses. On the other hand, impulsive control is also applied widely in many fields of information science, electronics, automated control systems, computer networking, artificial intelligence, robotics and telecommunications, and so forth. Neural networks may jump instantaneously because of environmental changes (such as external noise and disturbance). We may also introduce impulses deliberately to stabilize the oscillating and chaotic neural networks. Many
researchers have investigated impulsive Hopfield neural networks and have obtained many interesting stability results [11-19].

However, up to now, the vast majority of stability results for impulsive Hopfield neural networks are focused on the case of fixed-time impulses. As we know, variabletime impulses arise naturally in biological and physiological systems. The primary difference between neural network with fixed-time impulses and neural network with variable-time impulses is the impulsive instant. In the neural network with fixed-time impulses, the impulsive instant is completely fixed and not about the state of system. But in neural network with variable-time impulses, the impulsive instant is not fixed and determined by state of system. In [20], we have focused on BAM neural networks with variable-time impulses and have obtained some crucial theoretical results. In [21], we have investigated the stabilizing effects of impulses for Hopfield neural networks and have shown that Hopfield neural networks with unstable continuous component may be still stable because of the stabilizing effects of impulses. In this paper, we focus on the destabilizing effects of Hopfield neural networks with variable-time impulses. It is shown that the impulsive Hopfield neural networks may preserve the global exponential stability of the impulse-free Hopfield neural networks even if the impulses have enlarging effects on the states of neurons. For this purpose, it is always assumed that the states of neurons enlarge at impulsive time.

This paper is organized as follows. In the coming section we introduce some notations, definition, and lemmas. In Section 3 we consider the stability of Hopfield neural networks with time delays and variable-time impulses and establish stability criteria. In Section 4, one example is given to illustrate the effectiveness of our theoretical results.

## 2. Preliminaries

In this paper, we consider the following Hopfield neural networks with variable-time impulses:

$$
\begin{align*}
\dot{\tilde{x}}(t) & =-A \widetilde{x}(t)+B \tilde{f}(\tilde{x}(t-\tau))+\widetilde{I}, \quad t \neq \tilde{t}_{k}(x), \\
\Delta \widetilde{x}(t) & =\widetilde{J}_{k}\left(\widetilde{x}\left(t^{-}\right)\right), \quad t=\tilde{t}_{k}(x),  \tag{1}\\
\tilde{x}\left(t_{0}+s\right) & =\widetilde{\phi}(s), \quad s \in[-\tau, 0]
\end{align*}
$$

where $\tilde{x}=\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right)^{T}$ is the neuron state vector, $\tau>0$ is the transmission delay, $A=\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right)$ with $a_{i}>0$, $i=1, \ldots, n, B=\left[b_{i j}\right]_{n \times n}$ is the delayed connection weight matrix, and $\tilde{f}(\cdot)=\left(\tilde{f}_{1}(\cdot), \ldots, \tilde{f}_{n}(\cdot)\right)^{T}$ is neuron activation function. $\tilde{I}$ is the external input, $0 \leq t_{0}<\tilde{t}_{1}(\widetilde{x})<\cdots<$ $\tilde{t}_{k}(\widetilde{x})<\cdots, \tilde{t}_{k}(\tilde{x}) \rightarrow \infty$ as $k \rightarrow \infty, \widetilde{x}\left(t^{+}\right)=\lim _{s \rightarrow t^{+}} \widetilde{x}(s)$, and $\widetilde{x}\left(t^{-}\right)=\lim _{s \rightarrow t^{-}} \widetilde{x}(s)$. In this paper we always assume that $\widetilde{x}(t)=\widetilde{x}\left(t^{+}\right)$as $t=\widetilde{t}_{k}(\widetilde{x})$. We further assume that
(A1) there is $l_{i}>0, i=1, \ldots, n$, such that $\left|\tilde{f}_{i}(\alpha)-\tilde{f}_{i}(\beta)\right| \leq$ $l_{i}|\alpha-\beta|$, for any $\alpha, \beta \in R$.

Throughout this paper, it is always assumed that there is at least one equilibrium point of (1). As usual, we shift an equilibrium point $x^{*}=\left(x_{1}^{*}, \ldots, x_{n}^{*}\right)^{T}$ to the origin by transformation $x=\tilde{x}-x^{*}$. Then system (1) can be rewritten as follows:

$$
\begin{gather*}
\dot{x}(t)=-A x(t)+B f(x(t-\tau)), \quad t \neq t_{k}(x), \\
\Delta x(t)=J_{k}\left(x\left(t^{-}\right)\right), \quad t=t_{k}(x),  \tag{2}\\
x\left(t_{0}+s\right)=\phi(s), \quad s \in[-\tau, 0],
\end{gather*}
$$

where $f(x(t))=\widetilde{f}\left(x(t)+x^{*}\right)-\widetilde{f}\left(x^{*}\right), J_{k}\left(x\left(t^{-}\right)\right)=\widetilde{J}_{k}\left(x\left(t^{-}\right)+\right.$ $\left.x^{*}\right), t_{k}(x)=\tilde{t}_{k}\left(x+x^{*}\right)$, and $\phi(s)=\widetilde{\phi}(s)-x^{*}$.

In the sequel, we introduce some notations, basic definition, and lemmas:

$$
R_{+}=[0,+\infty) ; \quad S_{k}=\left\{(t, x) \in R_{+} \times R^{n}: t=t_{k}(x)\right\} ;
$$

$N_{k}=\left\{t \in R_{+}\right.$: there is $x \in R^{n}$ such that $\left.(t, x) \in S_{k}\right\} ;$

$$
\begin{gather*}
d_{k}=d\left(N_{k-1}, N_{k}\right)=\inf _{\substack{\bar{t} \in N_{k} \\
t \in N_{k-1}}}|\bar{t}-t| ;  \tag{3}\\
d_{k}^{*}=d^{*}\left(N_{k-1}, N_{k}\right)=\sup _{\substack{\bar{t} \in N_{k} \\
t \in N_{k-1}}}|\bar{t}-t| ; \\
L=\operatorname{diag}\left(l_{1}, \ldots, l_{n}\right) ;
\end{gather*}
$$

$\lambda_{\text {max }}(\cdot), \lambda_{\text {min }}(\cdot)$ denote the maximum and the minimum eigenvalues of the corresponding matrix, respectively.
$\|\cdot\|$ denotes the Euclidean norm of a vector or a square matrix.
$A>0$ denotes that $A$ is positive definite matrix.
$P C=P C\left(I, R^{n}\right)=\left\{\psi: I \rightarrow R^{n} \mid \psi\left(t^{+}\right)=\psi(t)\right.$ for $t \in I$, $\psi\left(t^{-}\right)$exists for $t \in I, \psi\left(t^{-}\right)=\psi(t)$ for all $t \in I$ but at most finite points $\}$, where $I$ is an interval:

$$
\begin{equation*}
\|y\|_{\tau}=\sup _{\tau \leq s \leq 0}\|y(s)\| \quad \text { for } y \in P C\left([-\tau, 0], R^{n}\right) \tag{4}
\end{equation*}
$$

Definition 1. The equilibrium point $x^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)^{T}$ of (1) is said to be globally exponentially stable if, for any solution $\widetilde{x}\left(t, t_{0}, \widetilde{\phi}\right)$ with the initial condition $\widetilde{\phi} \in P C$, there are constant $\varepsilon>0$ and $M>1$ such that $\left\|\widetilde{x}\left(t, t_{0}, \widetilde{\phi}\right)-x^{*}\right\| \leq$ $M\left\|\widetilde{\phi}-x^{*}\right\|_{\tau} e^{-\varepsilon\left(t-t_{0}\right)}$.

Lemma 2 (Berman and Plemmons [22]). Let $A \in R^{n \times n}$; then

$$
\begin{equation*}
\lambda_{\min }(A) x^{T} x \leq x^{T} A x \leq \lambda_{\max }(A) x^{T} x \tag{5}
\end{equation*}
$$

for any $x \in R^{n}$, if $A$ is a symmetric matrix.
Lemma 3. Consider the following differential inequality:

$$
\begin{gather*}
D^{+} V(t) \leq-\alpha V(t)+\beta V(t-\tau), \quad t \neq t_{k},  \tag{6}\\
V(t) \leq c_{k} V\left(t^{-}\right), \quad t=t_{k},
\end{gather*}
$$

where $V(t) \geq 0, \alpha>\beta>0$, and $c_{k}>1, k=1,2, \ldots$. Denote $\delta^{*}=\sup _{k}\left\{t_{k+1}-t_{k}\right\}, \delta=\inf _{k}\left(t_{k+1}-t_{k}\right)$. For $d^{*} \geq \delta^{*}, 0<$ $d \leq \delta$, and $\theta>0$ such that $-\alpha+\beta e^{-\theta \tau} U=-\theta$, where $U=$ $\max _{k}\left\{c_{k}^{-1} \cdots c_{k+\underline{N}}^{-1}\right\}$ for $\underline{N}=\left\lfloor\tau / d^{*}\right\rfloor>0$ and $U=1$ for $\underline{N}=0$, one has

$$
\begin{equation*}
V(t) \leq M \prod_{i=0}^{k-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t-t_{0}\right)}, \quad t \in\left[t_{k-1}, t_{k}\right), \tag{7}
\end{equation*}
$$

where $c_{0}=1, \bar{V}\left(t_{0}\right)=\sup _{s \in[-\tau, 0]} V\left(t_{0}+s\right)$, and $M \geq 1$ is a constant.

Proof. See the Appendix section.
Remark 4. In Lemma 3, if $\tau<d^{*}$, we have $U=1$. Based on the proof, we know that $\theta=\varepsilon$ (please see the Appendix section for meaning of $\varepsilon$ ). If $\tau \geq d^{*}$, we obtain $U<1$. It is obvious to know that $\theta>\varepsilon$. Generally speaking, (7) is more valuable because the convergence rate in (7) is larger than that in (A.1) when $\tau \geq d^{*}$. Because $c_{k}>1$, we can use Lemma 3 to investigate the stability of impulsive differential systems in which the impulses are with destabilizing effects.

The solutions of system (1) may hit the same switching surface $S_{k}$ finite or infinite times causing "beating phenomenon" or "pulse phenomenon." In a similar way in [17], we can get the following lemma easily which guarantees that beating phenomenon does not exist.

Lemma 5. Suppose that
(i) for any $k=1,2, \ldots \widetilde{t}_{k}(x)$ is bounded;
(ii) for any $\left(t_{0}, \widetilde{\phi}\right)$ there is a solution of continuous subsystem of system (1) in $\left[t_{0},+\infty\right)$;
(iii) $\left(\partial \widetilde{t}_{k}(\widetilde{x}) / \partial \widetilde{x}\right)(-A \widetilde{x}+B \tilde{f}(\widetilde{x}(t-\tau))+I)<1$;
(iv) $\tilde{t}_{k}(\widetilde{x}) \geq \tilde{t}_{k}\left(\tilde{x}+\tilde{J}_{k}(\tilde{x})\right)$, and $\tilde{t}_{k+1}\left(\tilde{x}+\tilde{J}_{k}(\tilde{x})\right)>\tilde{t}_{k}(\tilde{x})$.

Then there is solution of system (1) in $\left[t_{0},+\infty\right)$, and it hits each switching surface $S_{k}: t=\widetilde{t}_{k}(\widetilde{x})$ exactly once in turn.

From Theorem 1.1.4 in [23], we know that there exists a unique solution of system (1) without impulses in our paper on $\left[t_{0},+\infty\right)$, if $\|f(x)-f(y)\| \leq K\|x-y\|$, which yields that there exists a unique solution for any $\sum_{k}=\{(t, x)$ : $\left.t_{k-1}(x) \leq t<t_{k}(x)\right\}$ and any initial condition. Therefore, by mathematical induction, we know the global uniqueness and existence of solution. From now on we always assume that there exists a unique solution of system (1) $\widetilde{x}(t)=\widetilde{x}\left(t, t_{0}, \widetilde{\phi}\right)$ satisfying the conditions of Lemma 5; namely, it hits each switching surface $S_{i}, i \geq k$, only once [11]. In addition, we also always assume that $\left\{t_{i}\right\}_{i=1}^{\infty}$ are the moments that integral curve $\left(t, \widetilde{x}\left(t, t_{0}, \widetilde{\phi}\right)\right)$ hits each switching surface $\left\{S_{k_{i}}\right\}_{i=1}^{\infty}$ in turn; namely, $t_{i}=\tilde{t}_{k_{i}}\left(x\left(t_{i}\right)\right)$ and $t_{i}<t_{i+1}$.

## 3. Main Results

In this section, we establish some sufficient criteria for the exponential stability of system (1).

Theorem 6. Assume that, in addition to condition (A1), the following conditions are satisfied:
(A2) $\tilde{J}_{k}(\widetilde{x}(t))=S_{k}\left(\widetilde{x}(t)-x^{*}\right)$ with $S_{k}=\operatorname{diag}\left(s_{1 k}, s_{2 k}, \ldots\right.$, $s_{n k}$ );
(A3) $d=\inf _{k}\left\{d_{k}\right\}>0, d^{*}=\sup _{k}\left\{d_{k}^{*}\right\}<\infty ;$
(A4) there are a symmetric positive definite matrix $P$, constants $\mu>0, q>0, c_{k}>0, \varepsilon>0$, and $\alpha>\beta$ such that

$$
\begin{gather*}
-A^{T} P-P A+\mu^{-1} P B B^{T} P \leq-\alpha P \\
\mu L^{T} L \leq \beta P  \tag{8}\\
P+S_{k}^{T} P+P S_{k}+S_{k}^{T} P S_{k} \leq c_{k} P
\end{gather*}
$$

$c_{k}<e^{\varepsilon d}$, and $-\alpha+\beta e^{\varepsilon \tau} U=-\varepsilon$, where $U=\max _{k}\left\{c_{k}^{-1} \cdots c_{k+\underline{N}}^{-1}\right\}$ for $\underline{N}=\left\lfloor\tau / d^{*}\right\rfloor>0$ and $U=1$ for $\underline{N}=0$.

Then the equilibrium point $x^{*}$ of system (1) is globally exponentially stable.

Proof. Based on (A2), we know that $J_{k}\left(x\left(t^{-}\right)\right)=S_{k} x\left(t^{-}\right)$. We choose the Lyapunov function of system (2) as follows:

$$
\begin{equation*}
V(t, x(t))=x^{T}(t) P x(t) . \tag{9}
\end{equation*}
$$

Let $V(t)=V(t, x(t))$ briefly. When $t \neq t_{i}$, we have

$$
\begin{align*}
D^{+} V(t)= & \dot{x}^{T}(t) P x(t)+x^{T}(t) P x(t) \\
= & (-A x(t)+B f(x(t-\tau)))^{T} P x(t) \\
& +x^{T}(t) P(-A x(t)+B f(x(t-\tau))) \\
\leq & x^{T}(t)\left(-A^{T} P-P A\right) x(t) \\
& +\mu^{-1} x^{T}(t) P B B^{T} P x(t)+\mu f^{T}(x(t)) f(x(t)) \\
\leq & x^{T}(t)\left(-A^{T} P-P A+\mu^{-1} P B B^{T}\right) x(t) \\
& +\mu^{-1} x^{T}(t-\tau) L^{T} L x(t-\tau) \\
\leq & -\alpha V(t)+\beta V(t-\tau) . \tag{10}
\end{align*}
$$

When $t=t_{i}$, we have

$$
\begin{align*}
V\left(t_{i}\right) & =x^{T}\left(t_{i}\right) P x\left(t_{i}\right) \\
& =\left(x\left(t_{i}^{-}\right)+S_{k_{i}} x\left(t_{i}^{-}\right)\right)^{T} P\left(x\left(t_{i}^{-}\right)+S_{k_{i}} x\left(t_{i}^{-}\right)\right)  \tag{11}\\
& =x^{T}\left(t_{i}^{-}\right)\left(P+S_{k_{i}}^{T} P+P S_{k_{i}}+S_{k_{i}}^{T} P S_{k_{i}}\right) x\left(t_{i}^{-}\right) \\
& \leq c_{k_{i}} V\left(t_{i}^{-}\right) .
\end{align*}
$$

Therefore, we have

$$
\begin{gather*}
D^{+} V(t) \leq-\alpha V(t)+\beta V(t-\tau), \quad t \neq t_{i}, \\
V\left(t_{i}\right) \leq c_{k_{i}} V\left(t_{i}^{-}\right), \quad i=1,2, \ldots \tag{12}
\end{gather*}
$$

On the basis of (7) and Lemma 3, we have

$$
\begin{equation*}
V(t) \leq M \prod_{l=1}^{i} c_{k_{l}} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t-t_{0}\right)}, \quad t \in\left[t_{i}, t_{i+1}\right) . \tag{13}
\end{equation*}
$$

From condition (A4), we know that there is $0<\zeta<\varepsilon$ such that $c_{l} \leq e^{(\varepsilon-\zeta) d} \leq e^{(\varepsilon-\zeta)\left(t_{l+1}-t_{l}\right)}, l=1,2, \ldots$. Therefore, we have

$$
\begin{align*}
V(t) & \leq M \prod_{l=1}^{i} e^{(\varepsilon-\zeta)\left(t_{l+1}-t_{l}\right)} e^{-\varepsilon\left(t-t_{0}\right)} \\
& =M e^{-\zeta\left(t-t_{0}\right)} e^{(\varepsilon-\zeta)\left(t_{i+1}-t+t_{0}-t_{1}\right)}  \tag{14}\\
& \leq M e^{-\zeta\left(t-t_{0}\right)} e^{(\varepsilon-\zeta) d^{*}}
\end{align*}
$$

Denote $\bar{M}=e^{(\varepsilon+\zeta) d^{*}}$; then we have

$$
\begin{equation*}
V(t) \leq M \bar{M} \bar{V}\left(t_{0}\right) e^{-\zeta\left(t-t_{0}\right)} \tag{15}
\end{equation*}
$$

Based on (9) and Lemma 2, we obtain that

$$
\begin{equation*}
\|x(t)\| \leq \sqrt{\frac{M \bar{M} \lambda_{\max }(P)}{\lambda_{\min }(P)}}\|\widetilde{\phi}\|_{\tau} e^{-(\zeta / 2)\left(t-t_{0}\right)} \tag{16}
\end{equation*}
$$

By virtue of $x(t)=\widetilde{x}(t)-x^{*}$, we have

$$
\begin{equation*}
\left\|\widetilde{x}(t)-x^{*}\right\| \leq \sqrt{\frac{M \bar{M} \lambda_{\max }(P)}{\lambda_{\min }(P)}}\left\|\tilde{\phi}-x^{*}\right\|_{\tau} e^{-(\zeta / 2)\left(t-t_{0}\right)}, \tag{17}
\end{equation*}
$$

which yields that the equilibrium point $x^{*}$ of system (1) is globally exponentially stable.

Remark 7. Because $\alpha>\beta$, we know that impulse-free neural network is stable. The impulses may be of destabilizing effects due to $c_{k}>1$. It is shown that impulsive Hopfield neural networks will preserve the global exponential stability of the impulse-free Hopfield neural networks even if the impulses have enlarging effects on the states of neurons.

As mentioned in [17], the impulsive differential systems in which impulses occur in fixed time can be viewed as particular impulsive differential systems with variable-time impulses. Therefore, based on Theorem 6, we can obtain the stability criterion for the following format of Hopfield neural networks:

$$
\begin{gather*}
\dot{\bar{x}}(t)=-A \tilde{x}(t)+B \tilde{f}(\tilde{x}(t-\tau))+\tilde{I}, \quad t \neq \tilde{t}_{k}, \\
\Delta \tilde{x}(t)=\widetilde{J}_{k}\left(\tilde{x}\left(t^{-}\right)\right), \quad t=\tilde{t}_{k},  \tag{18}\\
\tilde{x}\left(t_{0}+s\right)=\widetilde{\phi}(s), \quad s \in[-\tau, 0] .
\end{gather*}
$$

Theorem 8. Assume that (A1), (A2) hold, and
(A5) $\delta=\inf _{k}\left\{\delta_{k}\right\}>0, \delta^{*}=\sup _{k}\left\{\delta_{k}^{*}\right\}<\infty$;
(A6) there are a symmetric positive definite matrix $P$, constants $\mu>0, q>0, c_{k}>0, \varepsilon>0$, and $\alpha>\beta$ such that

$$
\begin{gather*}
-A^{T} P-P A+\mu^{-1} P B B^{T} P \leq-\alpha P \\
\mu L^{T} L \leq \beta P  \tag{19}\\
P+S_{k}^{T} P+P S_{k}+S_{k}^{T} P S_{k} \leq c_{k} P
\end{gather*}
$$

$c_{k}<e^{\varepsilon d}$, and $-\alpha+\beta e^{\varepsilon \tau} U=-\varepsilon$, where $U=\max _{k}\left\{c_{k}^{-1} \cdots c_{k+\underline{N}}^{-1}\right\}$ for $\underline{N}=\left\lfloor\tau / \delta^{*}\right\rfloor>0$ and $U=1$ for $\underline{N}=0$.

Then the equilibrium point $x^{*}$ of system (18) is globally exponentially stable.

## 4. Numeric Example

In this section, we consider one example to illustrate the effectiveness of theoretical results.

Example 1. Consider the following system:

$$
\begin{gather*}
\dot{\tilde{x}}_{1}(t)=-\widetilde{x}_{1}(t)+0.1 \sin \left(\widetilde{x}_{1}(t-0.8)\right) \\
+0.4 \sin \left(\widetilde{x}_{2}(t-0.8)\right)+\pi, \\
\dot{\tilde{x}}_{2}(t)=-\dot{\tilde{x}}_{2}(t)+0.4 \sin \left(\widetilde{x}_{1}(t-0.8)\right)  \tag{20}\\
+0.1 \sin \left(\widetilde{x}_{2}(t-0.8)\right)+\pi, \quad t \neq \tilde{t}_{k}(\widetilde{x}), \\
\Delta \widetilde{x}_{1}(t)=-2.2\left(\widetilde{x}_{1}(t)-\pi\right), \\
\Delta \widetilde{x}_{2}(t)=-2.2\left(\widetilde{x}_{2}(t)-\pi\right), \quad t=\tilde{t}_{k}(\widetilde{x}),
\end{gather*}
$$

where $\tilde{t}_{k}(\widetilde{x})=-\left(2 / 5 \pi^{2}\right) \arctan ^{2}\left(\widetilde{x}_{1}+\tilde{x}_{2}-2 \pi\right)+0.7 k$. It is easy to obtain that $A=\operatorname{diag}(1,1), B=\left[\begin{array}{cc}0.1 & 0.4 \\ 0.4 & 0.1\end{array}\right], S_{k}=$ $\operatorname{diag}(-2.2,-2.2), \tau=0.8, d=0.6, d^{*}=0.8, L=E$, and $x^{*}=(\pi, \pi)^{T}$.

Now we verify that there is no beating phenomenon in system (20).
(1) It is obvious that, for $k=1,2, \ldots, \tilde{t}_{k}(x)=$ $-\left(2 / 5 \pi^{2}\right) \arctan ^{2}\left(\widetilde{x}_{1}+\widetilde{x}_{2}-2 \pi\right)+0.7 k$ is bounded.
(2) Based on [24], it is easy to predicate the existence of solutions for system (20).
(3) Let $y=\widetilde{x}_{1}+\tilde{x}_{2}-2 \pi, F_{1}=\sin \left(\widetilde{x}_{1}(t-0.8)\right)$, and $F_{2}=$ $\sin \left(\widetilde{x}_{2}(t-0.8)\right)$. We have

$$
\begin{align*}
& \frac{\partial \widetilde{t}_{k}(\tilde{x})}{\partial \tilde{x}}(-A \tilde{x}+B \tilde{f}(\tilde{x}(t-\tau))+I) \\
& \quad=-\frac{4}{5 \pi^{2}} \frac{\arctan (y)}{1+y^{2}}\left(-y+0.5 F_{1}+0.5 F_{2}\right) \\
& \quad \leq \frac{4}{5 \pi^{2}} \frac{|y|}{1+y^{2}}\left(|y|+0.5\left|F_{1}\right|+0.5\left|F_{2}\right|\right)  \tag{21}\\
& \quad \leq \frac{4}{5 \pi^{2}}\left(\frac{y^{2}}{1+y^{2}}+0.5\left(\frac{\left|F_{1}\right|+\left|F_{2}\right|}{1+y^{2}}\right)\right) \leq \frac{8}{5 \pi^{2}}<1 .
\end{align*}
$$

(4) It is easy to see that $\tilde{t}_{k}(\tilde{x}) \geq t_{k}\left(\widetilde{x}+\widetilde{J}_{k}(\tilde{x})\right)$ and $\tilde{t}_{k+1}(\tilde{x}+$ $\left.\tilde{J}_{k}(\tilde{x})\right)>\tilde{t}_{k}(\widetilde{x})$.

Therefore, all the conditions of Lemma 5 are satisfied; that is to say, there is no beating phenomenon in system (20).

For convenience, choose $P=E, \mu=1, \alpha=1.7, \beta=1$, and $c_{k}=1.44$. It is easy to verify that $\varepsilon=0.792$ and all the conditions of Theorem 6 are satisfied. Therefore, system (20) is globally exponentially stable, although the impulses are of destabilizing effects, as shown in Figure 1.

## Appendix

## Proof of Lemma 3

Let $\varepsilon$ be the largest positive solution satisfying the inequality $-\alpha+\beta e^{\varepsilon \varsigma} \leq-\varepsilon$. We claim that

$$
\begin{equation*}
V(t) \leq \prod_{i=0}^{k-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t-t_{0}\right)}, \tag{A.1}
\end{equation*}
$$

where $t \in\left[t_{k-1}, t_{k}\right), k=1,2, \ldots$


Figure 1: The time response curves of system (20).

First, for $t \in\left[t_{0}-\tau, t_{0}\right]$, we have $V(t) \leq \bar{V}\left(t_{0}\right) \leq$ $\bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t-t_{0}\right)}$. Particularly, $V\left(t_{0}\right) \leq \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t_{0}-t_{0}\right)}=$ $c_{0} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t_{0}-t_{0}\right)}$. Now we show that (A.1) holds for $k=1$; namely,

$$
\begin{equation*}
V(t) \leq c_{0} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t-t_{0}\right)}, \quad t \in\left[t_{0}, t_{1}\right) \tag{A.2}
\end{equation*}
$$

If (A.2) does not hold, there is $t^{*} \in\left[t_{0}, t_{1}\right)$ such that

$$
\begin{align*}
V\left(t^{*}\right) & =c_{0} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{*}-t_{0}\right)}, \\
D^{+} V\left(t^{*}\right) & >-\varepsilon c_{0} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{*}-t_{0}\right)} . \tag{A.3}
\end{align*}
$$

However, based on (6), we have

$$
\begin{align*}
D^{+} V\left(t^{*}\right) & \leq-\alpha V\left(t^{*}\right)+\beta V\left(t^{*}-\tau\right) \\
& \leq-\alpha c_{0} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{*}-t_{0}\right)}+\beta c_{0} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{*}-\tau-t_{0}\right)} \\
& =\left(-\alpha+\beta e^{\varepsilon \tau}\right) c_{0} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{*}-t_{0}\right)} \\
& \leq-\varepsilon c_{0} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{*}-t_{0}\right)}, \tag{A.4}
\end{align*}
$$

which contradicts (A.3).
Now suppose that, for $k=\bar{k}, \bar{k} \geq 1$, (A.1) holds. Namely, $V(t) \leq \prod_{i=0}^{\bar{k}-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t-t_{0}\right)}, t \in\left[t_{\bar{k}-1}, t_{\bar{k}}\right)$. We prove that (A.1) is also satisfied for $k=\bar{k}+1$. From (6) we can obtain $V\left(t_{\bar{k}}\right)=$ $\prod_{i=0}^{\bar{k}} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t_{\bar{k}}-t_{0}\right)}$. If this claim is not true, there is $t^{* *} \in$ $\left[t_{\bar{k}}, t_{\bar{k}+1}\right)$ such that

$$
\begin{gather*}
V\left(t^{* *}\right)=\prod_{i=0}^{\bar{k}} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{* *}-t_{0}\right)}, \\
D^{+} V\left(t^{* *}\right)>-\varepsilon \prod_{i=0}^{\bar{k}} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{* *}-t_{0}\right)} . \tag{A.5}
\end{gather*}
$$

There is a nonnegative integer $h(0 \leq h \leq \bar{k}+1)$ such that $t^{* *}-\tau \in\left[t_{h-1}, t_{h}\right)\left(\right.$ if $\left.h=0, t_{h-1}=t_{0}-\tau\right)$. Then we have

$$
\begin{equation*}
V\left(t^{* *}-\tau\right) \leq \prod_{i=0}^{h-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{* *}-\tau-t_{0}\right)} \tag{A.6}
\end{equation*}
$$

By virtue of (6), we obtain

$$
\begin{align*}
D^{+} V\left(t^{* *}\right) \leq & -\alpha V\left(t^{* *}\right)+\beta V\left(t^{* *}-\tau\right) \\
\leq & -\alpha \prod_{i=0}^{\bar{k}} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{* *}-t_{0}\right)} \\
& +\beta \prod_{i=0}^{h-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{* *}-\tau-t_{0}\right)} \\
= & \prod_{i=0}^{\bar{k}} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{* *}-t_{0}\right)}\left(-\alpha+\beta \prod_{i=h}^{\bar{k}} c_{i}^{-1} e^{\varepsilon \tau}\right) \\
\leq & \prod_{i=0}^{\bar{k}} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{* *}-t_{0}\right)}\left(-\alpha+\beta e^{\varepsilon \tau}\right) \\
\leq & -\varepsilon \prod_{i=0}^{\bar{k}} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t^{* *}-t_{0}\right)}, \tag{A.7}
\end{align*}
$$

which contradicts (A.5), which yields that (A.1) holds for $k=$ $\bar{k}+1$.

We can find $k^{*} \geq 1$ such that $t_{k^{*}}-\tau \geq t_{0}$. For any $t \in$ $\left[t_{k-1}, t_{k}\right), k \leq k^{*}$, from (A.1) we have

$$
\begin{align*}
V(t) & \leq \prod_{i=0}^{k-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t-t_{0}\right)} \\
& \leq \prod_{i=0}^{k-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\varepsilon\left(t-t_{0}\right)} e^{(\theta-\varepsilon)\left(t-t_{0}\right)}  \tag{A.8}\\
& \leq \prod_{i=0}^{k-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t-t_{0}\right)} e^{(\theta-\varepsilon)\left(k^{*} d^{*}+t_{1}-t_{0}\right)} \\
& =M \prod_{i=0}^{k-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t-t_{0}\right)},
\end{align*}
$$

where $M=e^{(\theta-\varepsilon)\left(k^{*} d^{*}+t_{1}-t_{0}\right)}$. That is to say, (7) holds for any $k \leq k^{*}$.

Now we show that (7) holds for $k>k^{*}$. For $k=k^{*}+1$, if (7) does not hold, there is $t^{* * *} \in\left[t_{k^{*}}, t_{k^{*}+1}\right)$ such that

$$
\begin{gather*}
V\left(t^{* * *}\right)=M \prod_{i=0}^{k^{*}} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t^{* * *}-t_{0}\right)}, \\
D^{+} V\left(t^{* * *}\right)>-\theta M \prod_{i=0}^{k^{*}} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t^{* * *}-t_{0}\right)} . \tag{A.9}
\end{gather*}
$$

Note that there is a positive integer $h^{*}\left(1 \leq h^{*} \leq k^{*}+1\right)$ such that $t^{* * *}-\tau \in\left[t_{h^{*}-1}, t_{h^{*}}\right)$. Then we have

$$
\begin{align*}
& D^{+} V\left(t^{* * *}\right) \\
& \leq-\alpha V\left(t^{* * *}\right)+\beta V\left(t^{* * *}-\tau\right) \\
& \leq-\alpha M \prod_{i=0}^{k^{*}} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t^{* * *}-t_{0}\right)} \\
&+\beta M \prod_{i=0}^{h^{*}-1} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t^{* * *}-\tau-t_{0}\right)}  \tag{A.10}\\
& \leq M \prod_{i=0}^{k^{*}} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t^{* * *}-t_{0}\right)}\left(-\alpha+\beta \prod_{i=h^{*}}^{k^{*}} c_{i}^{-1} e^{\theta \tau}\right) \\
& \leq M \prod_{i=0}^{k^{*}} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t^{* * *}-t_{0}\right)}\left(-\alpha+\beta e^{\theta \tau} U\right) \\
& \leq-\theta M \prod_{i=0}^{k^{*}} c_{i} \bar{V}\left(t_{0}\right) e^{-\theta\left(t^{* * *}-t_{0}\right)},
\end{align*}
$$

which contradicts (A.9). Therefore (7) holds for $k=k^{*}+1$.
By mathematical induction, it is easy to illustrate that (7) holds for $k>k^{*}+1$. The proof is complete.
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#### Abstract

Project delivery planning is a key stage used by the project owner (or project investor) for organizing design, construction, and other operations in a construction project. The main task in this stage is to select an appropriate project delivery method. In order to analyze different factors affecting the PDM selection, this paper establishes a multiagent model mainly to show how project complexity, governance strength, and market environment affect the project owner's decision on PDM. Experiment results show that project owner usually choose Design-Build method when the project is very complex within a certain range. Besides, this paper points out that Design-Build method will be the prior choice when the potential contractors develop quickly. This paper provides the owners with methods and suggestions in terms of showing how the factors affect PDM selection, and it may improve the project performance.


## 1. Introduction

In the construction industry, project delivery method not only distributes the rights and responsibilities but also organizes the coordination between project owner and contractors [1]. PDM has a very important impact on the project strategic objectives, including project cost control, time planning, quality, and construction operations. Due to different modes relying on different situation, the project owners or project managers have to consider the experience and bias when they estimate PDM. More importantly, they need to seriously analyze many complex factors, such as construction environment, project features, ability of project owner, and ability of potential contractors.

There are some literatures mainly researching the relationship between PDM and project performance. Based on the comparative study on 351 cases in American construction industry, Konchar and Snvido [2] indicated the performance differences among cost control, quality, and time planning under different PDMs. Ling et al. [3] built a prediction model for project performance in Design-Build (DB) project and

Design-Bid-Build project by using multivariable method. In addition, there are some other researches on the decisionmaking methods to the selection of PDM based on different ways. The research of Mahdi [4] pointed out the indicators affecting the selection of PDM and the index weights with the help of analytic hierarchy process (AHP). Similarly, Mafkheri et al. [5] applied the improved AHP to establish selection model of PDM with multistandards and multilevels, as a result, the negative influence caused by the uncertainty from experts can be decreased. Luu et al. $[6,7]$ showed the mechanism of how project owner's demand, project features, and project environment affected the PDM selection based on the empirical conclusion. By using artificial neural network (ANN), Ling and Liu [8] measured and calculated the project performance in the DB projects. Chen et al. [9] also used ANN to find the cardinal rules on PDM selection. Unlike [8], [9] verified the validity of the model by using cases from China.

As mentioned above, PDM selection is very important to the project owner. Recent researches mainly focused on the foundation of index system. However, to establish
a reasonable index system was usually affected by the rationality of indicators, the objective evaluation from experts, the validation of the large scale data, and so forth. Apart from this, recent researches did not describe the mechanism how these factors affect PDM selection. Therefore, this paper focused on two methods which are widely applied in construction industry, DBB and DB . In this paper, project owner and project contractor are regarded as agents. Based on the analysis of behavior and decision-making rules of project owner agent and contractor agent, we established a computational experiment model and discussed how these factors, including project complexity, governance strength, and market environment, affect the PDM selection.

## 2. Complex Factors Affecting PDM Selection

Project delivery method defines the stakeholders involved in the implementing sequence of project design, procurement, and construction, and it also defines the benefits and risks of various stakeholders by the types of contract and design of system. As a result, we can use three dimensions to redefine the project delivery mode: (1) logical dimensions, including tasks in three stages: design, procurement, and construction, (2) dimensions of management subject, including project owner, design units, construction units, and the general contractor, and (3) contract dimensions, including general contract of design and construction and separate contract of design and construction. These elements can be combined into different PDMs according to different dimensions. For example, Design-Build contains two tasks: design and build; the general contractor is the subject manager, who signs a single contract with project owner on both design and build. In addition, there are some methods which are frequently used in the construction industry, including Design-Bid-Build, Engineering Procurement Construction (EPC), Turnkey, and Fast Track. In the early years, the traditional DBB mode occupies the majority share of the construction market in China. Currently, with the development of both engineering technology and management science, DB is gradually applied to a number of large-scale infrastructure constructions, such as Hong Kong-Zhuhai-Macao Bridge, which applied the DB to its most complex subproject, Island-Tunnel project. Therefore, this paper mainly focused on DBB and DB mode, and we assumed that project owner had to make a choice only between DBB and DB.

There are several advantages and disadvantages by using DB , compared with traditional DBB mode. The advantages include more close coordination relationship between design units and construction units, more specific boundary of rights and responsibilities, and better ability to cope with risks. The disadvantages include harder measurement of contributions of construction and design and harder maintenance of the individuality of design. In summary, any method has specific application conditions. Before project owners decide to choose PDM, they have to analyze the specific construction environments (not only the natural environment but also the political environment and the economic environment) and construction demands seriously in order to find the balance among environment, feature, and method.


Figure 1: Complex factors affecting PDM selection.

Ibrahim suggested that the project owner needs to consider 7 aspects, including owner's feature, project's feature, design feature, legal system for contract, the ability and bias of potential contractors, project risk, and compensation [4]. Similarly, Chen inclined to project target (time planning, cost control, and project risk), project feature (type, scale, and complexity), owner's feature, contractor's ability, and project environment (construction industry, technology environment, and legal system) affecting the project delivery planning [9].

Here, we mainly discuss factors from inside and outside of the project. We establish a computational experiment model to revise how project complexity, governance strength, and market environment affect project owner in selecting project delivery method, Design-Build, or Design-Bid-Build, as seen in Figure 1. Specifically, we use 4 items, including project scale, technical complexity, construction environment, and construction targets, to describe the project complexity. As for governance ability, project owners have different abilities to govern. For DBB mode, the project owner does have the ability not only to revise the plans of both contractor and designer, but also to perform a delicate balancing act between the different sides in the conflict. For DB mode, the project owner should definitely have demands and the ability to choose appropriate contractors; besides, the project owner has to give the general contractors enough rights while transferring project risks to them. Finally, how to refine the market environment: there are many different angles to define market environment, such as the angle of economy and technology. In this paper, we mainly discuss the market consisting of different levels of cons;2truction company, and we focused on whether the growth of market can affect the PDM'selection. Accordingly, technology level, market scale, output, and development are indispensable to describe market environment. In addition, we use resource integration, internal coordination, and technical innovation to describe contractor's ability.


Figure 2: Flowchart of owner's interactive process.

## 3. Multiagent Design

3.1. Owner Agent. We consider a model which includes one project owner and 50 potential contractors (both designers and constructors). Owner has three activities in the experiment.

The decision-making process for project owner is set in this experiment as Figure 2.
(1) Market Investigation. The project owner has to estimate the potential contractors before bidding. In this model, we considered potential contractors as competent contractors depending on whether contractors' properties are equal to the project complexity index $\chi$ or not. When the amount of competent contractors is up to 3 , the DB mode will be; available in the owner agent's optional list.
(2) Choosing Bidding Mode. At the scene when DB mode can be applied, the probability for owner to select DB mode is calculated as follows:

$$
\begin{equation*}
P_{\text {bidding }}=\varepsilon \chi+\delta(1-\psi) \tag{1}
\end{equation*}
$$

We use $\varepsilon$ as the weight of project complexity and $\delta$ as the weight of governance strength. $\psi$ stands for the governance strength. If the project owner selects DBB mode, the project owner will require the potential bidders to join design and construction bidding, respectively.
(3) Evaluating and Determining. In this model, we use synthetic evaluation method to calculate the weighted average value of each bidder and project owner on the design and construction task. Contractor $i$ got the initial value to describe their ability randomly at the beginning of each experiment, and synthetic score of market environment can be calculated by weighted average value between project targets and contractor's abilities.
3.2. Contractor Agent. Contractors have two activities in this model.


Figure 3: Flowchart of contractor's interactive process.

The decision-making process of contractor agent can be described in Figure 3.
(1) Bidding. According to the selected bidding mode by the project owner, the contractor agent chooses different strategies. If the project owner selects the DB mode, the contractor agents submit entire design and build values as general contractor. Otherwise, as to DBB mode, the contractor will choose design bidding or construction bidding relying on the higher value.
(2) Growing Up. The contractors have the ability to grow up after each experiment, and the value of contractor's ability will increase. In this paper, we build a growth model to make contractor agents increase their value of ability after each experiment tick. In the model, self-growth of agent's ability can be described as formula

$$
\begin{equation*}
\frac{d X_{i}(t+1)}{d t}=r_{\text {growth }}(t) X_{i}(t)\left(1-\frac{X_{i}(t)}{k_{i}}\right) \tag{2}
\end{equation*}
$$

$X_{i}(t)$ stands for index array of contractor $i$ 's ability at the $t$ tick. In the construction industry, there will be a development bottleneck for each enterprise based on enterprise theory. Therefore, we use $k_{i}$ to describe the maximum ability once a contractor can reach. $k_{i}$ will be set up at the beginning and will stay unchangeable until the end of experiment. The market will get growth and the growth rate is $r_{\text {growth }}$.

## 4. Experiment Scenarios and Initial Settings

In order to make the model get to work, we adopt Netlogo to implement the agent-based modeling and simulation. The initial parameters are shown in Table 1. The initial value of contractors' ability follows the Gaussian distributions.

Table 1: Initializations of experiment parameters.

| Parameters | Standing for | Scale |
| :--- | ---: | ---: |
| $\varepsilon$ | The weight of project complexity | 0.5 |
| $\delta$ | The weight of project governance strength | 0.5 |
| $T_{\text {growth }}$ | Growth times of contractor | 50 |
| $r_{\text {growth }}$ | Growth rate of contractor | Random float number between 0 and 0.1 |
| $\alpha_{\text {des }}$ | The design ability value of designer | Random float number between 0.5 and 1 |
| $\beta_{\text {des }}$ | The construction ability value of designer | Random float number between 0 and 0.1 |
| $\alpha_{\text {cons }}$ | The design ability value of constructor | Random float number between 0 and 0.1 |
| $\beta_{\text {cons }}$ | The construction ability value of contractor | Random float number between 0.5 and 1 |
| $U$ | The weight of design | $[0.15,0.075,0.075,0.075,0.15]$ |
| $V$ | The weight of construction | $[0.175,0.105,0.105,0.105,0.055]$ |

We focus on the impacts of different complex factors on the PDM selection. First, we research on the impact of the project complexity. The method is that we change the parameter of project complexity in each experiment and keep other parameters, such as market environment, constant during all experiments. We change the values of project complexity from 0.1 to 0.9 to revise the selection probability. Then, we run the experiments to revise the relationship between governance strength and PDM selection by using the same method as the first one.

Finally, we build two comparative experiment scenarios to study the relationship between the market environment and PDM selection. The contractor's growth is ignored in one experiment whilst the contractor's growth is considered in another experiment.

In order to acquire reliable data and to decrease the deviation of the experiment results, each experiment will be repeated ten times and we will use the average level $[10,11]$.

## 5. Experiment Results and Discussions

5.1. The Impact of Project Complexity. Project complexity affects the project delivery method mainly through two aspects. For one thing, the complexity of the particular project directly determines whether to select Design-build mode, due to risk transfer from project owner to general contractors, and it also can be considered as a risk reduction. For another thing, project complexity affects project owner's power of administering, including construction contracts, time planning, construction operations, estimating process, and construction labor [12].

In this experiment, the abilities of both owner and contractor remain unchanged, and the parameter of project governance strength is set as 0.5 during the whole experiment. Moreover, both designers and constructors not grow up.

For the given values, the average ability of construction contractor agents is 0.751 and of designers is 0.749 , we make the experiment run 100 times and each experiment repeats 10 times to acquire the average data for statistical analysis, and Figure 4 shows the results.

Analysed from Figure 4, the following conclusions and discussions can be drawn.


Figure 4: PDM selection under different project complexities.
(1) Project owner inclines to Design-Bid-Build mode in simple or not complex project. When the complexity degree of a project is less than 0.5 , the project is easy to be designed and built relying on the existing engineering technology and management. Besides, the project owner has enough experience and ability to administrate the building process. In the low-risk and regular project, case study in China has shown that the project owner/manager is more likely to choose DBB mode to enforce their administration on the whole construction period and the entire process and, in this way, the project can be implemented within high quality and low cost [13].
(2) With the increase of project complexity degree, project owner is more likely to choose Design-Build mode. When the complexity degree of a project is between 0.5 and 0.8 , project owner needs high ability to control the building process and to coordinate the multirelationship (such as designer, different contractors, consultant, and even the local government)
due to the increase of the project scale, the difficulty of construction technology, and environment uncertainty. Particularly, in many countries, the contractors are usually more professional than the project owners. As a result, project owner inclines to allocate more tasks of project management to experienced and competent contractors in order to control the budget and risk so well to reduce the project changes and claims [14].
(3) Project owner prefers to select DBB mode in complex megaprojects. To be specific, when the complexity degree is up to 0.8 , this project only can be realized by general contractors with extraordinary qualified credential in both design and build. It is very hard to find a construction company or a joint venture consisted of several companies including designer, constructor, and consultant, to deal with the technical and management difficulty. Therefore, project owner has to decompose the project into different modules and subprojects and, then, project owner finds the qualified contractors to fulfill the decomposed project under DBB mode.
5.2. The Impact of Governance Strength. How to evaluate a good project owner: first of all, a good owner has to define the project target clearly in order to organize the implementation effectively. Moreover, the capacity to estimate the quality of design and to coordinate the conflicts during the whole construction period is inevitable [15]. Finally, a good owner can deal with emergency and risk properly and efficiently.

During the experiment, we keep project complexity and market environment unchanged; the average ability of constructor and designer remains 0.742 and 0.756 respectively. The parameter of project complexity is set as 0.5 and both designers and constructors do not grow up after each experiment.

Figure 5 shows the probability for owners to decide which project delivery mode to choose.

As shown in Figure 5, project owners rely on DB mode to a great extent when they do not have enough ability to handle the project management. All of the involved contractors including designer, constructor, supervisor, and consultant take responsibility directly to project owner according to the contract, and project owner needs to coordinate different sections and to administrate the whole construction procedure [16].

However, general contractors are in charge of the design and build process under DB mode, and project owner has to revise the job of just one general contractor.

In summary, with the impact of enhancement of governance strength, project owner will have a strong desire to participate in every procedure, and this makes DBB mode more and more popular to project owners.
5.3. The Impact of Market Environment. The former two experiments are based on the ignoring the market growing. As a matter of fact, contractors not only achieve the growth in construction technology and project management, acquiring


Figure 5: PDM selection under different governance strength.
abundant experience, but also cultivate talents in different construction field. Even contractors fail in project bidding, yet they will recognize their inadequacy better, and then they will also grow up. Indeed, it is very useful to revise how the average level of construction industry affects PDM selection. For this purpose, we repeat the former two groups of experiments on the basis of adding self-growth model, and then we compare the new results with the former experiments.

### 5.3.1. The Impact of Project Complexity under Market Growing.

 We let each index degree of contractor's ability increase every 50 experiment ticks and repeat the experiment process as in Section 5.1. Besides, in order to estimate the relationship between growth rate and PDM selection, we set different values and run three groups of experiments. To be more precise, all of the three groups share the same parameters except $r_{\text {growth }}$ which stands for contractor's growth rate. The growth rate changes from $0,0.05$ to 0.1 , meaning remainstagnant, slow-growth, and fast-growth, respectively.We can see from Figures 6(a), 6(b), and 6(c) that, when remain-stagnant agents compared with growth agents, DB mode has the chance to be chosen by the project owner while it is never considered in the highly complex projects within the complexity degree up to 0.8 . With the help of practices, contractor's ability improved constantly. In this way, a number of experienced contractors with high reputation and excellent performance emerged in construction industry [17]. These enterprises have the ability to become DB general contractors, and they can reduce the risk and cost if project owner decides to use DB . In consideration of potential benefits from project time control and quality, project owner takes DB mode as alternative solutions.

Comparing slow-growth agents with fast-growth agents, as seen in Figures 6(b) and 6(c), project owner will incline to select DB mode even in the most complex project. Actually, project owner usually does not have enough confidence to handle rather complex project, especially in so-called


Figure 6: PDM selection under different project complexities considering market growing.
unparalleled megaprojects, and the project owner will hope to transfer management risk to contractors in order to reduce project risk. The faster the contractor grows up, the more likely the ability of contractor administrates the complex project. As a result, project owner will be apt to use DB mode while there are fast-growth contractors in construction industry.
5.3.2. The Impact of Governance Strength under Contractor's Self-Growth. Similar to experiment procedure in Section 5.3.1, we also repeat experiments in Section 5.2 and get three groups of experiment results.

Figure 7 shows probability of project owner whether to choose DB or DBB as project delivery mode under different growth rate of contractor agents. It is undoubtedly that project owners used to choose DB for managing the building process when their ability level under about 0.5 , or we can define these project owners as weak owners, from

Figures 7(a), 7(b), and 7(c). For weak owners, they do not have enough experience and knowledge to administrate the whole building procedure. As mentioned earlier in this paper, weak owners need contractors who can undertake much of the risk of project management.

When contract agents grow up, the value describing their ability will increase continuously. Therefore, there will be many contractors who can successfully act as designers, builders, and even general contractors. For strong owners (with the ability level up to 0.5 ) who can easily administrate the project delivery, it is difficult for them to determine which method is the best choice, as we can see from the comparison between Figures 7(a) and 7(b). Project owner will make the decision of PDM according to their preference and experience.

When the value of governance strength rises at a certain level, the probability of selecting DB method and DBB mode are not far from each other. What is the key factor affecting
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decision of the project owner? From Figures 7(b) and 7(c), it is obvious that the project owner is more likely to select DB mode when the contractor agents in this experiment have higher growth rate. Compared with slow-growth contractors, fast-growth contractors have many advantages at planning, monitoring, coordinating, controlling, communication, and decision-making [18]. All of these advantages greatly help project owner reduce the project risk and ease their burden. Therefore, in order to achieve the success of project efficiently, DB mode become project owner's first choice when the potential companies develop quickly in the construction industry.

Based on the former experiments, we may find that market environment is a crucial factor affecting PDM selection. Above all, in order to promote Design-Build project delivery method, it is very important for companies to develop their ability by self-growth.

## 6. Conclusions

The scientific and reasonable selection of project delivery method is crucial for project owners to deal with project complexity and to achieve project success. This paper assumes that project owner focus on many factors that may affect the PDM selection, and these factors and their interrelationships contribute to a complex factor system. We establish an agent-based simulation model in order to analyze the selection mechanism of project delivery method based on computational experiment. And we revise the relationship between given factors and selection probabilities by statistical analysis of different groups of experiment results. This paper mainly discusses three factors, including project complexity, governance strength, and market environment.

Experimental results show that project complexity, governance strength, and market environment have significant
influences on PDM selection. Project owners are more likely to use Design-Build to deliver the project at the condition that their abilities are weak and the projects are complex. Otherwise, when project owners have the ability to administrate project procedure, they are willing to be in charge of every process of design and building, so they prefer to choose DBB method. In addition, the increasing ability of contractor reduces the risk for project owners to deliver the project by DB; thus they have greater preference to choose DB general contractors. Under different type of construction market, project owner prefer Design-Build method to Design-Bid-Build method when the potential contractors develop quickly.

In summary, there are some other factors that should be revised, although we have obtained some useful results about PDM selection. In the near future, we will study more micro factors that affect project owner selecting project delivery modes.
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#### Abstract

This paper studies the existence and uniform asymptotic stability of pseudo almost periodic solutions to Cohen-Grossberg neural networks (CGNNs) with discrete and distributed delays by applying Schauder fixed point theorem and constructing a suitable Lyapunov functional. An example is given to show the effectiveness of the main results.


## 1. Introduction

Since the model of Cohen-Grossberg neural networks (CGNNs) was first proposed and studied by Cohen and Grossberg [1], it has been widely investigated because of the theoretical interest as well as the application considerations such as optimization, pattern recognition, automatic control, image processing, and associative memories. In recent years, there are many important results on dynamic behaviors of CGNNs. For instance, many sufficient conditions have been successively obtained to ensure the existence and stability of equilibrium point of CGNNs [1-10]. Some attractivity and asymptotic stability results have also been published [3, 11-14]. Many authors specially devote themselves to study the existence and global exponential stability of periodic or almost periodic solution to CGNNs [15-30]; for the other dynamic properties, see also the literatures [31, 32]. However, to the best of our knowledge, few authors have discussed the existence and the global uniform asymptotic stability of pseudo almost periodic solutions to CGNNs.

In this paper, we discuss the existence and the global uniform asymptotic stability of pseudo almost periodic solutions to the following CGNNs:

$$
\begin{align*}
x_{i}^{\prime}(t)= & -a_{i}\left(x_{i}(t)\right) \\
& \times\left[b_{i}\left(x_{i}(t)\right)-\sum_{j=1}^{m} c_{i j}(t) f_{j}\left(x_{j}(t)\right)\right. \\
& \quad-\sum_{j=1}^{m} d_{i j}(t) g_{j}\left(x_{j}\left(t-\tau_{i j}(t)\right)\right), \\
& \left.\quad-\sum_{j=1}^{m} p_{i j}(t) \int_{-\infty}^{t} G_{i j}(t-s) h_{j}\left(x_{j}(s)\right) d s-I_{i}(t)\right], \\
x_{i}(t) & =\Phi_{i}(t), \quad t<0,
\end{align*}
$$

where $c_{i j}(t), d_{i j}(t), p_{i j}(t), I_{i}(t), \Phi_{i}(t) \in C(R, R), \tau_{i j}(t) \in$ $C\left(R, R^{+}\right)$are pseudo almost periodic functions.

The organization of this paper is as follows. In Section 2, some basic definitions, marks, and lemmas are given. In Section 3, some results are given to ascertain the existence of pseudo almost periodic solution to the system (1) by
applying Schauder fixed point theorem. In Section 4, the global uniform asymptotic stability of pseudo almost periodic solutions to the system (1) is obtained. In Section 5, an example is provided to demonstrate the effectiveness of the main results. In Section 6, the final conclusions are drawn.

## 2. Preliminaries

In this section, some basic definitions, lemmas, and assumptions are introduced.

Definition 1 (see [33]). $f(t) \in B C(R, R)$ is said to be Bohr almost periodic if, for all $\epsilon>0$, set

$$
\begin{equation*}
T(f, \epsilon)=\{|f(t+\tau)-f(t)|<\epsilon, \forall t \in R\} \tag{2}
\end{equation*}
$$

is relatively dense. Namely, for any $\epsilon>0$ there exists a number $l=l(\epsilon)>0$ such that every interval $[a, a+l]$ contains at least one point of $\tau=\tau(\epsilon)$ such that $|f(t+\tau)-f(t)|<\epsilon$ for every $t \in R$. The collection of those functions is denoted by $A P\left(R, R^{m}\right)$. Define the class of functions $P A P_{0}\left(R, R^{m}\right)$ as follows:

$$
\begin{align*}
\operatorname{PAP}_{0}\left(R, R^{m}\right)=\{f & f B C\left(R, R^{m}\right) \mid \\
& \left.\lim _{T \rightarrow+\infty} \frac{1}{2 T} \int_{-T}^{T}\|f(t)\| d t=0\right\} \tag{3}
\end{align*}
$$

Definition 2 (see [34]). A function $f \in B C\left(R, R^{m}\right)$ is called pseudo almost periodic if it can be expressed as

$$
\begin{equation*}
f=f_{1}+f_{0} \tag{4}
\end{equation*}
$$

where $f_{1} \in A P\left(R, R^{m}\right)$ and $f_{0} \in P A P_{0}\left(R, R^{m}\right)$. The collection of such functions will be denoted by $\operatorname{PAP}\left(R, R^{m}\right)$.

Remark 3. From the definitions above, we have $A P\left(R, R^{m}\right) \subset$ $\operatorname{PAP}\left(R, R^{m}\right)$.

Lemma 4 (see [3]). $\operatorname{PAP}\left(R, R^{m}\right)$ is a Banach space with the norm $|\phi|=\sup _{t \in R}|\phi(t)|$.

Lemma 5 (see [19]). If $f(t, u) \in C\left(R \times D, R^{m}\right)$, where $D$ is an open set in $R^{m}$ or $D=R^{m}, C\left(R \times D, R^{m}\right)$ denote continuous function class. Suppose $f \in P A P(R \times D)$ satisfies the Lipschitz condition

$$
\begin{equation*}
|f(t, u)-f(t, v)| \leq L|u-v|, \quad \forall t \in R, u, v \in D ; \tag{5}
\end{equation*}
$$

if $\phi(t) \in P A P(R)$, then the composite function $f(t, \phi(t)) \in$ $\operatorname{PAP}(R)$. Suppose $f: R \times C \rightarrow R^{m}$; then the equation

$$
\begin{equation*}
x^{\prime}(t)=f\left(t, x_{t}\right) \tag{6}
\end{equation*}
$$

is called lagging-type almost periodic differential equation. The following system (7) is defined as the product systems of (6):

$$
\begin{equation*}
x^{\prime}(t)=f\left(t, x_{t}(t)\right), \quad y^{\prime}(t)=f\left(t, y_{t}(t)\right) . \tag{7}
\end{equation*}
$$

Lemma 6. Suppose $\phi(t) \in \operatorname{PAP}\left(R, R^{m}\right)$; then $\phi(t-\tau) \in$ $\operatorname{PAP}\left(R, R^{m}\right)$ for all $\tau \in R$.

Proof. From Definition 2 of the PAP, we have $\phi=\phi_{1}+\phi_{0}$, where $\phi_{1} \in A P\left(R, R^{m}\right)$ and $\phi_{0} \in P A P_{0}\left(R, R^{m}\right)$. Clearly $\phi(t-$ $\tau)=\phi_{1}(t-\tau)+\phi_{0}(t-\tau)$; it is easy to know $\phi_{1}(t-\tau) \in A P\left(R, R^{m}\right)$ and

$$
\begin{align*}
0 & \leq \frac{1}{2 T} \int_{-T}^{T}\left|\phi_{0}(t-\tau)\right| d t=\frac{1}{2 T} \int_{-(T+\tau)}^{T-\tau}\left|\phi_{0}(t)\right| d t \\
& \leq \frac{T+\tau}{T} \cdot \frac{1}{2(T+\tau)} \int_{-(T+\tau)}^{T+\tau}\left|\phi_{0}(t)\right| d t . \tag{8}
\end{align*}
$$

This indicates that $\phi_{0}(t-\tau) \in P A P_{0}\left(R, R^{m}\right)$. So $\phi(t-\tau) \in$ $\operatorname{PAP}\left(R, R^{m}\right)$.

Definition 7. Assume that $x^{*}(t)$ is a pseudo almost periodic solution of system (1). By a translation transformation $y(t)=$ $x(t)-x^{*}(t)$, system (1) is transformed into a new system. If the zero solution of new system is globally uniformly asymptotically stable, then the pseudo almost periodic solution of system (1) is said to be globally uniformly asymptotically stable. As for the uniform asymptotical stability, see [35].

Lemma 8 (see [33]). There is a continuous functional $V(t, \varphi, \psi)$ for $t \geq 0, \varphi, \psi \in C_{H}, C_{H}=\{\varphi: \varphi \in C,|\varphi|<H\}$, $|\varphi|=\sup _{\theta \in[-r, 0]}|\varphi(\theta)|$ such that
$\left(H^{\prime} 2.1\right) u(|\varphi-\psi|) \leq V(t, \varphi, \psi) \leq v(|\varphi-\psi|) ;$
$\left(H^{\prime} 2.2\right)\left|V\left(t, \varphi_{1}, \psi_{1}\right)-V\left(t, \varphi_{2}, \psi_{2}\right)\right| \leq k\left(\left|\varphi_{1}-\varphi_{2}\right|+\mid \psi_{1}-\right.$ $\psi_{2} \mid$ );
$\left(H^{\prime} 2.3\right) V_{(7)}^{\prime}(t, \varphi, \psi) \leq-a V(t, \varphi, \psi)$,
where $a$ is a positive constant and $u(s)$ and $v(s)$ are continuous nondecreasing functions; when $s \rightarrow 0, u(s) \rightarrow 0, k$ is a positive constant. At this time, if (7) has a bounded solution $x(t, \sigma, \varphi)$ such that $|x(t, \sigma, \varphi)| \leq H_{1}$, where $t \geq \sigma \geq 0$, $H>H_{1}>0$, then (6) in $C_{H}$ has a unique almost periodic solution which is uniformly asymptotically stable.

Throughout this paper, we make the following assumptions.
(H2.1): Functions $a_{i}(u)$ are continuous bounded and there are positive constants $a_{i}^{+}, a_{i}^{-}$such that
$0<a_{i}^{-} \leq a_{i}(u) \leq a_{i}^{+}, \quad \forall u \in R, i=1,2, \ldots, m$.
(H2.2): Functions $b_{i}(u) \in C(R, R)$ and there exist positive constants $b_{i}^{-}, b_{i}^{+}$such that

$$
\begin{array}{r}
b_{i}^{-} \leq \frac{b_{i}(u)-b_{i}(v)}{u-v} \leq b_{i}^{+}, \quad u \neq v,  \tag{10}\\
\forall u, v \in R, \quad b_{i}(0)=0
\end{array}
$$

(H2.3): $c_{i j}(t), d_{i j}(t), p_{i j}(t), I_{i}(t) \in C(R, R), \tau_{i j}(t) \in$ $C\left(R, R^{+}\right)$are pseudo almost periodic functions:

$$
\begin{align*}
& \sup _{t \in R} c_{i j}(t)=c_{i j}^{+}>0, \\
& \sup _{t \in R} d_{i j}(t)=d_{i j}^{+}>0,  \tag{11}\\
& \sup _{t \in R} p_{i j}(t)=p_{i j}^{+}>0,
\end{align*} \sup _{t \in R} I_{i}(t)=I_{i}^{+}>0, ~ l
$$

where $R^{+}=[0, \infty), i, j=1,2, \ldots, m$.
$(H 2.4)$ : Delay kernel functions $G_{i j}:[0,+\infty) \rightarrow$ $[0,+\infty)$ are piecewise continuous and integrable

$$
\begin{gather*}
\int_{0}^{+\infty} G_{i j}(u) d u=1, \\
\int_{0}^{\infty} u G_{i j}(u) d u<+\infty  \tag{12}\\
\quad i, j=1,2, \ldots, m
\end{gather*}
$$

(H2.5): Functions $f_{j}(u), g_{j}(u), h_{j}(u) \in C(R, R)$ satisfy the Lipschitz condition; namely, there exist nonnegative constants $L_{j}^{f}, L_{j}^{g}$, and $L_{j}^{h}$ such that

$$
\begin{array}{ll}
\left|f_{j}(u)-f_{j}(v)\right| \leq L_{j}^{f}|u-v|, & \forall u, v \in R, j=1,2, \ldots, m, \\
\left|g_{j}(u)-g_{j}(v)\right| \leq L_{j}^{g}|u-v|, & \forall u, v \in R, j=1,2, \ldots, m, \\
\left|h_{j}(u)-h_{j}(v)\right| \leq L_{j}^{h}|u-v|, & \forall u, v \in R, j=1,2, \ldots, m . \tag{13}
\end{array}
$$

## 3. The Existence of Pseudo Almost Periodic Solution

In this section, we study the existence of pseudo almost periodic solution to system (1).

It follows from (H2.1) that the antiderivative of $1 / a_{i}\left(x_{i}\right)$ exists. Then we choose an antiderivative $F_{i}\left(x_{i}\right)$ of $1 / a_{i}\left(x_{i}\right)$ that satisfies $F_{i}(0)=0$. Clearly, $F_{i}^{\prime}\left(x_{i}\right)=1 / a_{i}\left(x_{i}\right)$. Because $a_{i}\left(x_{i}\right)>0, F_{i}\left(x_{i}\right)$ is increasing about $x_{i}$ and the inverse function $F_{i}^{-1}\left(x_{i}\right)$ of $F_{i}\left(x_{i}\right)$ is existential, continuous, and differential. Then $\left(F_{i}^{-1}\left(x_{i}\right)\right)^{\prime}=a_{i}\left(x_{i}\right)$. Denote $F_{i}^{\prime}\left(x_{i}\right) x_{i}^{\prime}(t)=$ $x_{i}^{\prime}(t) / a_{i}\left(x_{i}(t)\right) \doteq u_{i}^{\prime}(t)$; we get $x_{i}(t)=F_{i}^{-1}\left(u_{i}(t)\right)$. Substituting these equations into system (1), we get the following equivalent equation:

$$
\begin{aligned}
u_{i}^{\prime}(t)= & -b_{i}\left(F_{i}^{-1}\left(u_{i}(t)\right)\right) \\
& +\sum_{j=1}^{m} c_{i j}(t) f_{j}\left(F_{j}^{-1}\left(u_{j}(t)\right)\right) \\
& +\sum_{j=1}^{m} d_{i j}(t) g_{j}\left(F_{j}^{-1}\left(u_{j}\left(t-\tau_{i j}(t)\right)\right)\right) \\
& +\sum_{j=1}^{m} p_{i j}(t) \int_{-\infty}^{t} G_{i j}(t-s) h_{j}\left(F_{j}^{-1}\left(u_{j}(s)\right)\right) d s \\
& +I_{i}(t), \quad t \geq 0 \\
& u_{i}(t)=F_{i}^{-1}\left(\Phi_{i}(t)\right)=\varphi_{i}(t), \quad t<0
\end{aligned}
$$

From (14), we get $b_{i}\left(F_{i}^{-1}\left(u_{i}(t)\right)\right)=\left[b_{i}\left(F_{i}^{-1}\left(\theta_{i} u_{i}(t)\right)\right)\right]^{\prime} u_{i}(t) \doteq$ $b_{i}^{\sim}\left(u_{i}(t)\right) u_{i}(t)$, where $0 \leq \theta_{i} \leq 1$. Putting it into (14), we obtain

$$
\begin{align*}
u_{i}^{\prime}(t)= & -b_{i}^{\sim}\left(u_{i}(t)\right) u_{i}(t) \\
& +\sum_{j=1}^{m} c_{i j}(t) f_{j}\left(F_{j}^{-1}\left(u_{j}(t)\right)\right) \\
& +\sum_{j=1}^{m} d_{i j}(t) g_{j}\left(F_{j}^{-1}\left(u_{j}\left(t-\tau_{i j}(t)\right)\right)\right)  \tag{15}\\
& +\sum_{j=1}^{m} p_{i j}(t) \int_{-\infty}^{t} G_{i j}(t-s) h_{j}\left(F_{j}^{-1}\left(u_{j}(s)\right)\right) d s \\
& +I_{i}(t), \quad t \geq 0 \\
& u_{i}(t)=F_{i}^{-1}\left(\Phi_{i}(t)\right)=\varphi_{i}(t), \quad t<0
\end{align*}
$$

Thus, system (1) has at least one pseudo almost periodic solution if and only if the system (15) has at least one pseudo almost periodic solution. So we only consider the pseudo almost periodic solution of system (15). By Lagrange theorem, we have

$$
\begin{align*}
\left|F_{i}^{-1}(u)-F_{i}^{-1}(v)\right| & =\left|\left[F_{i}^{-1}\left(v+\theta_{i}(u-v)\right)\right]^{\prime}(u-v)\right|  \tag{16}\\
& =\left|a_{i}\left(v+\theta_{i}(u-v)\right)\right||u-v|
\end{align*}
$$

Again by (H2.1), we get

$$
\begin{equation*}
a_{i}^{-}|u-v| \leq\left|F_{i}^{-1}(u)-F_{i}^{-1}(v)\right| \leq a_{i}^{+}|u-v| . \tag{17}
\end{equation*}
$$

Combined with (H2.2), we have

$$
(H 3.6): b_{i}^{-} a_{i}^{-} \leq b_{i}^{\prime}\left(F_{i}^{-1}(\cdot)\right) \leq b_{i}^{+} a_{i}^{+}
$$

In order to prove the main results, we give the following lemma.

Lemma 9. Suppose that assumptions (H2.2)-(H2.5) hold and if $\phi(t) \in P A P\left(R, R^{m}\right)$, then

$$
\begin{array}{r}
C_{i j}=\int_{-\infty}^{t} G_{i j}(t-s) \phi_{j}(s) d s
\end{array} \begin{array}{r}
\operatorname{PAP}(R, R)  \tag{18}\\
\\
i=1,2, \ldots, m
\end{array}
$$

Proof. From Definition 2, we have $\phi_{j}=\phi_{j 1}+\phi_{j 0}$; then

$$
\begin{align*}
C_{i j} & =\int_{-\infty}^{t} G_{i j}(t-s) \phi_{j 1}(s) d s+\int_{-\infty}^{t} G_{i j}(t-s) \phi_{j 0}(s) d s \\
& =C_{i j 1}+C_{i j 0} \tag{19}
\end{align*}
$$

Firstly, we prove $C_{i j 1} \in A P(R, R)$. For any $\epsilon>0$, there exists a number $l=l(\epsilon)>0$ such that every interval $[a, a+l]$
contains at least one point of $\tau=\tau(\epsilon)$ such that $\mid \phi_{j 1}(t+\tau)-$ $\phi_{j 1}(t) \mid \leq \epsilon$ for every $t \in R$. Therefore, from (H2.2)-(H2.4), we obtain

$$
\begin{align*}
\mid C_{i j 1}( & t+\tau)-C_{i j 1}(t) \mid \\
= & \mid \int_{-\phi}^{t+\tau} G_{i j}(t+\tau-s) \phi_{j 1}(s) d s \\
& -\int_{-\infty}^{t} G_{i j}(t-s) \phi_{j 1}(s) d s \mid  \tag{20}\\
\leq & \int_{-\infty}^{t}\left|G_{i j}(t-s)\right|\left|\varphi_{j 1}(s+\tau)-\varphi_{j 1}(s)\right| d s \\
\leq & \epsilon \int_{-\infty}^{t}\left|G_{i j}(t-s)\right| d s \\
\leq & \epsilon
\end{align*}
$$

so that $C_{i j 1} \in A P(R, R)$.
And then we show that $C_{i j 0} \in P A P_{0}(R, R)$ because

$$
\begin{align*}
& \lim _{T \rightarrow+\infty} \frac{1}{2 T} \int_{-T}^{T}\left|C_{i j 0}\right| d t \\
& \quad=\sup _{t \in R} \lim _{T \rightarrow+\infty} \frac{1}{2 T} \int_{-T}^{T}\left|\int_{-\infty}^{t} G_{i j}(t-s) \phi_{j 0}(s) d s\right| d t \\
& \quad \leq \sup _{t \in R} \lim _{T \rightarrow+\infty} \frac{1}{2 T} \int_{0}^{+\infty}\left|G_{i j}(u)\right| \int_{-(T+u)}^{T+u}\left|\phi_{j 0}(v) d v\right| d u \\
& \quad=0 . \tag{21}
\end{align*}
$$

Thus $C_{i j 0} \in P A P_{0}(R, R)$. So $C_{i j} \in \operatorname{PAP}(R, R)$.
Theorem 10. Suppose that (H2.1)-(H2.5) and (H3.6) hold; if

$$
\begin{equation*}
\delta=\max _{1 \leq i \leq m}\left\{\frac{a_{i}^{+}}{b_{i}^{-} a_{i}^{-}} \sum_{j=1}^{m}\left(L_{j}^{f} c_{i j}^{+}+L_{j}^{g} d_{i j}^{+}+L_{j}^{h} p_{i j}^{+}\right)\right\}<1 \tag{22}
\end{equation*}
$$

then the system (1) has at least one pseudo almost periodic solution.

Proof. For all $z(t)=\phi(t)^{T}=\left(\phi_{1}(t), \ldots, \phi_{m}(t)\right)^{T} \epsilon$ $\operatorname{PAP}\left(R, R^{m}\right)$, we define the nonlinear operator $T: z(t) \rightarrow$ $T(z)(t)=z_{(\phi)^{T}}(t)=\left(x_{\phi}(t)\right)^{T}$, where

$$
\begin{aligned}
x_{\phi_{i}}(t)= & \int_{-\infty}^{t} e^{-\int_{s}^{t} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} \\
& \times\left[\sum_{j=1}^{m} c_{i j}(s) f_{j}\left(F_{j}^{-1}\left(\phi_{j}(s)\right)\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{j=1}^{m} d_{i j}(s) g_{j}\left(F_{j}^{-1}\left(\phi_{j}\left(s-\tau_{i j}(s)\right)\right)\right) \\
& +\sum_{j=1}^{m} p_{i j}(s) \int_{-\infty}^{t} G_{i j}(s-v) h_{j}\left(F_{j}^{-1}\left(\phi_{j}(v)\right)\right) d v \\
& \left.+I_{i}(s)\right] d s \tag{23}
\end{align*}
$$

Now, we prove that

$$
\begin{equation*}
T: P A P\left(R, R^{m}\right) \longrightarrow P A P\left(R, R^{m}\right) \tag{24}
\end{equation*}
$$

Let

$$
\begin{align*}
E_{i j}= & \sum_{j=1}^{m} c_{i j}(s) f_{j}\left(F_{j}^{-1}\left(\phi_{j}(s)\right)\right) \\
& +\sum_{j=1}^{m} d_{i j}(s) g_{j}\left(F_{j}^{-1}\left(\phi_{j}\left(s-\tau_{i j}(s)\right)\right)\right) \\
& +\sum_{j=1}^{m} p_{i j}(s) \int_{-\infty}^{t} G_{i j}(s-v) h_{j}\left(F_{j}^{-1}\left(\phi_{j}(v)\right)\right) d v+I_{i}(s) \tag{25}
\end{align*}
$$

For $z(t) \in \operatorname{PAP}\left(R, R^{m}\right)$, conditions (H2.2)-(H2.4), Lemmas 5,6 , and 9 , and the composition theorem in [16], we will get $E_{i j} \in \operatorname{PAP}(R, R), \forall i, j=1,2, \ldots, m$.

From Definition 2, we have $E_{i j}=E_{i j 1}+E_{i j 0}, \forall i, j=$ $1,2, \ldots, m$. Where $E_{i j 1} \in A P(R, R)$ and $E_{i j 0} \in P A P_{0}(R, R)$. Then

$$
\begin{align*}
x_{\phi_{i}}(t)= & \int_{-\infty}^{t} e^{-\int_{s}^{t} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} E_{i j 1}(s) d s \\
& +\int_{-\infty}^{t} e^{-\int_{s}^{t} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} E_{i j 0}(s) d s  \tag{26}\\
= & T_{i j 1}+T_{i j 0},
\end{align*}
$$

where $T_{i j 1}=\int_{-\infty}^{t} e^{-\int_{s}^{t} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} E_{i j 1}(s) d s$ and $T_{i j 0}=$ $\int_{-\infty}^{t} e^{-\int_{s}^{t} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} E_{i j 0}(s) d s$.

Because $E_{i j 1} \in A P(R, R)$, for any $\epsilon>0$, there exists a number $l=l(\epsilon)>0$ such that every interval $[a, a+l]$ contains at least one point of $\delta=\delta(\epsilon)$ such that $\sup _{t \in \mathrm{R}} \mid E_{i j 1}(t+\delta)-$ $E_{i j 1}(t) \mid \leq \epsilon$ for every $t \in R$ and $\forall i, j=1,2, \ldots, m$. Hence, we obtain

$$
\begin{aligned}
\left|T_{i j 1}(t+\delta)-T_{i j 1}(t)\right| \\
\quad=\mid \int_{-\infty}^{t+\delta} e^{-\int_{s}^{t+\delta} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} E_{i j 1}(s) d s
\end{aligned}
$$

$$
\begin{align*}
& -\int_{-\infty}^{t} e^{-\int_{s}^{t} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} E_{i j 1}(s) d s \mid \\
\leq & \int_{-\infty}^{t+\tau}\left|e^{-b_{i}^{-} a_{i}^{-}(t-s)}\right| E_{i j 1}(s+\delta)-E_{i j 1}(s) \mid d s \\
\leq & \frac{\epsilon}{b_{i}^{-} a_{i}^{-}} \tag{27}
\end{align*}
$$

so that $T_{i j 1} \in A P(R, R)$.
And because

$$
\begin{align*}
\lim _{T \rightarrow+\infty} & \frac{1}{2 T} \int_{-T}^{T}\left|\int_{-\infty}^{t} e^{-\int_{s}^{t} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} E_{i j 0}(s) d s\right| d t \\
\leq & \lim _{T \rightarrow+\infty} \frac{1}{2 T} \int_{-T}^{T}\left|\int_{-T}^{t} e^{-\int_{s}^{t} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} E_{i j 0}(s) d s\right| d t \\
& +\lim _{T \rightarrow+\infty} \frac{1}{2 T} \int_{-T}^{T}\left|\int_{-\infty}^{-T} e^{-\int_{s}^{t} b_{i}^{\sim}\left(\phi_{i}(\tau)\right) d \tau} E_{i j 0}(s) d s\right| d t \\
\leq & \lim _{T \rightarrow+\infty} \frac{1}{2 T} \int_{-T}^{T}\left\|E_{i j 0}(t)\right\| d t \int_{-T}^{t} e^{-b_{i}^{-} a_{i}^{-}(t-s)} d s \\
& +\lim _{T \rightarrow+\infty} \frac{\sup _{t \in R}\left|E_{i j 0}(t)\right|}{2 T} \int_{-T}^{T} d t\left(\int_{-\infty}^{-T}\left|e^{-b_{i}^{-} a_{i}^{-}(t-s)}\right| d s\right) \\
\leq & \lim _{T \rightarrow+\infty} \frac{1}{2 T b_{i}^{-} a_{i}^{-}} \int_{-T}^{T}\left\|E_{i j 0}(t)\right\| d t \\
& +\lim _{T \rightarrow+\infty} \frac{\sup _{t \in R}\left|E_{i j 0}(t)\right|}{2 T\left(b_{i}^{-} a_{i}^{-}\right)^{2}}\left(1-e^{-b_{i}^{-} a_{i}^{-}(2 T)}\right) \\
= & 0+\lim _{T \rightarrow+\infty} \frac{\sup _{t \in R}\left|E_{i j 0}(t)\right|}{2 T\left(b_{i}^{-} a_{i}^{-}\right)^{2}}\left(1-e^{-b_{i}^{-} a_{i}^{-}(2 T)}\right) \\
= & 0, \tag{28}
\end{align*}
$$

thus $T_{i j 0} \in P A P_{0}(R, R)$. So $\forall i, j=1,2, \ldots, m, x_{\phi_{i}}(t) \in$ $P A P(R, R)$. Therefore $z_{(\phi)^{T}}(t) \in P A P\left(R, R^{m}\right)$.

From Lemma 9, $X=P A P\left(R, R^{m}\right)$ is a Banach space. If

$$
\begin{equation*}
\delta<1 \tag{29}
\end{equation*}
$$

then there exists a sufficiently large $\beta \geq 1$ such that

$$
\begin{equation*}
\delta \leq 1-\beta^{-1} I \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
I=\max _{1 \leq i \leq m}\left\{\frac{I_{i}^{+}}{b_{i}^{-} a_{i}^{-}}\right\} \tag{31}
\end{equation*}
$$

We choose a closed subset

$$
\begin{equation*}
B=\left\{z(t)=\phi(t)^{T}=\left(\phi_{1}(t), \ldots, \phi_{m}(t)\right)^{T} \in X:\|z\| \leq \beta\right\} . \tag{32}
\end{equation*}
$$

Firstly, we prove that $T: B \rightarrow B$; that is, $T B \subset B$.

From (29)-(32) and for $\forall z \in B$, we get

$$
\begin{align*}
\left|x_{\phi_{i}}(t)\right| \leq & \max _{1 \leq i \leq m}\left\{\frac{a_{i}^{+}}{b_{i}^{-} a_{i}^{-}} \sum_{j=1}^{n}\left(L_{j}^{f} c_{i j}^{+}+L_{j}^{g} d_{i j}^{+}+L_{j}^{h} p_{i j}^{+}\right)\right\}  \tag{33}\\
& \times\|z\|+\max _{1 \leq i \leq m}\left\{\frac{I_{i}^{+}}{b_{i}^{-} a_{i}^{-}}\right\} \leq \beta \delta+I \leq \beta
\end{align*}
$$

Secondly, we prove that the mapping $T$ is completely continuous.

By the continuity of the function $f_{j}, g_{j}, h_{j}$, for any $\varepsilon>0$, there is $\gamma=\gamma(\varepsilon, \beta)$ such that

$$
\begin{array}{rr}
\left|f_{j}(u)-f_{j}(v)\right| \leq \frac{L_{j}^{f} \varepsilon}{\delta}, & |u-v| \leq \gamma, \\
\forall u, v \in B, \quad j=1,2, \ldots, m \\
\left|g_{j}(u)-g_{j}(v)\right| \leq \frac{L_{j}^{g} \varepsilon}{\delta}, & |u-v| \leq \gamma,  \tag{34}\\
\forall u, v \in B, \quad j=1,2, \ldots, m \\
\left|h_{j}(u)-h_{j}(v)\right| \leq \frac{L_{j}^{h} \varepsilon}{\delta}, & |u-v| \leq \gamma, \\
\forall u, v \in B, j=1,2, \ldots, m .
\end{array}
$$

Let $w(t)=\left(\psi_{1}(t), \ldots, \psi_{m}(t)\right), z, w \in B$, and $\|z-w\| \leq \gamma$; then $\|z\| \leq \gamma,\|w\| \leq \gamma$ and $\phi_{j}(t), \psi_{j}(t) \in C(R, B)$; then, for any $s \in R$, we get $\left|\phi_{j}(s)-\psi_{1}(s)\right| \leq \gamma$. So, we have

$$
\begin{align*}
& \left|f_{j}\left(F_{j}^{-1}\left(\phi_{j}(s)\right)\right)-f_{j}\left(F_{j}^{-1}\left(\psi_{j}(s)\right)\right)\right| \leq \frac{L_{j}^{f} \varepsilon}{\delta}, \quad|u-v| \leq \gamma, \\
& \left|g_{j}\left(F_{j}^{-1}\left(\phi_{j}(s)\right)\right)-f_{j}\left(F_{j}^{-1}\left(\psi_{j}(s)\right)\right)\right| \leq \frac{L_{j}^{g} \varepsilon}{\delta}, \quad|u-v| \leq \gamma, \\
& \left|h_{j}\left(F_{j}^{-1}\left(\phi_{j}(s)\right)\right)-f_{j}\left(F_{j}^{-1}\left(\psi_{j}(s)\right)\right)\right| \leq \frac{L_{j}^{h} \varepsilon}{\delta} . \quad|u-v| \leq \gamma \tag{35}
\end{align*}
$$

Thus

$$
\begin{align*}
& \|T(z)(t)-T(w)(t)\| \\
& \quad \leq \max _{1 \leq i \leq m}\left\{\frac{1}{b_{i}^{-} a_{i}^{-}} \sum_{j=1}^{m} a_{i}^{+}\left(L_{j}^{f} c_{i j}^{+}+L_{j}^{g} d_{i j}^{+}+L_{j}^{h} p_{i j}^{+}\right)\right\} \frac{\varepsilon}{\delta}  \tag{36}\\
& \quad \leq \delta \frac{\varepsilon}{\delta} \leq \varepsilon .
\end{align*}
$$

Therefore, $T$ is continuous.
Thirdly, we show that $T$ is compact.
Let $S=\{z(t) \in X:\|z\| \leq K\}$, where $K>0$ to be any constant. We denote $\rho=\max _{1 \leq i \leq m}\left\{\left(a_{i}^{+} / b_{i}^{-} a_{i}^{-}\right) \sum_{j=1}^{m} K\left(L_{j}^{f} c_{i j}^{+}+\right.\right.$ $\left.\left.L_{j}^{g} d_{i j}^{+}+L_{j}^{h} p_{i j}^{+}\right)+I_{i}^{+}\right\}$. Then we have

$$
\begin{equation*}
\|T(z)(t)\|=\sup _{t \in R} \max _{1 \leq i \leq m}\left|x_{\phi_{i}}(t)\right| \leq \rho, \quad \forall z \in S \tag{37}
\end{equation*}
$$

Hence, $T$ is uniformly bounded. Then, from (23), we get

$$
\begin{align*}
{\left[\left|x_{\phi_{i}}(t)\right|\right]^{\prime}=} & -b_{i}^{\sim}\left(x_{\phi_{i}}(t)\right) x_{\phi_{i}}(t) \\
& +\sum_{j=1}^{m} c_{i j}(t) f_{j}\left(F_{j}^{-1}\left(\phi_{j}(t)\right)\right) \\
& +\sum_{j=1}^{m} d_{i j}(t) g_{j}\left(F_{j}^{-1}\left(\phi_{j}\left(t-\tau_{i j}(t)\right)\right)\right) \\
& +\sum_{j=1}^{m} p_{i j}(t) \int_{-\infty}^{t} G_{i j}(t-s) h_{j}\left(F_{j}^{-1}\left(\phi_{j}(s)\right)\right) d s \\
& +I_{i}(t) \\
\leq & b_{i}^{+} \rho+\sum_{j=1}^{m} a_{j}^{+} K\left(L_{j}^{f} c_{i j}^{+}+L_{j}^{g} d_{i j}^{+}+L_{j}^{h} p_{i j}^{+}\right)+I_{i}^{+} \leq L, \tag{38}
\end{align*}
$$

where

$$
\begin{equation*}
L=\max _{1 \leq i \leq m}\left\{b_{i}^{+} \rho+\sum_{j=1}^{m} a_{j}^{+} K\left(L_{j}^{f} c_{i j}^{+}+L_{j}^{g} d_{i j}^{+}+L_{j}^{h} p_{i j}^{+}\right)+I_{i}^{+}\right\} . \tag{39}
\end{equation*}
$$

Therefore, $T$ is equicontinuous. By the Ascoli-Arzela theorem, the operator $T$ is compact; then it is completely continuous. By the Schauder fixed point theorem, the system (1) has at least one pseudo almost periodic solution.

## 4. The Global Uniform Asymptotic Stability of Pseudo Almost Periodic Solution

In order to discuss the global uniform asymptotic stability of pseudo almost periodic solution to system (1), we give the following assumptions:
(H4.1): delay functions $\tau_{i j}(t) \in C^{1}\left(R, R^{+}\right)$satisfy that $\dot{\tau}_{i j}(t) \leq \tau_{i j}^{*}<1, i, j=1,2, \ldots, m ;$
(H4.2): $N=\min _{1 \leq i \leq m}\left\{N_{i}\right\}>0$, where $N_{i}=b_{i}^{-}-$ $\sum_{j=1}^{m} c_{i j}^{+} L_{j}^{f}-\sum_{j=1}^{m}\left(d_{i j}^{+} L_{j}^{g} /\left(1-\tau_{i j}^{*}\right)\right)-\sum_{j=1}^{m} p_{i j}^{+} L_{j}^{h}$.

Theorem 11. Assume that (H2.1)-(H2.5) and (H4.1)-(H4.2) hold; then the pseudo almost periodic solution of system (1) is globally uniformly asymptotically stable.

Proof. The product system of the system (1) is

$$
\begin{aligned}
x_{i}^{\prime}(t)= & -a_{i}\left(x_{i}(t)\right) \\
& \times\left[b_{i}\left(x_{i}(t)\right)-\sum_{j=1}^{m} c_{i j}(t) f_{j}\left(x_{j}(t)\right)\right.
\end{aligned}
$$

$$
\begin{gather*}
-\sum_{j=1}^{m} d_{i j}(t) g_{j}\left(x_{j}\left(t-\tau_{i j}(t)\right)\right) \\
\left.-\sum_{j=1}^{m} p_{i j}(t) \int_{-\infty}^{t} G_{i j}(t-s) h_{j}\left(x_{j}(s)\right) d s-I_{i}(t)\right], \\
y_{i}^{\prime}(t)=-a_{i}\left(y_{i}(t)\right) \\
\times\left[b_{i}\left(y_{i}(t)\right)-\sum_{j=1}^{m} c_{i j}(t) f_{j}\left(y_{j}(t)\right)\right. \\
\quad-\sum_{j=1}^{m} d_{i j}(t) g_{j}\left(y_{j}\left(t-\tau_{i j}(t)\right)\right) \\
\left.-\sum_{j=1}^{m} p_{i j}(t) \int_{-\infty}^{t} G_{i j}(t-s) h_{j}\left(y_{j}(s)\right) d s-I_{i}(t)\right] \tag{40}
\end{gather*}
$$

In order to apply the conclusion of Lemma 8, we construct a Lyapunov functional about product system (40)

$$
\begin{equation*}
V(t)=V_{1}(t)+V_{2}(t)+V_{3}(t), \tag{41}
\end{equation*}
$$

where

$$
\begin{gathered}
V_{1}(t)=\sum_{i=1}^{m}\left|\int_{y_{i}(t)}^{x_{i}(t)} \frac{1}{a_{i}(s)} d s\right| \\
V_{2}(t)=\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{d_{i j}^{+} L_{j}^{g}}{1-\tau_{i j}^{*}} \int_{t-\tau_{i j}(t)}^{t}\left|x_{i}(s)-y_{i}(s)\right| d s
\end{gathered}
$$

$$
\begin{equation*}
V_{3}(t)=\sum_{i=1}^{m} \sum_{j=1}^{m} p_{i j}^{+} L_{j}^{h} \int_{0}^{+\infty} G_{i j}(s) \int_{t-s}^{t}\left|x_{i}(u)-y_{i}(u)\right| d u d s \tag{42}
\end{equation*}
$$

Let $X(t)=x(t)^{T}=\left(x_{1}(t), \ldots, x_{m}(t)\right)^{T}$ and $Y(t)=y(t)^{T}=$ $\left(y_{1}(t), \ldots, y_{m}(t)\right)^{T}$. For product system $(X, Y)$, we receive

$$
\begin{align*}
|X-Y| \leq & V(t, X(t), Y(t)) \\
\leq & \sum_{i=1}^{m}\left\{\frac{1}{a_{i}^{-}}+\sum_{j=1}^{m} \frac{d_{i j}^{+} L_{j}^{g} \tau_{i j}^{+}}{1-\tau_{i j}^{*}}+\sum_{j=1}^{n} p_{i j}^{+} L_{i}^{h} \int_{0}^{+\infty} G_{i j}(s) s d s\right\} \\
& \times\left|x_{i}(t)-y_{i}(t)\right| \\
\leq & M_{i} \sum_{i=1}^{m}\left|x_{i}(t)-y_{i}(t)\right| \\
\leq & M|X-Y| \tag{43}
\end{align*}
$$

where $M_{i}=\left(1 / a_{i}^{-}\right)+\sum_{j=1}^{m}\left(d_{i j}^{+} L_{j}^{g} \tau_{i j}^{+} /\left(1-\tau_{i j}^{*}\right)\right)+$ $\sum_{j=1}^{n} p_{i j}^{+} L_{i}^{h} \int_{0}^{+\infty} G_{i j}(s) s d s$ and $M=\max _{1 \leq i \leq m}\left\{M_{i}\right\}$. Let
$u(s)=s$ and $v(s)=M s$; we easily know it satisfies condition $\left(H^{\prime} 2.1\right)$ of Lemma 8. Then we obtain

$$
\begin{align*}
&\left|V(t, X, Y)-V\left(t, X^{*}, Y^{*}\right)\right| \\
&= \left.\left|\sum_{i=1}^{m}\right| \int_{y_{i}(t)}^{x_{i}(t)} \frac{1}{a_{i}(s)} d s\left|-\sum_{i=1}^{m}\right| \int_{y_{i}^{*}(t)}^{x_{i}^{*}(t)} \frac{1}{a_{i}(s)} d s \right\rvert\, \\
&+\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{d_{i j}^{+} L_{j}^{g}}{1-\tau_{i j}^{*}} \int_{t-\tau_{i j}(t)}^{t}\left|x_{i}(s)-y_{i}(s)\right| d s \\
&-\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{d_{i j}^{+} L_{j}^{g}}{1-\tau_{i j}^{*}} \int_{t-\tau_{i j}(t)}^{t}\left|x_{i}^{*}(s)-y_{i}^{*}(s)\right| d s \\
&-\sum_{i=1}^{m} \sum_{j=1}^{m} p_{i j}^{+} L_{j}^{h} \int_{0}^{+\infty} G_{i j}(s) \int_{t-s}^{t}\left|x_{i}(u)-y_{i}(u)\right| d u d s \\
&-\sum_{i=1}^{m} \sum_{j=1}^{m} p_{i j}^{+} L_{j}^{h} \int_{0}^{+\infty} G_{i j}(s) \int_{t-s}^{t}\left|x_{i}^{*}(u)-y_{i}^{*}(u)\right| d u d s \mid \\
& \leq \sum_{i=1}^{m} \frac{1}{a_{i}^{-}}\left|x_{i}(t)-x_{i}^{*}(t)\right|+\sum_{i=1}^{m} \frac{1}{a_{i}^{-}}\left|y_{i}(t)-y_{i}^{*}(t)\right| \\
&+\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{d_{i j}^{+} L_{j}^{g}}{1-\tau_{i j}^{*}} \\
& \times \int_{t-\tau_{i j}(t)}^{t}\left(\left|x_{i}(s)-x_{i}^{*}(s)\right|+\left|y_{i}(s)-y_{i}^{*}(s)\right|\right) d s \\
& \leq+\sum_{i=1}^{m} \sum_{j=1}^{m} p_{i j}^{+} L_{j}^{h} \int_{0}^{+\infty} G_{i j}(s) \\
& \times \int_{t-s}^{t} d s\left(\left|x_{i}(t)-x_{i}^{*}(t)\right|+\left|y_{i}(t)-y_{i}^{*}(t)\right|\right) \\
& \leq\left(\left|X-X^{*}\right|+\left|Y-Y^{*}\right|\right) . \tag{44}
\end{align*}
$$

We also know that it satisfies condition ( $H^{\prime} 2.2$ ) of Lemma 8.
Calculating the upright derivative of $V_{1}(t), V_{2}(t)$, and $V_{3}(t)$ along the system (40), respectively, and noting that $\left(\left(1-\dot{\tau}_{i j}(t)\right) /\left(1-\tau_{i j}^{*}\right)\right)>1$, we have

$$
\begin{aligned}
& \left.D^{+} V_{1}(t)\right|_{(40)} \\
& \quad=\sum_{i=1}^{m} \operatorname{Sgn}\left(x_{i}(t)-y_{i}(t)\right)\left[\frac{x_{i}^{\prime}(t)}{a_{i}\left(x_{i}(t)\right)}-\frac{y_{i}^{\prime}(t)}{a_{i}\left(y_{i}(t)\right)}\right] \\
& \leq \sum_{i=1}^{m}\left\{-\frac{b_{i}\left(x_{i}(t)\right)-b_{i}\left(y_{i}(t)\right)}{x_{i}(t)-y_{i}(t)}\left|x_{i}(t)-y_{i}(t)\right|\right. \\
& \quad+\sum_{j=1}^{m} c_{i j}^{+} L_{j}^{f}\left|x_{j}(t)-y_{j}(t)\right|
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{j=1}^{m} d_{i j}^{+} L_{j}^{g}\left|x_{j}\left(t-\tau_{i j}(t)\right)-y_{j}\left(t-\tau_{i j}(t)\right)\right| \\
& \left.+\sum_{j=1}^{n} p_{i j}^{+} L_{j}^{h} \int_{0}^{+\infty} G_{i j}(s)\left|x_{j}(t-s)-y_{j}(t-s)\right| d s\right\} \\
& \leq \sum_{i=1}^{m}\left\{-b_{i}^{-}\left|x_{i}(t)-y_{i}(t)\right|+\sum_{j=1}^{m} c_{i j}^{+} L_{j}^{f}\left|x_{j}(t)-y_{j}(t)\right|\right. \\
& \quad+\sum_{j=1}^{m} d_{i j}^{+} L_{j}^{g}\left|x_{j}\left(t-\tau_{i j}(t)\right)-y_{j}\left(t-\tau_{i j}(t)\right)\right| \\
& \left.+\sum_{j=1}^{n} p_{i j}^{+} L_{j}^{h} \int_{0}^{+\infty} G_{i j}(s)\left|x_{j}(t-s)-y_{j}(t-s)\right| d s\right\}
\end{aligned}
$$

$$
\left.D^{+} V_{2}(t)\right|_{(40)}
$$

$$
=\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{d_{i j}^{+} L_{j}^{g}}{1-\tau_{i j}^{*}}\left|x_{i}(t)-y_{i}(t)\right|
$$

$$
-\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{d_{i j}^{+} L_{j}^{g}}{1-\tau_{i j}^{*}}\left|x_{i}\left(t-\tau_{i j}(t)\right)-y_{i}\left(t-\tau_{i j}(t)\right)\right|
$$

$$
\left.D^{+} V_{3}(t)\right|_{(40)}
$$

$$
=\sum_{i=1}^{m} \sum_{j=1}^{m} p_{i j}^{+} L_{j}^{h} \int_{0}^{+\infty} G_{i j}(s)\left|x_{i}(t)-y_{i}(t)\right| d s
$$

$$
\begin{equation*}
-\sum_{i=1}^{m} \sum_{j=1}^{m} p_{i j}^{+} L_{j}^{f} \int_{0}^{+\infty} G_{i j}(s)\left|x_{i}(t-s)-y_{i}(t-s)\right| d s \tag{45}
\end{equation*}
$$

Combining (45) and assumptions (H4.1) and (H4.2), we get

$$
\begin{align*}
&\left.D^{+} V(t)\right|_{(40)} \\
& \leq \sum_{i=1}^{m}\left\{-b_{i}^{-}+\sum_{j=1}^{m} c_{i j}^{+} L_{j}^{f}+\sum_{j=1}^{m} \frac{d_{i j}^{+} L_{j}^{g}}{1-\tau_{i j}^{*}}+\sum_{j=1}^{m} p_{i j}^{+} L_{j}^{h}\right\} \\
& \times\left|x_{i}(t)-y_{i}(t)\right|  \tag{46}\\
& \leq-N \sum_{j=1}^{m}\left|x_{i}(t)-y_{i}(t)\right| \\
& \leq-a V(t)
\end{align*}
$$

From assumption (H4.2), we have $a=N / M>0$.
By Lemma 8, the pseudo almost periodic solutions of system (1) are globally uniformly asymptotically stable. This completes the proof.

Corollary 12. Consider the following periodic CGNNs systems:

$$
\begin{align*}
& x_{i}^{\prime}(t)=-a_{i}\left(x_{i}(t)\right) \\
& \times\left[b_{i}\left(x_{i}(t)\right)-\sum_{j=1}^{m} c_{i j}(t) f_{j}\left(x_{j}(t)\right)\right. \\
& \quad-\sum_{j=1}^{m} d_{i j}(t) f_{j}\left(x_{j}\left(t-\tau_{i j}(t)\right)\right) \\
& \left.\quad-\sum_{j=1}^{m} p_{i j}(t) \int_{-\infty}^{t} G_{i j}(t-s) f_{j}\left(x_{j}(s)\right) d s-I_{i}(t)\right], \\
& x_{i}(t)=\Phi_{i}(t), \quad t<0,
\end{align*}
$$

where $i=1,2, \ldots, m$, and the following assumptions hold.
(G4.1): Functions $a_{i}(u)$ are continuous bounded and there are positive constants $a_{i}^{+}, a_{i}^{-}$such that

$$
\begin{equation*}
0<a_{i}^{-} \leq a_{i}(u) \leq a_{i}^{+}, \quad \forall u \in R, i=1,2, \ldots, m \tag{48}
\end{equation*}
$$

(G4.2): Functions $b_{i}(u) \in C(R, R)$ and there exist positive constants $b_{i}^{-}, b_{i}^{+}$such that

$$
\begin{array}{r}
b_{i}^{-} \leq \frac{b_{i}(u)-b_{i}(v)}{u-v} \leq b_{i}^{+}, \quad u \neq v,  \tag{49}\\
\forall u, v \in R, \quad b_{i}(0)=0 .
\end{array}
$$

(G4.3): $c_{i j}(t), d_{i j}(t)$ and $p_{i j}(t), I_{i}(t) \in C(R, R), \tau_{i j}(t) \in$ $C\left(R, R^{+}\right)$are all periodic functions, and

$$
\begin{array}{ll}
\sup _{t \in R} c_{i j}(t)=c_{i j}^{+}>0, & \sup _{t \in R} d_{i j}(t)=d_{i j}^{+}>0, \\
\sup _{t \in R} p_{i j}(t)=p_{i j}^{+}>0, & \sup _{t \in R} I_{i}(t)=I_{i}^{+}>0, \tag{50}
\end{array}
$$

where $R^{+}=[0, \infty), i, j=1,2, \ldots, m$.
(G4.4): Delay kernel functions $G_{i j}:[0,+\infty) \rightarrow$ $[0,+\infty)$ are piecewise continuous and integrable

$$
\begin{array}{r}
\int_{0}^{+\infty} G_{i j}(u) d u=1, \int_{0}^{\infty} u G_{i j}(u) d u<+\infty  \tag{51}\\
i, j=1,2, \ldots, m
\end{array}
$$

(G4.5): Functions $f_{j}(u) \in C(R, R)$ satisfy the Lipschitz condition; namely, there exist nonnegative constants $L_{j}$ such that

$$
\begin{gather*}
\left|f_{j}(u)-f_{j}(v)\right| \leq L_{j}|u-v|  \tag{52}\\
\forall u, v \in R, \quad j=1,2, \ldots, m
\end{gather*}
$$

(G4.6): If $\delta=\max _{1 \leq i \leq m}\left\{\left(a_{i}^{+} / b_{i}^{-} a_{i}^{-}\right) \sum_{j=1}^{m} L_{j}\left(c_{i j}^{+}+d_{i j}^{+}+\right.\right.$ $\left.\left.p_{i j}^{+}\right)\right\}<1$,
then the system (47) has at least one periodic solution.
Corollary 13. Assume that (G4.1)-(G4.6) hold and suppose further that
(G4.7): delay functions $\tau_{i j}(t) \in C^{1}\left(R, R^{+}\right)$satisfy that $\dot{\tau}_{i j}(t) \leq \tau_{i j}^{*}<1, i, j=1,2, \ldots, m$.
(G4.8): $N=\min _{1 \leq i \leq m}\left\{N_{i}\right\}>0$, where $N_{i}=b_{i}^{-}-$ $\sum_{j=1}^{m} c_{i j}^{+} L_{j}-\sum_{j=1}^{m}\left(d_{i j}^{+} L_{j} /\left(1-\tau_{i j}^{*}\right)\right)-\sum_{j=1}^{m} p_{i j}^{+} L_{j}$; then the periodic solution of system (47) is globally uniformly asymptotically stable.

Remark 14. Recently, the global exponential stability of periodic or almost periodic solution to CGNNs is studied by many scholars (see [15-30]). However, few authors pay attention to the global uniform asymptotic stability. Corollaries 12 and 13 provide some new results.

## 5. An Example

An example is given to illustrate the feasibility of main results in this paper. Consider the following simple neural networks:

$$
\begin{align*}
& x_{i}^{\prime}(t)=-a_{i}\left(x_{i}(t)\right) \\
& \quad \times\left[b_{i}\left(x_{i}(t)\right)-\sum_{j=1}^{2} c_{i j}(t) f_{j}\left(x_{j}(t)\right)\right. \\
& \quad-\sum_{j=1}^{2} d_{i j}(t) g_{j}\left(x_{j}\left(t-\tau_{i j}(t)\right)\right) \\
& \left.\quad-\sum_{j=1}^{2} p_{i j}(t) \int_{-\infty}^{t} G_{i j}(t-s) h_{j}\left(x_{j}(s)\right) d s-I_{i}(t)\right] \\
& t \geq 0, i=1,2 \tag{53}
\end{align*}
$$

where the initial functions $x_{1}(t)=4+\cos (\pi t) 1, t<0, x_{2}(t)=$ $5+\sin (2 t), t<0 . a_{i}\left(x_{i}(t)\right)=4+\cos \pi t-e^{-\left|x_{i}(t)\right|}, b_{i}\left(x_{i}(t)\right)=$ $5+\sin 2 t-e^{-\left|x_{i}(t)\right|}$. Let

$$
\begin{aligned}
& \left(\begin{array}{ll}
c_{11}(t) & c_{12}(t) \\
c_{21}(t) & c_{22}(t)
\end{array}\right) \\
& \quad=\frac{1}{14}\left(\begin{array}{cc}
\cos t+e^{-t^{4} \cos ^{4} t} & \cos (\sqrt{2} t)+e^{-t^{4} \sin ^{4} t} \\
\cos (\sqrt{5} t)+e^{-t^{4} \cos ^{4} t} & \sin (2 t)+e^{-t^{2} \cos ^{4} t}
\end{array}\right),
\end{aligned}
$$

$$
\begin{align*}
& \left(\begin{array}{ll}
d_{11}(t) & d_{12}(t) \\
d_{21}(t) & d_{22}(t)
\end{array}\right) \\
& \quad=\frac{1}{14}\left(\begin{array}{cc}
\sin t+e^{-t^{2} \cos ^{2} t} & \cos (\sqrt{4} t)+e^{-t^{2} \cos ^{4} t} \\
\sin (\sqrt{3} t)+e^{-t^{4} \cos ^{4} t} & \sin (2 t)+e^{-t^{4} \cos ^{4} t}
\end{array}\right) \\
& \left(\begin{array}{ll}
p_{11}(t) & p_{12}(t) \\
p_{21}(t) & p_{22}(t)
\end{array}\right) \\
& \quad=\frac{1}{14}\left(\begin{array}{cc}
\cos (\sqrt{5} t)+e^{-t^{4} \cos ^{2} t} & \sin (\sqrt{3} t)+e^{-t^{4} \cos ^{4} t} \\
\cos (\sqrt{3} t)+e^{-t^{2} \cos ^{2} t} & \sin (2 t)+e^{-t^{2} \cos ^{4} t}
\end{array}\right) \tag{54}
\end{align*}
$$

$$
\begin{aligned}
& \quad I_{1}(t)=I_{2}(t)=2\left(\sin (\sqrt{3} t)+e^{-t^{2} \cos ^{4} t}\right), f_{j}\left(x_{j}\right)=g_{j}\left(x_{j}\right)= \\
& h_{j}\left(x_{j}\right)=((|x+1|-|x-1|) / 2), G_{i j}(u)=e^{-u}, \tau_{i j}^{*}=4 / 5 \text {. Then, } \\
& \text { we have } a_{i}^{+}=5 \text {, } a_{i}^{-}=2, b_{i}^{-}=3, c_{i j}^{+}=d_{i j}^{+}=p_{i j}^{+}=1 / 7 \text {, } \\
& L_{j}^{f}=L_{j}^{g}=L_{j}^{h}=1 \text {, where } i, j=1,2 \text {. Moreover }
\end{aligned}
$$

$$
\begin{align*}
& \delta=\max _{1 \leq i \leq 2}\left\{\frac{a_{i}^{+}}{b_{i}^{-} a_{i}^{-}} \sum_{j=1}^{2}\left(L_{j}^{f} c_{i j}^{+}+L_{j}^{g} d_{i j}^{+}+L_{j}^{h} p_{i j}^{+}\right)\right\}=\frac{5}{7}<1, \\
& N_{i}=b_{i}^{-}-\sum_{j=1}^{2} c_{i j}^{+} L_{j}^{f}-\sum_{j=1}^{2} \frac{d_{i j}^{+} L_{j}^{g}}{1-\tau_{i j}^{*}}-\sum_{j=1}^{2} p_{i j}^{+} L_{j}^{h}=1>0,  \tag{55}\\
& i=1,2 .
\end{align*}
$$

Thus, by Theorem 10, we know that system (53) has at least one pseudo almost periodic solution. It follows from Theorem 11 that the unique pseudo almost periodic solution of system (53) is globally uniformly asymptotically stable (Figure 1).

## 6. Conclusions

In this paper, the existence and uniform asymptotic stability of pseudo almost periodic solutions of system (1) is discussed. By applying Schauder fixed point theorem and constructing a suitable Lyapunov functional, some sufficient conditions are obtained to ensure the existence and uniform asymptotic stability of pseudo almost periodic solutions of system (1). The results have important leading significance in the design and applications of CGNNs. In addition, an example is given to demonstrate the effectiveness of main results.
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Figure 1: Simulated results of the solutions.
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#### Abstract

This paper focuses on the consensus problem for high-order multiagent systems (MAS) with directed network and asymmetric time-varying time-delays. It is proved that the high-order multiagent system can reach consensus when the network topology contains a spanning tree and time-delay is bounded. The main contribution of this paper is that a Lyapunov-like design framework for the explicit selection of protocol parameters is provided. The Lyapunov-like design guarantees the robust consensus of the highorder multiagent system with respect to asymmetric time-delays and is independent of the exact knowledge of the topology when the communication linkages among agents are undirected and connected.


## 1. Introduction

In the last few years, substantial research effort from a number of researchers has been poured on the study of consensus problems for multiagent systems (MAS) due to its powerful engineering applications, such as formation control of autonomous vehicles, collective behavior of flocks, and distributed decision making in sensor networks, to name a few. The pioneering contributions in systems and control community have been made by $[1,2]$. Until now, it has been proved that the consensus problem for single-integrator MAS can always be solved under certain mild conditions on the network topology [3-5].

Due to the complexity of real systems, the study on single-integrator MAS can not meet the needs of practical applications. Thus, recently, widespread interest in MAS with agents modeled by general dynamics has been excited among researchers, such as double-integrator model $[6,7]$ and high-order-integrator model. Specifically, high-order-integrator (or high-order) MAS have been studied in [8], where the proposed consensus protocol involves the relative information of all-order derivatives of agents's state. Reference [9] has further extended the partial results of [8] and derived a linear-matrix-inequality-based protocol design. Reference [10] has
provided a scheme to choose the coupling strength for fixed and connected topology.

In most practical networks, communication time-delays caused by limited transmission speed and distance cannot be neglected. Within the literature on consensus for MAS with time-delays, recent years have witnessed the introduction of numerous distributed protocols. According to the inducements of time-delays, these protocols can be categorized into the ones in which delays only affect the state information of the agents' neighbors [11], the ones in which delays affect both the agents' own state information and their neighbors' state information [4, 7, 12-16], the ones containing distributed delays [17], and so forth. In particular, [4] has shown that the consensus of single-integrator MAS might be destabilized by large delays. By using Laplace transform technique, [7] has proved that second-order multiagent systems with bounded and constant time-delays can reach consensus. Based on nonexpansiveness of constant delay operator and Gershgorin's circle theorem, [11] has derived a local controller for high-order MAS with diverse constant time-delays. However, time-varying communication delays are very common in MAS due to the mobility of agents and the disturbance from environment. Hence, it is necessary to study the consensus for
high-order MAS with time-varying communication delays by exploring other method of protocol design.

In this paper, we investigate the consensus problem for high-order MAS with directed interactions and asymmetric time-varying communication delays. By asymmetric communication delays, we mean that the delay in communication channel from the agent to its neighbor differs from the one in the reversed channel if there are bidirectional communication linkages between them. We assume that the agent can only observe the information of the first state variable of its neighbors, and we propose a distributed protocol by applying both the instantaneous information of the agent's own and the time-delayed relative information with respect to its neighbors. Based on a reduced-order time delay system, we derive some sufficient conditions characterized by linear matrix inequalities (LMIs), according to Lyapunov-Krasovskii functional approach. The main contribution of this paper is that we establish a Lyapunovlike design framework for the explicit selection of protocol parameters. The protocol design framework can not only guarantee the solvability of the LMIs aforementioned but also is independent of the exact knowledge of the topology when the communication linkages among agents are undirected and connected. This implies that the Lyapunov-like protocol design guarantees the robust consensus of high-order MAS with respect to asymmetric time-varying communication delays. Compared with the protocol design in [9], our design is not based on LMI but only needs to solve a simple Lyapunov equation and a simple algebraic inequality. In contrast to the literature on single-/double-integrator MAS, the results here are not simple extensions of the results therein since the protocol parameters have important effect on the consensus convergence of high-order MAS.

The remainder of this paper is organized as follows. Section 2 states the problem formulation and Section 3 presents the main results. Section 4 carries out some numerical examples and the last section provides some concluding remarks.

Notations. We let $\mathbb{R}$ be the set of real numbers. $\mathbb{R}^{n}$ is the $n$-dimensional real vector space. $\mathbb{R}_{n}$ is the set of $n$-by- $n$ matrices with elements in $\mathbb{R}$. $I_{n} \in \mathbb{R}_{n}$ is an identity matrix. Given a matrix $X \in \mathbb{R}_{n}, \sigma(X)$ denotes its spectrum (set of eigenvalues); $X<0$ means that $X$ is negative definite. $\operatorname{diag}\left\{a_{1}, \ldots, a_{n}\right\}$ defines a diagonal matrix with diagonal elements being $a_{1}, \ldots, a_{n}$. Sometimes $0_{m-1} \in \mathbb{R}_{m-1}$ is used to denote zero matrix. Consider $\mathbf{1}_{N}=\left[\begin{array}{lll}1 & \cdots & 1\end{array}\right]^{T} \in \mathbb{R}^{N}$. $\underline{N}=\{1, \ldots, N\}$ and $\underline{m-1}=\{1, \ldots, m-1\}$ are two index sets. $\otimes$ denotes the Kronecker product.

## 2. Problem Formulation

Consider a dynamical system of $N$ autonomous agents, which are labelled 1 through $N$. Each agent is modelled as the following $m$ th order integrator:

$$
\begin{gather*}
\xi_{i}^{(m)}=u_{i}, \quad t \geq 0, \quad i \in \underline{N} \\
\xi_{i}(0)=\xi_{i 0}, \ldots, \xi_{i}^{(m-1)}(0)=\xi_{i 0}^{(m-1)} \tag{1}
\end{gather*}
$$

where $m \geq 1$ is a positive integer and denotes the order of the differential equations; $\xi_{i} \in \mathbb{R}$, and $\xi_{i}^{(k)}, k=1, \ldots, m$, is the $k$ th order derivative of $\xi_{i} ; u_{i} \in \mathbb{R}$ is the control input; $x_{i}(0):=\left[\begin{array}{lll}\xi_{i 0} & \cdots & \xi_{i 0}^{(m-1)}\end{array}\right]^{T}$ is the initial state of agent $i$.

The interaction/communication topology among agents can be conveniently modeled by weighted directed graph $\mathscr{G}(\mathscr{A})=\{\mathscr{V}, \mathscr{E}, \mathscr{A}\}$, where $\mathscr{V}=\left\{v_{1}, \ldots, v_{N}\right\}$ is the vertex set, $\mathscr{E} \subset \mathscr{V} \times \mathscr{V}$ is the arc set, and $\mathscr{A}=\left[a_{i j}\right] \in \mathbb{R}_{N}$ is the adjacency matrix with $a_{i j} \geq 0$. An arc of $\mathscr{G}$, denoted by $\left(v_{i}, v_{j}\right)$, is an ordered pair of distinct vertices of $\mathscr{V} ; v_{i}$ and $v_{j}$ are called the tail and the head of the arc, respectively. An arc $\left(v_{i}, v_{j}\right) \in \mathscr{E}$ if and only if $a_{j i}>0$. If $\left(v_{i}, v_{j}\right) \in \mathscr{E}$, then we say that $v_{i}$ is a neighbor of $v_{j}$. Denote the collection of neighbors of $v_{i}$ by $\mathcal{N}_{i}=\left\{v_{j}:\left(v_{j}, v_{i}\right) \in \mathscr{E}\right\}$. In this paper, we assume that $\left(v_{i}, v_{i}\right) \notin \mathscr{E}$ and each element of $\mathscr{E}$ is unique. Each vertex in $\mathscr{G}(\mathscr{A})$ represents an agent of the dynamical system (1); $\left(v_{i}, v_{j}\right) \in \mathscr{E}$ indicates that there is a communication linkage from agent $i$ to agent $j$; the element $a_{j i}$ in $\mathscr{A}$ is the weight of the linkage.

A path from $v_{i}$ to $v_{j}$ means that there is a sequence of distinct arcs in $\mathscr{E},\left(v_{i}, v_{1}\right),\left(v_{1}, v_{2}\right), \ldots,\left(v_{k}, v_{j}\right)$. A directed tree is a directed graph, where every vertex has exactly one tail except for one special vertex without any tail. We say a graph contains a spanning tree if there exists a subset of arcs $\mathscr{E}^{\prime} \subset \mathscr{E}$ such that the graph $\mathscr{G}^{\prime}=\left(\mathscr{V}, \mathscr{E}^{\prime}\right)$ is a directed tree. A graph is said to be balanced if for each vertex $v_{i}$ the weights of its linkages satisfy $\sum_{j=1}^{N} a_{i j}=\sum_{j=1}^{N} a_{j i}, i \in \underline{N}$. A graph is said to be undirected if the associated adjacency matrix $\mathscr{A}$ is symmetric. Then it is easy to see that any undirected graph is balanced. A directed graph is called strongly connected if there exists a path between any two distinct vertices of the graph; for undirected graph it is called connected. An undirected graph is called complete if for any $i \neq j,\left(v_{i}, v_{j}\right) \in \mathscr{E}$. The Laplacian matrix $\mathscr{L}=\left[l_{i j}\right] \in \mathbb{R}_{N}$ of $\mathscr{G}(\mathscr{A})$ is defined as

$$
l_{i j}= \begin{cases}-a_{i j}, & i \neq j  \tag{2}\\ \sum_{v_{j} \in \mathcal{N}_{i}} a_{i j}, & i=j\end{cases}
$$

Let $\mathscr{D}=\operatorname{diag}\left\{d_{1}, \ldots, d_{N}\right\}$ with $d_{i}=\sum_{v_{j} \in \mathcal{N}_{i}} a_{i j}, i \in \underline{N}$. Then $\mathscr{D}$ and $d_{i}$ are called the in-degree matrix of $\mathscr{G}(\mathscr{A})$ and the indegree of vertex $v_{i}$, respectively. From the definition, it is not hard to obtain that $\mathscr{L}=\mathscr{D}-\mathscr{A}$ and $\mathscr{L} \mathbf{1}_{N}=0$. Spectral properties of the Laplacian matrix can be found in [5, 18]. Hence the details are omitted.

For the system (1), the consensus protocol is described by

$$
\begin{align*}
u_{i}(t)= & -\sum_{k=1}^{m-1} c_{k} \xi_{i}^{(k)}(t)  \tag{3}\\
& -\sum_{j \in \mathcal{N}_{i}} \kappa_{0} a_{i j}\left[\xi_{i}\left(t-\tau_{i j}(t)\right)-\xi_{j}\left(t-\tau_{i j}(t)\right)\right]
\end{align*}
$$

where $c_{k}>0, k \in \underline{m-1}$ and $\kappa_{0}>0$ are, respectively, the feedback gains of absolute and relative information (for convenience, we refer to the gains $c_{k}, k \in \underline{m-1}$, and $\kappa_{0}$, as the protocol parameters); piecewise continuous function $\tau_{i j}(t)$ is the time-varying delay affecting the communication
linkage from agent $j$ to agent $i$ at time $t$. Notice that, different from [4,14, 19, 20], the delays in transmissions from agent $i$ to agent $j$ and from agent $j$ to agent $i$ (if there are bidirectional communication linkages between them) can be asymmetric; that is, $\tau_{i j}(\cdot) \neq \tau_{j i}(\cdot)$.

Remark 1. In protocol (3), the agent $i$ is able to measure its own instantaneous state information and equipped with memories to store the signals $\xi_{i}(\cdot)$ which can be used at some future time and needs only to receive the time-delayed signals $\xi_{j}\left(t-\tau_{i j}(t)\right)$ of its neighbors. The control input $u_{i}(t)$ can be implemented by computing the instantaneous information of all-order derivatives of $\xi_{i}(t)$ and the time-delayed relative information $\xi_{i}\left(t-\tau_{i j}(t)\right)-\xi_{j}\left(t-\tau_{i j}(t)\right)$. The determination of $\tau_{i j}(t)$ can be carried out by assuming that the stored signals $\xi_{i}(\cdot)$ of each agent are time-stamped and neighbor $j$ transmits not only the time-delayed signal $\xi_{j}\left(t-\tau_{i j}(t)\right)$ but also the time stamp. The above situation can be found in $[13,15]$ and also satisfied easily in practice.

Let $x_{i}(t)=\left[\xi_{i}(t) \cdots \xi_{i}^{(m-1)}(t)\right]^{T}$ and $x(0)=$ $\left[x_{1}(0)^{T} \cdots x_{N}(0)^{T}\right]^{T}$ be the state of agent $i$ and the stacked vector of the agents' initial states, respectively. In this paper, we are devoted to solving the following consensus problem for the MAS (1).

Definition 2. Consider the MAS (1) with some given protocol $u_{i}(t)$. If, for any initial state $x(0)$, the states of agents satisfy $x_{i}(t)-x_{j}(t) \rightarrow 0$ as $t \rightarrow \infty$ for all $i, j \in \underline{N}$, then we say that the system solves a consensus problem asymptotically. In addition, if there exists $\xi^{*} \in \mathbb{R}^{m}$ such that, for any initial state $x(0), x_{i}(t) \rightarrow \xi^{*}$ as $t \rightarrow \infty$, for all $i \in \underline{N}$, then we say $\xi^{*}$ is the consensus state of the system.

In order to develop the main results, some helpful lemmas are introduced as follows.

Suppose that $\mathscr{G}_{c}$ is a complete undirected graph of $N$ vertices and $\mathscr{L}_{c}$ is the associated Laplacian matrix. From the definition, we have $\mathscr{L}_{c} \mathbf{1}_{N}=0, \mathbf{1}_{N}^{T} \mathscr{L}_{c}=0$, and the rank of $\mathscr{L}_{c}$ is $N-1$. Let $U_{c}$ be an orthogonal matrix such that $U_{c}^{T} \mathscr{L}_{c} U_{c}=$ $\operatorname{diag}\left\{0, J^{\prime}\right\}$, where $J^{\prime} \in \mathbb{R}_{N-1}$ is a diagonal matrix. Define $U_{c}=\left[\begin{array}{llll}\nu_{1} & \nu_{2} & \cdots & \nu_{N}\end{array}\right]$ with $\nu_{i} \in \mathbb{R}^{N}, i \in \underline{N}$. It follows that $\nu_{1}=(1 / \sqrt{N}) \mathbf{1}_{N}$. For convenience, we let $\widehat{\widehat{U}}=\left[\begin{array}{lll}\nu_{2} & \cdots & v_{N}\end{array}\right]$. Then $\widehat{U}^{T} \widehat{U}=I_{N-1}$ and $\widehat{U}^{T} \nu_{1}=0$. Based on this observation and the property of Laplacian matrix, we can obtain the result below.

Lemma 3. Suppose that $\mathscr{G}$ is a graph with the associated Laplacian matrix $\mathscr{L}$. Then $U_{c}^{T} \mathscr{L} U_{c}$ is in the form of $\left[\begin{array}{c}0 \\ 0 \\ 0 \\ l^{T}\end{array}\right]$, where $\widehat{L} \in \mathbb{R}_{N-1}$ and $l \in \mathbb{R}^{N-1} ; \sigma(\widehat{L}) \subset \sigma(\mathscr{L})$. In addition, if $\mathscr{G}$ is balanced, then $l=0$; if $\mathscr{G}$ is strongly connected and balanced, then $\widehat{L}^{T}+\widehat{L}$ is positive definite.
Proof. See the Appendix: Proofs of Lemmas.
The following result can be considered as a special case of Jensen's integral inequality given in [21].

Lemma 4 (see [21]). For any differentiable vector function $y(t) \in \mathbb{R}^{n}$ and any positive definite matrix $P \in \mathbb{R}_{n}$, the following inequality holds:

$$
\begin{gather*}
\tau^{-1}[y(t)-y(t-\tau(t))]^{T} P[y(t)-y(t-\tau(t))] \\
\quad \leq \int_{t-\tau(t)}^{t} \dot{y}^{T}(s) P \dot{y}(s) d s, \quad t \geq 0 \tag{4}
\end{gather*}
$$

where $\tau>0$ and $0 \leq \tau(t) \leq \tau$.
Lemma 5 (Schur complement, see [22]). Let $X, Y, Z$ be some given matrices with appropriate dimensions and let $X, Z$ be symmetric; then $\left[\begin{array}{cc}X & Y \\ Y^{T} & Z\end{array}\right]<0$ if and only if $X<0, Z-Y^{T} X^{-1} Y<$ 0 , or $Z<0, X-Y Z^{-1} Y^{T}<0$.

## 3. Main Results

In this section, we first provide an equivalent condition for the consensus convergence of the systems (1) and (3) based on an orthogonal state transformation and a reduced-order time delay system. Then we give a Lyapunov-like parameter design for the protocol and prove that the maximum allowable upper bounds of time-varying delays can be determined by solving some optimization problems.

Suppose that the interaction topology of the system (1) is modelled by $\mathscr{G}(\mathscr{A})$; the associated Laplacian matrix is $\mathscr{L}$. Then the dynamics of agent $i$ can be written as

$$
\begin{align*}
\dot{x}_{i}(t)= & E_{m} x_{i}(t)-\sum_{j \in \mathcal{N}_{i}} \kappa_{0} a_{i j}  \tag{5}\\
& \times F_{m}\left[x_{i}\left(t-\tau_{i j}(t)\right)-x_{j}\left(t-\tau_{i j}(t)\right)\right]
\end{align*}
$$

where

$$
\begin{gather*}
E_{m}=\left[\begin{array}{cc}
0 & I_{m-1} \\
0 & \theta^{T}
\end{array}\right], \quad F_{m}=\left[\begin{array}{cc}
0 & 0_{m-1} \\
1 & 0
\end{array}\right]  \tag{6}\\
\theta=\left[\begin{array}{llll}
-c_{1} & -c_{2} & \cdots & -c_{m-1}
\end{array}\right]^{T}
\end{gather*}
$$

Denote $x(t)=\left[\begin{array}{lll}x_{1}^{T}(t) & \cdots & x_{N}^{T}(t)\end{array}\right]^{T}$ by the stacked vector of the agents' states. The closed-loop dynamics of the systems (1) and (3) are in the form of

$$
\begin{equation*}
\dot{x}(t)=\left(I_{N} \otimes E_{m}\right) x(t)-\sum_{k=1}^{M}\left(\kappa_{0} \mathscr{L}_{k} \otimes F_{m}\right) x\left(t-\tau_{k}(t)\right), \tag{7}
\end{equation*}
$$

where $M$ denotes the number of different time-delays over the communication channels of the system (it is easy to get that $M \leq N(N-1)) ; \tau_{k}(t) \in\left\{\tau_{i j}(t): i, j \in \underline{N}, i \neq j\right\}$ for $k=1, \ldots, M ; \mathscr{L}_{k}=\left[l_{i j}^{k}\right] \in \mathbb{R}_{N}$ is defined as

$$
l_{i j}^{k}= \begin{cases}-a_{i j}, & j \neq i, \tau_{i j}(\cdot)=\tau_{k}(\cdot)  \tag{8}\\ 0, & j \neq i, \\ \tau_{i j}(\cdot) \neq \tau_{k}(\cdot) \\ -\sum_{n=1}^{N} l_{i n}^{k}, & j=i\end{cases}
$$

Next, we assume that the time-delays in (7) satisfy

$$
\begin{equation*}
0 \leq \tau_{k}(t) \leq \tau_{k}, \quad t \geq 0, k=1, \ldots, M, \tag{9}
\end{equation*}
$$

where $\tau_{k}>0$. Define $\tau_{0}=\max \left\{\tau_{k}: k=1, \ldots, M\right\}$. The initial state of the system (7) is assumed to be $\phi(t)=x(0)$, $t \in\left[-\tau_{0}, 0\right]$.

Remark 6. The matrix $\mathscr{L}_{k}$ in (7) amounts to consider a Laplacian matrix that is associated with a subgraph of $\mathscr{G}(\mathscr{A})$ with all linkages affected by the same time-delay. Hence, $\mathscr{L}_{k} \mathbf{1}_{N}=0$ and $\sum_{k=1}^{M} \mathscr{L}_{k}=\mathscr{L}$. According to Lemma 3, we can let $U_{c}^{T} \mathscr{L}_{k} U_{c}=\left[\begin{array}{cc}0 & l_{k}^{T} \\ 0 & L_{k}\end{array}\right], U_{c}^{T} \mathscr{L} U_{c}=\left[\begin{array}{cc}0 & l^{T} \\ 0 & \widehat{L}\end{array}\right]$, where $U_{c}$ is given as therein. Then $\sum_{k=1}^{M} \widehat{L}_{k}=\widehat{L}$. Furthermore, it is important to point out that even when the topology $\mathscr{G}(\mathscr{A})$ is undirected, $\mathscr{L}_{k}$ is unnecessarily symmetric due to $\tau_{i j}(\cdot) \neq$ $\tau_{j i}(\cdot)$. Consequently, the results of $[4,14,19,20]$ are invalid to deal with the consensus problem for MAS with asymmetric communication delays.

Applying the orthogonal linear transformation $x(t)=$ $\left(U_{c} \otimes I_{m}\right) y(t)$ to the system (7) and denoting $y(t)=$ $\left[y_{1}^{T}(t) y_{2}^{T}(t)\right]^{T}$ with $y_{1}(t) \in \mathbb{R}^{m}$ and $y_{2}(t) \in \mathbb{R}^{(N-1) m}$, we have

$$
\begin{gather*}
\dot{y}_{1}(t)=E_{m} y_{1}(t)-\sum_{k=1}^{M}\left(\kappa_{0} l_{k}^{T} \otimes F_{m}\right) y_{2}\left(t-\tau_{k}(t)\right),  \tag{10}\\
\dot{y}_{2}(t)=\left(I_{N-1} \otimes E_{m}\right) y_{2}(t)-\sum_{k=1}^{M}\left(\kappa_{0} \widehat{L}_{k} \otimes F_{m}\right) y_{2}\left(t-\tau_{k}(t)\right), \tag{11}
\end{gather*}
$$

where $l_{k}$ and $\widehat{L}_{k}$ are defined as in Remark 6. It can be seen that the system (11) is independent of the dynamics of $y_{1}(t)$ and has the order $(N-1) m$; the system (10) can be regarded as a forced system with the forced motion caused by the delayed state of $y_{2}(t)$. From $U_{c}=\left[(1 / \sqrt{N}) \mathbf{1}_{N} \widehat{U}\right]$ and some direct computation, it follows that

$$
\begin{equation*}
x(t)=\left(U_{c} \otimes I_{m}\right) y(t)=\frac{1}{\sqrt{N}} \mathbf{1}_{N} \otimes y_{1}(t)+\left(\widehat{U} \otimes I_{m}\right) y_{2}(t) \tag{12}
\end{equation*}
$$

In addition, Proposition 7 will indicate that $y_{2}(t)$ can be considered as the disagreement state of the system (7). Note that, for the time delay system in (10) and (11), we assume that the initial state is $\varphi(t)=\left(U_{c}^{T} \otimes I_{m}\right) x(0) \triangleq\left[\begin{array}{ll}y_{10}^{T} & y_{20}^{T}\end{array}\right]^{T}$, $t \in\left[-\tau_{0}, 0\right]$, where $y_{10} \in \mathbb{R}^{m}, y_{20} \in \mathbb{R}^{(N-1) m}$, and $\tau_{0}$ is given in (7).

We are now in a position to present an equivalent condition for the consensus convergence of the system (7).

Proposition 7. Consider the system (7) with topology $\mathscr{G}(\mathscr{A})$. The system solves a consensus problem asymptotically if and only if each solution of the reduced-order system (11) converges to zero.

Proof. Necessity. Suppose that $y_{2}(t)$ is any solution of the system (11) with initial state $\varphi_{2}(t)=y_{20} \in \mathbb{R}^{(N-1) m}$,
$t \in\left[-\tau_{0}, 0\right]$. Let $y_{1}(t) \in \mathbb{R}^{m}$ be continuously differentiable and satisfy the dynamics (10) with initial state $y_{10}$. From (12), it follows that $x(t)=(1 / \sqrt{N}) \mathbf{1}_{N} \otimes y_{1}(t)+\left(\widehat{U} \otimes I_{m}\right) y_{2}(t)$ is a solution of the system (7) with initial state $\phi(t)=$ $\left(U_{c} \otimes I_{m}\right)\left[\begin{array}{ll}y_{10}^{T} & y_{20}^{T}\end{array}\right]^{T}, t \in\left[-\tau_{0}, 0\right]$. Denote $\left(\widehat{U} \otimes I_{m}\right) y_{2}(t)=$ $\left[z_{1}^{T}(t) \cdots z_{N}^{T}(t)\right]^{T}$ with $z_{i}(t) \in \mathbb{R}^{m}, i \in \underline{N}$. Then (12) implies that $z_{j}(t)-z_{1}(t)=x_{j}(t)-x_{1}(t), j=2, \ldots, \bar{N}$, where $x_{j}(t)$ is the state of agent $j$. If the system (7) solves a consensus problem asymptotically, then $x_{j}(t)-x_{1}(t) \rightarrow 0$ as $t \rightarrow \infty, j=$ $2, \ldots, N$. Hence $z_{j}(t)-z_{1}(t) \rightarrow 0$ as $t \rightarrow \infty, j=2, \ldots, N$, which is equivalent to $\left(\widehat{U} \otimes I_{m}\right) y_{2}(t)=\left[z_{1}^{T}(t) \cdots z_{N}^{T}(t)\right]^{T} \rightarrow$ $\mathbf{1}_{N} \otimes z_{1}(t)$. Due to $\widehat{U}^{T} \widehat{U}=I_{N-1}$ and $\widehat{U}^{T} \mathbf{1}_{N}=0, y_{2}(t)=$ $\left(\widehat{U}^{T} \otimes I_{m}\right)\left(\widehat{U} \otimes I_{m}\right) y_{2}(t) \rightarrow\left(\widehat{U}^{T} \otimes I_{m}\right)\left(\mathbf{1}_{N} \otimes z_{1}(t)\right)=0$. Hence each solution of the system (11) converges to zero.

Sufficiency. Suppose that each solution of the system (11) converges to zero, and $x(t)$ is the solution of the system (7) with any initial state $\varphi(t)=x(0), t \in\left[-\tau_{0}, 0\right]$. Let $y(t)=\left(U_{c}^{T} \otimes I_{m}\right) x(t) \triangleq\left[y_{1}^{T}(t) y_{2}^{T}(t)\right]^{T}$, where $y_{1}(t) \in \mathbb{R}^{m}$, $y_{2}(t) \in \mathbb{R}^{(N-1) m}$. Then $y(t)$ is a solution of the systems (10) and (11) with initial state $\varphi(t)=\left(U_{c}^{T} \otimes I_{m}\right) x(0), t \in\left[-\tau_{0}, 0\right]$. The assumption implies that $y_{2}(t) \rightarrow 0$ as $t \rightarrow \infty$. Due to (12), $\lim _{t \rightarrow \infty} x_{i}(t)=(1 / \sqrt{N}) \lim _{t \rightarrow \infty} y_{1}(t), i \in \underline{N}$ in which $y_{1}(t)$ evolves according to (10). This indicates that the system (7) solves a consensus problem asymptotically with the consensus state $(1 / \sqrt{N}) \lim _{t \rightarrow \infty} y_{1}(t)$.

Remark 8. It should be pointed out that the orthogonal linear transformation $x(t)=\left(U_{c} \otimes I_{m}\right) y(t)$ is not uniquely defined by $U_{c}$. Actually, any orthogonal matrix with the first column being $(1 / \sqrt{N}) \mathbf{1}_{N}$ also can derive the result of Proposition 7 . In addition, the above orthogonal linear transformation can be seen as an improvement of the transformation on disagreement space which was displayed in Lemma 5.2 of [20].

Remark 9. In contrast to the transformation (7) of [15] and the tree-type transformation of [16], the order of the reduced-order system (11) induced by the orthogonal linear transformation $x(t)=\left(U_{c} \otimes I_{m}\right) y(t)$ is lower than those of the reduced-order systems induced by them (in the context that all of the three transformations are applied to the system (7)). It is easy to see that the order of the reduced-order system (11) is $\mathrm{Nm}-m$, whereas the order of the reducedorder system which is derived from the transformation (7) of [15] (or the tree-type transformation of [16]) is Nm 1. Seen from the linear-matrix-inequality-based sufficient conditions which will be given in Theorem 12, our orthogonal linear transformation can derive lower-order linear matrix inequalities. This will reduce the computation cost to some extent when estimating the maximum allowable upper bound $\tau_{0}$ of time-varying delays.

Before presenting the main result, the following lemmas are introduced to give the parameter design of protocol (3).

Lemma 10. Consider $E_{m}$ and $F_{m}$ in (5). Suppose that $E_{m}$ has only one zero eigenvalue and other nonzero eigenvalues have negative real parts, and $\kappa_{0}>0$ is a constant. Let $\widehat{Q}_{1}=$ $\operatorname{diag}\left\{0, q_{2}, \ldots, q_{m}\right\}$ with $q_{i}>0, i=2, \ldots, m ; P_{m}=\left[p_{i j}\right] \in$ $\mathbb{R}_{m}$ is a positive definite solution of the Lyapunov equation $E_{m}^{T} P_{m}+P_{m} E_{m}=-\widehat{Q}_{1} ; z=\alpha+\sqrt{-1} \beta$ is a complex number with $\alpha>0 ; D_{z}=\left[\begin{array}{cc}\alpha & \beta \\ -\beta & \alpha\end{array}\right]$. Then $\left(I_{2} \otimes E_{m}-\kappa_{0} D_{z} \otimes F_{m}\right)^{T}\left(I_{2} \otimes\right.$ $\left.P_{m}\right)+\left(I_{2} \otimes P_{m}\right)\left(I_{2} \otimes E_{m}-\kappa_{0} D_{z} \otimes F_{m}\right)<0$ if and only if

$$
\begin{equation*}
\kappa_{0}<\frac{2 \alpha p_{1 m}}{\left(\alpha^{2}+\beta^{2}\right) \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right)} \tag{13}
\end{equation*}
$$

In particular, when $\beta=0,\left(E_{m}-\kappa_{0} \alpha F_{m}\right)^{T} P_{m}+P_{m}\left(E_{m}-\right.$ $\left.\kappa_{0} \alpha F_{m}\right)<0$ if and only if $\kappa_{0}<2 p_{1 m} / \alpha \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right)$.

Proof. See the Appendix: Proofs of Lemmas.
Lemma 11. Suppose that $\mathscr{( A})$ contains a spanning tree; the associated Laplacian matrix is $\mathscr{L}, U_{c}^{T} \mathscr{L} U_{c}=\left[\begin{array}{cc}0 & l^{T} \\ 0 & \hat{L}\end{array}\right]$; the parameters $c_{i}, i \in \underline{m-1}$ are chosen such that $E_{m}$ has only one zero eigenvalue and other nonzero eigenvalues have negative real parts; $\widehat{Q}_{1}=\operatorname{diag}\left\{0, q_{2}, \ldots, q_{m}\right\}$ with $q_{i}>0, i=2, \ldots, m$, and $P_{m}=\left[p_{i j}\right] \in \mathbb{R}_{m}$ is a positive definite solution of the Lyapunov equation $E_{m}^{T} P_{m}+P_{m} E_{m}=-\widehat{Q}_{1}$. If

$$
\begin{gather*}
0<\kappa_{0}<\min \left\{\frac{2 r p_{1 m}}{\left(r^{2}+d^{2}\right) \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right)},\right.  \tag{14}\\
\left.\frac{4 p_{1 m}}{5 d \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right)}\right\},
\end{gather*}
$$

then $I_{N-1} \otimes E_{m}-\kappa_{0} \widehat{L} \otimes F_{m}$ is Huiwitz stable, where $r=$ $\min \{\operatorname{Re}(\lambda): \lambda \in \sigma(\mathscr{L}) \backslash\{0\}\}$ and $d=\max _{i \in \underline{N}^{\prime}}\left\{d_{i}\right\}$ is the maximum vertex in-degree over $\mathscr{G}(\mathscr{A})$.

Proof. See the Appendix: Proofs of Lemmas.
By choosing the parameters $c_{i}, i \in \underline{m-1}$ and $\kappa_{0}$ as in Lemma 11 and making use of Proposition 7, we can obtain the following theorem.

Theorem 12. Consider the system (7) with fixed topology $\mathscr{G}(\mathscr{A})$. Suppose that $\mathscr{G}(\mathscr{A})$ contains a spanning tree; the associated Laplacian matrix $\mathscr{L}$ has the form of $U_{c}^{T} \mathscr{L} U_{c}=$ $\left[\begin{array}{cc}0 & l^{T} \\ 0 & \widehat{L}\end{array}\right]$, where $U_{c}$ is given as in Lemma 3; the parameters $c_{i}$, $i \in \underline{m-1}$ and $\kappa_{0}$ are chosen as in Lemma 11. Then the system solves a consensus problem asymptotically if the time-varying delays satisfy $\tau_{i j}(t) \leq \tau_{0}$, where $\tau_{0}$ is obtained from the following optimization problem:

$$
\begin{aligned}
\operatorname{maximize} & \tau_{0} \\
\text { subject to } & {\left[\begin{array}{ccc}
G^{T} P+P G & P H & \Phi_{13} \\
* & 0 & \Phi_{23} \\
* & * & 0
\end{array}\right] } \\
& <\tau_{0}^{-1} \operatorname{diag}\left\{0, \Phi_{0}, \Phi_{0}\right\} \\
& P>0, \quad Q_{k}>0, \quad k=1, \ldots, M,
\end{aligned}
$$

where

$$
\begin{align*}
G & =I_{N-1} \otimes E_{m}-\kappa_{0} \widehat{L} \otimes F_{m}, \\
H & =\left[\kappa_{0} \widehat{L}_{1} \otimes F_{m} \cdots \kappa_{0} \widehat{L}_{M} \otimes F_{m}\right], \\
\Phi_{13} & =\left[G^{T} Q_{1} \cdots G^{T} Q_{M}\right],  \tag{16}\\
\Phi_{23} & =\left[H^{T} Q_{1} \cdots H^{T} Q_{M}\right], \\
\Phi_{0} & =\operatorname{diag}\left\{Q_{1}, \ldots, Q_{M}\right\},
\end{align*}
$$

and "*" represents the elements below the main diagonal of a symmetric matrix.

Proof. We first show that there must exist some positive definite matrices $P$ and $Q_{k}$ such that the first LMI in (15) is solvable. From the selection of protocol parameters and Lemma 11, we know that $G$ is Hurwitz stable. Hence there is a positive definite matrix $\widetilde{P}$ such that $G^{T} \widetilde{P}+\widetilde{P} G<0$. By Lemma 5, the first LMI in (15) is equivalent to

$$
\begin{align*}
& \underbrace{-\tau_{0}^{-1} \Phi_{0}}_{\stackrel{\Xi_{1}}{G^{T} P+P G} \begin{array}{c}
P H \\
*
\end{array}}]
\end{align*}+\left(\mathbf{1}_{M}^{T} \otimes\left[\begin{array}{l}
G^{T}  \tag{17}\\
H^{T}
\end{array}\right]\right) \tau_{0} \Phi_{0} .
$$

and $\Sigma_{1}<0$ is equivalent to $G^{T} P+P G+\tau_{0} P H \Phi_{0}^{-1} H^{T} P<0$. Consequently, if we choose $P=\widetilde{P}, Q_{k}=I_{(N-1) m}, k=$ $1, \ldots, M$, then for some sufficiently small $\tau_{0}, G^{T} \widetilde{P}+\widetilde{P} G+$ $\tau_{0} \widetilde{P} H H^{T} \widetilde{P}<0$ holds. This means that $P=\widetilde{P}$ and $Q_{k}=$ $I_{(N-1) m}$ satisfy the LMIs in (15).

According to Proposition 7, it suffices to prove that the zero solution of the reduced-order system (11) is asymptotically stable under the condition (15). To do this, consider the following Lyapunov-Krasovskii functional candidate:

$$
\begin{align*}
V\left(y_{2}(t)\right)= & y_{2}^{T}(t) P y_{2}(t) \\
& +\sum_{k=1}^{M} \int_{-\tau_{k}}^{0} \int_{t+\theta}^{t} \dot{y}_{2}^{T}(s) Q_{k} \dot{y}_{2}(s) d s d \theta \tag{18}
\end{align*}
$$

Note that Remark 6 implies that $\sum_{k=1}^{M} \widehat{L}_{k}=\widehat{L}$. Then the time derivative of $V\left(y_{2}(t)\right)$ along the trajectory of (11) is

$$
\begin{aligned}
& \dot{V}\left(y_{2}(t)\right)=2 y_{2}^{T}(t) P \dot{y}_{2}(t) \\
& +\sum_{k=1}^{M}\left[\tau_{k} \dot{y}_{2}^{T}(t) Q_{k} \dot{y}_{2}^{T}(t)\right. \\
& \left.-\int_{-\tau_{k}}^{0} \dot{y}_{2}^{T}(t+\theta) Q_{k} \dot{y}_{2}(t+\theta) d \theta\right] \\
& =2 y_{2}^{T}(t) P G y_{2}(t) \\
& +2 y_{2}^{T}(t) P\left[\sum_{k=1}^{M} \kappa_{0}\left(\widehat{L}_{k} \otimes F_{m}\right)\right. \\
& \left.\times\left(y_{2}(t)-y_{2}\left(t-\tau_{k}(t)\right)\right)\right] \\
& +\sum_{k=1}^{M}\left[\tau_{k} \dot{y}_{2}^{T}(t) Q_{k} \dot{y}_{2}(t)\right. \\
& \left.-\int_{-\tau_{k}}^{0} \dot{y}_{2}^{T}(t+\theta) Q_{k} \dot{y}_{2}(t+\theta) d \theta\right] \\
& \leq 2 y_{2}^{T}(t) P G y_{2}(t) \\
& +2 y_{2}^{T}(t) P\left[\sum_{k=1}^{M} \kappa_{0}\left(\widehat{L}_{k} \otimes F_{m}\right)\right. \\
& \left.\times\left(y_{2}(t)-y_{2}\left(t-\tau_{k}(t)\right)\right)\right] \\
& +\sum_{k=1}^{M}\left[\tau_{k} \dot{y}_{2}^{T}(t) Q_{k} \dot{y}_{2}(t)\right. \\
& \left.-\int_{t-\tau_{k}(t)}^{t} \dot{y}_{2}^{T}(s) Q_{k} \dot{y}_{2}(s) d s\right] \\
& \leq 2 y_{2}^{T}(t) P G y_{2}(t) \\
& +2 y_{2}^{T}(t) P\left[\sum_{k=1}^{M} \kappa_{0}\left(\widehat{L}_{k} \otimes F_{m}\right)\right. \\
& \left.\times\left(y_{2}(t)-y_{2}\left(t-\tau_{k}(t)\right)\right)\right] \\
& +\sum_{k=1}^{M}\left\{\tau_{k} \dot{y}_{2}^{T}(t) Q_{k} \dot{y}_{2}(t)\right. \\
& -\tau_{k}^{-1}\left[y_{2}(t)-y_{2}\left(t-\tau_{k}(t)\right)\right]^{T} \\
& \left.\times Q_{k}\left[y_{2}(t)-y_{2}\left(t-\tau_{k}(t)\right)\right]\right\},
\end{aligned}
$$

where $G$ is given as in (15). Let $z_{k}(t)=y_{2}(t)-y_{2}\left(t-\tau_{k}(t)\right)$ and replace $\dot{y}_{2}(t)$ with the right-hand term of (11). It follows that

$$
\begin{align*}
& \dot{V}\left(y_{2}(t)\right) \leq 2 y_{2}^{T}(t) P G y_{2}(t) \\
& +2 y_{2}^{T}(t) P\left[\sum_{k=1}^{M} \kappa_{0}\left(\widehat{L}_{k} \otimes F_{m}\right) z_{k}(t)\right] \\
& -\sum_{k=1}^{M} \tau_{0}^{-1} z_{k}^{T}(t) Q_{k} z_{k}(t) \\
& +\sum_{k=1}^{M}\left\{\tau _ { 0 } \left[G y_{2}(t)\right.\right. \\
& \left.+\sum_{k=1}^{M} \kappa_{0}\left(\widehat{L}_{k} \otimes F_{m}\right) z_{k}(t)\right]^{T} \\
& \times Q_{k}\left[G y_{2}(t)\right. \\
& \left.\left.+\sum_{k=1}^{M} \kappa_{0}\left(\widehat{L}_{k} \otimes F_{m}\right) z_{k}(t)\right]\right\} \\
& =\left[y_{2}^{T}(t) Z^{T}(t)\right] \\
& \times\left\{\begin{array}{cc}
G^{T} P+P G & P H \\
* & -\tau_{0}^{-1} \Phi_{0}
\end{array}\right] \\
& \left.+\left[\begin{array}{ccc}
G^{T} & \cdots & G^{T} \\
H^{T} & \cdots & H^{T}
\end{array}\right] \tau_{0} \Phi_{0}\left[\begin{array}{cc}
G & H \\
\vdots & \vdots \\
G & H
\end{array}\right]\right\}\left[\begin{array}{c}
y_{2}(t) \\
Z(t)
\end{array}\right] \\
& =\left[y_{2}^{T}(t) Z^{T}(t)\right] \\
& \times\left\{\left[\begin{array}{cc}
G^{T} P+P G & P H \\
* & -\tau_{0}^{-1} \Phi_{0}
\end{array}\right]\right. \\
& \left.-\left[\begin{array}{c}
\Phi_{13} \\
\Phi_{23}
\end{array}\right]\left(-\tau_{0}^{-1} \Phi_{0}\right)^{-1}\left[\Phi_{13}^{T} \Phi_{23}^{T}\right]\right\}\left[\begin{array}{c}
y_{2}(t) \\
Z(t)
\end{array}\right], \tag{20}
\end{align*}
$$

where $Z(t)=\left[z_{1}^{T}(t) \cdots z_{M}^{T}(t)\right]^{T} ; H, \Phi_{0}, \Phi_{13}$, and $\Phi_{23}$ are given as in (15). From Lemma 5 and (15), we have $\dot{V}\left(y_{2}(t)\right)<$ 0 . Hence there exists a positive real number $a_{0}$ such that

$$
\begin{align*}
\dot{V}\left(y_{2}(t)\right) & <-a_{0}\left[y_{2}^{T}(t) y_{2}(t)+Z^{T}(t) Z(t)\right]  \tag{21}\\
& <-a_{0} y_{2}^{T}(t) y_{2}(t) .
\end{align*}
$$

This proves that the zero solution of the reduced-order system (11) is asymptotically stable. Thus the conclusion holds.

Remark 13. From the proof of Theorem 12, it can be seen that the parameter design of protocol (3) in the theorem (i.e., the selection of $c_{i}, i \in \underline{m-1}$, and $\kappa_{0}$ ) guarantees the solvability of the LMIs in (15). According to the nature of the parameter design (see Lemma 11), we refer to it as a Lyapunov-like parameter design.

In Lemma 11, when $\mathscr{G}(\mathscr{A})$ is undirected and connected, $\widehat{L}$ is positive definite. Hence $\lambda_{i} \in \sigma(\mathscr{L}) \backslash\{0\}, i=$ $2, \ldots, N$, are positive real numbers, $r=\min \left\{\lambda_{2}, \ldots, \lambda_{N}\right\}$ and $r \leq \lambda_{i} \leq 2 d$. In this case, for any $\kappa_{0}: 0<$ $\kappa_{0}<\min \left\{2 p_{1 m} / r \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right), p_{1 m} / d \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right)\right\}=$ $p_{1 m} / d \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right), G=I_{N-1} \otimes E_{m}-\kappa_{0} \widehat{L} \otimes F_{m}$ is Hurwitz stable. From Lemma 10, it follows that when $0<\kappa_{0}<$ $p_{1 m} / d \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right),\left(E_{m}-\kappa_{0} \lambda_{i} F_{m}\right)^{T} P_{m}+P_{m}\left(E_{m}-\kappa_{0} \lambda_{i} F_{m}\right)<0$ for any $\lambda_{i} \in \sigma(\mathscr{L}) \backslash\{0\}$. Since $\widehat{L}$ is positive definite, there is an orthogonal matrix $S$ such that $S^{T} \widehat{L} S=\operatorname{diag}\left\{\lambda_{2}, \ldots, \lambda_{N}\right\}$. Thus when $0<\kappa_{0}<p_{1 m} / d \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right), G^{T}\left(I_{N-1} \otimes P_{m}\right)+$ $\left(I_{N-1} \otimes P_{m}\right) G=\left(S \otimes I_{m}\right)\left[\left(I_{N-1} \otimes E_{m}-\kappa_{0} \operatorname{diag}\left\{\lambda_{2}, \ldots, \lambda_{N}\right\} \otimes\right.\right.$ $\left.F_{m}\right)^{T}\left(I_{N-1} \otimes P_{m}\right)+\left(I_{N-1} \otimes P_{m}\right)\left(I_{N-1} \otimes E_{m}-\kappa_{0} \operatorname{diag}\left\{\lambda_{2}, \ldots, \lambda_{N}\right\} \otimes\right.$ $\left.\left.F_{m}\right)\right]\left(S^{T} \otimes I_{m}\right)<0$. In the light of the proof of Theorem 12, the inequalities in (15) hold by taking $P=I_{N-1} \otimes P_{m}, Q_{k}=I_{(N-1) m}$, and sufficiently small $\tau_{0}$. This result can be summarized as the following corollary.

Corollary 14. Consider the system (7) with fixed topology $\mathscr{G}(\mathscr{A})$. Suppose that $\mathscr{G}(\mathscr{A})$ is undirected and connected; the parameters $c_{i}, i \in \underline{m-1}$, are chosen such that $E_{m}$ has only one zero eigenvalue and other nonzero eigenvalues have negative real parts; $\widehat{Q}_{1}=\operatorname{diag}\left\{0, q_{2}, \ldots, q_{m}\right\}$ with $q_{i}>0, i=2, \ldots, m$, and $P_{m}=\left[p_{i j}\right] \in \mathbb{R}_{m}$ is a positive definite solution of the Lyapunov equation $E_{m}^{T} P_{m}+P_{m} E_{m}=-\widehat{Q}_{1} ; \kappa_{0}$ satisfies

$$
\begin{equation*}
0<\kappa_{0}<\frac{p_{1 m}}{d \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right)} \tag{22}
\end{equation*}
$$

where $d=\max _{i \in \underline{N}^{\prime}}\left\{d_{i}\right\}$ is the maximum vertex in-degree over $\mathscr{G}(\mathscr{A})$. Then $\overline{\text { the }}$ system solves a consensus problem asymptotically if the time-varying delays satisfy $\tau_{i j}(t) \leq \tau_{0}$, where $\tau_{0}$ is obtained from (15) with $P=I_{N-1} \otimes P_{m}$ and $Q_{k}=I_{(N-1) m}$.

Remark 15. Corollary 14 indicates that the selection of parameters $c_{i}, i \in \underline{m-1}$, and $\kappa_{0}$ is independent of the eigenvalues of Laplacian matrix but only depends on the maximum vertex in-degree of the graph. It will reduce greatly the computation and storage costs for the protocol design of practical MAS. Therefore, we can say that the parameter design in Theorem 12 is independent of the precise interaction topology when the underlying graph is connected and guarantees the robust consensus with respect to asymmetric time-varying delays for the high-order MAS (7).

Remark 16. It is worth pointing out that the results of [19] can not be applied to the high-order MAS straightforwardly, since the parameters $c_{j}, j \in \underline{m-1}$, and $\kappa_{0}$ have important effect on the consensus of the system. Whereas the Lyapunovlike parameter design given in Theorem 12 can solve the consensus problem for the high-order MAS (7) very well.

Remark 17. Compared with the existing results, the main contribution of this paper is giving the Lyapunov-like parameter design which is easy to implement, independent of the precise interaction topology for the case of connected graphs, and robust with respect to asymmetric time-varying delays. Moreover, the parameter design can guarantee the existence of solution of the linear matrix inequalities given in Theorem 12, although it seems that the estimations of $\tau_{0}$ are conservative. More excellent estimation on the maximum allowable upper bound of time-varying delays is a commonly unsolved problem. This requires us to explore other analysis techniques which could reduce the dependence of that estimation on the knowledge of network topology.

## 4. Numerical Examples

Consider the system (7) of six agents with dynamics described by a triple-order integrator. The interaction topology among agents is depicted by a cycle with the $\operatorname{arcs}\left(v_{1}, v_{2}\right)$, $\left(v_{2}, v_{3}\right),\left(v_{3}, v_{4}\right),\left(v_{4}, v_{5}\right),\left(v_{5}, v_{6}\right),\left(v_{6}, v_{1}\right)$. Assume that the weights of the arcs are $a_{21}=a_{32}=a_{43}=a_{54}=a_{65}=a_{16}=$ 1 and the communication delays affecting on the linkages are different from each other. Then the maximum vertex indegree of the graph is $d=1$, and the minimum real part of nonzero eigenvalues of the associated Laplacian matrix is $r=1 / 2$.

In what follows, we design the protocol parameters $c_{1}, c_{2}$, and $\kappa_{0}$ according to Theorem 12 (or Lemma 11).

It is not hard to obtain that the characteristic polynomial of $E_{3}$ in the system (7) is $s\left(s^{2}+c_{2} s+c_{1}\right)$. Then any positive numbers $c_{1}$ and $c_{2}$ make $E_{3}$ satisfy the assumption in Lemma 11. Let $P_{3}=\left[p_{i j}\right] \in \mathbb{R}_{3}$ and $\widehat{Q}_{1}=\operatorname{diag}\left\{0, q_{2}, q_{3}\right\}$ with $q_{2}>0, q_{3}>0$. By solving $E_{3}^{T} P_{3}+P_{3} E_{3}=-\widehat{Q}_{1}$, we have $p_{11}=c_{1} p_{13}, p_{12}=c_{2} p_{13}, p_{22}=\left(c_{2}^{2} / c_{1}\right) p_{13}+$ $\left(c_{2} / 2 c_{1}+1 / 2 c_{2}\right) q_{2}+\left(c_{1} / 2 c_{2}\right) q_{3}, p_{23}=\left(c_{2} / c_{1}\right) p_{13}+\left(1 / 2 c_{1}\right) q_{2}$, and $p_{33}=\left(1 / c_{1}\right) p_{13}+\left(1 / 2 c_{1} c_{2}\right) q_{2}+\left(1 / 2 c_{2}\right) q_{3}$. As a result, the 1-by-1, 2-by-2, and 3-by-3 leading principle minors of $P_{3}$ are, respectively, $c_{1} p_{13}, c_{1} p_{13}\left(\left(\left(c_{2}+1\right) / 2 c_{1}\right) q_{2}+\left(c_{1} / 2 c_{2}\right) q_{3}\right)$, and $(1 / 4) p_{13}\left[q_{2} q_{3}+\left(1 / c_{2}^{2}\right)\left(q_{2}+c_{1} q_{3}\right)^{2}\right]$. Hence $P_{3}$ is positive definite for any $p_{13}>0$. If we take $q_{2}=2 c_{2} p_{13}, q_{3}=$ $\left(4 c_{2} / c_{1}\right) p_{13}$ with $p_{13}>0$, then the condition (14) becomes $0<\kappa_{0}<\min \left\{r c_{1}^{2} c_{2} /\left(r^{2}+d^{2}\right)\left(2 c_{1}+c_{2}^{2}\right), 2 c_{1}^{2} c_{2} / 5 d\left(2 c_{1}+c_{2}^{2}\right)\right\}$. Thus when $c_{1}=24$ and $c_{2}=8$, the constraint on $\mathcal{K}_{0}$ can be calculated as $0<\kappa_{0}<576 / 35 \simeq 16.4571$. We choose $c_{1}=24$, $\mathcal{c}_{2}=8$, and $\kappa_{0}=5$ for the simulation.

With the parameters chosen as above and by solving the optimization problem in (15), we can obtain that the maximum allowable upper bound of time-delays is $\tau_{0}=$ 1.2305. Assume that $\tau_{21}(t) \leq 0.4, \tau_{32}(t) \leq 0.6, \tau_{43}(t) \leq 0.9$, $\tau_{54}(t) \leq 0.7, \tau_{65}(t) \leq 0.5$, and $\tau_{16}(t) \leq 0.8$, all of which are piecewise constant functions of time $t$. The states of agents in the system (7) asymptotically reach consensus as shown in Figure 1.

## 5. Conclusions

This paper has studied the consensus problem for high-order MAS with directed network and asymmetric time-varying
communication delays. An equivalent condition for the consensus convergence has been established based on an orthogonal linear transformation. A Lyapunov-like protocol design has been given, which is robust with respect to asymmetric time-varying communication delays and directed interactions. The maximum allowable upper bounds of delays have been determined by solving some optimization problems. Finally, numerical examples have been worked out to demonstrate the effectiveness of the theoretical results.

## Appendix

## Proofs of Lemmas

Proof of Lemma 3. From the property of $U_{c}$, let $U_{c}=$ $\left[(1 / \sqrt{N}) \mathbf{1}_{N} \quad v_{2} \quad \cdots \quad v_{N}\right]$ and $\widehat{U}=\left[\begin{array}{lll}\nu_{2} & \cdots & v_{N}\end{array}\right]$. Then $\mathscr{L} \mathbf{1}_{N}=0$ implies that

$$
\begin{align*}
U_{c}^{T} \mathscr{L} U_{c} & =\left[\begin{array}{c}
\frac{1}{\sqrt{N}} \mathbf{1}_{N}^{T} \\
\nu_{2}^{T} \\
\vdots \\
v_{N}^{T}
\end{array}\right]\left[\begin{array}{llll}
0 & \mathscr{L} \nu_{2} & \cdots & \mathscr{L} v_{N}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
0 & \frac{1}{\sqrt{N}} \mathbf{1}_{N}^{T} \mathscr{L} \nu_{2} & \cdots & \frac{1}{\sqrt{N}} \mathbf{1}_{N}^{T} \mathscr{L} \nu_{N} \\
0 & v_{2}^{T} \mathscr{L} \nu_{2} & \cdots & v_{2}^{T} \mathscr{L} \nu_{N} \\
\vdots & \vdots & \cdots & \vdots \\
0 & v_{N}^{T} \mathscr{L} \nu_{2} & \cdots & v_{N}^{T} \mathscr{L} \nu_{N}
\end{array}\right] . \tag{A.1}
\end{align*}
$$

$$
\widehat{Q}_{2}=\left[\begin{array}{ccccccccc}
2 \kappa_{0} \alpha p_{1 m} & \kappa_{0} \alpha p_{2 m} & \cdots & \kappa_{0} \alpha p_{m m} & \vdots & 0 & -\kappa_{0} \beta p_{2 m} & \cdots & -\kappa_{0} \beta p_{m m}  \tag{A.2}\\
\kappa_{0} \alpha p_{2 m} & q_{2} & \cdots & 0 & \vdots & \kappa_{0} \beta p_{2 m} & 0 & \cdots & 0 \\
& & & & & & & & \\
\kappa_{0} \alpha p_{m m} & 0 & \cdots & q_{m} & \vdots & \kappa_{0} \beta p_{m m} & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \kappa_{0} \beta p_{2 m} & \cdots & \kappa_{0} \beta p_{m m} & \vdots & 2 \kappa_{0} \alpha p_{1 m} & \kappa_{0} \alpha p_{2 m} & \cdots & \kappa_{0} \alpha p_{m m} \\
-\kappa_{0} \beta p_{2 m} & 0 & \cdots & 0 & \vdots & \kappa_{0} \alpha p_{2 m} & q_{2} & \cdots & 0 \\
& & \ddots & & \vdots & & & \ddots & \\
-\kappa_{0} \beta p_{m m} & 0 & \cdots & 0 & \vdots & \kappa_{0} \alpha p_{m m} & 0 & \cdots & q_{m}
\end{array}\right] .
$$

Denote the $k$-by- $k$ leading principle minor of $\widehat{Q}_{2}$ by $\widehat{Q}_{2}(k)$. For $\widehat{Q}_{2}(1), \ldots, \widehat{Q}_{2}(m)$, it follows by expanding them with respect to their last rows, respectively, that

Denote that $l=\left[(1 / \sqrt{N}) \mathbf{1}_{N}^{T} \mathscr{L} \nu_{2} \cdots(1 / \sqrt{N}) \mathbf{1}_{N}^{T} \mathscr{L} \nu_{N}\right]^{T}$ and $\widehat{L}=\widehat{U}^{T} \mathscr{L} \widehat{U}$. Then $U_{c}^{T} \mathscr{L} U_{c}$ is in the form of $\left[\begin{array}{lll}0 & T^{T} \\ 0 & \widehat{L}\end{array}\right]$. Due to the fact that $U_{c}^{T}=U_{c}^{-1}$ and similarity transformation does not change the eigenvalues of matrix, $\sigma(\mathscr{L})=\{0\} \cup \sigma(\widehat{L})$. It follows that $\sigma(\widehat{L}) \subset \sigma(\mathscr{L})$. If $\mathscr{G}$ is balanced, then $\mathbf{1}_{N}^{T} \mathscr{L}=0$. Thus $l=\left[(1 / \sqrt{N}) \mathbf{1}_{N}^{T} \mathscr{L} \nu_{2} \quad \cdots \quad(1 / \sqrt{N}) \mathbf{1}_{N}^{T} \mathscr{L} \nu_{N}\right]^{T}=0$. If $\mathscr{G}$ is strongly connected and balanced, according to Theorem 7 in [4], we obtain that $\left(\mathscr{L}^{T}+\mathscr{L}\right) / 2$ is a valid Laplacian matrix of an undirected graph. Then the strong connectivity of $\mathscr{G}$ implies that the corresponding graph of $\left(\mathscr{L}^{T}+\mathscr{L}\right) / 2$ is connected. Hence $\left(\mathscr{L}^{T}+\mathscr{L}\right) / 2$ is positive semidefinite and its rank is $N-1$. This proves that $\widehat{L}^{T}+\widehat{L}$ is positive definite.

Proof of Lemma 10. Denote $x=\left[\begin{array}{lll}x_{1} & \cdots & x_{m}\end{array}\right]^{T} \in \mathbb{R}^{m}$. Since $x^{T} P_{m} E_{m} x$ is a scalar, we can write $-x^{T} \widehat{Q}_{1} x=-\left(q_{2} x_{2}^{2}+\cdots+\right.$ $\left.q_{m} x_{m}^{2}\right)=x^{T}\left(E_{m}^{T} P_{m}+P_{m} E_{m}\right) x=2 x^{T} P_{m} E_{m} x=2\left[x_{2}\left(p_{11} x_{1}+\right.\right.$ $\left.\cdots+p_{m 1} x_{m}\right)+\cdots+x_{m}\left(p_{1(m-1)} x_{1}+\cdots+p_{m(m-1)} x_{m}\right)+$ $\left.\left(-c_{1} x_{2}-c_{2} x_{3}-\cdots-c_{m-1} x_{m}\right)\left(p_{1 m} x_{1}+\cdots+p_{m m} x_{m}\right)\right]$. The coefficient of the term $x_{1} x_{2}$ in $2 x^{T} P_{m} E_{m} x$ is $2\left(p_{11}-c_{1} p_{1 m}\right)$. From the equality of the left-hand and right-hand coefficients in $-x^{T} \widehat{Q}_{1} x=x^{T}\left(E_{m}^{T} P_{m}+P_{m} E_{m}\right) x$, we have $p_{11}=c_{1} p_{1 m}$. Notice that $p_{11}>0$ due to $P_{m}$ being positive definite. Then $c_{1}>0$ implies that $p_{1 m}>0$.

$$
\text { Let } \widehat{Q}_{2}=-\left(I_{2} \otimes E_{m}-\kappa_{0} D_{z} \otimes F_{m}\right)^{T}\left(I_{2} \otimes P_{m}\right)-\left(I_{2} \otimes P_{m}\right)\left(I_{2} \otimes\right.
$$ $\left.E_{m}-\kappa_{0} D_{z} \otimes F_{m}\right)$. In what follows, we only need to prove that $\widehat{Q}_{2}$ is positive definite when $\kappa_{0}$ satisfies (13). By directly computing, we obtain

$$
\widehat{Q}_{2}(k)=\kappa_{0} \alpha\left(\prod_{i=2}^{k} q_{i}\right)\left[2 p_{1 m}-\kappa_{0} \alpha\left(\sum_{i=2}^{k} \frac{p_{i m}^{2}}{q_{i}}\right)\right]
$$

$$
k=2, \ldots, m
$$

$$
\begin{equation*}
\widehat{Q}_{2}(1)=\kappa_{0} \alpha\left(2 p_{1 m}\right), \tag{A.3}
\end{equation*}
$$

For $\widehat{Q}_{2}(m+k), k=1, \ldots, m$, we first multiply the first row and the first column by $-\beta / \alpha$ and add to the $(m+1)$ th row and the $(m+1)$ th column, respectively. Then multiply, respectively, the second, third,...,mth, and $(m+1)$ th column by $-\kappa_{0} \alpha p_{2 m} / q_{2},-\kappa_{0} \alpha p_{3 m} / q_{3}, \ldots,-\kappa_{0} \alpha p_{m m} / q_{m}$, and $\alpha \beta /\left(\alpha^{2}+\right.$ $\beta^{2}$ ); add all of them to the first column. At last, expanding the resultant determinant with respect to the first column and making use of the results of $\widehat{Q}_{2}(k), k=1, \ldots, m$, we have

$$
\begin{align*}
& \widehat{Q}_{2}(m+1) \\
& =2 \kappa_{0}^{2} \alpha p_{1 m} \prod_{i=2}^{m} q_{i}\left[2 \alpha p_{1 m}-\kappa_{0}\left(\alpha^{2}+\beta^{2}\right)\left(\sum_{i=2}^{m} \frac{p_{i m}^{2}}{q_{i}}\right)\right] \\
& \widehat{Q}_{2}(m+k) \\
& =\kappa_{0}^{2} \prod_{i=2}^{m} q_{i}\left[2 \alpha p_{1 m}-\kappa_{0}\left(\alpha^{2}+\beta^{2}\right)\left(\sum_{i=2}^{m} \frac{p_{i m}^{2}}{q_{i}}\right)\right] \\
& \quad \times \prod_{i=2}^{k} q_{i}\left[2 \alpha p_{1 m}-\kappa_{0}\left(\alpha^{2}+\beta^{2}\right)\left(\sum_{i=2}^{k} \frac{p_{i m}^{2}}{q_{i}}\right)\right] \\
& \quad k=2, \ldots, m \tag{A.4}
\end{align*}
$$

Hence $\widehat{Q}_{2}$ is positive definite if and only if $\widehat{Q}_{2}(k)>0$ for all $k=1, \ldots, 2 m$. From the assumption, it is easy to see that $\widehat{Q}_{2}(1)>0$. Since $P_{m}$ is positive definite, $p_{m m}>0$. As a result, $\sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right)>0$. In addition, it is not hard to get $\sum_{i=2}^{k}\left(p_{i m}^{2} / q_{i}\right)=0$ if and only if $p_{2 m}=\cdots=p_{k m}=0$. Consider $\widehat{Q}_{2}(2), \ldots, \widehat{Q}_{2}(m)$. Suppose that $k^{\prime} \in\{2, \ldots, m-1\}$ which satisfies $p_{2 m}=\cdots=p_{k^{\prime} m}=0$ and $p_{\left(k^{\prime}+1\right) m} \neq 0$. Then we have $\sum_{i=2}^{k}\left(p_{i m}^{2} / q_{i}\right)=0$ for $k=2, \ldots, k^{\prime}$ and $\sum_{i=2}^{k}\left(p_{i m}^{2} / q_{i}\right)>0$ for $k=k^{\prime}+1, \ldots, m$. Consequently, $\widehat{Q}_{2}(2)>0, \ldots, \widehat{Q}_{2}\left(k^{\prime}\right)>0$ for any $\kappa_{0}>0$, and $\widehat{Q}_{2}\left(k^{\prime}+1\right)>0, \ldots, \widehat{Q}_{2}(m)>0$ if and only if $\kappa_{0}<2 p_{1 m} / \alpha \sum_{i=2}^{m}\left(p_{i m}^{2} / q_{i}\right)$. Next, consider $\widehat{Q}_{2}(m+$ $1), \ldots, \widehat{Q}_{2}(2 m)$. It is evident that $\widehat{Q}_{2}(m+1)>0$ if and only if $\kappa_{0}$ satisfies (13). Following the similar guidelines of the proof of $\widehat{Q}_{2}(2), \ldots, \widehat{Q}_{2}(m)$, we have $\widehat{Q}_{2}(m+2)>0, \ldots, \widehat{Q}_{2}(2 m)>0$ if and only if $\kappa_{0}$ satisfies (13). By summing up the discussion above and making use of the fact that $\alpha /\left(\alpha^{2}+\beta^{2}\right) \leq 1 / \alpha$, we obtain the first conclusion. The second conclusion follows directly from the first one.

To prove Lemma 11, we introduce the following result.
Lemma A. 1 (see Theorem 4.6 in [20]). Consider $E_{m}$ and $F_{m}$ in (5). Suppose graph $\mathscr{G}(\mathscr{A})$ contains a spanning tree; the associated Laplacian matrix is $\mathscr{L}, U_{c}^{T} \mathscr{L} U_{c}=\left[\begin{array}{cc}0 & l^{T} \\ 0 & \hat{L}\end{array}\right]\left(U_{c}\right.$ is given as in Lemma 3); the parameters $c_{i}, i \in m-1$, are chosen such that $E_{m}$ has only one zero eigenvalue and other nonzero


Figure 1: Trajectories of the first, the second, and the third state components of six agents with a directed circle and asymmetric time-varying delays.
eigenvalues have negative real parts. If there exist some positive definite matrices $P, Q$ and a positive real number $\kappa_{0}$ such that

$$
\begin{align*}
& {\left[I_{2} \otimes E_{m}-\kappa_{0}\left(D_{1} \otimes F_{m}\right)\right]^{T} P} \\
& \quad \quad+P\left[I_{2} \otimes E_{m}-\kappa_{0}\left(D_{1} \otimes F_{m}\right)\right]<0 \\
& \quad\left[I_{2} \otimes E_{m}-\kappa_{0}\left(D_{2} \otimes F_{m}\right)\right]^{T} Q  \tag{A.5}\\
& \quad+Q\left[I_{2} \otimes E_{m}-\kappa_{0}\left(D_{2} \otimes F_{m}\right)\right]<0
\end{align*}
$$

then $I_{N-1} \otimes E_{m}-\kappa_{0} \widehat{L} \otimes F_{m}$ is Hurwitz stable, where $D_{1}=$ $\left[\begin{array}{cc}r & d \\ -d & r\end{array}\right], D_{2}=\left[\begin{array}{cc}2 d & d \\ -d & 2 d\end{array}\right], r=\min \{\operatorname{Re}(\lambda): 0 \neq \lambda \in \sigma(\mathscr{L})\}$, $d=\max _{i \in \underline{N}}\left\{d_{i}\right\}$ is the maximum vertex in-degree over $\mathscr{G}(\mathscr{A})$.

Proof of Lemma 11. We only need to prove that the inequalities in (A.5) hold. Take $P=Q=I_{2} \otimes P_{m}$. From Lemma 10, (14) implies (A.5). The proof is completed.
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#### Abstract

The prosecutor is the main body of procuratorial organs. The performance appraisal system plays an important role in promoting the work efficiency of procurator. In this paper, we establish the performance appraisal system of procurators by high-order confirmatory factor analysis method and evaluate procurators' performance by fuzzy comprehensive evaluation method based on the 360 degrees. The results have some help to performance management of procuratorial organs.


## 1. Introduction

Procurator is the principal and dominant part for procuratorial organs to conduct procuratorial business and perform its functions. The establishment of a scientific and rational appraisal system will mobilize their enthusiasm, raise their work efficiency, and increase the whole procuratorial organ's work level. The existing documents, law rules, and regulations serve as basis for the establishment of the evaluation system of procurators. However, from current practical evaluation of procuratorial organs, there are prominent problems in setting targets, selecting evaluation indicators, and applying evaluation results and further improvements are needed. Many existing papers have discussed this topic such as Bouskila-Yam and Kluger (2011) [1], Jin (2010) [2], and Samuel et al. (2014) [3]. However, most of them are qualitative researches and quantitative researches are less. Given this, this paper deploys the cross validation of EFA and CFA to establish structure of the performance evaluation system to make the system more reasonable on the basis of related performance evaluation theory. This is not frequently used in other papers about the same topic and we will use fuzzy comprehensive evaluation to make instance analysis based on full circle appraisal.

## 2. Acquire Appraisal Index

The Article 26 of Law of Procurator stipulates that procurator appraisal includes their job performance, ideology and morality, professional skill and theoretical level of law, working attitude, and working style. And the focus lies in their job performance. Guided by this requirement, the research group has invited seven procurators in leadership position from a procuratorial organ in JiangXi in depth interview. At first, the compere introduces the purpose and requirements about this interview and invites them to analyze and discuss their work selectively. Based on related theories of performance appraisal system [4-8], we can explain performance from conduct, result, and capability. According to the three dimensionalities, we can acquire thirty-two initial evaluation factors, presented by $a_{1} \sim a_{32}[9,10]$.
2.1. Initial Evaluation Elements Based on Conduct. These include (1) Job responsibility $\left(a_{1}\right)$; (2) observance of procedural law $\left(a_{2}\right)$; (3) work initiative and enthusiasm $\left(a_{3}\right) ;(4)$ observance of business specification $\left(a_{4}\right)$; (5) observance of "Responsibilities Certificate for Ethnical Members of CPC" $\left(a_{5}\right)$; (6) team spirit $\left(a_{6}\right)$; (7) observance of related prohibitions $\left(a_{7}\right)$; (8) refusal of gifts and bribery $\left(a_{8}\right) ;(9)$ political thoughts $\left(a_{9}\right)$; (10) political theory level $\left(a_{10}\right)$; (11) outlook
of right and wrong and outlook of values $\left(a_{11}\right)$; (12) work organization $\left(a_{12}\right)$; and (13) deployment of effective methods ( $a_{13}$ ).
2.2. Initial Evaluation Elements Based on Results. These include (1) completing required work load $\left(a_{14}\right)$; (2) fulfilling duties and responsibilities as required $\left(a_{15}\right) ;(3)$ mistaken rate $\left(a_{16}\right)$; (4) the satisfaction degree of the social public $\left(a_{17}\right)$; (5) saving litigation costs $\left(a_{18}\right)$; (6) meeting targets and requirements of job performance ( $a_{19}$ ); and (7) saving economic costs for the country $\left(a_{20}\right)$.
2.3. Initial Evaluation Elements Based on Capability. These include (1) awareness and capability to accept professional training $\left(a_{21}\right)$; (2) professional techniques and capability $\left(a_{22}\right) ;$ (3) capability to deal with accidents $\left(a_{23}\right) ;(4)$ capability to cooperate $\left(a_{24}\right)$; (5) professional knowledge level $\left(a_{25}\right) ;(6)$ capability to comprehend and analyze $\left(a_{26}\right)$; (7) proficiency of professional works ( $a_{27}$ ); (8) ability to apply new knowledge and accommodate new fields $\left(a_{28}\right)$; (9) mastering foreign language and computer $\left(a_{29}\right) ;(10)$ capability to manage $\left(a_{30}\right)$; (11) capability to make observance and discovery $\left(a_{31}\right)$; and (12) oral expression and writing $\left(a_{32}\right)$.

## 3. Design Appraisal Index System

3.1. Determine the Structure of Appraisal Index System. We use EFA to further refine initial appraisal factors and work out the structure of appraisal index system. Based on initial appraisal factors, we designed the initial questionnaire on the basis of Likert scale and surveyed 100 procurators. We have recycled 88 valid samples and the valid return rate is $88 \%$.

After reliability test, we figure out that Cronbach's $\alpha$ is 0.951, larger than the fundamental reliability requirements 0.7. So the overall reliability result is satisfactory. The outcome of KMO analysis is 0.860 , larger than the fundamental requirement 0.7. $\chi^{2}$ in Bartlett test of sphericity is 2087 and the significance level is 0.000 , smaller than 0.01 . These show that the questionnaire is appropriate for component analysis.

Through the principal component analysis and Varimax orthogonal rotation, we figure out the factor loading of different components whose six eigenvalues are all larger than 1 . The results are shown in Table 1.

In component one, the evaluation elements whose factor loadings are larger than 0.6 are $a_{12}, a_{13}, a_{14}, a_{16}, a_{17}, a_{19}$, and $a_{20}$. Because these indexes primarily reflect the job performance, so we name component one job performance component. In component two, the evaluation elements whose factor loadings are larger than 0.6 are $a_{21}, a_{23}$, $a_{24}, a_{28}$, and $a_{30}$; we name component two job capability component. In component three, the evaluation elements whose factor loadings are larger than 0.6 are $a_{1}, a_{3}$, and $a_{6}$ and we name component three working attitude component. In component four, he evaluation elements whose factor loadings are larger than 0.6 are $a_{2}, a_{4}, a_{5}, a_{7}$, and $a_{8}$ and we name component four professional quality component. In component five, the evaluation elements whose factor loadings are larger than 0.6 are $a_{9}, a_{10}$, and $a_{11}$ and we name
component five ethnic component. In component six, only two components' factor loadings are larger than 0.6 , that are, $a_{22}$ and $a_{29}$. Because evaluative elements are too little and the job capability has been reflected by component two, so we delete component six. Besides, all factor loadings of $a_{15}, a_{18}$, $a_{25}, a_{26}, a_{27}, a_{31}$, and $a_{32}$ are smaller than 0.6 . This means their convergent validities are far from satisfaction, so they should be deleted.
3.2. Determine Index Weight. There are many methods to determine the index weight. In this paper, we use CFA. Reasons are shown as follows. (1) The results of structural equation model are based on many questionnaires whose objectivity can be fully guaranteed compared with other methods which are more subjective. (2) CFA could make further verification of EFA result and make much contribution to ensure the rationality of the performance evaluation structure. (3) The structural equation model could amend the initial model with its dedicated tools to reach the ideal requirements. (4) The structural equation model has been widely used in many performance appraisal systems which are difficult to qualify and performance evaluation index of procurators in this paper is also one difficult to be qualified. So it is reasonable to use this model. (5) Now most researches are using path coefficient obtained through structural equation model to figure out the interaction intensity between components. However, this paper uses the path coefficient obtained through higher CFA model to acquire weight factor. This method has not been frequently used in researches of procuratorial organs' performance appraisal. This has broadened the application of the structural equation model and is fairly innovative.

To conduct CFA, the research group has given out 300 questionnaires to staff in procuratorial organs in JiangXi and teachers in universities and colleges. We finally collect 273 questionnaires and the return rate is $91 \%$. To make the CFA model more rational, this paper will start with oblique factor model and achieve the expecting results through consistent examination and correction.
3.2.1. Oblique Multifactor Model. Supposing there exists correlation between job performance, job capability, working attitude, professional quality, and ethnic, the results of the maximum likelihood method are as follows.
(1) Model Identification. The number of data point is 276 and the amount of estimated parameters is 56 . Data point is larger than parameter and DOF is 220 . This shows this model is an excessive identification one. So it has met the requirements of SEM model.
(2) Parameter Estimation. The results of standardized estimation of oblique multifactor model are shown in Figure 1. The correlation coefficient between the standardized regression coefficient and latent variable is verified through significance test.
(3) Verification of Incremental Fit Measures. (1) The chisquare value $\left(\chi^{2}\right)$ is 590.811 and the number of $\chi^{2} / d f$ is

TABLE 1: Rotated component matrix after Varimax orthogonal rotation.

| Initial evaluation elements | Component |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 |
| $a_{1}$ | 0.142 | 0.091 | 0.654 | 0.33 | -0.173 | -0.237 |
| $a_{2}$ | -0.017 | 0.123 | 0.174 | 0.784 | 0.026 | 0.256 |
| $a_{3}$ | 0.142 | 0.369 | 0.716 | 0.064 | 0.088 | 0.218 |
| $a_{4}$ | 0.115 | 0.058 | 0.223 | 0.783 | 0.157 | -0.13 |
| $a_{5}$ | 0.188 | 0.087 | 0.213 | 0.767 | -0.047 | 0.077 |
| $a_{6}$ | 0.122 | 0.328 | 0.754 | 0.023 | 0.009 | 0.281 |
| $a_{7}$ | 0.104 | 0.116 | 0.151 | 0.692 | 0.072 | -0.02 |
| $a_{8}$ | 0.054 | 0.21 | -0.309 | 0.71 | 0.199 | 0.021 |
| $a_{9}$ | 0.247 | 0.22 | 0.013 | 0.182 | 0.818 | -0.043 |
| $a_{10}$ | 0.176 | 0.197 | 0.013 | 0.099 | 0.829 | 0.101 |
| $a_{11}$ | 0.013 | 0.008 | 0.424 | -0.024 | 0.623 | 0.375 |
| $a_{12}$ | 0.701 | 0.342 | 0.081 | 0.16 | 0.119 | 0.138 |
| $a_{13}$ | 0.678 | 0.196 | 0.03 | 0.347 | 0.119 | 0.27 |
| $a_{14}$ | 0.619 | 0.196 | 0.172 | -0.084 | 0.026 | 0.507 |
| $a_{15}$ | 0.402 | 0.183 | 0.569 | 0.319 | 0.285 | -0.075 |
| $a_{16}$ | 0.768 | 0.341 | 0.257 | 0.06 | 0.108 | -0.006 |
| $a_{17}$ | 0.861 | 0.162 | 0.12 | 0.1 | 0.081 | 0.052 |
| $a_{18}$ | 0.446 | 0.146 | 0.394 | 0.362 | 0.333 | 0.099 |
| $a_{19}$ | 0.765 | 0.107 | 0.105 | -0.032 | 0.102 | 0.215 |
| $a_{20}$ | 0.699 | 0.27 | 0.178 | 0.174 | 0.154 | 0.131 |
| $a_{21}$ | 0.335 | 0.773 | 0.079 | 0.091 | 0.155 | 0.224 |
| $a_{22}$ | 0.448 | 0.247 | 0.011 | -0.076 | 0.024 | 0.712 |
| $a_{23}$ | 0.384 | 0.642 | 0.206 | 0.109 | 0.187 | 0.151 |
| $a_{24}$ | 0.23 | 0.705 | 0.276 | 0.132 | 0.089 | 0.167 |
| $a_{25}$ | 0.456 | 0.4 | 0.212 | 0.234 | 0.25 | -0.001 |
| $a_{26}$ | 0.321 | 0.419 | 0.447 | 0.172 | 0.326 | 0.273 |
| $a_{27}$ | 0.096 | 0.401 | 0.534 | 0.295 | 0.231 | 0.292 |
| $a_{28}$ | 0.362 | 0.687 | 0.336 | 0.226 | 0.208 | 0.046 |
| $a_{29}$ | 0.229 | 0.161 | 0.197 | 0.221 | 0.173 | 0.666 |
| $a_{30}$ | 0.25 | 0.654 | 0.368 | 0.256 | 0.036 | 0.094 |
| $a_{31}$ | 0.262 | 0.231 | 0.508 | 0.191 | 0.29 | 0.366 |
| $a_{32}$ | 0.268 | 0.489 | 0.507 | 0.125 | 0.201 | -0.044 |

2.68 (590.811/220). This number is between one and three, meaning that the overall fit measure can meet requirements. (2) The RMR of residual mean square and square root is 0.056 , larger than 0.05 but close to 0.05 . This means that the fit measure is up to requirements. (3) GFI is 0.823 and AGFI is 0.778 . They both fail to meet the ideal requirements. (4) PRATIO (0.87), PNFI (0.669), and PCFI (0.73) are all larger than 0.50 so they can meet the requirements. (5) RMSEA is 0.82 and it means that the fit measure is general.
(4) Internal Quality Evaluation of the Model. (1) Validity reflects the degree of actual measurement of underlying characteristics that target variable that it wants to measure. For SEM model, if the load capacity has reached significance level which means $P$ is smaller than 0.05 and $|t|$ is larger than 1.96, then target variable can effectively reflect the latent variable that it measures and the measurement has high
validity. Because all load capacities are smaller than 0, so this model is of good validity.
(2) Individual observation variable reflects the consistency of measurement and observed variables' multivariate square reflects the reliability of latent variable. It is larger than 0.50 and that means the individual item is reliable. After calculation, among twenty-three measured variables, there are eight individual items whose separation reliability is larger than 0.50 , so this model is qualified.
(3) Composite reliability is also called construct reliability which is used to evaluate the unity of potential construction indicators. Higher composite reliability means higher unity between measurement index and vice versa. The calculation formula is $\rho_{c}=\left(\sum \lambda\right)^{2} /\left[\left(\sum \lambda\right)^{2}+\sum \theta\right] . \rho_{c}$ is composite reliability, $\lambda$ is standardized parameter of observed variable compared with latent variable, and $\theta$ is error variance of target variable. If $\rho_{c}$ is larger than 0.60 , the composite reliability is


Figure 1: Standardized parameter estimates of oblique multifactor model.
qualified. After calculation, we figure out that $\rho_{c 1}=0.827$, $\rho_{c 2}=0.818, \rho_{c 3}=0.808, \rho_{c 4}=0.822$, and $\rho_{c 5}=0.676$. And they, respectively, reflect composite reliability of job performance, job capability, working attitude, professional quality, and ethnic. They are all larger than 0.60 , so this model is of high composite reliability.
(4) Average variance extracted (AVE) indicates variation of target variable which latent variable can explain when compared with the error variance. The calculation formula $\rho_{v}=\sum \lambda^{2} /\left[\sum \lambda^{2}+\sum \theta\right]$ is extracted variance of mean, $\rho_{v}$ is standardized parameter of observed variable on latent variable, and $\theta$ is the error variance of target variable. If $\rho_{v}$ is larger than 0.50 , the observed variable can reflect the latent variable and the latent variable is of high reliability and validity. If $\rho_{v}$ is smaller than 0.50 , the variation of target variable that measuring error can explain is larger
than variation that basic latent variable explains. And it means the latent variable has low reliability and validity. After calculation, we figure out that $\rho_{v 1}=0.406, \rho_{v 2}=0.489$, $\rho_{v 3}=0.586, \rho_{v 4}=0.481$, and $\rho_{v 5}=0.426$. And they, respectively, reflect composite reliability of job performance, job capability, working attitude, professional quality, and ethnic. They are all smaller than 0.50 , except $\rho_{v 3}$, and it shows that this model is of low internal quality.

From the external quality inspection (incremental fit measures) and internal quality inspection (reliability and validity test) of oblique multifactor model, we can see that partial incremental fit measures indicator and reliability and validity test indicator are unsatisfactory and needs further improvements. At the same time, correlation coefficient between latent variables shows that the five latent variables have high degree of correlation and there may exist another


Figure 2: Standardized parameter estimates of revised second order CFA models.
high-order common factor. It serves as basis for second order CFA model. So on the basis of oblique multifactor model and needs of appraisal system of procurators, we set up a second order CFA model, make amendments to it, and finally establish the appraisal system of procurators.
3.2.2. Second Order CFA Model. Supposing that job performance, job capability, working attitude, professional quality, and ethnic are all influenced by a high-order component, the five latent variables have transformed into internal latent variables and a new item-estimated residual is added. And we also suppose that there is no error covariation and crossload and each latent variable is only influenced by one firststage component. Then we set up a second order CFA model, modify covariance of the model, release modification indices which are larger than 15 , filter four groups of variables whose critical ratio of error variance is smaller than 0.1 , and restrict a same parameter for them. The results are as follows.
(1) Pattern Recognition. The data points of the model are 276, while parameter estimates in total are 51. So the data points
of the model exceed parameter estimates and the degree of freedom is 225 , indicating that this model is the necessary condition of the SEM Model.
(2) Simulation Model Parameter Estimation. Figure 2 presents the standardized parameter estimates of revised second order CFA models. In the diagram, standardized regression coefficient and coefficient of association among the latent variables pass the significance test.
(3) Inspection of Model Adaptation Degree. (1) The chisquare value ( $\chi^{2}$ ) is 399.625 and the number of $\chi^{2} / d f$ is 1.776 (399.625/225), which means revised model chi-square significantly decreases, and Chi-square degrees of freedom is between 1 and 3, indicating that fitting degree of the model gets optimized, meeting the requirement. (2) Residual mean square and square RMR are 0.048 , below 0.05 , indicating that fitting degree of the model meets the requirement. (3) Goodness-of-fit index GFI equals 0.870 , fixed adaptation degree index AGFI equals 0.840 , although not reaching the level of 0.9 , close enough, still meeting the requirement.

Table 2: Appraisal system of prosecutors' performance.

| Numbers | Level-1 indicators (weight) | Level-2 indicator (weight) |
| :---: | :---: | :---: |
| 1 | $\mathrm{A}_{1}$ : Work performance (0.254) | $a_{12}$ : organization in work (0.127) <br> $a_{13}$ : ability to make effective solutions (0.165) <br> $a_{14}$ : work completed (0.134) <br> $a_{16}$ : mistaken case rate (0.150) <br> $a_{17}$ : social public satisfaction (0.139) <br> $a_{19}$ : ability to successfully meet work expectations (0.150) <br> $a_{20}$ : national economic loss redeemed (0.134) |
| 2 | $\mathrm{A}_{2}$ : Work ability (0.200) | $a_{21}$ : willingness and capacity of accepting work training (0.124) <br> $a_{23}$ : ability to handle emergencies (0.205) <br> $a_{24}$ : ability to contact and to cooperate ( 0.236 ) <br> $a_{28}$ : ability to employ new knowledge and to adapt to new fields (0.236) <br> $a_{30}$ : management ability (0.200) |
| 3 | $\mathrm{A}_{3}$ : Work attitude (0.159) | $\begin{aligned} & a_{1}: \text { responsibility in work }(0.297) \\ & a_{3}: \text { positive initiative in work }(0.379) \\ & a_{6} \text { : team spirit }(0.325) \end{aligned}$ |
| 4 | $\mathrm{A}_{4}$ : Professional quality (0.192) | $a_{2}$ : abidance by law (0.189) <br> $a_{4}$ : abidance by work rules and regulations (0.209) <br> $a_{5}$ : abidance by the responsibility of party members (0.205) <br> $a_{7}$ : violations of the probations ( 0.211 ) <br> $a_{8}$ : refusal of the bribe (0.186) |
| 5 | $\mathrm{A}_{5}$ : Ideology and morality (0.195) | $a_{9}$ : political thoughts ( 0.204 ) $a_{10}$ : level of political theory ( 0.364 ) $a_{11}$ : outlook of right and wrong and value ( 0.432 ) |

(4) Simple adjustment measure PRATIO equals 0.889 , PNFI equals 0.751 , along with PCFI, all above 0.50 , meeting the requirement. (5) Gradual residual and square root RMSEA is 0.058 , below uncorrected ones, or between 0.05 and 0.08 , indicating fitting degree of the model fair.

According to the data above, most of goodness-of-fit index of second order CFA models meet the requirement, indicating the external quality of second order CFA Models favorable.
(4) Internal Quality Evaluation of the Model. (1) Validity. All factor loadings in this model are far from 0 , indicating the validity of the model favorable. (2) Individual Item Reliability. Among 28 variables, 13 kinds of individual item reliability are above 0.50 , showing that the internal quality of the model fair. (3) Composite Reliability. The composite reliability result of higher order factor "Assessment of Public Procurators" $\rho_{c}=0.891$. Because $\rho_{c}$ is larger than 0.6 , the overall composite reliability is very ideal. (4) Extracted value of variance of mean of latent variables is AVE. Variance of mean extracted of the higher order factor "Assessment of Public Prosecutors" is 0.627 . The result indicates that this latent variance has favorable reliability and validity.

It is easy to find that most of goodness-of-fit index of revised second order CFA Models meet the requirement, indicating that this model has sound reliability and validity in terms of internal quality assessment. As a result, this model can be set as the final model in the construction of index system.

Final system of assessment of prosecutors' performance can be gained by normalization of path coefficient of revised second order CFA Model, which is shown in Table 2.

## 4. Appraisal Instances

According to the appraisal system of prosecutors' performance above, assessment of prosecutors' performances can be implemented. This research group assesses one prosecutor's performance of a certain procuratorate in Jiangxi Province by taking the fuzzy comprehensive evaluation method based on 360 degrees of main-body evaluation [1113].
(1) Determine Appraisal Factor Aggregation. The appraisal factor aggregation stems from 5 level-1 indicators and 23 level-2 indicators in the performance appraisal system.
(2) Determine Aggregation of Factor Rankings. According to the general principle set by level appraisal aggregation, degree of each kind of indicator can be classified into 5 grades, which are excellent, favorable, medium, pass, and Poor, thus determining the fuzzy judging set $V=\{$ Excellent, Favorable, Medium, Pass, Poor\}, according to which, membership sets are, respectively, classified into 95, $85,75,65$, and 55 , and the grade evaluation matrix is $V=$ [ $95,85,75,65,55]$.

TABLE 3: Summary table of primitive matrix of fuzzy comprehensive appraisal for each indicator.

| Indicators | Superior |  |  |  |  | Vis-a-vis |  |  |  |  | Self |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | C | D | E | A | B | C | D | E | A | B | C | D | E |
| $a_{12}$ | 1/5 | 4/5 | 0 | 0 | 0 | 1/5 | 3/5 | 1/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{13}$ | 1/5 | 3/5 | 1/5 | 0 | 0 | 1/5 | 4/5 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{14}$ | 2/5 | 3/5 | 0 | 0 | 0 | 2/5 | 1/5 | 2/5 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $a_{16}$ | 2/5 | 2/5 | 1/5 | 0 | 0 | 3/5 | 2/5 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{17}$ | 0 | 4/5 | 1/5 | 0 | 0 | 1/5 | 4/5 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{19}$ | 1/5 | 3/5 | 1/5 | 0 | 0 | 2/5 | 3/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $a_{20}$ | 2/5 | 3/5 | 0 | 0 | 0 | 3/5 | 1/5 | 1/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{21}$ | 3/5 | 2/5 | 0 | 0 | 0 | 2/5 | 3/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $a_{23}$ | 2/5 | 2/5 | 1/5 | 0 | 0 | 3/5 | 2/5 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{24}$ | 0 | 3/5 | 2/5 | 0 | 0 | 1/5 | 4/5 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{28}$ | 0 | 4/5 | 1/5 | 0 | 0 | 2/5 | 3/5 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{30}$ | 3/5 | 2/5 | 0 | 0 | 0 | 3/5 | 2/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $a_{1}$ | 2/5 | 2/5 | 1/5 | 0 | 0 | 0 | 3/5 | 2/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{3}$ | 3/5 | 2/5 | 0 | 0 | 0 | 2/5 | 3/5 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{6}$ | 1/5 | 3/5 | 1/5 | 0 | 0 | 2/5 | 2/5 | 1/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{2}$ | 2/5 | 2/5 | 1/5 | 0 | 0 | 1/5 | 2/5 | 2/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{4}$ | 0 | 2/5 | 3/5 | 0 | 0 | 0 | 3/5 | 2/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{5}$ | 3/5 | 1/5 | 1/5 | 0 | 0 | 2/5 | 3/5 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{7}$ | 1/5 | 3/5 | 1/5 | 0 | 0 | 2/5 | 2/5 | 1/5 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $a_{8}$ | 3/5 | 2/5 | 0 | 0 | 0 | 2/5 | 3/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $a_{9}$ | 2/5 | 3/5 | 0 | 0 | 0 | 3/5 | 1/5 | 1/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{10}$ | 1/5 | 2/5 | 2/5 | 0 | 0 | 2/5 | 2/5 | 1/5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $a_{11}$ | 2/5 | 2/5 | 1/5 | 0 | 0 | 3/5 | 2/5 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |

A, B, C, D, and E, respectively, represent "excellent," "favorable," "medium," "pass," and "poor."
(3) Determine the Appraisal Subject. The thinking of 360degree assessment method being used for reference and in order to make the appraisal result disinteresting, 5 superior prosecutors, vis-a-vis 5, and the prosecutor itself 1 , making it the total of 11 participants of the fuzzy comprehensive appraisal. Respective weights are determined through discussion among the experts, making the superior 0.6 , vis-a-vis 0.2 and the self 0.2 .
(4) Determine Fuzzy Relation Matrix. Primitive matrix of fuzzy comprehensive appraisal is gained by fuzzy comprehensive appraisal of each main part. See Table 3.

According to the method of fuzzy comprehensive appraisal, the prosecutor's level-1 indicator grades can be computed to be $86.821,86.7725,87.0010,86.5850$, and 86.8560, making it final grade 86.821, 86.7725, 87.0010, 86.5850 , and 86.8560 and work performance ranking number 2 in the 5 indicators, showing that the most important work performance of the prosecutor is sound in the 4 indicators. Generally speaking, all indicator grades are close. According to the maximum membership principle, the appraisal result of the prosecutor is "favorable." The comprehensive grades of other prosecutors can be gained by employing the same method. The ranking can be important factors for promotion and reward through sorting different prosecutors' grades based on the final grades. In the actual operations, the
computation process can be completed by computer software, simplifying the operation process.

## 5. Conclusion

This study combined uses exploratory factor analysis and high-order confirmatory factor analysis to establish the prosecutor performance appraisal system. The study also conducts instance analysis based on 360-degree fuzzy comprehensive appraisal of the main target. Adopting this method is a beneficial trial of using high-order CFA Model, perfecting, and enriching the existing appraisal system of prosecutors' performance and then making the appraisal and evaluation more scientific and reasonable. Meanwhile, such a system built through this thinking not only helps to compare different working indicator result of prosecutors, but also can enlighten what should be corrected and improved. Besides, such a system can make the ranking of various appraisal grades, through which promotion, rewards, and punishments can find their grounds. In practice, it is very operative-oriented because all computations can be accurately done by computers. In the future studies, this system will constitute an important role in further segmenting the appraisal indicators in order to enhance the operability of the indicator system.

TABLE 4

| Number | Evaluation factors |  | Importance |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 1 | 2 | 3 | 4 | 5 |

(1) Importance based on behaviors

Responsibility in work
Abidance by law in dealing with cases
Positive initiative in work
Abidance by work rules and regulations
Abidance by the responsibility of party members
Team spirit in work
Nonviolations of the probations
Refusal of the bribe
Political thoughts
Level of political theory
Outlook of right and wrong and value
Organization in work
Ability to make effective solutions
(2) Importance based on results

## Work completed

Ability to finish the duties as required
Mistaken case rate
Social public satisfaction
Ability to cut litigation cost
Ability to successfully meet work expectations
National economic loss redeemed
(3) Importance based on abilities

21 Innovation ability
22
23
24
25
26
27
28
29
Skills of handling cases
Ability to handle emergencies
Professional proficiency
Professional knowledge
Ability to understand and analyze
Ability to contact and to cooperate
Ability to employ new knowledge and to adapt to new fields
English and computer proficiency and operability
Ability to manage and control
Acute observation
Oral expression and writing ability

## Appendix

## A. Questionnaire of Prosecutors' Performance Assessment

Dear Sir or Madam,
Thank you very much for taking the time out of your busy schedule to fill in this questionnaire! The questionnaire aims to gather information, based on which related factors and incidence influencing a prosecutor's performance can be understood and evaluated in order to provide evidences for the design of assessment system. This questionnaire employs the method of anonymous survey to acquire data
which is used only for the study. Therefore, we promise you the confidentiality of all of your provided information. To guarantee the reliability and the validity, please answer the questions according to your actual situation without being affected by other people's opinion. Thanks very much for your cooperation!

There are two parts in the questionnaire. The first part is your personal information and the second is the main part.
A.1. Personal Information. Please mark the " $\sqrt{ }$ " in the brackets.
(1) Gender: male ( ); female ( )
(2) Politics status:

Member of communist party of China ( ); general public ( ); democracy parties ()
(3) Age: under 25 ( ); 26-35 ( ); 36-45 ( ); 46-55 ( ); older than 55 ()
(4) Education background: senior high school graduates ( ); junior college graduates ( ); undergraduate graduates; postgraduate or above ()
(5) Ranks or positions: section member ( ); vice section ( ); section chief ( ); deputy director ( ); directing officer ( ).
A.2. Main Part of the Questionnaire. Indicator factors involving behaviors, results, and abilities which possibly influence prosecutors' performances are listed above. Please give your opinion on the importance of each factor by marking " $\sqrt{ }$." Note that " 1 ," " 2 ," and " 3 ," respectively, represent "Dispensable," "Unimportant," "Important," "Necessary," and "Imperative." See Table 4.
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#### Abstract

Intermittent interaction control is introduced to solve the consensus problem for second-order multiagent networks due to the limited sensing abilities and environmental changes periodically. And, we get some sufficient conditions for the agents to reach consensus with linear protocol from the theoretical findings by using the Lyapunov control approach. Finally, the validity of the theoretical results is validated through the numerical example.


## 1. Introduction

The problem of coordinating the motion of multiagent networks has attracted increasing attention. Research on multiagent coordinated control problems not only helps in better understanding the general mechanisms and interconnection rules of natural collective phenomena but also carries out benefits in many practical applications of networked cyberphysical systems, such as tracking [1], flocking [2, 3], and formation [4]. Consensus, along with stability [5] and bifurcation [6], is a fundamental phenomenon in nature [7]. Roughly speaking, consensus means that all agents in network will converge to some common state by negotiating with their neighbors. A consensus algorithm is an interaction rule on how agents update their states.

To realize consensus, many effective approaches were proposed [8-10]. Since the network can be regarded as a graph, the issues can be depicted by the graph theory. The recent approaches concentrate on matrix analysis [11], convex analysis [12, 13], and graph theory [14]. The concept of spanning tree especially is widely used to describe the communicability between agents in networks that can guarantee the consensus [15]. For more consensus problems, the reader may refer to [16-21] and the references therein.

As we know, sometimes only the intermittent states of its neighbors can be obtained by the agents to the transmission capacity, communication cost, sensing abilities, and
the environmental changes. To decrease the control cost, only the intermittent states of its neighbors are obtained [22]. This is mainly because such networks are constrained by the following operational characteristics: (i) they may not have a centralized entity for facilitating computation, communication, and timesynchronization, (ii) the network topology may not be completely known to the nodes of the network, and (iii) in the case of sensor networks, the computational power and energy resources may be very limited. Inspired by the above consideration, the goal in this setting is to design algorithms by exploiting partial state sampling at each node; it is possible to reduce the amount of data which needs to be transmitted in networks, thereby saving bandwidth and energy, extending the network lifetime, and reducing latency. Also, the linear local interaction protocol can guarantee the linear nature of distributed multiagent networks in real world and linear algorithm is simple and easy to implement so as to be widely used in practical engineering especially in the limited transmission environment. Using the Lyapunov control approach, some sententious conditions are obtained in this paper for reaching consensus in multiagent networks.

The rest of this paper is organized as follows. In Section 2, some preliminaries on the graph theory and the model formulation are given. The main results are established in Section 3. In Section 4, a numerical example is simulated to verify the theoretical analysis. Concise conclusions are finally drawn in Section 5.

## 2. Preliminaries and Model

2.1. Graph Theory. In this subsection, some basic concepts and result of algebraic grapy theory are introduced. Suppose that information exchange among agents in multiagent networks can be modeled by an interaction digraph.

Let $g=(V, \varepsilon, A)$ denote a directed graph with the set of nodes $V=\{1,2, \ldots, N\}$, where $\varepsilon \subseteq V \times V$ represents the edge set and $A=\left(a_{i j}\right)_{N \times N}$ is the adjacency matrix with nonnegative elements $a_{i j}$. A directed edge $\varepsilon_{i j}$ in the network $g$ is denoted by the ordered pair of nodes $(i, j)$, where $i$ is the receiver and $j$ is the sender, which means that node $i$ can receive information from node $j$. We always assume that there is no self-loop in network $g$. An adjacency matrix $A$ of a directed graph can be defined such that $a_{i j}$ is a nonnegative element if $\varepsilon_{i j} \in \varepsilon$, while $a_{i j}=0$ if $\varepsilon_{i j} \notin \varepsilon$. The set of neighbors of node $i$ is denoted by $N_{i}=\{j \in V:(i, j) \in \varepsilon\}$. A sequence of edges of the form $\left(i, j_{1}\right),\left(j_{1}, j_{2}\right), \ldots,\left(j_{m}, j\right) \in \varepsilon$ composes a directed path beginning with $i$ and ending with $j$ in the directed graph $g$ with distinct nodes $j_{k}, k=1,2, \ldots, m$, which means the node $j$ is reachable from node $i$. A directed graph is strongly connected if for any distinct nodes $i$ and $j$, there exists a directed path from node $i$ to node $j$. A directed graph has a directed spanning tree if there exists at least one node called root which has a directed path to all the other nodes [16]. Let (generally nonsymmetrical) Laplacian matrix $L=\left(l_{i j}\right)_{N \times N}$ associated with directed network $g$ be defined by

$$
l_{i j}= \begin{cases}\sum_{k=1, k \neq i}^{N} a_{i k}, & i=j  \tag{1}\\ -a_{i j}, & i \neq j\end{cases}
$$

which ensure the diffusion property $\sum_{j=1}^{N} l_{i j}=0$. Suppose $L$ is irreducible. Then, $L 1_{N}=0_{N}$ and there is a positive vector $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{N}\right)^{T}$ satisfying $\xi^{T} L=0_{N}$ and $\xi^{T} \mathbf{1}_{N}=1$. In addition, there exists a positive definite diagonal matrix $\Xi=$ $\operatorname{diag}\left(\xi_{1}, \xi_{2}, \ldots, \xi_{N}\right)$ such that $\bar{L}=\left(\Xi L+L^{T} \Xi\right) / 2$ is symmetric and $\sum_{j=1}^{N} \bar{L}_{i j}=\sum_{j=1}^{N} \bar{L}_{j i}=0$ for all $i=1,2, \ldots, N[18]$.

For simplicity, some mathematical notations are used throughout this paper. $I_{n}\left(O_{n}\right)$ denotes the identity (zero) matrix with $n$ dimensions. Let $\mathbf{1}_{n}\left(\mathbf{0}_{n}\right)$ be the vector with all $n$ elements being $1(0) . R^{n}$ is the $n$-dimensional real vector space. The notation $\otimes$ denotes the Kronecker product.
2.2. Model Description. The discretization process of a con-tinuous-time system cannot entirely preserve the dynamics of the continuous-time part even small sampling period is adopted. So, we consider the following second-order multiagent networks of $N$ agents in [19] with intermittent measurements. The $i$ th agent in the directed network $g$ is governed by double-integrator dynamics

$$
\begin{gathered}
\dot{x}_{i}(t)=v_{i}(t) \\
\dot{v}_{i}(t)=d(t)\left(\sum_{j=1, j \neq i}^{N} a_{i j}\left(x_{j}(t)-x_{i}(t)\right)\right. \\
\left.+\kappa \sum_{j=1, j \neq i}^{N} a_{i j}\left(v_{j}(t)-v_{i}(t)\right)\right), \\
i=1,2, \ldots N
\end{gathered}
$$

where $x_{i}(t) \in R^{n}$ and $v_{i}(t) \in R^{n}$ are the position and velocity states of the $i$ th agent, respectively. $\kappa$ denotes the coupling strengths. $d(t)$ denotes the intermittent control as follows:

$$
d(t)= \begin{cases}1, & t_{0}+k \omega<t \leq t_{0}+k \omega+\delta  \tag{3}\\ 0, & t_{0}+k \omega+\delta<t \leq t_{0}+(k+1) \omega\end{cases}
$$

where $\omega>0$ is the control period and $\delta>0$ is called the control width.

Equivalently, model (2) can be rewritten as follows:

$$
\begin{gather*}
\dot{x}_{i}(t)=v_{i}(t) \\
\dot{v}_{i}(t)=-d(t)\left(\sum_{j=1}^{N} l_{i j} x_{j}(t)+\kappa \sum_{j=1}^{N} l_{i j} v_{j}(t)\right),  \tag{4}\\
i=1,2, \ldots, N .
\end{gather*}
$$

In this paper, our goal is to design suitable $\omega, \delta$ such that the network reaches consensus. In the following we present the following lemma and definitions.

Lemma 1 (see [23]). Suppose that $M \in R^{n \times n}$ is positive definite and $N \in R^{n \times n}$ is symmetric. Then $\forall x \in R^{n}$, and the following inequality holds:

$$
\begin{equation*}
\lambda_{\max }\left(M^{-1} N\right) x^{T} M x \geq x^{T} N x \geq \lambda_{\min }\left(M^{-1} N\right) x^{T} M x . \tag{5}
\end{equation*}
$$

Definition 2 (see [18]). Let $\xi, \Xi$, and $\bar{L}$ be defined as in Section 2.1. For a strongly connected network with Laplacian matrix $L$, let

$$
\begin{equation*}
a(L)=\min _{x^{T} \xi=0, x \neq 0} \frac{x^{T} \bar{L} x}{x^{T} \Xi x}, \quad b(L)=\max _{x^{T} \xi=0, x \neq 0} \frac{x^{T} \bar{L} x}{x^{T} \Xi x} . \tag{6}
\end{equation*}
$$

Definition 3. Periodic intermittent consensus in the secondorder multiagent networks (2) is said to be achieved if, for any initial conditions,

$$
\begin{gather*}
\lim _{t \rightarrow \infty}\left\|x_{i}(t)-x_{j}(t)\right\|=0 \\
\lim _{t \rightarrow \infty}\left\|v_{i}(t)-v_{j}(t)\right\|=0, \quad \forall i, j=1,2, \ldots, N \tag{7}
\end{gather*}
$$

## 3. Main Results

In this section, we will focus on consensus analysis of secondorder multiagent networks via intermittent control in the strongly connected networks, simply for that a matrix $G$ is irreducible if and only if its corresponding system $G$ is strongly connected [24].

Let $\bar{x}=\sum_{k=1}^{N} \xi_{k} x_{k}(t), \bar{v}=\sum_{k=1}^{N} \xi_{k} v_{k}(t)$ represent the average position and velocity of agent. Naturally, $\widehat{x}_{i}(t)=$ $x_{i}(t)-\bar{x}$ and $\widehat{v}_{i}(t)=v_{i}(t)-\bar{v}$ represent the position and velocity vectors relative to the average position and velocity of the agents in network. Then the error dynamical system can be rewritten in a compact matrix form as

$$
\begin{equation*}
\dot{y}(t)=\left(\widehat{L} \otimes I_{n}\right) y(t) \tag{8}
\end{equation*}
$$

where $\widehat{L}=\left(\begin{array}{cc}0_{N} & I_{N} \\ -\alpha d(t) L & -\beta \hat{d}(t) L\end{array}\right)$.

Theorem 4. Suppose that the agent network is strongly connected; then the linear consensus in the multiagent networks (2) via periodic intermittent interaction is achieved if the following conditions are satisfied:
(1) $a(L)>1 / \kappa^{2}$,
(2) $\gamma(\varrho-\delta)+\eta \delta<0, \gamma>0, \eta<0$,
where

$$
\begin{gather*}
\gamma=2 \lambda_{\max }\left(B^{-1} E\right)>0, \quad \eta=2 \lambda_{\max }(C) / \lambda_{\max }(D)<0, \\
B=\left(\begin{array}{cc}
2 \kappa a(L) \Xi & \Xi \\
\Xi & \kappa \Xi
\end{array}\right), \quad C=\left(\begin{array}{cc}
-a(L) \Xi & O_{N} \\
O_{N} & \Xi-\kappa^{2} a(L) \Xi
\end{array}\right), \\
D=\left(\begin{array}{cc}
2 \kappa b(L) \Xi & \Xi \\
\Xi & \kappa \Xi
\end{array}\right), \\
E=\left(\begin{array}{cc}
O_{N} & (\kappa / 2)\left(\Xi L+L^{T} \Xi\right) \\
(\kappa / 2)\left(\Xi L+L^{T} \Xi\right) & \Xi
\end{array}\right) . \tag{9}
\end{gather*}
$$

Proof. The potential Lyapunov function is defined to be

$$
\begin{equation*}
V(t)=\frac{1}{2} y^{T}(t)\left(\Omega \otimes I_{n}\right) y(t) \tag{10}
\end{equation*}
$$

where $\Omega=\left(\begin{array}{cc}2 \kappa \bar{L} & \Xi \\ \boxed{ } \text { E }\end{array}\right)$. Computing by the Definition 2, one obtains

$$
\begin{align*}
& V(t)= \frac{1}{2} \widehat{x}^{T}(t)\left((2 \kappa \bar{L}) \otimes I_{n}\right) \widehat{x}(t)+\frac{1}{2} \widehat{x}^{T}(t)\left((\Xi) \otimes I_{n}\right) \widehat{v}(t) \\
&+\frac{1}{2} \widehat{v}^{T}(t)\left((\Xi) \otimes I_{n}\right) \widehat{x}(t)+\frac{1}{2} \widehat{v}^{T}(t)\left((\kappa \Xi) \otimes I_{n}\right) \widehat{v}(t) \\
& \geq \frac{1}{2} y^{T}(t)\left(B \otimes I_{n}\right) y(t) \\
& \quad V(t) \leq \frac{1}{2} y^{T}(t)\left(D \otimes I_{n}\right) y(t) \tag{11}
\end{align*}
$$

where $B=\left(\begin{array}{c}2 \kappa a(L) \Xi \\ \Xi \Xi \\ \kappa \Xi\end{array}\right), D=(\underset{\Xi}{2 \kappa b(L) \Xi} \underset{\kappa \Xi}{ })$.
$B>0$ is equivalent to $\Xi>0$ and $2 \kappa a(L) \Xi-(1 / \kappa) \Xi>0$ by Schur Complement Lemma. And it is clear that $a(L)>1 / 2 \kappa^{2}$; thus $B>0$. So $V(t) \geq 0$ and $V(t)=0$ if and only if $y=0$.

Because the control gain $d(t)$ works intermittently by the control period and the control width, the consensus is discussed in the two different intervals, respectively.

Firstly, for $t_{0}+k \omega<t \leq t_{0}+k \omega+\delta$ and $\widehat{L}=\left(\begin{array}{cc}0_{N} & I_{N} \\ -L & -\kappa L\end{array}\right)$, taking the derivative of $V(t)$ along the trajectories of (8), it can be obtained that

$$
\begin{equation*}
\dot{V}(t)=\frac{1}{2} y^{T}(t)\left[\left(\Omega \widehat{L}+\hat{L}^{T} \Omega\right) \otimes I_{n}\right] y(t) \tag{12}
\end{equation*}
$$

In addition,

$$
\begin{align*}
& \Omega \widehat{L}=\left(\begin{array}{cc}
2 \kappa \bar{L} & \Xi \\
\Xi & \kappa \Xi
\end{array}\right)\left(\begin{array}{cc}
O_{N} & I_{N} \\
-d(t) L & -\kappa d(t) L
\end{array}\right) \\
&=\left(\begin{array}{cc}
-\Xi L & 2 \kappa \bar{L}-\kappa \Xi L \\
-\kappa \Xi L & \Xi-\kappa^{2} \Xi L
\end{array}\right),  \tag{13}\\
& \widehat{L}^{T} \Omega=\left(\begin{array}{cc}
-L^{T} \Xi & -\kappa L^{T} \Xi \\
2 \kappa \bar{L}-\kappa L^{T} \Xi & \Xi-\kappa^{2} L^{T} \Xi
\end{array}\right) .
\end{align*}
$$

Thus, one obtains that

$$
\frac{\Omega \widehat{L}+\widehat{L}^{T} \Omega}{2}=\left(\begin{array}{cc}
-\bar{L} & O_{N^{2}}  \tag{14}\\
O_{N} & \Xi-\kappa^{2} \bar{L}
\end{array}\right)
$$

Therefore, from (12) to (14), one obtains

$$
\begin{equation*}
\dot{V}(t) \leq\|y\|^{T} C\|y\| \tag{15}
\end{equation*}
$$

where $C=\left(\begin{array}{cc}-a(L) \Xi & O_{N} \\ O_{N} & \Xi-\kappa^{2} a(L) \Xi\end{array}\right)$.
Using $a(L)>1 / \kappa^{2}$ in condition (2), $C$ is a negativedefinite matrix.

Thus,

$$
\begin{equation*}
\dot{V}(t) \leq \lambda_{\max }(C) y^{T}(t) y(t), \quad\left(\lambda_{\max }(C)<0\right) \tag{16}
\end{equation*}
$$

And, on the other hand,

$$
\begin{align*}
V(t) & =\frac{1}{2} y^{T}(t)\left(\Omega \otimes I_{n}\right) y(t) \leq \frac{1}{2} y^{T}(t)\left(D \otimes I_{n}\right) y(t) \\
& \leq \frac{1}{2} \lambda_{\max }(D) y^{T}(t) y(t) \tag{17}
\end{align*}
$$

Consequently,

$$
\begin{array}{r}
\dot{V}(t) \leq \eta V(t), \quad \eta=\frac{2 \lambda_{\max }(C)}{\lambda_{\max }(D)}<0  \tag{18}\\
t_{0}+k \omega<t \leq t_{0}+k \omega+\delta
\end{array}
$$

Thus, we can obtain

$$
\begin{equation*}
V(t) \leq V\left(t_{0}+k \omega\right) e^{\eta\left(t-t_{0}-k \omega\right)}, \quad t_{0}+k \omega<t \leq t_{0}+k \omega+\delta \tag{19}
\end{equation*}
$$

Then let us consider the period $t_{0}+k \omega+\delta<t \leq t_{0}+(k+$ 1) $\omega$. For $\widehat{L}=\left(\begin{array}{cc}\mathrm{O}_{N} & I_{N} \\ \mathrm{O}_{N} & \mathrm{O}_{\mathrm{N}}\end{array}\right)$, we can derive

$$
\begin{align*}
\dot{V}(t) & =y^{T}(t)\left(\Omega \otimes I_{n}\right)\left[\left(\widehat{L} \otimes I_{n}\right) y(t)\right] \\
& =\frac{1}{2} y^{T}(t)\left[\left(\Omega \widehat{L}+\widehat{L}^{T} \Omega\right) \otimes I_{n}\right] y(t) \tag{20}
\end{align*}
$$

where

$$
\begin{gather*}
\Omega \widehat{L}=\left(\begin{array}{cc}
2 \kappa \bar{L} & \Xi \\
\Xi & \kappa \Xi
\end{array}\right)\left(\begin{array}{cc}
O_{N} & I_{N} \\
O_{N} & O_{N}
\end{array}\right)=\left(\begin{array}{cc}
O_{N} & 2 \kappa \bar{L}-\kappa \Xi L \\
O_{N} & \Xi
\end{array}\right) \\
\widehat{L}^{T} \Omega=\left(\begin{array}{cc}
O_{N} & O_{N} \\
2 \kappa \bar{L}^{T} & \alpha \Xi
\end{array}\right) \tag{21}
\end{gather*}
$$

Then,

$$
\frac{\Omega \widehat{L}+\widehat{L}^{T} \Omega}{2}=\left(\begin{array}{cc}
O_{N} & \kappa \bar{L}  \tag{22}\\
\kappa \bar{L}^{T} & \Xi
\end{array}\right) .
$$

Based on the above, one obtains

$$
\begin{equation*}
\dot{V}(t) \leq y^{T}(t) E y(t) \tag{23}
\end{equation*}
$$

where $E=\left(\begin{array}{cc}O_{N} & (\kappa / 2)\left(\Xi L+L^{T} \Xi\right) \\ (\kappa / 2)\left(\Xi L+L^{T} \Xi\right) & \Xi\end{array}\right)$.
From Lemma 1, we obtain

$$
\begin{align*}
\dot{V}(t) & \leq y^{T}(t) E y(t) \leq \lambda_{\max }\left(B^{-1} E\right) y^{T}(t) B y(t) \\
& \leq 2 \lambda_{\max }\left(B^{-1} E\right) V(t) . \tag{24}
\end{align*}
$$

We set $\gamma=2 \lambda_{\text {max }}\left(B^{-1} E\right)>0$, so as to obtain

$$
\begin{array}{r}
V(t) \leq V\left(t_{0}+k \omega+\delta\right) e^{\gamma\left(t-t_{0}-k \omega-\delta\right)}, \\
t_{0}+k \omega+\delta<t \leq t_{0}+(k+1) \omega . \tag{25}
\end{array}
$$

Now, we can obtain from (19) and (25) that

$$
\begin{align*}
V\left(t_{0}+(k+1) \omega\right) & \leq V\left(t_{0}+k \omega+\delta\right) e^{\gamma(\omega-\delta)} \\
& \leq V\left(t_{0}+k \omega\right) e^{\gamma(\omega-\delta)+\eta \delta}  \tag{26}\\
& \leq \cdots \leq V\left(t_{0}\right) e^{[\gamma(\omega-\delta)+\eta \delta](n+1)}
\end{align*}
$$

It is clear that there is a constant $n_{0} \geq 0$ satisfying $t_{0}+n_{0} \omega<$ $t \leq t_{0}+\left(n_{0}+1\right) \omega$ for any $t>t_{0}$. Thus we get that for $t_{0}+n_{0} \omega<$ $t \leq t_{0}+n_{0} \omega+\delta$,

$$
\begin{align*}
V(t) & \leq V\left(t_{0}\right) e^{\eta\left(t-t_{0}-n_{0} \omega\right)} e^{[\gamma(\omega-\delta)+\eta \delta] n_{0}} \\
& \leq V\left(t_{0}\right) e^{[\gamma(\omega-\delta)+\eta \delta] n_{0}} \\
& =V\left(t_{0}\right) e^{-[\gamma(\omega-\delta)+\eta \delta]} e^{[\gamma(\omega-\delta)+\eta \delta]\left(n_{0}+1\right)} \\
& \leq V\left(t_{0}\right) e^{-[\gamma(\omega-\delta)+\eta \delta]} e^{(-(\gamma(\omega-\delta)+\eta \delta) / \omega) t_{0}} e^{((\gamma(\omega-\delta)+\eta \delta) / \omega) t} \tag{27}
\end{align*}
$$

and for $t_{0}+n_{0} \omega+\delta<t \leq t_{0}+\left(n_{0}+1\right) \omega$,

$$
\begin{align*}
V(t) & \leq V\left(t_{0}\right) e^{\gamma\left(t-t_{0}-n_{0} \omega-\delta\right)} e^{[\gamma(\omega-\delta)+\eta \delta] n_{0}} \\
& \leq V\left(t_{0}\right) e^{((\gamma(\omega-\delta)+\eta \delta) / \omega)\left[\omega\left(n_{0}+1\right)+t_{0}-t_{0}\right]}  \tag{28}\\
& \leq V\left(t_{0}\right) e^{-((\gamma(\omega-\delta)+\eta \delta) / \omega) t_{0}} e^{((\gamma(\omega-\delta)+\eta \delta) / \omega) t} .
\end{align*}
$$

Hence, let $K=V\left(t_{0}\right) e^{-[\gamma(\omega-\delta)+\eta \delta]} e^{-((\gamma(\omega-\delta)+\eta \delta) / \omega) t_{0}}$, and we can conclude the following from the above analysis:

$$
\begin{equation*}
V(t) \leq K e^{((\gamma(\omega-\delta)+\eta \delta) / \omega) t}, \quad t>t_{0} \tag{29}
\end{equation*}
$$

which means that the states of agents can achieve consensus. The proof is complete.


Figure 1: The directed interaction topology of multiagent networks.

## 4. Numerical Simulations

A multiagent network of four agents is considered as the simulation example. The multiagent network topology is described by a directed network $g$ shown in Figure 1. It can be seen that the network is strongly connected.

Let $\kappa=2$ and $n=3$. With simple calculations, we obtain the $a(L)=1.8>1 / \kappa^{2}, \eta=-2.1204$, and $\gamma=3.5980$. From condition (3), we obtain $\delta / \omega>0.6292$. So if we set $\delta=0.07$ and $\omega=0.1$, second-order consensus can be achieved in system (2). The initial position and velocity values of agents are $x_{1}=(3,1,-3)^{T}, x_{2}=(6,2,-6)^{T}, x_{3}=(-5,3,-9)^{T}$, $x_{4}=(9,4,-12)^{T}, v_{1}=(2,3,-2)^{T}, v_{2}=(-5,6,3)^{T}, v_{3}=$ $(1,-4,2)^{T}$, and $v_{4}(3,4,-5)^{T}$, respectively. Figure 2 shows the linear consensus of position and velocity states of four agents with intermittent control.

## 5. Conclusions

In this paper, we have considered the linear consensus of multiagent networks with periodic intermittent interaction and directed topology. We choose to show the consensus with linear local interaction protocols, partly for simplifying the problem. On the other hand, it is simple and easy to implement so as to be widely used in practical engineering. The tools from algebraic graph theory, matrix theory, and Lyapunov control approach have been adopted. It is shown that the consensus is determined commonly by the general algebraic connectivity, control period, and control width. And the states of agents converge exponentially.
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#### Abstract

The complex dynamical behaviors of rule 58 in cellular automata are investigated from the viewpoint of symbolic dynamics. The rule is Bernoulli $\sigma_{\tau}$-shift rule, which is members of Wolfram's class II, and it was said to be simple as periodic before. It is worthwhile to study dynamical behaviors of rule 58 and whether it possesses chaotic attractors or not. It is shown that there exist two Bernoullimeasure attractors of rule 58. The dynamical properties of topological entropy and topological mixing of rule 58 are exploited on these two subsystems. According to corresponding strongly connected graph of transition matrices of determinative block systems, we divide determinative block systems into two subsets. In addition, it is shown that rule 58 possesses rich and complicated dynamical behaviors in the space of bi-infinite sequences. Furthermore, we prove that four rules of global equivalence class $\varepsilon_{4}^{3}$ of CA are topologically conjugate. We use diagrams to explain the attractors of rule 58, where characteristic function is used to describe that some points fall into Bernoulli-shift map after several times iterations, and we find that these attractors are not global attractors. The Lameray diagram is used to show clearly the iterative process of an attractor.


## 1. Introduction

Cellular automaton (CA) was first introduced in 1951 [1]. CA is a mathematical model consisting of large numbers of simple identical components with local interactions [2]. The simple components act together to produce complex global behavior. CA performs complex computation with high degree of efficiency and robustness. Three major factors have resulted in the revival of interest in the behavior of cellular systems [3]. First, the development of powerful computers and microprocessors has made the rapid simulation of CA possible. Second, the use of CA to simulate physical systems has attracted much interest in the scientific community. Third, the advent of VLSI as an implementation medium has focused attention on the communication requirements of successful hardware algorithms. In recent years, many applications of CA have been reported, especially in cryptography [4-9], image processing [10, 11], and associative memory [12, 13].

In recent years, many researches were devoted to find properties of rules of CA, especially binary one-dimensional

CA. Because the rules of binary one-dimensional CA are simple to study, the evolutions of these rules can be reflected directly by image. In 1980s, Wolfram proposed CA as models for physical systems which exhibit complex or even chaotic behaviors based on empirical observations, and he divided the 256 ECA (binary one-dimensional CA with radius 1) rules informally into four classes using dynamical concepts like periodicity, stability, and chaos [14-16]. Recently, [1722] focused on ECA in detail. In [17], Chua et al. listed 256 Boolean function "cubes" defining all Boolean functions of three binary variables, and they elucidated that every binary cellular automata of any spatial dimension was a special case of a cellular automaton with the same neighborhood size. In [18], Chua et al. partitioned the entire set of 256 local rules into 16 different gene families. Chua et al. [19] mentioned that each rule has three globally equivalent local rules determined by three corresponding global transformations, namely, leftright transformation $T^{\dagger}$, global complementation $\bar{T}$, and left-right complementation $T^{*}$. Each equivalence class is identified by $\varepsilon_{m}^{\kappa}$, where $\kappa$ is complexity index and $m$ is index of $\kappa$ th class. In [20], the authors presented that 112 rules of

256 local rules were Bernoulli $\sigma_{\tau}$-shift rules. Each of the 112 Bernoulli $\sigma_{\tau}$-shift rules has an ID code $B_{N}[\alpha, \beta, \tau]$, where $\alpha$ denotes the number of attractors of rule $N, \beta$ denotes the slope of the Bernoulli $\sigma_{\tau}$-shift map, and $\tau$ denotes the relevant forward time- $\tau$. Hence, the space-time evolution of any one of the 112 rules on their attractors can be uniquely predicted by two parameters: $\beta= \pm 2^{\sigma}$ and $\tau$. For example, rule 58 has two $\operatorname{attractors}(\beta=2, \sigma=1, \tau=1)$ and $(\beta=1 / 2, \sigma=-1, \tau=2)$. Wolfram considered that Bernoulli $\sigma_{\tau}$-shift rules were simple as periodic, but he did not find other complex dynamical behaviors. Recently, some authors [23-28] found that some rules of Bernoulli $\sigma_{\tau}$-shift rules are chaotic in the sense of both Li-York and Devaney. However, they did not involve and studied the dynamical behavior of rule 58. For 256 rules, every rule has its properties which are different from other rules. So, we need to study these special properties for every rule for practical application.

In this paper, the complex dynamical behavior of rule 58 in cellular automata is studied in detail. It will be shown that rule 58 with bi-infinite bit strings possesses rich and complicated dynamical behaviors. The rest of the paper is organized as follows. In Section 2, the basic concepts of onedimension CA (1DCA) and symbolic dynamics are introduced. The Boolean functions of rule 58 are also presented, and expressions of two attractors are given. In Section 3, two subsystems of rule 58 are characterized. We prove that rule 58 is topologically mixing and chaotic in the sense of LiYork and Devaney on the $\Lambda_{\chi_{1}^{58}}$ and $\Lambda_{2}^{58}$, respectively. We also prove that four rules of global equivalence class $\varepsilon_{4}^{3}$ of CA are topologically conjugate. In Section 4, characteristic function is used to describe that all points of rule 58 fall into Bernoulli-shift map after several times iterations, and the Lameray diagram is used to show clearly the iterative process of an attractor. We mention that rule 58 can be used in associative memory. Section 5 presents some conclusions.

## 2. Preliminaries

For simplicity, for some notations about symbolic dynamics, one can refer to [27-29].

It follows from [30] that the Boolean function of rule 58 is

$$
\begin{equation*}
\left[f_{58}(x)\right]_{i}=x_{i-1} \cdot \bar{x}_{i} \oplus \bar{x}_{i-1} \cdot x_{i+1} \tag{1}
\end{equation*}
$$

$\forall x \in S^{Z}, i \in Z$, where ".," "-," and " $\oplus$ " stand for "AND," "NOT", and "XOR" logical operation, respectively. Sometimes, "." is omitted for simplicity. The truth table of Boolean functions of rule 58 is shown in Table 1. The subsets, denoted by $\Lambda_{1}^{58}$ and $\Lambda_{2}^{58}$, are derived from the parameters of rules 58: $\beta=2, \sigma=1$, and $\tau=1$ and $\beta=1 / 2, \sigma=-1$, and $\tau=2$, respectively; that is,

$$
\begin{align*}
& \Lambda_{1}^{58}=\left\{x \in S^{Z} \mid\left[f_{58}(x)\right]_{i}=x_{i+1}, \forall i \in Z\right\},  \tag{2}\\
& \Lambda_{2}^{58}=\left\{x \in S^{Z} \mid\left[f_{58}^{2}(x)\right]_{i}=x_{i-1}, \forall i \in Z\right\},
\end{align*}
$$

where $f^{2}(\cdot)$ denotes two iterations for a bit.
The subsets $\Lambda_{1}^{58}$ and $\Lambda_{2}^{58}$ will be rigorously characterized from the viewpoint of symbolic dynamics.

Table 1: The truth table of Boolean function of rules 58.

| $x_{i-1} x_{i} x_{i+1}$ | $x_{i-1} \bar{x}_{i} \oplus \bar{x}_{i-1} x_{i+1}$ |
| :--- | :---: |
| 000 | 0 |
| 001 | 1 |
| 010 | 0 |
| 011 | 1 |
| 100 | 1 |
| 101 | 1 |
| 110 | 0 |
| 111 | 0 |

## 3. Dynamical Behaviors of $f_{58}$ on <br> Two Subsystems

In this section, dynamical behaviors of $f_{58}$ will be researched. We find that rule 58 is chaotic in the sense of Li-York and Devaney on its two subsystems.

Proposition 1. For rule 58, there exists a subset $\Lambda_{1}^{58} \subset S^{Z}$ which satisfies $\left.f_{58}\right|_{\Lambda_{1}^{58}}=\left.v\right|_{\Lambda_{1}^{58}}$ if and only if $\forall x=\left(\ldots, x_{-1}\right.$, $\left.x_{0}, x_{1}, \ldots\right) \in \Lambda_{1}^{58} ; x_{i-1}, x_{i}$ and $x_{i+1}$ have the following relations:
(i) if $x_{i}=1$, then $x_{i-2}=1, x_{i-1}=0, x_{i+1}=0$, and $x_{i+2}=$ $1 ; x_{i-2}=0, x_{i-1}=0, x_{i+1}=1$, and $x_{i+2}=0 ; x_{i-2}=0$, $x_{i-1}=1, x_{i+1}=0$, and $x_{i+2}=1$;
(ii) if $x_{i}=0$, then $x_{i-2}=0, x_{i-1}=0, x_{i+1}=0, x_{i+2}=0$, $x_{i-1}=1$, and $x_{i+1}=1$.

The explicit proof of this proposition is presented in the Appendix.

Remark 2. From the definition of subsystem, we know that $\left(\Lambda_{1}^{58}, f_{58}\right)$ is subsystems of $\left(S^{Z}, f_{58}\right)$.

The dynamical behaviors of $f_{58}(x)$ on the set $\Lambda_{1}^{58}$ are shown as follows.

Let $P_{1}^{58}=\left\{r_{0}, r_{1}, r_{2}, r_{3}, r_{4}\right\}$ be a new state set, where $r_{0}=$ (000), $r_{1}=(010), r_{2}=(011), r_{3}=(101), r_{4}=$ (110), and $\omega_{1}^{58}=\left\{\left(r r^{\prime}\right) \mid r=\left(b_{0} b_{1} b_{2}\right), r^{\prime}=\left(b_{0}^{\prime} b_{1}^{\prime} b_{2}^{\prime}\right) \in P_{1}^{58}, \forall 1 \leq j \leq 2\right.$ such that $\left.b_{j}=b_{j-1}^{\prime}\right\}$. Furthermore, subshift $\Lambda_{\omega_{1}^{58}}$ of $v$ is defined as $\Lambda_{\omega_{1}^{58}}=\left\{r=\left(\ldots r_{-1}, r_{0}, r_{1} \ldots\right) \in P_{1}^{58 Z} \mid r_{i} \in P_{1}^{58}, r_{i} r_{i+1} \in\right.$ $\left.\omega_{1}^{58}, \forall i \in Z\right\}$. The transition matrix $B_{1}^{58}$ of the $\left.v\right|_{\Lambda_{\omega_{1}^{55}}}$ is

$$
B_{1}^{58}=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0  \tag{3}\\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right] .
$$

In order to give our results, in the following, some definitions need be introduced.

Definition 3 (see [31]). A square $\{0,1\}$ matrix $A$ is irreducible, if for every pair of indices $i$ and $j$ there is an $n$ such that $A_{i j}^{n}>$ 0 .

Definition 4 (see [31]). A square $\{0,1\}$ matrix $A$ is aperiodic, if there exists $N$, such that $A_{i j}^{n}>0$ and $n>N, \forall i, j$.


Figure 1: The corresponding graph $G_{58}^{1}$ of the matrix $B_{1}^{58}$.

Definition 5 (see [31]). Suppose that $g: X \rightarrow Y$ is a continuous mapping, where $X$ is a compact topological space. $g$ is said to be topologically mixing if, for any two open sets $U, V \subset X, \exists N>0$, such that $g^{n}(U) \cap V \neq \emptyset, \forall n \geq N$.

Definition 6 (see [24]). Let $(X, f)$ and $(Y, g)$ be compact spaces, one says that $f$ and $g$ are topologically conjugate if there is homeomorphism $h: X \rightarrow Y$, such that $h \circ f=g \circ h$.

A square $\{0,1\}$ matrix corresponds to a directed graph. The vertices of the graph are the indices for the rows and columns of $A$. There is an edge from vertex $i$ to vertex $j$ if $A_{i j}=1$. A square $\{0,1\}$ matrix is irreducible if and only if the corresponding graph is strongly connected. If $\Lambda_{A}$ is a twoorder subshift of finite type, then it is topologically mixing if and only if $A$ is irreducible and aperiodic [31].

We give corresponding graph $G_{58}^{1}$ of the matrix $B_{1}^{58}$ in Figure 1. We find that $G_{58}^{1}$ is not a strongly connected graph. Therefore, $\left.f_{58}\right|_{\Lambda_{1}^{58}}$ is not topologically mixing. But the subgraphs $r_{0}$ and $r_{1}, r_{2}, r_{3}$, and $r_{4}$ are strongly connected graph, respectively. So, we can divide $P_{1}^{58}$ into two subsets: $\hbar_{1}^{58}=\left\{r_{0}\right\}$ and $X_{1}^{58}=\left\{r_{1}, r_{2}, r_{3}, r_{4}\right\}$.

Let $h_{1}^{58}=\left\{\left(r r^{\prime}\right) \mid r=\left(b_{0} b_{1} b_{2}\right), r^{\prime}=\left(b_{0}^{\prime} b_{1}^{\prime} b_{2}^{\prime}\right) \in P_{1}^{58}, \forall 1 \leq\right.$ $j \leq 2$, such that $\left.b_{j}=b_{j-1}^{\prime}\right\}$ corresponding to $\hbar_{1}^{58}$ and $\lambda_{1}^{58}=$ $\left\{\left(r r^{\prime}\right) \mid r=\left(b_{0} b_{1} b_{2}\right), r^{\prime}=\left(b_{0}^{\prime} b_{1}^{\prime} b_{2}^{\prime}\right) \in P_{1}^{58}, \forall 1 \leq j \leq 2\right.$, such that $\left.b_{j}=b_{j-1}^{\prime}\right\}$ corresponding to $\chi_{1}^{58}$. We can obtain the transition matrix $C_{1}^{58}$ corresponding to $\left.v\right|_{\Lambda_{\hbar_{1}^{58}}}$ and transition matrix $D_{1}^{58}$ corresponding to $\left.v\right|_{\Lambda_{x_{1}^{58}}}$, where

$$
C_{1}^{58}=[1], \quad D_{1}^{58}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0  \tag{4}\\
0 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

Based on the above definition and analysis, we give the following results.

Proposition 7. Consider the following:
(a) $\Lambda_{\hbar_{1}^{58}} \cup \Lambda_{\lambda_{1}^{58}}=\Lambda_{1}^{58}$, where $\hbar_{1}^{58} \cup \chi_{1}^{58}=P_{1}^{58}$ and $\hbar_{1}^{58} \cap \chi_{1}^{58}=$ $\emptyset$.
(b) $v: \Lambda_{\lambda_{1}^{58}} \rightarrow \Lambda_{\lambda_{1}^{58}}$ and $v: \Lambda_{\lambda_{1}^{58}} \rightarrow \Lambda_{\lambda_{1}^{58}}$ are topologically conjugate.
(c) $v: \Lambda_{\chi_{1}^{58}} \rightarrow \Lambda_{\chi_{1}^{58}}$ is topologically mixing.
(d) $f_{58}: \Lambda_{\lambda_{1}^{58}} \rightarrow \Lambda_{\lambda_{1}^{58}}$ is topologically mixing.
(e) The topological entropy $\operatorname{ent}\left(\left.f_{58}\right|_{\Lambda_{\lambda_{1}^{58}}}\right)=\operatorname{ent}\left(\left.v\right|_{\Lambda_{\lambda_{1}^{58}}}\right)=$ 0.2812 .

Proof. (a) Let $x=\left\{\ldots, x_{-1}, \stackrel{*}{x}_{0}, x_{1}\right\}$. It is obvious that if $w^{\prime} \prec x$, $w^{\prime} \in \hbar_{1}^{58}$, then $\forall w^{\prime \prime} \in \lambda_{1}^{58}, w^{\prime \prime} \nless x$, thus $x \in \Lambda_{\hbar_{1}^{58}}$; conversely, if $w^{\prime} \prec x, w^{\prime} \in X_{1}^{58}$, then $\forall w^{\prime \prime} \in \hbar_{1}^{58}, w^{\prime \prime} \nprec x$, thus $x \in \Lambda_{\chi_{1}^{58}}$; namely, $\forall x \in \Lambda_{1}^{58}, x \in \Lambda_{\hbar_{1}^{58}}$, or $x \in \Lambda_{\chi_{1}^{58}}$. Hence, $\Lambda_{\hbar_{1}^{58}} \cup \Lambda_{\lambda_{1}^{58}}=$ $\Lambda_{1}^{58}$.

The proofs of (b), (c), (d), and (e) can be referred to in Proposition 2 in [28].

Theorem 8. $f_{58}$ is chaotic in the sense of both Li-Yorke and Devaney on $\Lambda_{\lambda_{1}^{58}}$.

Proof. It follows from [32] that the positive topological entropy implies chaos in the sense of Li-Yorke, and topological mixing implies chaos in the sense of Li-Yorke and Devaney, since rule $N=58$ possesses very rich and complicated dynamical properties on $\Lambda_{\mathcal{X}_{1}^{58}}$.

Remark 9. Though, $\forall n>0,\left(C_{1}^{58}\right)^{n}>0$, we cannot believe that $\left.f_{58}\right|_{\hbar_{1}^{58}}$ is topologically mixing. Because $C_{1}^{58}$ is not a square $\{0,1\}$ matrix. The topological entropy ent $\left(\left.f_{58}\right|_{\Lambda_{h_{1}^{58}}}\right)=0$. So, $f_{58}$ is not chaotic in the sense of both Li-Yorke and Devaney on $\Lambda_{\hbar_{1}^{55}}$.

Remark 10. Carefully observing Figure 1, we find that there are several strongly connected subgraphs: $r_{2} \rightarrow r_{3} \rightarrow r_{4} \rightarrow$ $r_{2}, r_{1} \rightarrow r_{3} \rightarrow r_{1}, r_{1} \rightarrow r_{3} \rightarrow r_{2} \rightarrow r_{4} \rightarrow r_{3} \rightarrow r_{1}$, and $r_{0} \rightarrow r_{0}$. The elements of $\Lambda_{1}^{58}$ are composed by all vertices of those strongly connected subgraphs, respectively. For example, $x \in \Lambda_{1}^{58}$ and $x$ is composed of vertices of subgraph $r_{2} \rightarrow r_{3} \rightarrow r_{4} \rightarrow r_{2}$; then we have $r_{0} k x$ and $r_{1} k x$, and all vertices of the subgraph will appear in $x$, if $|x|=3 k, k=1,2, \ldots$.

Proposition 11. For rule 58, there exists a subset $\Lambda_{2}^{58} \subset$ $S^{Z}$ which satisfies $\left.f_{58}^{2}\right|_{\Lambda_{2}^{58}}=\left.\varsigma\right|_{\Lambda_{2}^{58}}$ if and only if, $\forall x=$ $\left(\ldots, x_{-1}, x_{0}, x_{1}, \ldots\right) \in \Lambda_{2}^{58}, x_{i-1} x_{i} x_{i+1}$ cannot equal to 010 , $\forall i \in Z$.

Proof. The global map of rule 58 is $\left[f_{58}(x)\right]_{i}=x_{i-1} \bar{x}_{i} \oplus$ $\bar{x}_{i-1} x_{i+1}$, so

$$
\begin{align*}
{\left[f_{58}^{2}(x)\right]_{i}=} & {\left[f_{58}(x)\right]_{i-1} \cdot \overline{\left[f_{58}(x)\right]_{i}} \oplus \overline{\left[f_{58}(x)\right]_{i-1}} \cdot\left[f_{58}(x)\right]_{i+1} } \\
= & {\left[\left(x_{i-2} \bar{x}_{i-1} \oplus \bar{x}_{i-2} x_{i}\right) \cdot \overline{x_{i-1} \bar{x}_{i} \oplus \bar{x}_{i-1} x_{i+1}}\right] } \\
& \oplus\left[\overline{x_{i-2} \bar{x}_{i-1} \oplus \bar{x}_{i-2} x_{i}} \cdot\left(x_{i} \bar{x}_{i+1} \oplus \bar{x}_{i} x_{i+2}\right)\right] . \tag{5}
\end{align*}
$$

Then, the proof is similar to proof of necessity and sufficiency in Proposition 1, so the details are omitted.

Let $P_{2}^{58}=\left\{r_{0}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{6}\right\}$, where $r_{0}=(000), r_{1}=$ (001), $r_{2}=(011), r_{3}=(100), r_{4}=(101), r_{5}=(110)$, and $r_{6}=(111)$.


Figure 2: The corresponding graph $G_{58}^{2}$ of the matrix $B_{2}^{58}$.

Remark 12. The transition matrix of subshift $\left(\Lambda_{2}^{58}, \varsigma\right)$ is

$$
B_{2}^{58}=\left[\begin{array}{lllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0  \tag{6}\\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1
\end{array}\right]
$$

We give corresponding graph $G_{58}^{2}$ of the matrix $B_{2}^{58}$ in Figure 2. It is obvious that $G_{58}^{2}$ is a strongly connected graph. So, $B_{2}^{58}$ is irreducible.

Based on the above analysis, we have the following results.
Proposition 13. Consider the following:
(a) $\left.\varsigma\right|_{\Lambda_{2}^{58}}$ is topologically mixing.
(b) $\left.f_{58}^{2}\right|_{\Lambda_{2}^{58}}$ is topologically mixing.
(c) The topological entropy $\operatorname{ent}\left(\left.f_{58}^{2}\right|_{\Lambda_{2}^{58}}\right)=\operatorname{ent}\left(\left.\varsigma\right|_{\Lambda_{2}^{58}}\right)=$ 0.5624 .

Proof. (a) Because $\left(B_{2}^{58}\right)^{n}>0, \forall n \geq 4$, the transition matrix $B_{2}^{58}$ of subshift of finite type $\varsigma$ is irreducible and aperiodic. By $[32,33],\left.\varsigma\right|_{\Lambda_{2}^{58}}$ is topologically mixing.

Theorem 14. $f_{58}^{2}$ is chaotic in the sense of both Li-Yorke and Devaney on $\Lambda_{2}^{58}$.

Proof. It follows from [32] that topological mixing implies chaos in the sense of Li-Yorke and Devaney.

Proposition 15. Consider $f(x) \in \Lambda_{2}^{58}, \forall x \in \Lambda_{2}^{58}$.
Proof. We check that $x_{1}, x_{2} \in \Lambda_{2}^{58}$, where $x_{1}=\left\{\ldots, a_{-2}, a_{-1}\right.$, $\left.a_{0}, a_{1}, a_{2}, \ldots\right\}$. Let $f_{58}^{2}\left(x_{1}\right)=x_{2}$. Suppose that $f_{58}\left(x_{1}\right)=y_{1}$ and $f_{58}\left(x_{2}\right)=y_{2}$, where $y_{1}=\left\{\ldots, b_{-2}, b_{-1}, b_{0}, b_{1}, b_{2}, \ldots\right\}$ and $y_{2}=$ $\left\{\ldots c_{-3}, c_{-2}, c_{-1}, c_{0}, c_{1}, \ldots\right\}$. Table 2 shows the iterative process of bit string $x_{1}$. Observing Table 2, we have $f_{58}\left(a_{-1} a_{0} a_{1}\right)=$ $b_{0}=c_{0}, \ldots, f_{58}\left(a_{i-1} a_{i} a_{i+1}\right)=b_{i}=c_{i}, \ldots$. So, we get $f_{58}^{2}\left(y_{1}\right)=$ $y_{2}$. Therefore, $y_{1}, y_{2} \in \Lambda_{2}^{58}$. Hence, $f(x) \in \Lambda_{2}^{58}, \forall x \in \Lambda_{2}^{58}$.

Table 2: The iterative process of bit string $x_{1}$.

| $x_{1}$ | $\cdots$ | $a_{-2}$ | $a_{-1}$ | $a_{0}$ | $a_{1}$ | $a_{2}$ | $\cdots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $y_{1}$ | $\cdots$ | $b_{-2}$ | $b_{-1}$ | $b_{0}$ | $b_{1}$ | $b_{2}$ | $\cdots$ |
| $x_{2}$ | $\cdots$ | $a_{-3}$ | $a_{-2}$ | $a_{-1}$ | $a_{0}$ | $a_{1}$ | $\cdots$ |
| $y_{2}$ | $\cdots$ | $c_{-3}$ | $c_{-2}$ | $c_{-1}$ | $c_{0}$ | $c_{1}$ | $\cdots$ |

Corollary 16. Consider $\left.f_{58}^{2}\right|_{\Lambda_{2}^{58}}=\left(\left.f_{58}\right|_{\Lambda_{2}^{58}}\right)^{2}$.
Proposition 17. Consider the following:
(a) $\left.f_{58}\right|_{\Lambda_{2}^{58}}$ is topologically mixing.
(b) The topological entropy $\operatorname{ent}\left(\left.f_{58}\right|_{\Lambda_{2}^{58}}\right)=0.2812$.

The explicit proof of this proposition is presented in the Appendix.

Theorem 18. $f_{58}$ is chaotic in the sense of both Li-Yorke and Devaney on $\Lambda_{2}^{58}$.

Remark 19. It is obviously that $\left(\Lambda_{2}^{58}, f_{58}\right)$ are subsystems of $\left(S^{Z}, f_{58}\right)$. Hence, there are two subsystems for $\left(S^{Z}, f_{58}\right)$.

Next, we will discuss the relationship on four rules of global equivalence class $\varepsilon_{4}^{3}$.

Remark 20. From [20, 28-30], the following results can be obtained:
(1) $f_{58}: S^{Z} \rightarrow S^{Z}$ and $f_{114}: S^{Z} \rightarrow S^{Z}$ are topologically conjugate;
(2) $f_{58}: S^{Z} \rightarrow S^{Z}$ and $f_{163}: S^{Z} \rightarrow S^{Z}$ are topologically conjugate;
(3) $f_{58}: S^{Z} \rightarrow S^{Z}$ and $f_{177}: S^{Z} \rightarrow S^{Z}$ are topologically conjugate.

Remark 21. $f_{58}, f_{114}, f_{163}$, and $f_{177}$ are topologically conjugate, respectively. Therefore, if we know that one of four rules is chaotic in the sense of both Li-Yorke and Devaney in its attractors, we can deem that others of four rules are chaotic in the sense of both Li-Yorke and Devaney in their attractors, respectively. The phenomenon also presents that the global equivalence class introduced by Chua et al. [22] is useful and important for research of rule of cellular automata.

## 4. Using Diagrams to Explain Attractors of Four Rules

From a definition on global characteristic function in [20], the Boolean string $x$ can be associated with a real number $0 . x_{0} x_{1} \ldots x_{I-1} x_{I}$ on the unit interval $[0,1]$ :

$$
\begin{array}{r}
x=\left[x_{0} x_{1} \ldots x_{I-1} x_{I}\right] \longmapsto \phi \triangleq 0 . x_{0} x_{1} \ldots x_{I-1} x_{I}, \\
x_{i} \in\{0,1\}, \tag{7}
\end{array}
$$



Figure 3: All points fall into Bernoulli-shift map after several iterations under rule 58, where $I=13$.


Figure 4: Some attractors of rule 58 , where $I=5$, and the white lattice stands for 0 and black for 1 .
where $\phi=\sum_{i=0}^{I} 2^{-(i+1)} x_{i}$ is the decimal form of Boolean string $x=\left[x_{0} x_{1} \ldots x_{I-1} x_{I}\right]$. The CAs' characteristic function $\chi_{N}$ of rule $N$ is defined as

$$
\begin{align*}
& \chi_{N}: Q[0,1] \longrightarrow Q[0,1], \\
& \text { that is, } \phi_{n}=\chi_{N}^{1}\left(\phi_{n-1}\right), \quad \phi_{n}=\chi_{N}^{2}\left(\phi_{n-2}\right), \tag{8}
\end{align*}
$$

where $Q$ denotes rational numbers.
Let $I=13$. Figure 3 shows characteristic functions of rule 58. Figure 3(a) describes that some points of rule 58 fall into Bernoulli-shift map after twenty-six iterations, respectively, where $\tau=1$. Figure 3(b) describe that some points of four rules fall into Bernoulli-shift map after twenty-seven iterations, respectively, where $\tau=2$.

If we choose different values of $I$ for the four rules, we can get different initial binary configuration for the evolution of four rules. The different initial binary configuration may lead to different attractor periods. If the value of $I$ is fixed, we find that the attractor period may be different. Let $I=5$; then we can obtain Figure 4, which shows some attractors of rule 58. Figures 4(a) and 4(b) show that the period of attractor is 1 , and the attractor belongs to $\Lambda_{\hbar_{1}^{58}}$ and $\Lambda_{2}^{58}$; Figure 4(c) shows that the period of attractor is 2 , and the attractor belongs to $\Lambda_{\lambda_{1}^{58}} ;$ Figure 4(d) shows that the attractor belongs to both $\Lambda_{\lambda_{1}^{58}}$ and $\Lambda_{2}^{58}$, where the solid lines represent that the attractor belongs to $\Lambda_{\lambda_{1}^{58}}$ and the dotted lines represent that the attractor belongs to $\Lambda_{2}^{58}$. Let $I=4$; then we can obtain


Figure 5: Period-5 isle of Eden is shown, where $I=4$, and the white lattice stands for 0 and black for 1.


Figure 6: The evolution of characteristic function of the period-3 attractor, where the values of characteristic function of the attractor are $0.7031,0.4219$, and 0.8438 , respectively. (a) shows the iterative process of an attractor, where $\tau=1$, and (b) shows the iterative process of an attractor, where $\tau=2$.

Figure 5, where the solid lines stand for the real evolution of binary configuration 11100, and the dotted lines stand for the attractor belonging to $\Lambda_{2}^{58}$.

Next, we use the Lameray diagram [33] to present our attractors. The diagrams show clearly the iterative process of attractors. In terms of the attractor of Figure 4(d), we get that the values of characteristic function of the attractor are $0.7031,0.4219$, and 0.8438 , respectively. Figure 6(a) shows the iterative process of an attractor, where $\tau=1$, and Figure 6(b) shows the iterative process of an attractor, where $\tau=2$. Then, we can associate the period-3 attractor of rule 58 in Figure 6(a) as a period-3 point of a continuous $\operatorname{map} f:[0,1] \rightarrow[0,1]$ which we know that it is chaotic because "period-3 implies chaos" [34]. We can also consider Figure 6(b) by the above method. Chaos implies that rules 58 have infinite period orbits on its subsystems.

In recent years, associative memory was researched in many papers [12, 13]. It is obvious that rule 58 can be used in associative memory. By strongly connected graph of rule 58, we can know the elements on its attractors. Then, we can choose a bit string which belongs to an attractor as memory pattern. Since there are infinite orbits, the storage capability is very large. For example, we can choose 010101 as a memory pattern in Figure 4(c). The associative memory model
provides a solution to problem where time to recognize a pattern is independent of the number of patterns stored.

## 5. Conclusions

In this paper, the dynamical behaviors of rule 58 in cellular automata, which is Bernoulli $\sigma_{\tau}$-shift rule, are carefully investigated from viewpoint of symbolic dynamics. We derive the conditions according to Bernoulli $\sigma_{\tau}$-shift evolution for rule 58. Then, in terms of the transition matrices of determinative block systems of subsystems of rule 58, we obtain the values of topological entropy of subsystems. According to corresponding strongly connected graph of transition matrices of determinative block systems of subsystems $\Lambda_{1}^{58}$, we divide determinative block systems into two subsets. Then, we find that rule 58 is topologically mixing on $\Lambda_{\chi_{1}^{58}}$. Furthermore, we find that $\left.f_{58}\right|_{\Lambda_{2}^{58}}$ is topologically mixing. So, rule 58 is chaotic in the sense of both Li-Yorke and Devaney. Then, we prove that four rules belonging to global equivalence class $\varepsilon_{4}^{3}$ of CA are topologically conjugate. We use diagrams to explain the attractors of rule 58, where characteristic function and the Lameray diagram are used to describe that some points fall into Bernoulli-shift map after several times iterations and to show clearly the iterative process of an attractor, respectively.

## Appendix

## Proof of Proposition 1.

Necessity. Suppose that there exists a subset $\Lambda_{1}^{58} \in S^{Z}$ such that $\left.f_{58}\right|_{\Lambda_{1}^{58}}=\left.v\right|_{\Lambda_{1}^{58}}$. Then, $\forall x=\left(\ldots, x_{-1}, x_{0}, x_{1}, \ldots\right) \in \Lambda_{1}^{58}$, we have $\left[f_{58}(x)\right]_{i}=x_{i+1}, \forall x \in Z$.
(1) If $x_{i}=1$, then $x_{i-1} \bar{x}_{i} \oplus \bar{x}_{i-1} x_{i+1}=0 \oplus \bar{x}_{i-1} x_{i+1}$; according to Table 1, we get $x_{i-1}=0, x_{i+1}=0$, $x_{i+2}=1 ; x_{i-1}=0, x_{i+1}=1$, and $x_{i+2}=0 ; x_{i-2}=0$, $x_{i-1}=1, x_{i+1}=0, x_{i+2}=1$.
(2) If $x_{i}=0$, then $x_{i-1} \bar{x}_{i} \oplus \bar{x}_{i-1} x_{i+1}=x_{i-1} \oplus \bar{x}_{i-1} x_{i+1}$; according to Table 1, we get $x_{i-2}=0, x_{i-1}=0, x_{i+1}=$ $0 ; x_{i-2}=0, x_{i-1}=0$, and $x_{i+1}=1 ; x_{i-1}=1$, and $x_{i+1}=1$.
(3) Now, we prove that (001) $\nless x, x \in \Lambda_{1}^{58}$. The proof is by contradiction. Suppose that (001) $\prec x, x \in \Lambda_{1}^{58}$. We can check that $y \in \Lambda_{1}^{58}$, where $f(y)=x$ and $x=\left(\ldots, x_{-3}, x_{-2}, 0, \stackrel{*}{0}, 1, x_{2}, x_{3}, \ldots\right)$. The following is considered in Table 1.
(1) Let $y=\left(y_{-k}, \ldots, y_{-3}, 0,0, \stackrel{*}{0}, 0,1, y_{3}, \ldots, y_{k}\right)$. Firstly, $y_{-3}=0, y_{-4}=0, \ldots y_{-n}=0, \ldots$; otherwise, there exists $(100) \prec y$ which does not belong to $\Lambda_{1}^{58}$. Secondly, there certainly exists $\left(y_{i} y_{i+1} y_{i+2}\right)=(100) \prec$ $y$, where $3 \leq i \leq k$.
(2) Let $y=\left(y_{-k}, \ldots, y_{-3}, y_{-2}, 0, \stackrel{*}{1}, 0, y_{2}, y_{3}, \ldots, y_{k}\right)$. We cannot get $f\left(y_{-2} 01\right)=0$ in $\Lambda_{1}^{58}$.
(3) Let $y=\left(y_{-k}, \ldots, y_{-3}, y_{-2}, 1, \stackrel{*}{1}, 0, y_{2}, y_{3}, \ldots, y_{k}\right)$. We cannot get $f\left(y_{-2} 11\right)=0$ in $\Lambda_{1}^{58}$.
Based on the above analysis, these arrive at contradictions.

Therefore, we get that $x_{i-1}, x_{i}$, and $x_{i+1}$ have the following relations:
(i) if $x_{i}=1$, then $x_{i-2}=1, x_{i-1}=0, x_{i+1}=0, x_{i+2}=1$; $x_{i-2}=0, x_{i-1}=0, x_{i+1}=1$, and $x_{i+2}=0 ; x_{i-2}=0$, $x_{i-1}=1, x_{i+1}=0$, and $x_{i+2}=1$.
(ii) If $x_{i}=0$, then $x_{i-2}=0, x_{i-1}=0, x_{i+1}=0$, and $x_{i+2}=0 ; x_{i-1}=1$ and $x_{i+1}=1$.

Sufficiency. Suppose that there exists a subset $\Lambda_{1}^{58} \subset S^{Z}$, and, $\forall x \in \Lambda_{1}^{58}$, the relations between $x_{i-1}, x_{i}$, and $x_{i+1}$ satisfy the conditions (i) and (ii) in Proposition $1, \forall i \in Z$.
(i) If $x_{i}=1$, we have $\left[f_{58}(x)\right]_{i}=x_{i-1} \bar{x}_{i} \oplus \bar{x}_{i-1} x_{i+1}=$ $0 \oplus \bar{x}_{i-1} x_{i+1}$.
Therefore,

$$
\left[f_{58}(x)\right]_{i}=\left\{\begin{array}{lll}
0, & x_{i-1}=0, & x_{i+1}=0 \\
1, & x_{i-1}=0, & x_{i+1}=1 \\
0, & x_{i-1}=1, & x_{i+1}=0
\end{array}\right.
$$

(ii) If $x_{i}=0$, we have $\left[f_{58}(x)\right]_{i}=x_{i-1} \bar{x}_{i} \oplus \bar{x}_{i-1} x_{i+1}=$ $x_{i-1} \oplus \bar{x}_{i-1} x_{i+1}$.
Therefore,

$$
\left[f_{58}(x)\right]_{i}=\left\{\begin{array}{lll}
0, & x_{i-1}=0, & x_{i+1}=0  \tag{A.2}\\
1, & x_{i-1}=1, & x_{i+1}=1
\end{array}\right.
$$

Hence, $\left[f_{58}(x)\right]_{i}=x_{i+1}$.
Proof of Proposition 17. (a) Let any two open sets $U, V \subset \Lambda_{2}^{58}$. By Proposition 13 (b), we know that $\left.f_{58}^{2}\right|_{\Lambda_{2}^{58}}$ is topologically mixing; then there exists $N_{1}>0$, such that $\left(\left.f_{58}^{2}\right|_{\Lambda_{2}^{58}}\right)^{n}(U) \cap$ $V \neq \emptyset, \forall n \geq N_{1}$. Then we consider the following two cases.

Case 1. Consider $n=2 k, k \in Z^{+}$; then

$$
\begin{align*}
& \left(\left.f_{58}\right|_{\Lambda_{2}^{58}}\right)^{n}(U) \cap V \\
& \quad=\left(\left.f_{58}\right|_{\Lambda_{2}^{58}}\right)^{2 k}(U) \cap V  \tag{A.3}\\
& \quad=\left(\left.f_{58}^{2}\right|_{\Lambda_{2}^{58}}\right)^{k}(U) \cap V \neq \emptyset, \quad \forall n \geq 2 N_{1} .
\end{align*}
$$

Case 2. Consider $n=2 k+1, k \in Z^{+}$. It is obvious that $\Lambda_{2}^{58}$ is surjective. Suppose that there exist $y, y_{1} \in \Lambda_{2}^{58}$ such that $f_{58}(y)=f_{58}\left(y_{1}\right)$. Thus, $f_{58}^{2}(y)=f_{58}^{2}\left(y_{1}\right)$ holds, which implies $y=y_{1}$. Therefore, $\left.f_{58}\right|_{\Lambda^{58}}$ is injective. Since $\Lambda_{2}^{58}$ is a compact Hausdorff space and $\left.f_{58}\right|_{\Lambda_{2}^{58}}$ is one-to-one onto, and continuous, $\left.f_{58}^{-1}\right|_{\Lambda^{58}}$ exists and is continuous. Therefore, $\left.f_{58}\right|_{\Lambda_{2}^{58}}$ is a homeomorphism, which implies that $f_{58}(U)$ is an open set. Thus,

$$
\begin{align*}
& \left(\left.f_{58}\right|_{\Lambda_{2}^{58}}\right)^{n}(U) \cap V \\
& \quad=\left(\left.f_{58}\right|_{\Lambda_{2}^{58}}\right)^{2 k} \circ f_{58}(U) \cap V \neq \emptyset, \quad \forall n \geq 2 N_{1}+1 . \tag{A.4}
\end{align*}
$$

Hence, for any two open sets $U, V, \exists N=2 N_{1}+1$, such that $\left(\left.f_{58}\right|_{\Lambda_{2}^{58}}\right)^{n}(U) \cap V \neq \emptyset, \forall n \geq N$; namely, $\left.f_{58}\right|_{\Lambda_{2}^{58}}$ is topologically mixing.
(b) Consider $\operatorname{ent}\left(\left.f_{58}\right|_{\Lambda_{2}^{58}}\right)=(1 / 2) \operatorname{ent}\left(\left.f_{58}^{2}\right|_{\Lambda_{2}^{58}}\right)=0.2812$.
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#### Abstract

The real value of innovation consists in its diffusion on industrial network. The factors which affect the diffusion of innovation on industrial network are the topology of industrial network and rules of diffusion. Industrial network is a complex network which has scale-free and small-world characters; its structure has some affection on threshold, length of path, enterprise's status, and information share of innovation diffusion. Based on the cost and attitude to risk of technical innovation, we present the "avalanche" diffusing model of technical innovation on industrial network.


## 1. Introduction

Innovation is often expressed as a single event. The appearance of innovation would activate the diffusion of it necessarily, but the diffusion always displays a continuous and slow process. The diffusion of innovation decides the steps of economic development and the rate of productivity finally. The innovation could contribute to society when it is adopted by many adopters. It is obvious that the real value of innovation is not itself but the diffusion of it [1]. So, there is a very important significance to research the diffusion process of innovation.

Under the environment of market economy, all kinds of relationships between enterprises would be generated through the process of their manufacture and management, such as codevelopment, share hold, and transfer of technique. The relationship among some enterprises in industry can form a network which covers the whole industry. Industrial network is constructed by many enterprises and relationships between them. These enterprises consist of many forms, researching institute and government department, which hold their special resource. These nodes in industry network depend on each other because of holding different resources. Some formal or informal reciprocal relationships come into being through their interaction of manufacture and cooperation. Industrial network is a configuring mode of resources between enterprises [2]. Industrial network can play an
important role in the development of area economy. It does not only present the platform of interaction for every node in industrial network, but also saves the cost of trade between enterprises, quickens the speed of circulation and studying of information, and then strengthens the competition of enterprises and industry. The structure of industry network would affect the diffusion process of technical innovation.

The new theory of industry area which is represented by Potter strengthens the forming and exterior effect of industrial networks. The essence that industrial networks can enhance the advantage of competition is the alliance of stratagem between enterprises by their cooperation. It is important that the relationship exist between leaguers in industrial networks. The relationships in industrial networks are all kinds of contact which are generated in the process of resources exchanging and transferring between enterprises. These relationships do not only include the "real" relationship, such as industrial chain, service chain, financial chain, and technical chain, but also include the "virtual" relationship, such as knowledge chain and information chain. These "real" and "virtual" relationships do not always overlap each other. The innovative power of industrial networks is represented by the complex character of inner associating mode and interaction between enterprises extremely.

How would the structure of industry network be like? How does it affect the diffusion process of technical innovation? If there is a technical innovation which takes place in
a node (enterprise), how fast does the technical innovation diffuse in the industry network? What scale does it diffuse? These problems are very interesting and should be focused on by researchers and enterprisers. If we know some laws of innovation diffusion, the power of technical innovation should be amplified to generate more competitive ability. So, the diffusion of innovation on industrial networks will be researched in the paper. A whole diffusing process on network should at least include two aspects: establishment of diffusing rules and choice of network topology structure. The network topology decides the path and mode of innovation diffusion; the rules of diffusion are always determined by the cost and tendency of enterprise's innovation. In Section 2, we analyze the structure of industry network and its affection on innovation diffusion. In Section 3, we present the avalanche model of innovation diffusion on industry network and give more detailed analysis about the distribution after the diffusion process. At last, some conclusions are summarized in the paper.

## 2. Affection of Industrial Networks on Innovation Diffusion

2.1. Diffusing Mode of Innovation. The system of region innovation always includes four kinds of innovation: institutional innovation, innovation of management, innovation of service, and technical innovation. Because the institution, management, and service cannot be copied directly, the studier must understand and grasp the idea behind them profoundly. The things that are diffused by the former three innovations are no-coded knowledge mostly, so the institutional, administrant, and service innovations are called by a joint name, knowledge innovation. Because the technical innovations are always adhering to product, the technical innovation can be divided into product innovation and craft innovation.

Industrial network has two characters: one is the technical character which is based on industrial chain; another is social character which is based on value chain at the same time; interaction between enterprises is frequent; the industrial network is propitious to the diffusion of innovation specially, but the mode of diffusion is different between knowledge innovation and technical innovation. Technical innovation diffuses through the "real" relationship of industrial network, but knowledge innovation diffuses through the "virtual" relationship of industrial network. Because the "real" relationship can be investigated and analyzed easily, the affection of industrial network topology on innovation diffusion would be analyzed in the following by the "real" relationship between enterprises. So, the structure of industry network is analyzed in the following part.
2.2. Complex Topology of Industrial Network. If we analyze the affection of industrial network topology on innovation diffusion, the topology of industrial network should be cognized firstly. The industrial network also is a kind of network. The research of network could be divided into three phases approximately: regular network, random network, and complex network.

Complex networks are the massive networks which have complex topology structure and dynamic behavior [3]; complex networks are the graphs which are constructed by many interlinks among a mass of nodes. The main characters [4,5] of complex network include three aspects: distribution of node degree, average shortest length, and clustering coefficient. If the probability distribution $p(k)$ of node degree $k$ in a network follows power-law distribution, $p(k) \sim k^{-r}, 2<$ $r \leq 3$, the network would be called scale-free network. The networks which have smaller average shortest length and larger clustering coefficient are called small-world network. The scale-free network and small-world network are called by a joint name, complex network. Complex network is a kind of network which is between regular and random network; it is researched widely in recent years because of the veracity depicting real world.

We investigate the relationships between integrate circuit (IC) enterprises in the Yangtze River delta area in china. The relationships include cooperation, strategy alliance, investment, and technical trading. Based on the "real" relationship between enterprises, the industrial network of IC industry in Yangtze River delta area is presented as follows (Figure 1 is drawn by using Ucinet software). There are almost 500 institutes and more than 1200 ties in the industry network.

Applying the statistical analysis method of complex network $[4,5]$, we compute the distribution of node degree and clustering coefficient of the IC industrial network by using Ucinet software. Then the results are showed as follows (Figures 2 and 3).

In order to judge the small-world character of it, we also compute some parameters of the IC industrial network (Table 1). It is noticeable that the ER random network is generated according to the size and density of IC industrial network.

From Figure 1, we can make out that the distribution of node's degree in the IC industrial network follows power-law distribution, $p(k) \sim k^{-r}, r=2.81$; from Figure 2 and Table 1, we can make out that the IC industrial network has larger clustering coefficient and smaller average shortest length.

Following the above analysis, we can conclude that industrial network is not only a scale-free network, but also a smallworld network. It has the three complex characters: smallworld, scale-free, and clustering, which has the affection of different degree and mode on innovation diffusion in industrial network.
2.3. Affections of Industrial Network Complex Topology on Innovation Diffusion. The researches of diffusing threshold on network are mainly based on the famous epidemic models SIS and SIR, but these conclusions are also the same with innovation diffusion on industrial network. The diffusing threshold is not small value in regular network; the diffusing threshold of small-world network is smaller than that of regular network clearly. Under the same intension of diffusion, the spreading size of diffusion in small-world network is larger than that in regular network distinctly [6]. The diffusing behavior is only different on quantity from regular network to small-world network, but the diffusing behavior on scalefree network puts up some characters far from the former two


Figure 1: The industrial network of IC industry in Yangtze River delta area.

Table 1: Comparison between IC industrial network and random ER network.

| Type of network | Average degree of network | Max degree of node | Average shortest length of <br> network | Average clustering <br> coefficient |
| :--- | :---: | :---: | :---: | :---: |
| IC industrial network | 3.503 | 53 | 3.554 |  |
| ER random network | 3.472 | 10 | 4.261 |  |



Figure 2: The distribution of node's degree of the industry network (double logarithmic coordinate).
networks. The diffusing threshold is negative or close to zero on scale-free network [7]. From these above analyses, we can know that innovation always exists and constantly diffuses and the diffusion would spread to the whole industry.


Figure 3: The relationship between clustering coefficient and node's degree (double logarithmic coordinate).

From Figures 1 and 2, we can see that the distribution of relationship links in industry network is asymmetry very much. There are a few "Hub" enterprises which have larger links and many enterprises which have a few links. The

Table 2: Affections of industrial network topology on innovation diffusion.

| Type | Content |
| :--- | :--- |
| Diffusing mode | Technical innovation spreads on "real" relationship |
| Diffusing <br> threshold | Industrial network is a scale-free network; innovation can diffuse easily on it, and the diffusing threshold is zero |
| Diffusing path <br> Sharing | Industrial network is a small-world network; the path of innovation diffusion is shorter |
| innovation | The clustering coefficient of industrial network is very larger; the shared degree of innovation is higher |
| Innovation <br> affection | The distribution of node's degree in industrial network; the affection of enterprise innovation on industrial network is <br> different extremely |

innovation of those "Hub" enterprises will bring greater affection to industrial network than others.

From Figure 3, we can see that the clustering coefficient of each enterprise is different, and the local clustering coefficient $C(k)$ depends on the degree $k$ of enterprise strongly. The degrees of innovation shared between some associated enterprises are different very much. We can know that some enterprises have different status and role in innovation share through the clustering coefficient of them in industrial network.

The new knowledge and new technique are not monopolized by other enterprises immediately. They always diffuse through network, so the average shortest path of industrial network may measure the average shortest length of innovation passing during diffusion. In the IC industrial network of Yangtze River delta area, diffusion of innovation would spread to the whole industry through $2 \sim 3$ enterprises. The small-world character of IC industrial network shows that the diffusion of innovation on industrial network is a quick diffusing process.

Based on the former analyses, we give some conclusions showed by Table 2.

## 3. Rules of Innovation Diffusion and the "Avalanche" Model of Technical Innovation

Because the variability and chanciness of "virtual" relationships between enterprises is larger, the measurement of knowledge innovation diffusion is very difficult. Knowledge innovations are almost noncoded information, which always diffuse through overflow of knowledge [8]. The "real" relationships between enterprises are stable comparatively, which bring convenience for measurement of technical innovation diffusion. We mainly consider the diffusion of technical innovation on industrial network in the following part.

The enterprise decides whether it upgrades its technical level according to local information generally; that is, the enterprise makes the decision of upgrading technique level based on the technical level of some enterprises which link to it [9].

In order to understand the complex dynamic of technical upgrade in the diffusion process of technical innovation, we should consider how to simulate some local interaction affecting diffusion through industrial network. Most of the times, these "waves" of diffusion come in terms of intermittent bursts separating relatively long periods of quiescence;
in other words, the system exhibits "punctuated equilibrium" behavior. Certainly some technologies, like cellular phones or VCRs, seem to lurk in the background for years and then suddenly explode into mass use [10].

There are two main mechanisms involved in the diffusion of innovations in industrial network that any mathematical model should take into account. On the one hand, there is a pressure for adopting a new product or technology coming from marketing campaigns and mass media. These external processes are essentially independent of the industrial network structure and one can view their effects as a random independent process on the enterprises. On the other hand, there is the influence of the surrounding enterprises which link to it in industrial network. Once an enterprise decides to adopt a new technology, those who are in contact with it can evaluate the new payoff and risk the enterprise has got from acquiring the new technology and compare it with their current benefits. By balancing the payoff increment with the associated upgrading cost, they may decide to adopt, or not, the new technology. In this way, the local flux of information plays a key role in diffusing new techniques. It is important to notice that we are not considering any compatibility constraint among the enterprises.

In this article we propose a simple model of diffusion of technological innovations with costs and attitude (related to risk). At the same time, we will give the theoretic analyses of distribution of innovation diffusion.
3.1. Model of Technical Diffusion on Industrial Network. Each enterprise $i$ is characterized by the real variable $a_{i}$. This variable stands for their technological level; that is, the higher the $a_{i}$ is, the more advanced (technologically speaking) it is. We will assume that the payoff that an enterprise receives from possessing a certain technological level is simply proportional to it. The model is then simulated as follows.
(i) At each time step, a randomly selected enterprise $a_{i}$ updates its technological level

$$
\begin{equation*}
a_{i} \longrightarrow a_{i}+\Delta_{i} \tag{1}
\end{equation*}
$$

where $\Delta_{i}$ is a random variable exponentially distributed with mean $1 / \beta$; that is, $p(\Delta)=\beta e^{-\beta \Delta}$. This driving process accounts for the external pressure that may lead to a spontaneous new technology adoption by any of the population enterprises.

This step means that the technical innovation takes place on node $i$ at some time in industry network; then the technical
level becomes higher than in the past. The difference $\Delta_{i}$ follows exponential distribution with parameter $1 / \beta$, which indicates the time interval of independent technical innovation. Here, Beta denotes the press of technical innovation from actual situation. The larger the Beta is, the larger the press is and the shorter the time interval of independent technical innovation is.
(ii) All enterprises $j \in \Gamma(i)(\Gamma(i)$ being the set of neighbors of enterprise $i$ ) decide whether they also want to upgrade or not, according to the following rule:

$$
\begin{equation*}
a_{i}-a_{j} \geq \frac{C}{p} \Longrightarrow a_{j} \longrightarrow a_{i} \tag{2}
\end{equation*}
$$

where $C$ (cost) is a constant parameter that stands for the price an enterprise must pay in order to upgrade his technology as well as its personal "resistance" to change. $p$ is a random variable which is defined on $[0,1]$, and $p$ is used to denote the attitude of enterprise to upgrade its technology level. So $p$ is called enterprise attitude of technical innovation. $p=0$ denotes that the enterprise would not like to upgrade its technical level. $p=1$ denotes that the enterprise can upgrade its technical level instantly. $0<p<1$ denotes the degree of attitude to upgrade.

This step means that the technical innovation diffuses from node $i$ to node $j$ under the condition of cost and probability. If the diffusion happened, the technical level of node $j$ should become large. The larger the cost is, the more difficult the diffusion is. The larger the probability is, the less difficult the diffusion is.
(iii) If any $a_{j}$ has decided to also upgrade its level, we let their neighbors also choose whether to upgrade or not. This procedure is repeated until no one else wants to upgrade, concluding $a$ technological avalanche. Whenever an enterprise $a_{i}$ decides to upgrade, their neighbors become aware of the new technology and balance the profit they may obtain in case of also adopting it $\left(a_{i}-a_{j}\right)$ with its cost $C / p$. It may well happen that if the technological innovation spontaneously adopted by the seed of the avalanche is high enough compared with the cost, the avalanche may end up spanning a large portion of the population.

This step means that the technical innovation diffuses from node $j$ to its neighbors. Then, the process is repeated on industry network, which is just same as an avalanche ensued in the whole network.
3.2. Distribution of Technical Diffusion. Assume that there are $n$ nodes and $N(n)$ links in industrial network. From the former demonstration, we can see that industrial network has scale-free and small-world characters. After the enterprise has a technical innovation, its technical level is upgraded. Because there are many links (relationships) between enterprises in industrial network, the technical innovations should spread to its neighbor enterprises.
3.2.1. Probability of Technical Upgrading for Enterprise. Neighbor enterprises would choose whether to upgrade or not according to the affection of innovation diffusion. From formula (1), if $a_{i}-a_{j}=\Delta a \geq C / p$, the enterprise would adopt
the new technology and upgrade its technical level. So the probability $p_{1}$ of technical upgrading for an enterprise is as follows:

$$
\begin{equation*}
p_{1}=P\left(\Delta a \geq \frac{C}{p}\right)=1-P\left(\Delta a<\frac{C}{p}\right) \tag{3}
\end{equation*}
$$

Because $\Delta a$ follows exponential distribution $e(\beta)$ with parameter $\beta$, that is, $f(x)=\beta e^{-\beta x}$, then $P(x)=1-e^{-\beta x}$. Therefore we have

$$
\begin{equation*}
p_{1}=1-P\left(\Delta a<\frac{C}{p}\right)=e^{-\beta C / p} \tag{4}
\end{equation*}
$$

The technical upgrading of enterprise could improve the diffusion of innovation in industry network. The higher the probability of technical upgrading is, the larger and faster the diffusion of innovation is. We can find that the probability of technical upgrading follows exponential distribution with negative index from formula (4). If the cost $C$ increases, the probability of technical upgrading would decrease, so the size and speed of innovation diffusion are smaller and slower, respectively.

### 3.2.2. Diffusing Tree of Technical Innovation

Definition 1. A graph is called a tree of order (size) $k$ if it has $k$ vertices and is connected and if none of its subgraphs is a cycle.

A tree of order $k$ has evidently $k-1$ edges.
From formula (1), we can see that after technical innovation diffuses, all the enterprises which upgrade their technical level from innovation diffusion reach the same technical level lastly. There is no diffusion between the enterprises which have upgraded their technical level, sequentially a tree should be formed during the diffusion of technical innovation, called diffusing tree.

Apparently, a tree of order $k$ is a diffusing tree if and only if the $k$ nodes all upgrade their technical level. So the probability of a tree being a diffusing tree which has $k$ nodes is as follows:

$$
\begin{equation*}
p_{2}=\left(p_{1}\right)^{k}=\exp \left(-\frac{\beta C k}{p}\right) \tag{5}
\end{equation*}
$$

From formula (5) of $p_{2}$, we can find that the probability of diffusing tree follows exponential distribution with negative index. The probability of diffusing tree decreases if the size of diffusing tree $(k)$ increases.

After the new technology has diffused, we should consider the diffusion size of technical innovation; that is, how many nodes (enterprises) upgrade their technical level during innovation diffusion. In the other words, we should consider the probability of emergence of diffusing tree of $k$ order during innovation diffusion in industrial network.

In industrial network, we have the following.

Theorem 2. The distribution of diffusing tree of $k$ order in industrial network follows Poisson Distribution $P(\lambda)$ with parameter $\lambda$, where

$$
\begin{gather*}
\lambda=\lambda_{1} p_{1} \\
p_{1}=\exp \left(-\frac{\beta C}{p}\right), \\
\lambda_{1}=\frac{(2 \sigma)^{k-1} k^{k-2}}{k!},  \tag{6}\\
\lim _{n \rightarrow+\infty} \frac{N(n)}{n^{(k-2) /(k-1)}}=\sigma .
\end{gather*}
$$

In order to prove the theorem, we need the lemma as follows

Lemma 3. If $\lim _{n \rightarrow+\infty}\left(N(n) / n^{(k-2) /(k-1)}\right)=\sigma>0$ and $\tau_{k}$ denotes the number of isolated trees of order $k$ in network $\Gamma_{n, N}$, then

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} P_{n, N}\left(\tau_{k}=j\right)=\frac{\lambda_{1}^{j} e^{-\lambda_{1}}}{j!}, \quad j=0,1,2, \ldots \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{1}=\frac{(2 \sigma)^{k-1} k^{k-2}}{k!} \tag{8}
\end{equation*}
$$

The Proof of Lemma 3 can be found in literature [11].
Proof of Theorem 2. From the topology structure of industrial network, it can be obtained that industrial network satisfies the condition $\lim _{n \rightarrow+\infty}\left(N(n) / n^{(k-2) /(k-1)}\right)=\sigma>0$.

Assume that random variable $X$ denotes the number of diffusing trees. According to Lemma 3, the probability $P(X=m)$ of emergence of $m$ trees of $k$ order satisfies $P(K=$ $m)=\left(\lambda_{1}^{m} / m!\right) e^{-\lambda_{1}}$ in industrial network. The diffusing tree of $k$ order must be generated from all trees of $k$ order in industrial network. That is, the $m$ diffusing trees of $k$ order can be generated for $m, m+1, \ldots, m+n, \ldots$ trees of $k$ order. Then we can obtain the following:

$$
\begin{align*}
P(X=m) & =\sum_{n=0}^{\infty} P(X=m+n) C_{m+n}^{m} p_{1}^{m}\left(1-p_{1}\right)^{n} \\
& =\sum_{n=0}^{\infty} \frac{\lambda_{1}^{m+n} e^{-\lambda_{1}}}{(m+n)!} \frac{(m+n)!}{m!n!} p_{1}^{m}\left(1-p_{1}\right)^{n} \\
& =\frac{\lambda_{1}^{m}}{m!} e^{-\lambda_{1}} p_{1}^{m} \sum_{n=0}^{\infty} \frac{\left(\left(1-p_{1}\right) \lambda_{1}\right)^{n}}{n!}  \tag{9}\\
& =\frac{\lambda_{1}^{m}}{m!} e^{-\lambda_{1}} p_{1}^{m} \cdot e^{\left(1-p_{1}\right) \lambda_{1}} \\
& =\frac{\left(\lambda_{1} p_{1}\right)^{m}}{m!} e^{-\lambda_{1} p_{1}} .
\end{align*}
$$

From Theorem 2, we can judge the size of innovation diffusion when the process of innovation diffusion is completed in industry network. The number of diffusing tree with $k$-nodes follows Poisson distribution, which its mean
value and variance equal the parameter $\lambda$. If $\lambda$ is very large, the distribution of diffusing tree of $k$-nodes would approach normal distribution, which consists with the actual situation approximately.

## 4. Conclusions

Industrial network can be formed by some interacting relationship between enterprises in area industry. It has an important affection on the diffusion of innovation.

From the empirical data of IC industry, we construct the industry network. And then we find that the industry network has three characters: scale-free, small-world, and clustering, which have an important affection on the diffusion of technical innovation on industry network.

Because industrial network is a scale-free network, it makes the diffusion of innovation on industrial network very easily, and each enterprise has different affection on the whole industry. Because industrial network is a small-world network, the average path length of innovation diffusion is shorter when it spreads to whole industry. Because the clustering coefficient of industrial network is larger, the sharing degree of innovation is higher.

Knowledge innovations are always noncoded information, which spread by overflow of knowledge, so knowledge innovations diffuse mainly on the "virtual" relationship of industrial network. Technical innovations always adhere to product, which spread by the value chain of product, so technical innovations diffuse mainly on the "real" relationship of industrial network.

A technical innovation of an enterprise can upgrade itself and diffuse to some neighbor enterprises. The neighbor enterprises decide whether to upgrade their technical level or not by analyzing local information (the cost and risk of technical innovation). The process is repeated constantly on industrial network, so an "avalanche" of technical innovation is formed. In order to trigger the "avalanche" of technical innovation, we should reduce the cost of technical innovation and recognize the risk of technical innovation accurately.

The avalanche model of technical innovation diffusion on industry network could extend our ability to management innovation and its diffusion in an industry. One the one hand, we can forecast the size and speed of a technical innovation diffusion after it happens at some time. On the other hand, from the situation of diffusing tree, we can judge the cost and probability of technical innovation diffusion. So, we can decrease the cost and increase the probability to speed up the rate of diffusion and enlarge the size of technical innovation affection.
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#### Abstract

This paper analyzes semifinite time stability for a general chaotic system. By cooperating methods terminal sliding mode (TSM) with adaptive feedback control (AFC), a controller based on the two methods is derived to achieve semifinite time stability. The theoretical analysis employs the theories of linear matrix inequalities and Lyapunov functional method. Finally, numerical simulation is given to illustrate the derived theoretical results.


## 1. Introduction

Chaos phenomenon can be found in many physics and engineering systems in practice. However, to improve the system's performance, it is often desirable to avoid chaos, and various methods are proposed. Due to different emphases, controllers have different merits and drawbacks. For example, TSM establishes terminal sliding mode surface to couple system variables and control them to reach equilibrium points. Its control is effective, but it can only control system states coupled in the sliding mode surface; readers are referred to [1-7] for more detailed information. As for impulse control [8-16], they add impulse effects to continuous differential equation and, by constructing comparison system, establish relationships between parameters of system and impulse. Their controllers are effective, but design processes of their controllers are too much complex. For adaptive feedback control as in [17-21], similar to TSM, they have unified the format with different parameters. AFC has a wide range of applications in various fields, but its dynamic is not as good as the first two.

For the system's structure constructed in this paper, we design controllers from methods TSM and AFC, both of which have unified formats. If TSM is used only, we should design several TSM surfaces. If AFC is used only,
its controller is very simple and flexible, but it can only achieve asymptotical stability. Combining their merits and drawbacks, a cooperative controller is proposed in the paper. TSM method finite-timely controls system states, which are coupled in TSM surface, as in [4-7]. Simple AFC is introduced as a supplementary control into the remaining states of the system, controlling system states which are outside TSM surface and making them asymptotically stable [18, 20], and, finally, the overall system tends to be semifinitetime stable [5].

This design scheme can control main elements of system finite-time stability, firstly, then use AFC method to ensure that other dimensions are asymptotically stable, and finally realize the overall system's semifinite time stability. Compared with TSM only, this design can greatly reduce the control input and simplify the design process of controller; compared with AFC only, it has obvious advantages in time sequence.

The rest of the paper is organized as follows. In Section 2, a general chaotic system model and some preliminaries are presented. In Section 3, we will show theoretical analysis, establish several sufficient conditions for SFTS, and formulate controller. In Section 4, numerical simulation is presented to verify the validity of theoretical results. Finally, the conclusions are drawn in Section 5.

## 2. Problem Statement and Preliminaries

We use the following differential equation to describe general dynamic chaos system:

$$
\begin{equation*}
\dot{y}=f(y) . \tag{1}
\end{equation*}
$$

In this paper, we are committed to solve the stability analysis of chaotic systems which can be organized into the following form:

$$
\begin{gather*}
\dot{x}_{1}=A_{11} x_{1}+A_{12} x_{2} \\
\dot{x}_{2}=A_{21} x_{1}+A_{22} x_{2}+f_{2}\left(x_{1}, x_{2}, x_{3}\right)  \tag{2}\\
\dot{x}_{3}=f_{3}\left(x_{1}, x_{2}, x_{3}\right),
\end{gather*}
$$

where $x_{1}=\left(y_{1}, \ldots, y_{r}\right)^{T} x_{2}=\left(y_{r+1}, \ldots, y_{s}\right)^{T} x_{3}=\left(y_{s+1}, \ldots\right.$, $\left.y_{t}\right)^{T}, f_{2} f_{3}$, are nonlinear part.

Definition 1 (finite-time stability [22, 23]). Consider that $x(t) \in R^{n}$ are system states. If there exists constant $T>0$, such that $\lim _{t \rightarrow T}\|x\|=0$ and if $t \geq T,\|x(t)\|=0$, then the system realizes finite-time stability.

Definition 2 (semifinite-time stability [5]). Take dynamic system (2), for example; after adding controllers, if the states $x_{1}$ and $x_{2}$ are finite-time stable and the states $x_{3}$ are asymptotically stable, then we call the system semifinite-time stable.

Lemma 3 (see [23]). Assume that a continuous, positive-definite function $V(t)$ satisfies the following differential inequality:

$$
\begin{equation*}
\dot{V}(t) \leq-c V^{\tau}(t), \quad \forall t \geq t_{0}, V\left(t_{0}\right) \geq 0 \tag{3}
\end{equation*}
$$

where $c>0,0<\tau \leq 1$ are two constants. Then, for any given $t_{0}, V(t)$ satisfies the following results. $V(t) \equiv 0, \forall t \geq t_{1}$ with $t_{1}$ being given by

$$
\begin{equation*}
t_{1}=t_{0}+\frac{V^{1-\tau}\left(t_{0}\right)}{c(1-\tau)} \tag{4}
\end{equation*}
$$

Assumption 4. Assume that there exist positive constants $l_{k}(k=1, \ldots, m), f_{2}, f_{3}$ satisfying

$$
\begin{equation*}
\|f(x)\| \leq \sum_{k=1}^{m} l_{k}\|x\|^{k}, \quad\|x\|=\max \left|y_{i}\right|, \quad(i=s+1, \ldots, t) . \tag{5}
\end{equation*}
$$

## 3. Main Results

In this section, controller is designed from TSM and AFC separately with detailed theoretical analysis. TSM portion is used to derive $x_{1} x_{2}$ finite-time stability, and AFC is for asymptotical stability of $x_{3}$. Finally, system (2) tends to semifinite time stability.
3.1. Terminal Sliding Mode Portion Design. Take the system's first two parts of the states and add controlling part:

$$
\begin{gather*}
\dot{x}_{1}=A_{11} x_{1}+A_{12} x_{2}  \tag{6}\\
\dot{x}_{2}=A_{21} x_{1}+A_{22} x_{2}+f_{2}\left(x_{1}, x_{2}, x_{3}\right)+u_{1} .
\end{gather*}
$$

Generally speaking, the process of terminal sliding mode control can be divided into two stages: the first stage is to establish the nonsingular terminal sliding model surface; the second is to design TSM controller, which can make the system variables reach and maintain the TSM surface within finite time.

So in this paper, a nonsingular TSM surface is introduced as follows:

$$
\begin{equation*}
s=C_{1} x_{1}+C_{2} x_{2}+C_{3} x_{1}^{q / p} \tag{7}
\end{equation*}
$$

where parameters $C_{1}, C_{2}, C_{3}, 0<q<p$ are odd matrices determined by the designer.

Theorem 5. In the system (6), we add the following controller:

$$
\begin{gather*}
u_{1}=-\frac{1}{C_{2}}\left[\left(C_{1}+C_{3} \frac{q}{p} x_{1}^{(q-p) / p}\right)\left(A_{11} x_{1}+A_{12} x_{2}\right)\right] \\
-\left(A_{21} x_{1}+A_{22} x_{2}+f_{2}\left(x_{1}, x_{2}, x_{3}\right)\right)-\frac{\psi s}{C_{2}}  \tag{8}\\
\psi=\mu+\eta\|s\|^{\xi-1}
\end{gather*}
$$

where $\mu>0, \eta>0$, and $0<\xi<1$. Then the system states slide on the switch surface $s=0$.

Proof. Introduce the following Lyapunov function:

$$
\begin{equation*}
V_{1}=\frac{1}{2} s^{T} s \tag{9}
\end{equation*}
$$

Differentiating the function along the trajectories of $s$, we will obtain

$$
\begin{align*}
\dot{V}_{1}= & s^{T} \dot{s} \\
= & s^{T}\left(C_{1}+C_{3} \frac{q}{p} x_{1}^{(q-p) / p}\right)\left(A_{11} x_{1}+A_{12} x_{2}\right) \\
& +s^{T} C_{2}\left(A_{21} x_{1}+A_{22} x_{2}+f_{2}\left(x_{1}, x_{2}, x_{3}\right)\right)+s^{T} u_{1} \\
= & -s^{T} \psi s \\
= & -\mu s^{T} s-\eta\|s\|^{\xi+1} \\
\leq & -\eta\|s\|^{\xi+1} \\
\leq & -2^{(\xi+1) / 2} \eta V_{1}^{(\xi+1) / 2} . \tag{10}
\end{align*}
$$

From Lemma 3 and Definition 1, TSM surface could reach the equilibrium point within finite time.

When the system states slide on the switch surface $s=0$, they satisfy the following equations:

$$
\begin{align*}
& s=0, \\
& \dot{s}=0 . \tag{11}
\end{align*}
$$

Then

$$
\begin{equation*}
x_{2}=-C_{2}^{-1}\left(C_{1} x_{1}+C_{3} x_{1}^{q / p}\right) \tag{12}
\end{equation*}
$$

Thus, we can get the following sliding mode dynamics:

$$
\begin{equation*}
\dot{x}_{1}=\left(A_{11}-A_{12} C_{1} C_{2}^{-1}\right) x_{1}-A_{12} C_{3} C_{2}^{-1} x_{1}^{q / p} \tag{13}
\end{equation*}
$$

Theorem 6. For differential equation (13), if there exist a positive symmetric matrix $P$ and matrices $C_{1} C_{2}$, introduced in (7), satisfying the following conditions:

$$
\begin{gather*}
P\left(A_{11}-A_{12} C_{1} C_{2}^{-1}\right)+\left(A_{11}-A_{12} C_{1} C_{2}^{-1}\right)^{T} P<0 \\
P A_{12} C_{3} C_{2}^{-1}=\operatorname{diag}\left\{b_{i}\right\}, \quad b_{i}>0, i=1, \ldots, r  \tag{14}\\
b=\min \left\{b_{i}\right\}
\end{gather*}
$$

then the system (6) is finite-time stable.
Proof. Introduce the following Lyapunov function:

$$
\begin{equation*}
V_{2}=x_{1}^{T} P x_{1} \tag{15}
\end{equation*}
$$

where $P$ is a symmetric positive definite matrix satisfying the conditions in (14).

It can be proved easily that

$$
\begin{equation*}
\left\|x_{1}\right\| \geq \sqrt{\frac{V\left(x_{1}\right)}{\lambda}}, \quad \lambda=\lambda_{\max }(P) \tag{16}
\end{equation*}
$$

where $\lambda_{\text {max }}(P)$ is the maximum eigenvalue of $P$.
Calculate its derivative along the solution of system (13) and we can obtain

$$
\begin{align*}
\dot{V}_{2}= & 2 x_{1}^{T} P \dot{x}_{1} \\
= & 2 x_{1}^{T} P\left[\left(A_{11}-A_{12} C_{1} C_{2}^{-1}\right) x_{1}-A_{12} C_{3} C_{2}^{-1} x_{1}^{q / p}\right] \\
= & x_{1}^{T}\left[P\left(A_{11}-A_{12} C_{1} C_{2}^{-1}\right)+\left(A_{11}-A_{12} C_{1} C_{2}^{-1}\right)^{T} P\right] x_{1} \\
& -2 x_{1}^{T} P A_{12} C_{3} C_{2}^{-1} x_{1}^{q / p} \\
\leq & -2 \sum_{i=1}^{r} b_{i}\left(x_{1 i}^{2}\right)^{(q+p) / 2 p} \\
\leq & -2 b\left\|x_{1}\right\|^{(p+q) / p} \\
\leq & -\frac{2 b}{\lambda^{(q+p) / 2 p}} V\left(x_{1}\right)^{(q+p) / 2 p} . \tag{17}
\end{align*}
$$

Then differential equation (13) is exponentially finite-time stable; state $x_{1}$ tends to zero within finite time. By (12), $x_{2}$ also tends to zero; then, the desired objective, finite-time stability of system (6), is achieved.
3.2. Adaptive Feedback Control Portion Design. After the finite-time convergence of system (6), system (4) transforms into

$$
\begin{equation*}
\dot{x}_{3}=f\left(x_{3}\right) . \tag{18}
\end{equation*}
$$

Show each state of $x_{3}$ as the following form:

$$
\begin{equation*}
\dot{x}=f(x) . \tag{19}
\end{equation*}
$$

Theorem 7. AFC controller $u_{2}$ is designed as follows and added to the system (19) on the right side:

$$
\begin{equation*}
u_{2}=\sum_{k=1}^{m} \beta_{k} x^{2 k-1} \tag{20}
\end{equation*}
$$

where $\beta_{k}(k=1, \ldots, m)$ are adaptive parameters whose adaptive laws are

$$
\begin{equation*}
\dot{\beta}_{k}=-\sum_{j=1}^{n} \gamma_{k j} x^{2(j+k)-2} \tag{21}
\end{equation*}
$$

Then, the controlled system changes into the following form:

$$
\begin{equation*}
\dot{x}=f(x)+u_{2} \tag{22}
\end{equation*}
$$

and it is asymptotically stable.
Proof. We introduce the following Lyapunov function:

$$
\begin{equation*}
V_{3}=\frac{1}{2} \sum_{j=1}^{n} \frac{1}{j} x^{2 j}+\frac{1}{2} \sum_{k=1}^{m} \frac{1}{\gamma_{k}}\left(\beta_{k}+L\right)^{2} \tag{23}
\end{equation*}
$$

where $L$ is a constant bigger than the maximum of

$$
\begin{gather*}
{\left[\frac{m}{2}\right]+l_{2 k-1} \quad\left(k=1,2, \ldots,\left[\frac{m+1}{2}\right]\right),} \\
{\left[\frac{m}{2}\right]+\frac{n l_{2 k}^{2}}{4} \quad\left(k=1,2, \ldots,\left[\frac{m}{2}\right]\right)} \tag{24}
\end{gather*}
$$

where [ $m / 2$ ] denotes the largest integer, no more than $m / 2$.
The derivative of $V_{3}$ along trajectories of (23) is

$$
\begin{aligned}
\dot{V}_{3}= & \sum_{j=1}^{n} x^{2 j-1} \dot{x}+\sum_{k=1}^{m} \frac{1}{\gamma_{k}}\left(\beta_{k}+L\right) \dot{\beta}_{k} \\
\leq & \sum_{j=1}^{n}|x|^{2 j-1} \sum_{k=1}^{m} l_{k}\|x\|^{k}-L \sum_{k=1}^{m} \sum_{j=1}^{n}|x|^{2(j+k)-2} \\
= & \sum_{j=1}^{n} \sum_{k=1}^{[(m+1) / 2]}|x|^{2 j-1} l_{2 k-1}\|x\|^{2 k-1}+\sum_{j=1}^{n} \sum_{k=1}^{[m / 2]}|x|^{2 j-1} l_{2 k}\|x\|^{2 k} \\
& -L \sum_{j=1}^{n} \sum_{k=1}^{m}|x|^{2(j+k)-2} \\
\leq & \sum_{j=1}^{n} \sum_{k=1}^{[(m+1) / 2]} l_{2 k-1}|x|^{2(j+k)-2}+\sum_{j=1}^{n} \sum_{k=1}^{[m / 2]}|x|^{4 j-2} \\
& +\sum_{j=1}^{n} \sum_{k=1}^{[m / 2]} \frac{l_{2 k}^{2}}{4}|x|^{4 k}-L \sum_{j=1}^{n} \sum_{k=1}^{m}|x|^{2(j+k)-2}
\end{aligned}
$$

$$
\begin{align*}
\leq & \sum_{j=1}^{n} \sum_{k=1}^{[(m+1) / 2]} l_{2 k-1}|x|^{2(j+k)-2}+\left[\frac{m}{2}\right] \sum_{j=1}^{n} \sum_{k=1}^{m}|x|^{2(j+k)-2} \\
& +\frac{n l_{2 k}^{2}}{4} \sum_{j=1}^{n} \sum_{k=1}^{[m / 2]}|x|^{2(j+k)-2}-L \sum_{j=1}^{n} \sum_{k=1}^{m}|x|^{2(j+k)-2} \\
\leq & -\sum_{k=1}^{[(m+1) / 2]}\left(L-\left[\frac{m}{2}\right]-l_{2 k-1}\right) \sum_{j=1}^{m}|x|^{2(j+k)-2} \\
& -\sum_{k=1}^{[m / 2]}\left(L-\left[\frac{m}{2}\right]-\frac{n l_{2 k}^{2}}{4}\right) \sum_{j=1}^{m}|x|^{2(j+k)-2} \\
\leq & 0 . \tag{25}
\end{align*}
$$

So if and only if $x=0, \dot{V}_{3}=0$, then asymptotical stability of (22) is proved.

Remark 8. Add related terms of $i$ to prove course; introduce Lyapunov function:

$$
\begin{align*}
V= & \frac{1}{2} \sum_{i=s+1}^{t} \sum_{j=1}^{n} \frac{1}{j} y_{i}^{2 j}  \tag{26}\\
& +\frac{1}{2 \gamma_{k i}} \sum_{i=s+1}^{t} \sum_{k=1}^{m}\left(\beta_{k i}+L\right)^{2}
\end{align*}
$$

by the same method and almost the same process; we can prove the globally asymptotical stability of system state (18) with AFC controller. So AFC acts as a single-state control and also can be designed globally.

## 4. Simulation Results

After the theoretical analyses are investigated, we discuss the following numerical example to illustrate the derived theoretical results. From [13], we can obtain the system model of Chua's Oscillator:

$$
\begin{gather*}
\dot{x}_{1}=\alpha\left(-x_{1}+x_{2}-f\left(x_{1}\right)\right), \\
\dot{x}_{2}=x_{1}-x_{2}+x_{3}  \tag{27}\\
\dot{x}_{3}=-\beta x_{2}-\gamma x_{3}
\end{gather*}
$$

where $f\left(x_{1}\right)=b x_{1}+((a-b) / 2)\left(\left|x_{1}+1\right|-\left|x_{1}-1\right|\right)$.
The Chua oscillator is illustrated in Figures 1 and 2. For simulation, the system parameters are used as $\alpha=8.72, \beta=$ 14.29, $\gamma=0.01, a=-8 / 7, b=-5 / 7$, with initial conditions $\left(x_{1}\left(t_{0}\right), x_{2}\left(t_{0}\right), x_{3}\left(t_{0}\right)\right)^{T}=(-2.1213,-0.0662,2.8811)^{T}$.

With constraint condition (14), we get $C_{1}=2, C_{2}=C_{3}=$ 1, introduced from (7); we take $\mu=\eta=10, \xi=1 / 2$, in (9); via (8), obtain $u_{1}$, added to system (6). Its effectiveness is shown in Figure 3. After the convergence of $x_{1}, x_{2}$, there is only $\dot{x}_{3}=-0.01 x_{3}$ in (18). So we let $m=1, n=2$, and $\gamma_{k j}=1$; in (20) and (21), get $u_{2}$, added to system (22). Its effectiveness is shown in Figure 4.


Figure 1: The time series of uncontrolled Chua oscillator.


Figure 2: Chaotic attractor of uncontrolled Chua oscillator.

According to simulation results, it is easy to find that, the TSM method can effectively control the first two of system states and realize their finite-time stability. Comparing Figures 3 and 4, we can find that AFC controller effectively controls the remaining one of system state and makes it asymptotically stable. Finally, system states globally tend to semifinite time stable and we complete the expected objectives.

## 5. Conclusions

A controller, cooperating TSM with AFC, is proposed to control a class of chaotic system as described above in this paper. Two methods are complementary in the procedure and finally achieve good effectiveness. Complex TSM method controls main elements of chaotic system to finite-time stability; then, simple AFC method controls dimension elements of chaotic system to asymptotic stability and finally the overall system goes to semifinite time stability. This design scheme can not only guarantee the system's convergence but also


Figure 3: Time series of Chua oscillator with TSM only.


Figure 4: Time series of Chua oscillator with both TSM and AFC.
reduce the system's control-input spending and also further improve their applications in chaos control.

In this paper, effective performance of the simulation results proves the feasibility of this design scheme. The proposed method can be applied in many famous chaotic systems such as Lorenz, liu chaotic system, and Chua's circuit.

## Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

## Acknowledgments

The authors are greatly indebted to the anonymous referees for their constructive comments. The work described in this paper was partially supported by the National Natural Science Foundation of China (no. 10971240), the Natural Science Foundation Project of CQ CSTC (nos. cstc2012jjA40052, cstc2013jcyjA0973, and cstc2013jcyjA80013), Applying Basic Research Program of Chongqing Education Committee (nos. KJ120615, KJ120630, KJ130611, and KJ1400505), the Foundation Project of Chongqing Normal University (no. 13XLZ01), and the Program of Chongqing Innovation Team Project in University under Grant no. KJTD201308.

## References

[1] Y. Feng, X. Yu, and Z. Man, "Non-singular terminal sliding mode control of rigid manipulators," Automatica, vol. 38, no. 12, pp. 2159-2167, 2002.
[2] Z. Man and X. Yu, "Terminal sliding mode control of MIMO linear systems," in Proceedings of the 35th IEEE Conference on Decision and Control, vol. 4, IEEE, 1996.
[3] X. Yu and M. Zhihong, "Fast terminal sliding-mode control design for nonlinear dynamical systems," IEEE Transactions on Circuits and Systems I: Fundamental Theory and Applications, vol. 49, no. 2, pp. 261-264, 2002.
[4] H. Wang, X. Zhang, X. Wang, and X. Zhu, "Finite time chaos control for a class of chaotic systems with input nonlinearities via TSM scheme," Nonlinear Dynamics, vol. 69, no. 4, pp. 19411947, 2012.
[5] Z. Yang and D. Xu, "Stability analysis and design of impulsive control systems with time delay," IEEE Transactions on Automatic Control, vol. 52, no. 8, pp. 1448-1454, 2007.
[6] Z. Yang and D. Xu, "Stability analysis of delay neural networks with impulsive effects," Dynamics of Continuous, Discrete \& Impulsive Systems A, vol. 13, no. 5, pp. 563-573, 2006.
[7] Y. Zhao and J. Wang, "Exponential synchronization of impulsive complex networks with output coupling," International Journal of Automation and Compution, vol. 10, no. 4, pp. 350-359, 2013.
[8] X. Lou, Q. Ye, and B. Cui, "Impulsive stabilization of fuzzy neural networks with time-varying delays," Arabian Journal of Mathematics, vol. 2, no. 1, pp. 65-79, 2013.
[9] H. Wang and C. Ding, "A new nonlinear impulsive delay differential inequality and its applications," Journal of Inequalities and Applications, vol. 2011, article 11, 2011.
[10] D. Wang and Y. Zheng, "Stabilizing a class of chaotic systems by using adaptive feedback control", Physics Procedia, vol. 24, pp. 1922-1927, 2012.
[11] V. I. Utkin, "Sliding mode control design principles and applications to electric drives," IEEE Transactions on Industrial Electronics, vol. 40, no. 1, pp. 23-36, 1993.
[12] Y. Hong, G. Yang, L. Bushnell, and H. O. Wang, "Global finitetime stabilization: from state feedback to output feedback," in Proceedings of the 39th IEEE Confernce on Decision and Control, pp. 2908-2913, Sydney, Australia, December 2000.
[13] Y. Yu and J. Yu, Impulsive modeling and stability study on nonlinear circuits and systems, [Ph.D. thesis], Electronic Science and Technology University, 2008.
[14] R. Palm, "Sliding mode fuzzy control", in Proceedings of the IEEE Conference on Fuzzy Systems, pp. 519-526, San Diego, Calif, USA, 1992.
[15] Y. Wang, X. Shi, Z. Zuo, M. Z. Q. Chen, and Y. Shao, "On finite-time stability for nonlinear impulsive switched systems," Nonlinear Analysis: Real World Applications, vol. 14, no. 1, pp. 807-814, 2013.
[16] Y. Wang, G. Wang, X. Shi, and Z. Zuo, "Finite-time stability analysis of impulsive switched discrete-time linear systems: the average dwell time approach," Circuits, Systems, and Signal Processing, vol. 31, no. 5, pp. 1877-1886, 2012.
[17] M. M. El-Dessoky and M. T. Yassen, "Adaptive feedback control for chaos control and synchronization for new chaotic dynamical system," Mathematical Problems in Engineering, vol. 2012, Article ID 347210, p. 12, 2012.
[18] W. Guo and D. Liu, "Adaptive control of chaos in Chua's circuit," Mathematical Problems in Engineering, vol. 2011, Article ID 620946, 14 pages, 2011.
[19] R. Zhang and S. Yang, "Stabilization of fractional-order chaotic system via a single state adaptive-feedback controller," Nonlinear Dynamics, vol. 68, no. 1-2, pp. 45-51, 2012.
[20] M. Feki, "An adaptive feedback control of linearizable chaotic systems," Chaos, Solitons \& Fractals, vol. 15, no. 5, pp. 883-890, 2003.
[21] Q. Zhong and S. Xu, "Exponential stabilization for takagisugeno fuzzy systems with time delay via impulsive control," in Advanced Intelligent Computing, D.-S. Huang, Y. Gan, V. Bevilacqua, and J. C. Figueroa, Eds., vol. 6838 of Lecture Notes in Computer Science, pp. 619-625, Springer, Berlin, Germany, 2011.
[22] D. Xin and Y. Liu, Finite-time stability analysis and control design research [M.S. thesis], Shandong University, 2008.
[23] Y. Feng, L. Sun, and X. Yu, "Finite time synchronization of chaotic systems with unmatched uncertainties," in Proceedings of the 30th Annual Conference of the IEEE Industrial Electronics Society (IECON '04), pp. 2911-2916, Busan, Republic of Korea, November 2004.

## Research Article

# CSA: A Credibility Search Algorithm Based on Different Query in Unstructured Peer-to-Peer Networks 

Hongyan Mei, ${ }^{1,2}$ Yujie Zhang, ${ }^{1,2}$ and Xiangwu Meng ${ }^{1,2}$<br>${ }^{1}$ Beijing Key Laboratory of Intelligent Telecommunications Software and Multimedia, Beijing University of Posts and Telecommunications, Beijing 100876, China<br>${ }^{2}$ School of Computer Science, Beijing University of Posts and Telecommunications, Beijing 100876, China<br>Correspondence should be addressed to Hongyan Mei; liaoning_mhy@126.com

Received 27 February 2014; Revised 12 June 2014; Accepted 13 June 2014; Published 10 July 2014
Academic Editor: He Huang
Copyright © 2014 Hongyan Mei et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.


#### Abstract

Efficient searching for resources has become a challenging task with less network bandwidth consumption in unstructured peer-topeer (P2P) networks. Heuristic search mechanism is an effective method which depends on the previous searches to guide future ones. In the proposed methods, searching for high-repetition resources is more effective. However, the performances of the searches for nonrepetition or low-repetition or rare resources need to be improved. As for this problem, considering the similarity between social networks and unstructured P2P networks, we present a credibility search algorithm based on different queries according to the trust production principle in sociology and psychology. In this method, queries are divided into familiar queries and unfamiliar queries. For different queries, we adopt different ways to get the credibility of node to its each neighbor. And then queries should be forwarded by the neighbor nodes with higher credibility. Experimental results show that our method can improve query hit rate and reduce search delay with low bandwidth consumption in three different network topologies under static and dynamic network environments.


## 1. Introduction

In the past ten years, peer-to-peer ( P 2 P ) networks have gained full development and become an important part of the Internet. P2P networks are divided into structured P2P networks and unstructured P2P networks. Unstructured P2P networks are characterized with self-organization, distributed resource sharing, semantic queries, and so forth, which have been widely applied on the Internet, such as Gnutella [1], FastTrack [2] and KaZaA [3]. However, because of the dynamic characteristics of unstructured P2P networks, it is difficult to capture correctly global behavior [4, 5]. Each node in unstructured peer-to-peer networks does not have global information about the whole network topology and the location of queried resources. Thus, designing an efficient search algorithm has been a hot research issue in unstructured P2P networks.

There are mainly two kinds of search methods in unstructured P2P networks: blind search methods and informed
search methods. In the former, such as flooding [1], peers possess no knowledge to guide the search process, resulting in great blindness. When the size of network increases, the search time will be extended, a large number of redundant messages will be created, and large amounts of network bandwidth will be consumed. In order to reduce the bandwidth consumption, many improved methods [6-15] have been proposed on the basis of the blind search algorithms. And literatures [8-10] have improved flooding algorithm in network bandwidth consumption while preserving large coverage, response time, and flexibility of flooding in dynamic environment. The effective and optimizing search algorithms have been presented in literatures [11, 12], which achieve higher performance than random walks in terms of number of hits, network overhead, and response time by adopting stochastic process knowledge and estimating of the popularity of a resource, respectively. A hybrid search scheme [13] and light flood [14] are proposed by combining flooding and random walks and make full use of the both merits so as to minimize
redundant messages. In literature [15], RFSA limits effectively that the message be received and forwarded repeatedly in blind search methods by using the real-time search path information and the local messages index caching mechanism, thus reducing the production of a great number of redundant messages.

In contrast to the blind search methods, many informed search algorithms have been more extensively studied and proposed, such as intelligent search [16], APS [17], PQR [18] and SPUN [19]. In literature [16], an intelligent search is proposed where a query is forwarded to neighbors that have answered the most queries similar to the current query. APS [17] is a popular adaptive probability $k$ random walks search algorithm and is also bandwidth efficient and easy to implement unstructured P2P search algorithm. APS utilizes the feedback information from previous searches to guide the future ones probabilistically. In APS, each node maintains an index table to record success rate of each neighbor for each requested resource in previous searches. APS probabilistically selects those neighbor nodes which get higher success rate for the requested resource from previous searches. Thus, the search will be successfully guided to the requested resource. At the same time, the success rate is updated dynamically based on whether a peer returns a hit or miss for a given query. PQR [18] is a novel query routing mechanism for improving query performance in unstructured P2P networks. In $P Q R$, a data structure called traceable gain matrix (TGM) is designed and used to record gain value of every query at each peer along the query hit path. By TGM, PQR can optimize query routing decision effectively and achieve high query hit rate with low bandwidth consumption. TGM is an important component of PQR with a compound data structure and maintains query routing information. In these methods [16-18], peers update index values only based on the return type of the query message, success, or failure. And in APS and PQR, peers also have a tendency to use the first discovered neighbor node which reduces search performance in dynamic environments. As for these problems, SPUN is proposed in [19]. SPUN is an informed search algorithm that improves upon state-of-the-art APS. Each peer in SPUN maintains a vector of relative success rates (RSRV) along a query path for a given neighbor for a requested resource resulting in a more informed decision in SPUN. SPUN uses best path gradient (BPG) as neighbor node selection mechanism, which firstly calculates PG values of different paths through neighbor nodes and then discovers more successful query paths through the neighbors according to PG values. The purpose of SPUN is to select neighbor node with the most successful query path to forward query message. However, the most successful query path is often "traffic arteries" for the requested resources, which can cause search bottleneck problem. On the other hand, it only considers the success of a path with no consideration to the distance information of the path. The most successful path may be the longest and the most congested, thereby increasing the search time and network overhead.

The common characteristic of these methods above is to guide future searches through search information recorded previously. Therefore, in the search process, these algorithms
are effective for the repeated queries for the same objects (resources) or similar objects (resources). Because these algorithms can gain heuristic information from the relevant indexes such as TGM (in PQR) or RSRV (in SPUN). But for those nonrepetitive queries such as queries for race resources, there is no heuristic information in the relevant indexes, so the queries will be forwarded to a random neighbor node (peer). At this moment, the search is inefficient in these methods and their overall search performance will be reduced.

The main motivation of our research is to solve the inefficient problem for nonrepetition or low-repetition or rare resources queries. So, a credible search algorithm (CSA) based on different query is proposed in this paper. The main purpose is to improve the search performance of the searching for nonrepetition or low-repetition or rare resources and repeated queries through the effective guidance and then achieve the higher overall search performance. The contributions of this paper are shown as follows. (1) It is the first in which queries are divided into familiar queries and unfamiliar queries and for different query adopting different calculation method to obtain credibility information and then selecting neighbor nodes with higher credibility as passers. (2) We give a credibility calculation method to calculate neighbor's credibility according to familiarity and similarity among queries and nodes based on the trust production principle in sociology and psychology. (3) Design a new data structure: query credible matrix (QCM), recording the credibility of each neighbor node for each specific object. (4) The proposed methods can achieve high query hit rate with low search delay and low bandwidth consumption and improve the search performance for nonrepetitive queries, such as rare resource queries.

## 2. Credibility Calculation Method

The studies of literature [20] show that trust among humans consists of two parts: the one generated by the familiarity and the other one by similarity. In social networks, the more familiar among humans, the more trust produced will be. The more similar people are in their interests and hobbies, the easier they will trust each other. So, through familiarity and similarity to calculate trust among humans can reflect the generating process of trust in social networks. Considering the similarity between unstructured P2P networks and social networks, the principle of trust generated among humans in social network can be used to the credibility calculation of node to its neighbors in unstructured P2P networks. The credibility of node to its neighbors is also divided into the trust generated by the familiarity and the trust generated by the similarity.

Suppose $p_{t}$ stands for an arbitrary peer in unstructured P2P networks and $p_{j}$ is an arbitrary neighbor peer of the peer $p_{t}$. The credibility of $p_{t}$ to $p_{j}$ is calculated as

$$
\begin{equation*}
\operatorname{Cre}\left(p_{t}, p_{j}\right)=\operatorname{fam}\left(p_{t}, p_{j}\right)+\operatorname{sim}\left(p_{t}, p_{j}\right) \tag{1}
\end{equation*}
$$

where $\operatorname{Cre}\left(p_{t}, p_{j}\right)$ represents the credibility of the peer $p_{t}$ to its neighbor peer $p_{j}$. fam $\left(p_{t}, p_{j}\right)$ refers to the trust generated
by the familiarity between $p_{t}$ and $p_{j}$. In familiarity study, people often gain the familiarity through the number of contacts among humans. In our study, fam $\left(p_{t}, p_{j}\right)$ is defined as the success rate of the communications between $p_{t}$ and $p_{j}$. The more the number of success communications is, the higher the success communication rate is and then the more familiar is between $p_{t}$ and $p_{j}$. And the credibility of $p_{t}$ to $p_{j}$ is higher. $\operatorname{sim}\left(p_{t}, p_{j}\right)$ denotes the trust generated by the similarity between $p_{t}$ and $p_{j}$. In unstructured P2P networks, contents stored on a peer reflect the interests and hobbies of this peer and then $\operatorname{sim}\left(p_{t}, p_{j}\right)$ will be obtained according to the similarity of contents stored on $p_{t}$ and $p_{j}$.
2.1. Credibility Calculation Based on Familiarity. In social networks, familiarity among humans mainly derives from the mutual help and constant contacts, and so forth. Similar to social networks, in unstructured P2P networks, whether peer and its neighbor are familiar will be decided through the behavior of communications between the peer and its neighbor.

In general, the more the numbers of communications are between $p_{t}$ and $p_{j}$, the more familiar they are. At the same time, this communication is bidirectional. If only $p_{t}$ sends query messages to $p_{j}$ and $p_{j}$ cannot return successful messages to $p_{t}$, then, although the number of communications between them becomes more, the neighbor peer $p_{j}$ is still not credible for the future search. So the number of communications between $p_{t}$ and $p_{j}$ cannot reflect better the familiarity of $p_{t}$ to $p_{j}$. We can not only use the number of communications as the credibility of $p_{t}$ to $p_{j}$ generated by the familiarity.

Because query tends to be passed to the first peers found [17] or the peers with higher degree [21] in the informed methods, then these peers have more opportunities to be selected as passers. And thus, these peers can get higher number of success return messages than those peers that have less opportunity to be selected as passers, even though most query messages forwarded through the peers can be successfully returned. Meanwhile the first peers or peers with higher degrees will be selected repeatedly to forward messages. And thus search bottleneck problem on these peers will be produced and the broadness of search will be reduced.

For example, suppose the number of messages of $p_{t}$ sending to $p_{1}$ is 7 and the number of messages of success return is also 7. The number of messages of $p_{t}$ sending to $p_{2}$ is 20 , and the number of messages of success return is 10. If we adopt the number of success communications as the credibility of $p_{t}$ to $p_{j}$ generated by the familiarity, then $\operatorname{fam}\left(p_{t}, p_{1}\right)=7, \operatorname{fam}\left(p_{t}, p_{2}\right)=10$. Although all messages of $p_{t}$ sending to $p_{1}$ have been all returned successfully, because the number of query messages forwarded by $p_{1}$ is less, the number of messages of success return of $p_{1}$ is still less than that of $p_{2}$. Thus $p_{2}$ gains more confidence than $p_{1}$ and will be more selected, which will cause bottleneck problem of the peer $p_{2}$ and ignores the selection for $p_{1}$. So, we calculate the trust of $p_{t}$ to $p_{j}$ generated by the familiarity according to communication success rate in this paper. And
thus, $\operatorname{fam}\left(p_{t}, p_{1}\right)=1$ and $\operatorname{fam}\left(p_{t}, p_{2}\right)=0.5$; the peer $p_{1}$ can gain more trust and it will be more selected than $p_{2}$, which reduces bottleneck problem of $p_{2}$ and improves performance of search in future search.

Therefore, the credibility of $p_{t}$ to $p_{j}$ generated by familiarity is calculated as

$$
\begin{equation*}
\operatorname{fam}\left(p_{t}, p_{j}\right)=\frac{\left|\mathrm{SR}_{p_{t} \leftarrow p_{j}}\right|}{\left|F_{p_{t} \rightarrow p_{j}}\right|} \tag{2}
\end{equation*}
$$

In formula (2), $F_{p_{t} \rightarrow p_{j}}$ is a set of messages from $p_{t}$ forwarded to $p_{j} . \mathrm{SR}_{p_{t} \leftarrow p_{j}}$ is also a set of messages from $p_{j}$ success return to $p_{t}$. Where $\operatorname{fam}\left(p_{t}, p_{j}\right) \in[0,1]$, when $\operatorname{fam}\left(p_{t}, p_{j}\right)=$ 0 , no success message is returned to $p_{t}$ through $p_{j}$. When $\operatorname{fam}\left(p_{t}, p_{j}\right)=1$, the query messages forwarded to $p_{j}$ are all returned successfully to $p_{t}$. Thereby the greater fam $\left(p_{t}, p_{j}\right)$ is, the more credible $p_{j}$ is and selecting $p_{j}$ to forward the query will get the higher probability of success hit.
2.2. Credibility Calculation Based on Similarity. In social networks, trust can be built on among humans who have similar family background, race, values, interests, hobbies, and so forth. Similar to social networks, in unstructured P2P networks, the different contents stored on peers contain preferences information of these peers. At the same time, studies $[22,23]$ show that a better search performance can be get though clustering similar peers into the same group based on the similarity of preferences of the peers, such as interests or hobbies, and then searching in these groups. This suggests peer can get more success hit from neighbor peers similar with the peer. So the more similar peer and its neighbor are, the more they will trust each other. In this section, we obtain the preferences information of peers from contents stored on the peers and then according to the similarity of the preferences information of peers to calculate the credibility between peer and its neighbor generated by similarity.

Given an object set of peer $p_{t}: O_{t}=\left\{o_{1}, o_{2}, \ldots, o_{j}\right.$, $\left.\ldots, o_{m}\right\}$ with $m$ elements, because of advances in metadata retrieval technology [24-26], it is easier to obtain keywords information of every object. Let $K_{o_{j}}=\left\{k_{j 1}, k_{j 2}, \ldots, k_{j n}, \ldots\right\}$ be a set of keywords used to describe an object $o_{j}$. We denote the keywords set of all objects peer $p_{t}$ held by $K_{p_{t}}=$ $\bigcup_{j=1}^{m} K_{o_{j}}$ and the characteristics (preferences information) of peer $p_{t}$ are defined as a vector of weights $\vec{p}_{t}=\left(\omega_{t, k 1}, \omega_{t, k 2}\right.$, $\ldots, \omega_{t, k n}, \ldots$ ), where the weight $\omega_{t, k n}$ denotes the preference of peer $p_{t}$ for objects described by the keyword $k_{n}$ as follows:

$$
\begin{equation*}
\omega_{t, k n}=\frac{\left|O_{t, k n}\right|}{\left|O_{t}\right|} \tag{3}
\end{equation*}
$$

where $O_{t}$ is the set of objects held by peer $p_{t}$ and $O_{t, k n}$ is a subset of $O_{t}$ containing objects tagged by keyword $k_{n}$.

The similarity $\operatorname{sim}\left(p_{t}, p_{j}\right)$ between $p_{t}$ and $p_{j}$ can be measured by comparing their preferences. There are several methods such as the correlation coefficient, the cosine similarity measure [27], and the Euclidean distance that can be used to compute the distance between two description vectors and return a quantitative value to represent the similarity between peers. In this context, we use the cosine similarity measure to quantify the similarity $\operatorname{sim}\left(p_{t}, p_{j}\right)$ as follows:

$$
\begin{align*}
\operatorname{sim}\left(p_{t}, p_{j}\right) & =\cos \left(\vec{p}_{t}, \vec{p}_{j}\right) \\
& =\frac{\vec{p}_{t} \cdot \vec{p}_{j}}{\left\|\vec{p}_{t}\right\|_{2} \times\left\|\vec{p}_{j}\right\|_{2}}  \tag{4}\\
& =\frac{\sum_{k=1}^{m} \omega_{t, k} \omega_{j, k}}{\sqrt{\sum_{k=1}^{m} \omega_{t, k}^{2} \sum_{k=1}^{m} \omega_{j, k}^{2}}}
\end{align*}
$$

where $m$ is the total number of keywords. If $p_{t}$ and $p_{j}$ have similar interests in the contents they hold, then a bigger value $\operatorname{sim}\left(p_{t}, p_{j}\right)$ will be obtained.
2.3. Credibility Calculation Based on Query. In a real world, when a person is asked to do a task, who tends to choose his (her) credible and capable friends to complete this matter? For example, in six degrees of segmentation principle, everyone who receives the letter usually passes the letter to his friends who have similar information with the letter.

In unstructured P2P networks, for a specific query $q_{h}$, we use $\operatorname{sim}\left(q_{h}, p_{t}, p_{j}\right)$ to denote the credibility between $p_{t}$ and its neighbor $p_{j}$ based on the specific query $q_{h}$. The value of $\operatorname{sim}\left(q_{h}, p_{t}, p_{j}\right)$ is calculated as

$$
\begin{equation*}
\operatorname{sim}\left(q_{h}, p_{t}, p_{j}\right)=\frac{\left|K_{q_{h}} \cap K_{p_{j}}\right|}{\left|K_{q_{h}}\right|} \tag{5}
\end{equation*}
$$

where $K_{q_{h}}$ is a set of keywords included in the query $q_{h}$, $K_{p_{j}}$ denotes the keywords set of all objects peer $p_{j}$ hold, and $\operatorname{sim}\left(q_{h}, p_{t}, p_{j}\right) \in[0,1]$. There are no similar keywords with the specific query $q_{h}$ in peer $p_{j}$, if $\operatorname{sim}\left(q_{h}, p_{t}, p_{j}\right)=0$. All keywords of the specific $q_{h}$ are contained in the keywords set of objects peer $p_{j}$ hold, if $\operatorname{sim}\left(q_{h}, p_{t}, p_{j}\right)=1$. So, the more the number of similar keywords is between $q_{h}$ and $p_{j}$, the bigger the value of $\operatorname{sim}\left(q_{h}, p_{t}, p_{j}\right)$ is; then the neighbor peer $p_{j}$ is more credible for the specific query $q_{h}$.

According to calculation method of the credibility fam $\left(p_{t}, p_{j}\right)$ generated by familiarity in Section 2.1, we denote the credibility fam $\left(q_{h}, p_{t}, p_{j}\right)$ generated by familiarity based on the specific query $q_{h}$ as follows:

$$
\operatorname{fam}\left(q_{h}, p_{t}, p_{j}\right)=\frac{\left|\begin{array}{cc}
\mathrm{SR}^{K_{q_{h}}}  \tag{6}\\
p_{t} & p_{j}
\end{array}\right|}{\left|\begin{array}{cc}
F_{q_{h}} \\
p_{t} \xrightarrow{K_{2}} p_{j}
\end{array}\right|}
$$

where $F \underset{p_{t} \xrightarrow{K_{q_{h}}} p_{j}}{ }$ is a set of all messages that contain keywords $K_{q_{h}}$ from $p_{t}$ forwarded to $p_{j} . \mathrm{SR}_{p_{t}}^{{ }_{K_{q_{h}}}} p_{j}$ is a set of all messages that contain $K_{q_{h}}$ from $p_{j}$ success return to $p_{t}$ and fam $\left(q_{h}, p_{t}, p_{j}\right) \in[0,1]$. If fam $\left(q_{h}, p_{t}, p_{j}\right)=0$, no message containing keywords $K_{q_{h}}$ is returned successfully to $p_{t}$ from $p_{j}$; then the credibility of $p_{t}$ to $p_{j}$ generated by familiarity for the specific query $q_{h}$ is 0 . If $\operatorname{fam}\left(q_{h}, p_{t}, p_{j}\right)=1$, all messages containing keywords $K_{q_{h}}$ are returned successfully to $p_{t}$ from $p_{j}$; then the credibility of $p_{t}$ to $p_{j}$ generated by familiarity for the specific query $q_{h}$ is 1 . So, the bigger the value of fam $\left(q_{h}, p_{t}, p_{j}\right)$ is, the more credible the neighbor peer $p_{j}$ is for the query $q_{h}$.

Above, we introduce the calculation method of credibility between peer and its neighbor and also describe the calculation method of credibility based on specific query between peers. In this method, we choose different credibility calculation methods to obtain trust for its neighbor peers according to different query types and then select neighbor peers with higher credibility to pass messages. Our algorithm will be described in detail in Section 4.

## 3. Data Structure and Update Mechanism in CSA

### 3.1. Message Structure in CSA

Query Message. We describe a query message meg initiated at peer $p_{s}$ using a tuple of seven elements meg〈id, $p_{s}$, $p_{f}$, state, hops, $K_{q_{h}}$, path $\rangle$. Where id denotes the unique identifier of a message in the unstructured P2P networks. $p_{s}$ is the source peer that initiates the query message meg. $p_{f}$ stands for the sender of the query message. state is type of the meg and contains three types: Forward, Success_Return, and Failure_Return. We define hops as the current hop value of the query message. $K_{q_{h}}$ is a set of keywords included in the queried object. path describes search path of the query message and consists of peers that have traveled by the query, including the source peer $p_{s}$.
3.2. Index Structure in CSA. In CSA, credible neighbor list (short for CNL) and credible query matrix (short for CQM) are two main index structures that maintain peer local information. In CNL, each item describes the credibility of peer to each neighbor generated by similarity. The query information of each neighbor peer for each requested object is recorded in each item of CQM. We need two auxiliary data structures: query object list (short for QOL) and query peer list (short for QPL) before CQM is produced. The QOL of a peer is a set of objects that records all objects requested and forwarded from this peer. The QPL of a peer is a subset of its neighbors that records neighbors that one or more requested objects forwarded through the neighbors and returned successfully. In CQM, each row stands for each object in QOL and each column stands for each peer in QPL. Given $O$ is a set of all objects in QOL with $m$ elements, an arbitrary $o_{i} \in O, i \in[1, m] . P$ is a set of all peers in QPL with
$n$ elements, an arbitrary $p_{j} \in P, j \in[1, n]$. CQM is an $m \times n$ matrix like this:

$$
\begin{gather*}
 \tag{7}\\
o_{1} \\
\vdots \\
o_{i} \\
\vdots \\
o_{m}
\end{gather*} \quad\left(\begin{array}{cccccc}
p_{1} & p_{2} & \cdots & p_{j} & \cdots & p_{n} \\
\mathrm{Cre}_{11} & \text { Cre }_{12} & \cdots & \text { Cre }_{1 j} & \cdots & \text { Cre }_{1 n} \\
\vdots & \vdots & \cdots & \vdots & \cdots & \vdots \\
\mathrm{Cre}_{i 1} & \text { Cre }_{i 2} & \cdots & \text { Cre }_{i j} & \cdots & \text { Cre }_{i n} \\
\vdots & \vdots & \cdots & \vdots & \cdots & \vdots \\
\mathrm{Cre}_{m 1} & \mathrm{Cre}_{m 2} & \cdots & \text { Cre }_{m j} & \cdots & \text { Cre }_{m n}
\end{array}\right)
$$

where each item $\mathrm{Cre}_{i j}$ has a compound data structure and is represented by a tuple of three elements: Cre $_{i j}=\left\langle F_{\text {num }_{i j}}\right.$, $H_{\text {num }_{i j}}$, fam $\left._{\text {value }_{i j}}\right\rangle . F_{\text {num }_{i j}}$ is the number of query messages containing object $o_{i}$ and forwarded by neighbor peer $p_{j}$. $H_{\text {num }}^{i j}$ is the number of query hit messages containing object $o_{i}$ and forwarded by neighbor peer $p_{j}$. fam value $_{i j}$ is calculated by formula (6) and denotes the credibility for neighbor $p_{j}$ generated by familiarity for the query containing object $o_{i}$. $F_{\text {num }}^{i j}$, will be updated, if $p_{j}$ is selected to forward the query containing object $o_{i}$. When the query is returned with hit by $p_{j}$, the value of $H_{\text {num }_{i j}}$ will be updated. At the same time, the value of fam $_{\text {value }_{i j}}$ will be updated according to formula (6). The dynamic update way in the search process adapts for dynamic characteristics of the unstructured P2P networks and avoids the bottleneck problem of the peer with higher credible. For example, when the value of fam $_{\text {value }_{i j}}$ is higher and there are multiple queries containing object $o_{i}$ in peer, $p_{j}$ will be multiselected. If the message is only to be forwarded, but not returned, then $F_{\text {num }}^{i j}$ will be increased and $H_{\text {num }}^{i j}$ not and thus the value of fam $_{\text {value }_{i j}}$ will be decreased. And then neighbor peers except $p_{j}$ in CQM will have chances to forward the queries containing object $o_{i}$, thus reducing the burden of $p_{j}$ and expanding the scope of the search. For the new query $q_{h}$ containing object $o_{i}$, the credibility rate fam $\left(q_{h}, p_{t}, p_{j}\right) \_r$ of $p_{t}$ to its neighbor $p_{j}$ by CQM is calculated as

$$
\begin{equation*}
\operatorname{fam}\left(q_{h}, p_{t}, p_{j}\right) \_r=\frac{\left|\operatorname{Cre}_{i j}\right|}{\sum_{j=1}^{n}\left|\operatorname{Cre}_{i j}\right|}=\frac{\operatorname{fam}_{\text {value }_{i j}}}{\sum_{j=1}^{n} \operatorname{fam}_{\text {value }_{i j}}} . \tag{8}
\end{equation*}
$$

According to formula (2), on the basis of CQM, the credibility of $p_{t}$ to its neighbor $p_{j}$ generated by familiarity is shown as

$$
\begin{equation*}
\operatorname{fam}\left(p_{t}, p_{j}\right)=\frac{\sum_{i=1}^{m} H_{\mathrm{num}_{i j}}}{\sum_{i=1}^{m} F_{\mathrm{num}_{i j}}} \tag{9}
\end{equation*}
$$

3.3. Update Mechanism. At the beginning of the search, both QOL and QPL are empty at each peer, as well as the corresponding CQM. Because there is no communication information between node and each of its neighbor nodes, the credibility of the familiarity to its each neighbor is 0 and the credibility of the similarity to its each neighbor is computed according to the formula (4). When a new query arrives,
peer firstly checks whether the requested object information is included in QOL; if not, the requested object information (keywords) will be joined in the QOL. When a neighbor node is selected to pass the query and the neighbor node is not in QPL, then it will be added in the QPL. At the same time, in CQM, the corresponding object row and node column information will be established and set the corresponding element $\mathrm{Cre}_{i j} \cdot F_{\text {num }_{i j}}=1$; if the requested object has been included in the QOL and the QPL contains the selected node, then the requested object position information position $\left(o_{i}\right)$ and the selected node position information $\operatorname{position}\left(p_{j}\right)$ will be got from QOL and QPL, respectively, and then set the corresponding $\mathrm{Cre}_{i j} \cdot F_{\text {num }_{i j}}=\mathrm{Cre}_{i j} \cdot F_{\text {num }_{i j}}+1$ in CQM. If the requested object has been included in QOL and the selected node is not in QPL, then the selected node will be added to QPL and the corresponding objects row and node column information will be established in CQM. After the query hit return happens, set $\mathrm{Cre}_{i j} \cdot F_{\text {num }_{i j}}=1$ and $\mathrm{Cre}_{i j} \cdot$ $H_{\text {num }_{i j}}=$ Cre $_{i j} \cdot H_{\text {num }_{i j}}+1$ in CQM and update Cre $_{i j} \cdot$ fam $_{\text {value }_{i j}}$ according to formula (6). If the query returns failure, the corresponding information in QPL, QOL, and CQM will be deleted.

## 4. Search Algorithm CSA

4.1. Problem Analysis. In the existing heuristic search algorithm, such as APS, PQR, and SPUN, search mechanisms show that, when a node receives a query message, it firstly tests whether there is relevant information with the query in its index table. If there is, the query will be guided to forward according to the previous record information. And if there is no information, it will be forwarded based on random walks way. Thus, these methods are valid for the queries with high repetition rate. But for some queries with low repetition rate, such as a new query or query for rare resources, there is no or little heuristic guide information in these methods. At this moment, these methods are low efficient and their performances are equivalent to that of random walks. We simulate the three methods APS, PQR , and SPUN in experiments (experimental configuration given in Section 5.1); the simulation results are shown in Figure 1. In Figure 1, "total number" represents all number of selected neighbor nodes. "Random selection" means the number of neighbor nodes chosen randomly. "APS selection," "PQR selection," and "SPUN selection," respectively, denote the number of neighbor nodes selected by the heuristic information given in the three algorithms. From Figure 1, we find that only about a third of neighbor nodes are selected according to the heuristic strategies given in the search processing and two-thirds of the neighbor node is still selected randomly in the three algorithms. Therefore, our motivation is to improve the search performance with high repetition rate as well as low repetition rate. In our method, queries firstly can be divided into familiar queries and strange (unfamiliar) ones and then using different neighbor node selection strategy to select neighbor peer forwarding different queries, respectively.


$\rightarrow$ SPUN selection

- Random selection
- Total number
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Figure 1: The comparison of the number of neighbor nodes selected.
4.2. Peer Selection Criteria. When a node receives a query message, if there is relevant information with the query in index table of this node, then the query is defined as familiar query. The familiar query will be processed according to previous search information. And if no, then the query is defined as strange query. Different from familiar query, there is no heuristic information for strange query in this node. Therefore, for strange query, our method firstly gets the credibility of the node to each neighbor node based on all the previous queries and the similarity between the requested object information and the contents stored on each neighbor node and then chooses the neighbor nodes with higher credibility to transfer the strange query. According to different query, familiar query, or strange query, the different credibility is described below. According to Sections 2 and 3 , for a familiar query, the credibility of the node $p_{t}$ to its neighbor node $p_{j}$ is calculated as follows:

$$
\begin{align*}
\operatorname{Cre}\left(q_{h}, p_{t}, p_{j}\right) & =\operatorname{fam}\left(q_{h}, p_{t}, p_{j}\right) r+\operatorname{sim}\left(q_{h}, p_{t}, p_{j}\right) \\
& =\frac{\left|\begin{array}{c}
\operatorname{SR}_{p_{t} \leftarrow q_{q_{h}}} \mid
\end{array}\right|}{\left|F_{\substack{K_{q_{h}} \\
p_{t} \rightarrow p_{j}}}\right|}+\frac{\left|K_{q_{h}} \cap K_{p_{j}}\right|}{\left|K_{q_{h}}\right|}  \tag{10}\\
& =\frac{\text { fam }_{\text {value }_{i j}}}{\sum_{j=1}^{n} \text { fam }_{\text {value }_{i j}}}+\frac{\left|K_{q_{h}} \cap K_{p_{j}}\right|}{\left|K_{q_{h}}\right|}
\end{align*}
$$

For a strange query, the credibility of the node $p_{t}$ to its neighbor node $p_{j}$ is calculated as follows:

$$
\begin{align*}
\operatorname{Cre}\left(q_{h}, p_{t}, p_{j}\right) & =\operatorname{fam}\left(p_{t}, p_{j}\right)+\operatorname{sim}\left(q_{h}, p_{t}, p_{j}\right) \\
& =\frac{\left|\operatorname{SR}_{p_{t} \leftarrow p_{j}}\right|}{\left|F_{p_{t} \rightarrow p_{j}}\right|}+\frac{\left|K_{q_{h}} \cap K_{p_{j}}\right|}{\left|K_{q_{h}}\right|}  \tag{11}\\
& =\frac{\sum_{i=1}^{m} H_{\text {num }_{i j}}}{\sum_{i=1}^{m} F_{\text {num }_{i j}}}+\frac{\left|K_{q_{h}} \cap K_{p_{j}}\right|}{\left|K_{q_{h}}\right|}
\end{align*}
$$

In the search process, our method firstly determines a query whether it is a familiar query or a strange query. If it is a familiar query, we calculate the credibility of node to its neighbor nodes according to the formula (10). If it is a strange query, we compute the credibility of node to its neighbor nodes according to the formula (11) and then select the neighbor nodes with high credibility as passers. The proposed algorithm is described in Section 4.3.
4.3. Algorithm Description. The credibility search algorithm includes the process of the neighbor node selection and updating process, which is described in detail in Algorithm 1.

## 5. Experiments and Performance Evaluation

P2P networks are large-scale networks with millions of nodes, which join and leave frequently. The dynamic characteristics

TABLE 1: Simulation parameters.

| Parameters | Value |
| :--- | :---: |
| Network size | 10000 |
| Kind of file (object) | 100 |
| Total number of files (object) | 10000 |
| Total number of queries | 10000 |
| Object distribution | Zipf (alpha $=0.8)$ |
| Beta in small-word network | 0.5 |
| walkers $(k)$ | 4 |

of P2P networks are challenging to deal with. It is not feasible to evaluate a new protocol in a real environment. To save time and improve efficiency, we use Peersim [28] as a simulation platform, which is a Java-based, open-source, large-scale P2P simulation platform and suitable for P2P dynamic characteristics. In this paper, we expand Peersim code for simulation and deploy four search strategies APS, PQR, SPUN, and CSA in the three most representative network topologies including random graph network structure (random graph), small world model network structure (small world), and scale-free network structure (scale-free). We evaluate the performance of the four search strategies in terms of network overhead, query hit rate, search delay, and the query hit rate for rare resources under static and dynamic network conditions.
5.1. Experimental Setting. Studies have shown that Gnutella, Napster, and Web users request tend to follow Zipf-like distributions [29]. In order to reveal the real network environment, the object popularity follows Zipf-like distribution in our experiments and is given by the formula [30]:

$$
\begin{equation*}
P_{\text {Zipf-like }}(x)=\frac{x^{-\alpha}}{\sum_{j=1}^{C} j^{-\alpha}}, \tag{12}
\end{equation*}
$$

where $C$ is the number of objects (resources) and $\alpha$ denotes the exponent characterizing of the distribution. Research [31] shows that $\alpha$ is usually between 0.6 and $0.8 . x$ is the relative position of a resource or object. In experiments, we provide a total of 10,000 objects that are divided into 100 classes. Each class object is set up corresponding popularity based on the formula (12). We set the appropriate number of each type of object on the basis of its popularity and make objects or resources with high popularity to obtain a higher replication rate. Each object or resource is duplicated to a random node. As for queries, each node obtains query objects from 100 classes based on the popularity of objects. The objects with high popularity are more likely to be selected as the query objects. So the queries in our method can be more close to real networks. Table 1 shows the experimental parameters and their default values. And three kinds of network topologies, respectively, constructed, and node degree and its distribution are analyzed in our experiments. The results of the analysis are shown in Table 2.

```
Input: The relevant parameters, such as: query message number, network topology model, network size, TTL (Time-to-Live)
Output: Result (success or fail), the hops number of the first success return message, message information
Peer \(p_{t}\) gets a query message meg \(\left\langle i d, p_{s}, p_{f}\right.\), state, hops, \(K_{q_{h}}\), path \(\rangle\)
If \((\) meg \(\cdot\) state \(=\) Forward \()\{\)
    If \(\left(K_{q_{h}}\right.\) hits at \(\left.p_{t}\right)\) then \(\left\{/ /\right.\) the requested objects are included in \(p_{t}\)
            meg \(\cdot\) state \(=\) Success_Return;
            Peer \(p_{t}\) sends successful meg to \(p_{s}\) along with the reverse meg \(\cdot\) path. \}
        Else if \((\) meg \(\cdot\) hops \(=T T L)\) then \(\left\{/ /\right.\) the requested objects are not included in \(p_{t}\)
            meg \(\cdot\) state \(=\) Failure_Return;
            Peer \(p_{t}\) sends failure meg to \(p_{s}\) along with the reverse meg - path. \(\}\)
    Else if (meg \(\cdot K_{q_{h}} \in p_{t} \cdot\) QOL) \(\{/ /\) the query is familiar query
            return \(K_{q_{h}} \cdot\) position \(i\) in \(p_{t} \cdot Q O L\);
                calculates the value \(\operatorname{fam}\left(q_{h}, p_{t}, p_{j}\right)\) of each corresponding neighbor node of the ith row in \(p_{t} \cdot C Q M\)
                according to formula (6) and then gets the value \(\operatorname{fam}\left(q_{h}, p_{t}, p_{j}\right) \quad r\) according to formula (10); selects the
                neighbor node \(p_{j}\) with higher credibility value and forwards meg to \(p_{j}\); updates
                Cre \(_{i j} \cdot F_{\text {num }_{i j}}=\) Cre \(\left._{i j} \cdot F_{\text {num }_{i j}}+1.\right\}\)
    Else \(\left\{/ / m e g \cdot K_{q_{h}} \notin p_{t} \cdot Q O L\right.\), the query is strange query
        calculates the credibility value of each neighbor node according to formula (11) and selects the neighbor
        node \(p_{j}\) with higher credibility value and forwards meg to \(p_{j}\); adds the requested object and \(p_{j}\) to
        \(p_{t} \cdot Q O L\) and \(p_{t} \cdot Q P L\), respectively. \(\}\)
        End if \}
Else if \((\) meg \(\cdot\) state \(=\) Success_Return \()\left\{/ /\right.\) Updates the corresponding information in \(p_{t} \cdot Q P L, p_{t} \cdot\) QOL and \(p_{t} \cdot C Q M\)
    If ( \(p_{t} \cdot Q O L \neq \phi\) and \(K_{q_{h}} \in p_{t} \cdot Q O L\) ) then \{returns \(K_{q_{h}} \cdot\) position \(i\) in. \(\left.p_{t} \cdot Q O L.\right\}\)
    Else \(\left\{p_{t} \cdot Q O L \cdot \operatorname{add}\left(K_{q_{h}}\right)\right.\), returns \(K_{q_{h}} \cdot\) position \(i\) in \(\left.p_{t} \cdot Q O L.\right\}\)
    End if
    Peer \(p_{j} \leftarrow\) meg \(\cdot p_{f}\)
    If ( \(p_{t} \cdot\) QPL \(\neq \phi\) and \(p_{j} \in p_{t} \cdot Q P L\) ) then \{returns \(p_{j} \cdot\) position \(j\) in \(\left.p_{t} \cdot Q P L.\right\}\)
    Else \(\left\{p_{t} \cdot Q P L \cdot \operatorname{add}\left(p_{j}\right)\right.\); returns \(p_{j} \cdot\) position \(j\) in \(p_{t} \cdot Q P L\). \(\}\)
    End if
    If \(\left(p_{t} \cdot\right.\) CQM \(\cdot\) Cre \(\left._{i j}=\phi\right)\) then \(\left\{p_{t} \cdot \operatorname{CQM} \cdot \operatorname{add}\left(\right.\right.\) Cre \(\left._{i j}\right) ;\) Cre \(_{i j} \cdot F_{\text {num }_{i j}}=\) Cre \(_{i j} \cdot H_{\text {num }_{i j}}=\) Cre \(_{i j} \cdot\) fim \(\left._{\text {value }_{i j}}=1.\right\}\)
    Else \(\left\{\mathrm{Cre}_{i j} \cdot H_{\text {num }_{i j}}=\mathrm{Cre}_{i j} \cdot H_{\text {num }_{i j}}+1\right.\); updates Cre \(_{i j} \cdot\) fim \(_{\text {value }_{i j}}\) according to formula (9). \(\}\)
    End if
    Peer \(p_{t}\) sends meg to \(p_{s}\) along with the reverse meg \(\cdot\) path. \}
Else \(\left\{/ /\right.\) meg \(\cdot\) state \(=\) Failure_Return, deletes the corresponding information in \(p_{t} \cdot Q P L, p_{t} \cdot Q O L\) and \(p_{t} \cdot C Q M\)
    Peer \(p_{j} \leftarrow m e g \cdot p_{f}\)
    If \(\left(p_{j} \in p_{t} \cdot Q P L\right.\) and \(\left.K_{q_{h}} \in p_{t} \cdot Q O L\right)\{\)
        returns \(K_{q_{h}} \cdot\) position \(i\) in \(p_{t} \cdot\) QOL and \(p_{j} \cdot\) position \(j\) in \(p_{t} \cdot Q P L\);
        updates \(p_{t} \cdot \mathrm{CQM} \cdot \mathrm{Cre}_{i j} \cdot H_{\text {num }_{i j}}=p_{t} \cdot \mathrm{CQM} \cdot \mathrm{Cre}_{i j} \cdot H_{\text {num }_{i j}}-1\);
        If \(\left(p_{t} \cdot \mathrm{CQM} \cdot \mathrm{Cre}_{i j} \cdot H_{\text {num }_{i j}} \leq 0\right)\) then \(\{\)
            \(p_{t} \cdot \mathrm{CQM} \cdot \operatorname{remove}\left(\right.\) Cre \(\left._{i j}\right)\) in CQM;
            For \((j=1\) to \(n)\) do \(p_{t} \cdot \operatorname{CQM} \cdot \operatorname{sum}\left(\right.\) Cre \(\left._{i j} \cdot H_{\text {num }_{i j}}\right)\) End for
            If \(\left(p_{t} \cdot \operatorname{CQM} \cdot \operatorname{sum}\left(\right.\right.\) Cre \(\left.\left._{i j} \cdot H_{\text {num }_{i j}}\right) \leq 0\right)\) then \(p_{t} \cdot \operatorname{QOL} \cdot \operatorname{remove}\left(K_{q_{h}}\right)\) End if
            For \((i=1\) to \(m)\) do \(p_{t} \cdot \operatorname{CQM} \cdot \operatorname{sum}\left(\right.\) Cre \(\left._{i j} \cdot H_{\text {num }_{i j}}\right)\) End for
            If \(\left(p_{t} \cdot \operatorname{CQM} \cdot \operatorname{sum}\left(\mathrm{Cre}_{i j} \cdot H_{\text {num }_{i j}}\right) \leq 0\right)\) then \(p_{t} \cdot \mathrm{QPL} \cdot \operatorname{remove}\left(p_{j}\right)\) End if \(\}\)
        End if \}
    End if \} \}
End if.
```

Algorithm 1: Credibility search algorithm (CSA).

### 5.2. Performance Evaluation

5.2.1. Performance Analysis in Static Network Environments. In this section, we try to analyze the performance of four search strategies CSA, PQR, SPUN, and APS in static network environments where no peer or object departure or remove happens from the following several aspects.
(1) Comparative Analysis of Query Hit Rate. Figure 2 shows the query hit rates of the four methods: APS, PQR, SPUN, and CSA for different TTL value in three different network topologies. The four curves in Figure 2 show that the query hit rates are increasing with the increase of TTL value. The curve of PQR is similar to that of SPUN and slightly higher than SPUN. And the curves of PQR and SPUN are located in

Table 2: Analysis of node degree.

| Topology | Min (degree) | Max (degree) | Avg. (degree) | Count min | Count max |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Scale-free network | 2 | 220 | 4 | 4993 | 1 |
| Small world network | 6 | 19 | 10 | 84 | 3 |
| Random graph | 6 | 26 | 12 | 19 | 1 |



Figure 2: Query hit rate versus TTL value in static network environments.
the middle of the curves of APS and CSA. The query hit rate of APS is the lowest in the four algorithms and that of CSA is highest. The query hit rate of CSA exceeds that of APS by about $22 \%$ and those of PQR and SPUN by about $9 \%$ and $10 \%$ when TTL value is greater than 5 .

The rare resource query hit rates of the four algorithms are shown in Figure 3. The query hit rate of CSA for rare resources is significantly improved and better than those of the other three methods. Even compared to the PQR algorithm with better performance, the query hit rate for rare resources in CSA is still increased by about $20 \%$. The main reason is that searches for rare resources are nonrepetitive search or less repetitive search; there is little or no historical experience used in the other three methods. So the other three methods can only adopt a random manner to forward query messages. However, in this paper, for nonrepetitive search or less repetitive search, we give full consideration for the overall success rate of the previous search experience and the similarity between the query itself and the contents stored in the neighbor node and obtain effective heuristic information to avoid blind random search, thus resulting in better performance in method CSA.
(2) Comparative Analysis of Search Delay. In our experiments, searching is based on the deployment of $k$ walkers and $k$ is set to 4 . So each request may receive multiple query hits. In this paper, the search delay is defined as the hops value of hit message returned the first time successfully. Figure 4 displays the search delays of the four methods: APS, PQR, SPUN, and CSA for different TTL value in three different network topologies. The search delay of CSA is basically stable at 4 hops when TTL value is greater than 16. And those of the other three methods stepwise grow with the increase of TTL value. Meanwhile, Figure 4 shows the search delay of CSA is lower about 1 hop than those of the other three methods in the same range of TTL value when TTL value is less than 23. When TTL value is greater than 23, the advantage of CSA is more obvious.
(3) Comparative Analysis of Average Number of Messages. Figure 5 shows the average number of messages generated per query in different networks. The performance of CSA is also the best one in the four methods: PQR, SPUN, APS, and CSA. At the same time, the reduction rate of the average number of messages generated per query in CSA is indicated in Figure 5, in contrast to the best performance one in the other three methods PQR, SPUN, and APS. From Figure 5, we can see that the average number of messages per query of CSA is reduced $12.8 \%, 13.4 \%$, and $12.9 \%$ in three different network topologies, respectively, when TTL value comes up to 25 .
(4) Comparative Analysis of Network Overhead. In the search processing, network overhead is constituted by the number of messages generated per query and network bandwidth consumed by these messages. In this paper, we use the actual number of bytes of IP packets generated per message as network overhead.

By Section 3.1, the message structure in CSA is meg $\langle i d$, $p_{s}, p_{f}$, state, hops, $K_{q_{h}}$, path $\rangle$. In our experiments, id is made
up of 10 bytes. The information of node $p_{s}$ and $p_{f}$ is composed of "IP + port number," 6 bytes, a total of 48 bits. hops and state possess 2 bytes, respectively. 4 bytes are assigned to $K_{q_{h}}$. The number of bytes of path is dynamic change in the search progress.

On the other hand, since the total number of bytes generated per message is small, it cannot produce fragmentation. And then message packet is a UDP packet. And thus, the total number of bytes generated by per message will contain a total of 28 bytes of the IP header and UDP header.

Figure 6 illustrates the comparison of network overhead among the four search strategies. Similar to Figure 5, we mark the reduction rate of the network overhead in CSA in contrast to the best performance one in the other three methods PQR , SPUN, and APS in Figure 6. Figure 6 shows that, when TTL value is 5 , the network overhead of CSA is slightly higher than the best performance one of the other three methods PQR, SPUN, and APS by $0.2 \%$ and $1.0 \%$ in small world model network and scale-free network, respectively. But in the initial stage of the search, the entire bandwidth consumption is very low, so the small increase will not bring burden to the network. With the increase of TTL value, the network overhead of CSA is reduced continuously. When TTL value is 15 and 25 , the reduction rate of the network overhead is up to the highest $10.3 \%$ and $17.0 \%$, in scale-free network and random graph network, respectively. At this time, the performance of CSA is the best in the four algorithms.

### 5.2.2. Performance Analysis in Dynamic Network Environ-

 ments. Here, we conduct a series of experiments similar to Section 5.2.1 to evaluate the performance of CSA under dynamic network environments. The total experimental runtime is divided into 100 time slices. At the end of each time slice, we add 10 new nodes and allocate 100 resources to these nodes according to the Zipf distribution. At the same time, 100 nodes from the network are selected randomly and each node deletes one resource from its resource list randomly. In this dynamic environment, we deploy four query strategies CSA, PQR, SPUN, and APS in three different network topologies; results shown in Figures 7, 8, and 9 and Tables 3 and 4.Figure 7 shows the comparison of query hit rates of the four algorithms CSA, PQR, SPUN, and APS under dynamic network environments. From Figure 7, the query hit rate of CSA is the highest one in the four search strategies in three different network topologies. In the small world network, especially, the query hit rate of CSA exceeds PQR, SPUN, and APS by about $14 \%, 18 \%$, and $26 \%$, respectively.

Figure 8 illustrates the comparison of query hit rates of the four algorithms CSA, PQR, SPUN, and APS for rare resources. We can see the query hit rate of CSA algorithm is still the highest and it surpasses those of the other three methods by about $20 \%$ under dynamic network environments.

Figure 9 presents the comparison of the search delays of the four methods under dynamic network environments. The search delay of CSA is lower than the other three algorithms by about 1 hop in Figure 9. When TTL value is greater than 20, the search delay of CSA is stable at 6 hops while the other


Figure 3: Query hit rate of rare resources versus TTL value in static network environments.
three algorithms reflect continued stepwise growth trend with the increase of TTL value.

Table 3 shows the average number of messages generated per query in the three different kinds of network topologies. It consists of data of two-hop interval in the TTL value from

1 to 25 . So the TTL value is a sequence of $1,4,7, \ldots, 25$ in Table 3. As can be seen from Table 3, in the four methods, the average number of messages generated per query is basically the same, when the TTL value is less than or equal to 7 . However, when the TTL value is greater than or equal to 10 ,


Figure 4: Search delay versus TTL value in static network environments.
the average number of messages generated per query in CSA is lower than the other three methods at most by about 9.6\%.

Table 4 illustrates the network overhead generated by the four search strategies. Similar to Table 3, we also extract experimental data of two-hop interval among 1 to 25 hops
to form Table 4. From Table 4, we can see that the network overhead of CSA is less than or equal to those of the other three methods with the increase of TTL value and those of the other three methods are basically the same. At the same time, after the 10th hops, the network overhead of CSA is reduced


Figure 5: Average number of messages generated per query versus TTL value in static network environments.
by about $11.2 \%$ at most compared to the others in the three different network topologies.

In summary, we can see that the performances of the four algorithms are reduced to some extent in the dynamic
network environments. For example, in the dynamic environments, the query hit rates of the four search strategies CSA, PQR, SPUN, and APS for scarce resources are reduced on average by about $20 \%$, compared with the static network


Figure 6: Network overhead versus TTL values in static network environments.
environments as shown in Figures 3 and 8. And, although the search delays of the four strategies are also stepwise growth similar to the static network environments, but its gradient is larger as shown in Figures 4 and 9. The main reason is that
the churn of network influences the performances of searches, but which has less effect on the CSA algorithm compared with the other three ones. For example, the query hit rate of CSA drops slightly in Figure 7 and less than 7\%


Figure 7: Query hit rate versus TTL value in dynamic network environments.
compared to that in Figure 2. Moreover the query hit rates of the other three methods are reduced by more than $10 \%$. At the same time, in the dynamic network environments, CSA method shows better performance than the other three
algorithms, compared with static environments. For example, in the static network environments, the query hit rate of CSA is improved by about $9 \%, 10 \%$, and $22 \%$ compared to the algorithm PQR, SPUN, and APS in Figure 2 and in the dynamic


Figure 8: Query hit rate of rare resources versus TTL value in dynamic network environments.


FIgure 9: Search delay versus TTL value in dynamic network environments.

Table 3: Average number of messages generated per query versus TTL value in dynamic network environments.

| TTL | Small world |  |  |  | Random graph |  |  |  | Scale-free |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CSA | PQR | SPUN | APS | CSA | PQR | SPUN | APS | CSA | PQR | SPUN | APS |
| 1 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 |
| 4 | 20 | 20 | 20 | 20 | 20 | 20 | 20 | 20 | 20 | 20 | 20 | 20 |
| 7 | 31 | 32 | 31 | 31 | 30 | 32 | 31 | 31 | 31 | 32 | 31 | 31 |
| 10 | 41 | 43 | 42 | 42 | 40 | 43 | 42 | 42 | 41 | 43 | 42 | 42 |
| 13 | 50 | 53 | 52 | 53 | 49 | 53 | 52 | 53 | 50 | 52 | 53 | 53 |
| 16 | 58 | 63 | 62 | 63 | 58 | 63 | 62 | 63 | 58 | 62 | 62 | 63 |
| 19 | 66 | 72 | 71 | 72 | 67 | 72 | 72 | 72 | 65 | 71 | 72 | 72 |
| 22 | 73 | 81 | 80 | 82 | 74 | 80 | 81 | 82 | 72 | 79 | 80 | 82 |
| 25 | 80 | 88 | 89 | 90 | 80 | 88 | 89 | 91 | 78 | 86 | 88 | 90 |

Table 4: Network overhead versus TTL value in dynamic network environments (M).

| TTL | Small world |  |  |  | Random graph |  |  |  | Scale-free |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CSA | PQR | SPUN | APS | CSA | PQR | SPUN | APS | CSA | PQR | SPUN | APS |
| 1 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 |
| 4 | 1.9 | 1.9 | 1.9 | 1.9 | 1.9 | 1.9 | 1.9 | 1.9 | 1.9 | 2.0 | 1.9 | 1.9 |
| 7 | 3.3 | 3.4 | 3.3 | 3.3 | 3.3 | 3.4 | 3.3 | 3.3 | 3.3 | 3.4 | 3.3 | 3.3 |
| 10 | 4.8 | 5.1 | 4.9 | 4.9 | 4.8 | 5.1 | 4.9 | 4.9 | 4.8 | 5.0 | 4.9 | 4.9 |
| 13 | 6.4 | 6.8 | 6.7 | 6.7 | 6.3 | 6.9 | 6.7 | 6.8 | 6.4 | 6.8 | 6.7 | 6.7 |
| 16 | 8.0 | 8.8 | 8.6 | 8.7 | 8.1 | 8.8 | 8.7 | 8.7 | 8.0 | 8.6 | 8.6 | 8.7 |
| 19 | 9.8 | 10.9 | 10.6 | 10.8 | 9.9 | 10.8 | 10.7 | 10.8 | 9.5 | 10.6 | 10.7 | 10.8 |
| 22 | 11.5 | 13.0 | 12.8 | 13.1 | 11.7 | 12.9 | 12.9 | 13.1 | 11.3 | 12.6 | 12.8 | 13.1 |
| 25 | 13.4 | 15.1 | 15.1 | 15.3 | 13.4 | 15.0 | 15.1 | 15.5 | 12.9 | 14.6 | 15.0 | 15.4 |

environment increased by about $14 \%, 18 \%$, and $26 \%$ in Figure 7. Therefore, whether it is under the dynamic or static environments, CSA can achieve high query hit rate with less network overhead and lower search delay. So, CSA can get the better performance than the other three algorithms PQR , SPUN, and APS.
5.3. Discussion. In CSA, the space cost is mainly composed of four indexes CNL, CQM, QPL, and QOL in each node. CNL, QPL, and QOL are linear lists. The number of elements in CNL is equal to the number of all neighbors of a node. The length of QPL does not exceed the length of CNL. At the same time, the length of QOL is also not large because it records only different query objects. CQM is a two-dimensional matrix. If the length of the QOL is $m$ and the length of the QPL is $n$ then the length of CQM is $m \times n$. So, the space cost of CNL, QPL, and QOL is negligibly small compared with that of CQM in each node because of their linear length. Thus the space complexity of each node in CSA is $o(m \times n)$ which is the same with the PQR and APS method, less SPUN ( $o(m \times n \times$ TTL $))$ algorithm. Meanwhile, such space cost is not a burden for computing device in current P2P networks. However, if the storage capacity of node is very low, the node can choose a small size of CQM and update it according to first in first out (FIFO) policy or least recent used (LRU) policy.

In the search process, the worst case is that all the $k$ walkers travel TTL hops and then return a hit or miss message along query path. Therefore the number of messages generated per query is $2 \times k \times$ TTL in the worst case and which is the same as the other three methods: PQR, SPUN, and APS. But simulation experiments in this paper have shown that CSA produced less number of messages and lower network consumption compared with the other methods, whether it is in a dynamic P2P environment or in a static P2P environment. The main reasons lie in two aspects. On the one hand, the credibility generated on the basis of familiarity and similarity as the heuristic information is very effective to guide the future searches, which improves the query hit rate, reduces the search delay, and shortens the length of the search path, resulting in reducing the number of messages generated and the network consumption. On the other hand, it is reasonable that queries are classified. At the same time, the credibility information provided in CSA is trustworthy, which guides effectively the strange queries to the requested objects, and superior to the random walks way in the other three methods. The improvement of scarce resources query hit rates in CSA may succeed to verify it in our experiments.

CSA can make full use of the advantages of the previous informed algorithms such as APS, PQR, and SPUN, using the previous search information to guide the future searches.

Thus, CSA is similar to these methods on the handing of the queries with high repetition rate. The difference is that, in the acquisition process of heuristic information, APS, PQR , and SPUN methods only consider hit information of successful path, while in CSA the similar information between the queried contents and contents stored on node is also considered as the heuristic information to guide the future searches. So, the query message is forwarded to nodes that are more likely to provide the necessary resources node in CSA.

The main difference between CSA and APS, PQR, and SPUN is that queries are classified as familiar queries and strange (unfamiliar) ones according to the similarity between the requested resources and those have been received in the query node in CSA. For the strange queries, there is no or little heuristic guide information in APS, PQR, and SPUN methods and the queries will be forwarded based on random walks way. However, in CSA, based on the trust production principle in sociology and psychology, CSA method firstly gets the credibility of the node to each neighbor node according to all the previous queries and the similarity between the requested object information and the contents stored on each neighbor node and then selects the nodes with higher credibility to forward the strange queries. In contrast to random manner in APS, PQR, and SPUN methods, the one in CSA greatly reduce the search blindness.

The main feature of CSA method is that it makes full use of the query information and resources information nodes themselves hold. Based on node local information, the searches are effectively forwarded. This method does not require too complicated structure and does not need to track search path information, so it has a good adaptability for dynamic characteristics of unstructured P2P networks.

## 6. Conclusion

In this paper, a credibility search algorithm (CSA) has been presented. The main feature of this method is that it can improve query performance in unstructured P2P networks. CSA can gain the effective heuristic information and credibility of node to its neighbor by combining with the trust production principle in sociology and psychology, so that the familiar query and the strange query can be guided successfully. Experimental results show that the proposed algorithm outperforms the other three methods: PQR, SPUN, and APS furthermore can achieve high query hit rate with less search delay and lower bandwidth consumption in three different types of network topologies under static and dynamic network conditions. At the same time, CSA is also very effective for the search of rare resources. In the scale-free network especially, the query hit of CSA for race resources can reach up to about $85 \%$ when TTL value comes up to 24 . Compared to PQR and APS, the query hit of CSA for race resources is increased by about $20 \%$ and $40 \%$, respectively, with the increase of TTL value in three different network topologies.
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#### Abstract

A fractional-order scalar controller which involves only one state variable is proposed. By this fractional-order scalar controller, the unstable equilibrium points in the fractional-order Chen chaotic system can be asymptotically stable. The present control strategy is theoretically rigorous. Some circuits are designed to realize these control schemes. The outputs of circuit agree with the results of theoretical results.


## 1. Introduction

In the last few decades, chaotic behaviors have been discovered in many areas of science and engineering such as mathematics, physics, chemistry, electronics, medicine, economy, biological science, and social science. In 1990, Ott et al. presented the OGY method of chaotic control [1]. After that, chaos control has attracted increasing attention among scientists in various fields. Many control schemes [1,2] have been presented, such as feedback control, parametric perturbation control, adaptive control, and fuzzy control. On the other hand, the chaotic or hyperchaos behaviors have been found in many fractional-order dynamical systems. Many fractional-order chaotic systems have been presented, the fractional-order Chua's chaotic circuit [3], the fractional-order Duffing chaotic system [4], the fractionalorder memristor-based chaotic system [5], the fractionalorder Lorenz chaotic system [6], the fractional-order Chen chaotic system [7], and so forth [8, 9]. Moreover, control and synchronization of fractional-order chaotic systems have attracted much attention in the recent years [10-16].

Compared to the traditional controller (integer-order controller), the fractional-order controller has many advantages, such as less sensitivity to parameter variations and better disturbance rejection ratios [17]. It is possible that traditional controller (integer-order controller) will be replaced
by fractional-order controller in the future. Recently, a fractional-order vector controller is addressed to stabilize the unstable equilibrium points for integer-order chaotic systems by Tavazoei and Haeri [17]. Zhou and Kuang have presented another fractional-order vector controller to stabilize the nonequilibrium points for integer-order chaotic systems [18]. However, only integer-order chaotic systems are discussed in $[17,18]$, and only fractional-order vector controller is investigated.

Up to now, to the best of our knowledge, very few results on chaotic control are reported by fractional-order scalar controller. Motivated by the above-mentioned discussions, some fractional-order scalar controllers are presented to control the fractional-order Chen chaotic systems in this paper. Only one system state variable is used in the fractionalorder scalar controller. The control scheme is simple and theoretical. Moreover, some circuits are designed to realize these control schemes, and the circuit results agree with the theoretical results.

The outline of this paper is as follows. In Section 2, some mathematical preliminaries are addressed for the fractionalorder system. In Section 3, some fractional-order scalar controller are proposed to stabilize the unstable equilibrium points in the fractional-order Chen chaotic system. In Section 4, some circuits are designed to realize the control schemes. The conclusion is finally drawn in Section 5.

## 2. Mathematical Preliminaries

In this paper, we use the Caputo definition of fractional derivative, which is

$$
\begin{equation*}
D^{q} h(t)=\frac{1}{\Gamma(l-q)} \int_{0}^{t} h^{(l)}(\tau)(t-\tau)^{l-q-1} d \tau, \quad l-1<q<l \tag{1}
\end{equation*}
$$

where $D^{q}$ denoted the Caputo operator, $l$ is the first integer which is not less than $q$, and $h^{(l)}(t)$ is the $l$-order derivative for $h(t)$; that is, $h^{(l)}(t)=d^{l} h(t) / d t^{l}$.

Consider the following nonlinear fractional-order system:

$$
\begin{equation*}
D^{q} x=F(x) \tag{2}
\end{equation*}
$$

where $F: R^{n} \rightarrow R^{n}$ are continuous function, $0<q<1$ are fractional order, and $x \in R^{n}$ are state vectors.

First, we recall the stability results of nonlinear fractionalorder systems [19-24]. Let the equilibrium point of system (2) be $x_{0}$ and let the Jacobian matrix be $\partial F /\left.\partial x\right|_{x=x_{0}}$. $\lambda_{i}(i=1,2, \ldots, n)$ are the eigenvalues of the Jacobian matrix $\partial F /\left.\partial x\right|_{x=x_{0}}$. If $\left|\arg \lambda_{i}\right|>0.5 \pi q(i=1,2, \ldots, n)$ are satisfied, then the equilibrium point $x_{0}$ is asymptotically stable [19-24].

Second, we recall the improved version of Adams-Bashforth-Moulton algorithm [14] for the fractional-order systems. Consider the following two-dimensional nonlinear fractional-order system:

$$
\begin{align*}
& D^{q_{1}} x_{1}=h_{1}\left(x_{1}, x_{2}\right),  \tag{3}\\
& D^{q_{2}} x_{2}=h_{2}\left(x_{1}, x_{2}\right),
\end{align*}
$$

with initial condition $\left(h_{1}(0), h_{2}(0)\right)$. Let $\tau=T / N$ and let $t_{n}=$ $n \tau(n=0,1,2, \ldots, N)$. Then, the two-dimensional fractionalorder system can be discretized as follows

$$
\begin{align*}
& x_{1}(n+1) \\
& =h_{1}(0)+\frac{\tau^{q_{1}}}{\Gamma\left(q_{1}+2\right)}\left[h_{1}\left(x_{1}^{m}(n+1), x_{2}^{m}(n+1)\right)\right. \\
& \left.+\sum_{j=0}^{n} \kappa_{1, j, n+1} h_{1}\left(x_{1}(j), x_{2}(j)\right)\right], \\
& x_{2}(n+1) \\
& =h_{2}(0)+\frac{\tau^{q_{2}}}{\Gamma\left(q_{2}+2\right)}\left[h_{2}\left(x_{1}^{m}(n+1), x_{2}^{m}(n+1)\right)\right. \\
& \left.+\sum_{j=0}^{n} \kappa_{2, j, n+1} h_{2}\left(x_{1}(j), x_{2}(j)\right)\right], \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
& \quad x_{1}^{m}(n+1) \\
& \quad=x_{1}(0)+\frac{1}{\Gamma\left(q_{1}\right)} \sum_{j=0}^{n} \sigma_{1, j, n+1} h_{1}\left(x_{1}(j), x_{2}(j)\right), \\
& \\
& \quad x_{2}^{m}(n+1) \\
& \quad x_{2, j, n+1}(0)+\frac{1}{\Gamma\left(q_{2}\right)} \sum_{j=0}^{n} \sigma_{2, j, n+1} h_{2}\left(x_{1}(j), x_{2}(j)\right), \\
& = \begin{cases}n^{q_{i}+1}-\left(n-q_{i}\right)(n+1)^{q_{i}}, & j=0, \\
(n-j+2)^{q_{i}+1}+(n-j)^{q_{i}+1} & 1 \leq j \leq n,(i=1,2), \\
-2(n-j+1)^{q_{i}+1}, & j=n+1,\end{cases} \\
& \sigma_{i, j, n+1}=\frac{\tau^{q_{i}}}{q_{i}}\left[(n-j+1)^{\left.q_{i}-(n-j)^{q_{i}}\right],}\right. \\
& 0 \leq j \leq n, \quad(i=1,2) . \tag{5}
\end{align*}
$$

The error of this algorithm is

$$
\begin{gather*}
\left|x_{i}\left(t_{n}\right)-x_{i}(n)\right|=o\left(\tau^{\alpha_{i}}\right), \\
\alpha_{i}=\min \left(2,1+q_{i}\right), \quad(i=1,2) . \tag{6}
\end{gather*}
$$

## 3. Control of the Unstable Equilibrium Points for the Fractional-Order Chen Chaotic System via a Fractional-Order Scalar Controller

In this section, some fractional-order scalar controllers which involve only one state variable are addressed. The unstable equilibrium points of the fractional-order Chen chaotic system can be asymptotically stable by these fractional-order scalar controllers.

In 1963, E. N. Lorenz reported the first chaotic model that revealed the complex and fundamental behaviors of the nonlinear dynamical systems. In 1999, Chen found another chaotic model in a simple three-dimensional autonomous system, which nevertheless is not topologically equivalent to the Lorenz chaotic model. The fractional-order Chen chaotic model is described as

$$
\begin{gather*}
D^{q} x_{1}=35\left(x_{2}-x_{1}\right), \\
D^{q} x_{2}=-7 x_{1}+28 x_{2}-x_{1} x_{3},  \tag{7}\\
D^{q} x_{3}=x_{1} x_{2}-3 x_{3},
\end{gather*}
$$

where $0<q<1$ is the fractional order. The fractional-order Chen chaotic system has chaotic attractor for $q \geq 0.83$ [19]. The fractional-order Chen chaotic attractor with $q=0.9$ is shown as in Figure 1.


Figure 1: The fractional-order Chen chaotic attractor with $q=0.9$.

There are three unstable equilibrium points in the above fractional-order Chen chaotic system. The unstable equilibrium points are $S_{0}=(0,0,0)$ and $S_{ \pm}=( \pm \sqrt{63}, \pm \sqrt{63}, 21)$, respectively. Our goal is how to control the unstable equilibrium points via a fractional-order scalar controller.

### 3.1. Case 1: Control of the Unstable Equilibrium Point $S_{0}=$ $(0,0,0)$

Theorem 1. Let the controlled system be

$$
\begin{gather*}
D^{q} x_{1}=35\left(x_{2}-x_{1}\right)+l_{1} D^{q} x_{2}+l_{2} x_{2} \\
D^{q} x_{2}=-7 x_{1}+28 x_{2}-x_{1} x_{3}  \tag{8}\\
D^{q} x_{3}=x_{1} x_{2}-3 x_{3}
\end{gather*}
$$

where $l_{1} D^{q} x_{2}+l_{2} x_{2}$ is the scalar fractional-order controller and $l_{1}$ and $l_{2}$ are feedback coefficients. If $l_{1}>-1$ and $l_{2}>105$, then the controlled system (8) will be asymptotically converged to the equilibrium point $S_{0}=(0,0,0)$.

Proof. The unstable equilibrium point $S_{0}=(0,0,0)$ in the fractional-order Chen chaotic system is also the equilibrium point in the controlled system (8). The Jacobi matrix of the controlled system at equilibrium point $S_{0}=(0,0,0)$ is

$$
J_{(0,0,0)}=\left|\begin{array}{ccc}
-35-7 l_{1} & 35+28 l_{1}+l_{2} & 0  \tag{9}\\
-7 & 28 & 0 \\
0 & 0 & -3
\end{array}\right|
$$

The eigenvalues are

$$
\begin{align*}
\lambda_{ \pm}= & -0.5\left(7+7 l_{1}\right) \\
& \pm 0.5 \sqrt{\left(7+7 l_{1}\right)^{2}-4\left(7 l_{2}-21 \times 35\right)}, \quad \lambda_{3}=-3 \tag{10}
\end{align*}
$$

because

$$
\begin{equation*}
l_{1}>-1, \quad l_{2}>105 \tag{11}
\end{equation*}
$$

So

$$
\begin{equation*}
\operatorname{Re}\left(\lambda_{ \pm}\right)<0 . \tag{12}
\end{equation*}
$$

Therefore, all eigenvalues of the Jacobi matrix at equilibrium point $S_{0}=(0,0,0)$ in the controlled system (8) have negative real part. This result implies that the controlled system will be asymptotically converged to the equilibrium point $S_{0}=$ $(0,0,0)$. The proof is completed.

Theorem 2. Consider the controlled system is as follows:

$$
\begin{gather*}
D^{q} x_{1}=35\left(x_{2}-x_{1}\right), \\
D^{q} x_{2}=-7 x_{1}+28 x_{2}-x_{1} x_{3}+l_{3} D^{q} x_{1}+l_{4} x_{1},  \tag{13}\\
D^{q} x_{3}=x_{1} x_{2}-3 x_{3},
\end{gather*}
$$

where $l_{3} D^{q} x_{2}+l_{4} x_{2}$ is a fractional-order scalar controller and $l_{3}$ and $l_{4}$ are feedback coefficients. If $l_{3}<0.2$ and $-\left(35 l_{3}-7\right)^{2} / 140 \leq l_{4}+21<0$, then the controlled system (13) will be asymptotically converged to the equilibrium point $S_{0}=(0,0,0)$.

Proof. It is easily to obtain that the unstable equilibrium point $S_{0}=(0,0,0)$ in the fractional-order Chen chaotic system is also the equilibrium point in the controlled system (13). The Jacobi matrix of the controlled system (13) at equilibrium point $S_{0}=(0,0,0)$ is

$$
J_{(0,0,0)}=\left|\begin{array}{ccc}
-35 & 35 & 0  \tag{14}\\
-7-35 l_{3}+l_{4} & 28+35 l_{3} & 0 \\
0 & 0 & -3
\end{array}\right|
$$

The eigenvalues are

$$
\begin{align*}
\lambda_{ \pm}= & 0.5\left(35 l_{3}-7\right) \\
& \pm 0.5 \sqrt{\left(35 l_{3}-7\right)^{2}+140\left(21+l_{4}\right)}, \quad \lambda_{3}=-3 \tag{15}
\end{align*}
$$

because

$$
\begin{equation*}
l_{3}<0.2, \quad-\frac{\left(35 l_{1}-7\right)^{2}}{140} \leq l_{4}+21<0 \tag{16}
\end{equation*}
$$

So

$$
\begin{equation*}
\operatorname{Re}\left(\lambda_{ \pm}\right)<0 \tag{17}
\end{equation*}
$$

Therefore, all eigenvalues of the Jacobi matrix at equilibrium point $S_{0}=(0,0,0)$ in the controlled system (13) have negative real part. This result indicates that the controlled system (13) will be asymptotically converged to the equilibrium point $S_{0}=(0,0,0)$. The proof is completed.

### 3.2. Case 2: Control of the Unstable Equilibrium Points $S_{ \pm}=$ $( \pm \sqrt{63}, \pm \sqrt{63}, 21)$

Theorem 3. Consider the controlled system is

$$
\begin{gather*}
D^{q} x_{1}=35\left(x_{2}-x_{1}\right), \\
D^{q} x_{2}=-7 x_{1}+28 x_{2}-x_{1} x_{3}+l_{5} D^{q} x_{1}  \tag{18}\\
D^{q} x_{3}=x_{1} x_{2}-3 x_{3}
\end{gather*}
$$

where $l_{5} D^{q} x_{1}$ is the scalar fractional-order controller and $l_{5}$ is feedback coefficient. If $35 l_{5}<19-\sqrt{1551}$, then the controlled system (18) will be asymptotically converged to the equilibrium point $S_{+}=(\sqrt{63}, \sqrt{63}, 21)$.

Proof. The Jacobian matrix at the equilibrium point $S_{+}=$ $(\sqrt{63}, \sqrt{63}, 21)$ in the controlled system $(18)$ is

$$
J=\left|\begin{array}{ccc}
-35 & 35 & 0  \tag{19}\\
-28-35 l_{5} & 28+35 l_{5} & -\sqrt{63} \\
\sqrt{63} & \sqrt{63} & -3
\end{array}\right| .
$$

Its characteristic equation is

$$
\begin{equation*}
\lambda^{3}+c_{1} \lambda^{2}+c_{2} \lambda+c_{3}=0 \tag{20}
\end{equation*}
$$

where $c_{1}=10-35 l_{5}, c_{2}=3\left(28-35 l_{5}\right)$, and $c_{3}=4410$.
Because $35 l_{5}<19-\sqrt{1551}$, the following yields

$$
\begin{equation*}
c_{1}>0, \quad c_{2}>0, \quad c_{1} c_{2}-c_{3}>0 . \tag{21}
\end{equation*}
$$

This result indicates that all eigenvalues of the Jacobi matrix at equilibrium point $S_{+}=(\sqrt{63}, \sqrt{63}, 21)$ in the controlled system (18) have negative real part. So, the controlled system (18) will be asymptotically converged to the equilibrium point $S_{+}=(\sqrt{63}, \sqrt{63}, 21)$. The proof is completed.

Similarly, we can easily control the fractional-order Chen chaotic system that will be asymptotically converged to the unstable equilibrium point $S_{-}=(-\sqrt{63},-\sqrt{63}, 21)$.

Remark 4. In this section, we only discuss that all eigenvalues of the Jacobi matrix at equilibrium point in the controlled system have negative real part. Recently, Li and Ma [25] reported the more rigorous result on the local asymptotical stability of the nonlinear fractional differential system. Their result also can be applied to control the unstable equilibrium point in the fractional-order Chen chaotic system.

Remark 5. Only one system state variable and its fractionalorder derivative are used in our fractional-order scalar controller. This is the main contribution in our work.

## 4. Circuit Implementation of the Control Scheme for the Fractional-Order Chen Chaotic System

In this subsection, some circuits are designed to realize these control schemes for the fractional-order Chen chaotic system, and the circuit results fit the theoretical results mentioned in Section 3.

Now, many references on the guidelines to design circuits for the fractional-order chaotic systems are reported. By the circuit design methods [9, 26-29], the circuits are designed as mentioned below to realize the fractional-order chaotic system (8), (13), and (18), and the circuit experiments are obtained.

### 4.1. Case 1: Realize Physically the Controlled Fractional-Order

 Chen Chaotic System (8). Now, let $l_{1}=1$ and $l_{2}=200$ in the controlled system (8). According to Theorem 1, the controlled system (8) will be asymptotically converged to the unstable equilibrium point $S_{0}=(0,0,0)$. By the circuit design method $[9,27,28]$, the circuit diagram designed to realize the controlled system (8) is presented as shown in Figures 2 and 3.The first equation, the second equation, and the third equation in controlled system (8) are realized by Figures 2(a), 2(b), and 2(c), respectively. The operator $d^{q} / d t^{q}$ is realized by Figure 3.

According to the circuit design methods, the resistors in Figure 2 are chosen as $R_{1}=100 \mathrm{k} \Omega, R_{2}=2.86 \mathrm{k} \Omega, R_{3}=$ $3.57 \mathrm{k} \Omega, R_{4}=14.3 \mathrm{k} \Omega, R_{5}=33.3 \mathrm{k} \Omega, R_{6}=100 \mathrm{k} \Omega$, and $R_{7}=0.5 \mathrm{k} \Omega$, respectively. Here and later, the capacitors and resistors in Figure 3 are chosen as $R_{11}=62.84 \mathrm{M} \Omega, R_{22}=$ $0.25 \mathrm{M} \Omega, R_{33}=0.0025 \mathrm{M} \Omega, C_{11}=1.232 \mu \mathrm{~F}, C_{22}=1.84 \mu \mathrm{~F}$, and $C_{33}=1.1 \mu \mathrm{~F}$. The operational amplifiers are of the type of LF353N, the multipliers are of the type of AD633, and the power is supplied by $\pm 15 \mathrm{~V}$.

By choosing the circuit output $x_{1}$ in Figure 2(a) as the vertical axis input, Figure 4(a) shows the circuit experiment displayed on the oscilloscope. Similarly, Figure 4(b) shows the circuit experiment displayed on the oscilloscope with the circuit outputs $x_{2}$ in Figure 2(b) and Figure 4(c) shows the circuit experiment displayed on the oscilloscope with the circuit outputs $x_{3}$ in Figure 2(c). In this paper, the vertical coordinate unit is V (volt) and the horizontal coordinate unit is second (s).

According to Figure 4, the circuit results fit the theoretical results mentioned in Theorem 1.
4.2. Case 2: Realize Physically the Controlled Fractional-Order Chen Chaotic System (13). Now, let $l_{3}=-1$ and $l_{4}=-30$ in the controlled system (13). According to Theorem 2, the controlled system (8) will be asymptotically converged to the unstable equilibrium point $S_{0}=(0,0,0)$. Similarly, the circuit diagram designed to realize the controlled system (13) is as shown in Figure 5.

Here, the first equation, the second equation, and the third equation in controlled system (13) are realized by Figures $5(\mathrm{a}), 5(\mathrm{~b})$, and $5(\mathrm{c})$, respectively. The operator $d^{q} / d t^{q}$ is realized by Figure 3.


Figure 2: The circuit diagram designed to realize the fractional-order controlled system (8) for $q=0.9$.


Figure 3: Circuit diagram for box $F$.

According to the circuit design methods, the resistors in Figure 5 are chosen as $R_{8}=100 \mathrm{k} \Omega$, and $R_{9}=3.33 \mathrm{k} \Omega$, respectively. The resistors $R_{i}(i=1,2, \ldots, 7)$ are the same as in Figure 2.

Similarly, by choosing the circuit output $x_{1}$ in Figure 5(a) as the vertical axis input, Figure 6(a) shows the circuit experiment displayed on the oscilloscope. Similarly, Figure 6(b) shows the circuit experiment displayed on the oscilloscope with the circuit outputs $x_{2}$ in Figure 5(b) and Figure 6(c) shows the circuit experiment displayed on the oscilloscope with the circuit outputs $x_{3}$ in Figure 5(c).

According to Figure 6, the circuit results agree with the theoretical results mentioned in Theorem 2.

### 4.3. Case 3: Realize Physically the Controlled Fractional-Order

 Chen Chaotic System (18). Now, let $l_{5}=-1$ in the controlled system (18). According to Theorem 3, the controlled system (18) will be asymptotically converged to the unstable equilibrium point $S_{+}=(\sqrt{63}, \sqrt{63}, 21)$. Similarly, the circuitdiagram designed to realize the controlled system (18) is displayed as shown in Figure 7.

Similarly, the first equation, the second equation, and the third equation in controlled system (18) are realized by Figures 7(a), 7(b), and 7(c), respectively. The operator $d^{q} / d t^{q}$ is realized by Figure 3. The resistors and capacitors in Figure 7 are chosen as Case 1 and Case 2.

By choosing the circuit output $x_{1}$ in Figure 7(a) as the vertical axis input, Figure 8(a) shows the circuit experiment displayed on the oscilloscope. Similarly, Figure 8(b) shows the circuit experiment displayed on the oscilloscope with the circuit outputs $x_{2}$ in Figure 7(b) and Figure 8(c) shows the circuit experiment displayed on the oscilloscope with the circuit outputs $x_{3}$ in Figure 7(c).

According to Figure 8, the circuit results agree with the theoretical results mentioned in Theorem 3.

## 5. Conclusions

In order to control of the unstable equilibrium points for the fractional-order Chen chaotic system, some fractionalorder scalar controllers are proposed, and only one state variable is used in the fractional-order scalar controller. The control scheme is theoretically rigorous. Moreover, three fractional-order chaotic circuits are designed to realize the control strategy, and the circuit experiments are obtained. The experiment results agree with the theoretical results. Furthermore, some results [30-33] on the effect of noises or disturbances in control or synchronization problems of chaotic systems have been proposed. The anticontrol or


Figure 4: The circuit experiment displayed on the oscilloscope.


Figure 5: The circuit diagram designed to realize the fractional-order controlled system (13) for $q=0.9$.


Figure 6: The circuit experiment displayed on the oscilloscope.


Figure 7: The circuit diagram designed to realize the fractional-order controlled system (18) for $q=0.9$.


Figure 8: The circuit experiment displayed on the oscilloscope.
antisynchronization problems for fractional chaotic systems with disturbances or noises have been also discussed in [34]. So, the effect of noises or disturbances for our control scheme is our further work.
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#### Abstract

The problem of passivity analysis for neural networks with time-varying delays and parameter uncertainties is considered. By the consideration of newly constructed Lyapunov-Krasovskii functionals, improved sufficient conditions to guarantee the passivity of the concerned networks are proposed with the framework of linear matrix inequalities (LMIs), which can be solved easily by various efficient convex optimization algorithms. The enhancement of the feasible region of the proposed criteria is shown via two numerical examples by the comparison of maximum allowable delay bounds.


## 1. Introduction

Neural networks are the networks of mutual elements that behave like biological neurons, which can be mathematically described by difference or differential equations. For this reason, during a few decades, neural networks have been extensively applied in many areas such as reconstruction of moving image, signal processing, the tasks of pattern recognition, associative memories, and fixed-point computations [1-10]. Also, the stability analysis of the concerned neural networks is a very important and prerequisite job because the application of neural networks heavily depends on the dynamic behavior of equilibrium points.

On the other hand, we need to pay keen attention to a delay in the time and passivity. It is well known that timedelay is a natural concomitant of the finite speed of information processing in the implementation of the networks and often causes undesirable dynamic behaviors such as oscillation and instability of the networks. In various scientific and engineering problems, stability issues are often linked to the theory of dissipative systems. It postulates that the energy
dissipated inside a dynamic system is less than the energy supplied from the external source [11]. Based on the concept of energy, the passivity is the property of dynamical systems and describes the energy flow through the system. It is also an input/output characterization and related to Lyapunov method. In the field of nonlinear control, the concept of dissipativeness was firstly introduced by Willems [12] in the form of inequality including supply rate and the storage function. The main idea of passivity theory is that passive properties of a system can keep the system internally. Therefore, the study on passivity analysis for uncertain neural networks with time-delay has been widely investigated in [13-19] since parametric uncertainties, which sometimes affect the stability of systems, are also undesirable dynamics in the hardware implementation of neural networks due to the fact that the connection weights of the neurons are dependent on the values of certain resistances and capacitances including variations of fluctuations [20]. In [16], two types of timevarying delays were considered in passivity analysis of uncertain neural networks. Recently, in [17], by considering some useful terms which were ignored in previous literatures and
utilizing free-weighting matrix techniques, the enhancement of feasible region of passivity criteria was shown. In [18], by proposing a complete delay-decomposing approach and utilizing a segmentation technique, improved conditions for passivity of neural networks were presented. In the authors' previous work [19], some less conservative conditions for passivity of neural networks were derived by taking more information of states. All the works [13-19] show their advantages of the proposed methods via comparison of maximum delay bounds with the previous works since delay bounds for guaranteeing the passivity of the concerned networks are recognized as one of the most important index for checking the conservatism of criteria. Very recently, up to now, one of the most remarkable methods in reducing the conservatism of stability criteria is Wiritinger-based integral inequality [21] which reduced Jensen's gap effectively. Therefore, there are rooms for further improvements in passivity analysis of the neural networks with both time-delay and parameter uncertainties.

With this motivation mentioned above, in this paper, the problem on passivity for uncertain neural networks with time-varying delays is addressed. In Theorem 6, by utilizing Wiritinger-based integral inequality [21], a passivity condition for neural networks with time-varying delays and parameter uncertainties is introduced with the framework of LMIs. Based on the results of Theorem 6, a newly constructed Lyapunov-Krasovskii functional is introduced and further improved results will be derived in Theorem 7. Inspired by the work of [22,23], the reciprocally convex approach and some zero equality will be utilized in Theorems 6 and 7. Finally, through two numerical examples, it will be shown that Theorems 6 and 7 obtain the less conservative results.

Notation. Throughout this paper, the used notations are standard. $\mathbb{R}^{n}$ is the $n$-dimensional Euclidean vector space and $\mathbb{R}^{m \times n}$ denotes the set of all $m \times n$ real matrices. For symmetric matrices $X$ and $Y, X>Y$ means that the matrix $X-Y$ is positive definite, whereas $X \geq Y$ means that the matrix $X-Y$ is nonnegative. $I_{n}, 0_{n}$, and $0_{m \cdot n}$ denote $n \times n$ identity matrix and $n \times n$ and $m \times n$ denote zero matrices, respectively. $\operatorname{diag}\{\cdots\}$ denotes the block diagonal matrix. For square matrix $X$, $\operatorname{sym}\{X\}$ means the sum of $X$ and its symmetric matrix $X^{T}$; that is, $\operatorname{sym}\{X\}=X+X^{T} . X_{[f(t)]} \in \mathbb{R}^{m \times n}$ means that the elements of matrix $X_{[f(t)]}$ include the scalar value of $f(t)$; that is, $X_{\left[f_{0}\right]}=X_{\left[f(t)=f_{0}\right]}$.

## 2. Preliminaries and Problem Statement

Consider the following uncertain neural networks with timevarying delays:

$$
\begin{align*}
\dot{x}(t)= & -(A+\Delta A(t)) x(t)+\left(W_{0}+\Delta W_{0}(t)\right) f(x(t)) \\
& +\left(W_{1}+\Delta W_{1}(t)\right) f(x(t-h(t)))+u(t),  \tag{1}\\
y(t)= & C_{1} f(x(t))+C_{2} f(x(t-h(t))),
\end{align*}
$$

where $n$ denotes the number of neurons in a neural network, $x(t)=\left[x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right]^{T} \in \mathbb{R}^{n}$ is the neuron state vector, $f(x(t))=\left[f\left(x_{1}(t)\right), f\left(x_{2}(t)\right), \ldots, f\left(x_{n}(t)\right)\right]^{T} \in \mathbb{R}^{n}$
denotes the neuron activation function vector, $y(t) \in \mathbb{R}^{n}$ is the output vector, $u(t) \in \mathbb{R}^{n}$ is the input vector, $A=$ $\operatorname{diag}\left\{a_{1}, \ldots, a_{n}\right\} \in \mathbb{R}^{n \times n}$ is a positive diagonal matrix, $W_{i} \in$ $\mathbb{R}^{n \times n}(i=0,1)$ are the interconnection weight matrices, $C_{i} \in$ $\mathbb{R}^{n \times n}(i=1,2)$ are known constant matrices, and $\Delta A(t)$ and $\Delta W_{i}(t)(i=0,1)$ are the parameter uncertainties of the form

$$
\begin{equation*}
\left[\Delta A(t), \Delta W_{0}(t), \Delta W_{1}(t)\right]=D F(t)\left[E_{a}, E_{0}, E_{1}\right] \tag{2}
\end{equation*}
$$

where $D \in \mathbb{R}^{n \times l}, E_{a} \in \mathbb{R}^{l \times n}, E_{0} \in \mathbb{R}^{l \times n}$, and $E_{1} \in \mathbb{R}^{l \times n}$ are the constant matrices and $F(t) \in \mathbb{R}^{l \times l}$ is the time-varying nonlinear function satisfying

$$
\begin{equation*}
F^{T}(t) F(t) \leq I_{l}, \quad \forall t \geq 0 . \tag{3}
\end{equation*}
$$

The delay $h(t)$ is time-varying function satisfying

$$
\begin{equation*}
0 \leq h(t) \leq h_{M}, \quad \dot{h}(t) \leq h_{D} \tag{4}
\end{equation*}
$$

where $h_{M}$ and $h_{D}$ are known positive scalars.
It is assumed that the neuron activation functions satisfy the following condition.

Assumption 1. The neuron activation functions $f_{i}(\cdot)(i=$ $1, \ldots, n$ ) are continuous, bounded and satisfy

$$
\begin{array}{r}
k_{i}^{-} \leq \frac{f_{i}(u)-f_{i}(v)}{u-v} \leq k_{i}^{+},  \tag{5}\\
\forall u, v \in \mathbb{R}, \quad u \neq v, \quad f_{i}(0)=0,
\end{array}
$$

where $k_{i}^{+}$and $k_{i}^{-}$are constants.
From (5), if $v=0$, then we have

$$
\begin{equation*}
k_{i}^{-} \leq \frac{f_{i}(u)}{u} \leq k_{i}^{+}, \quad \forall u \neq 0 . \tag{6}
\end{equation*}
$$

Also, the conditions (5) and (6) are, respectively, equivalent to

$$
\begin{gather*}
{\left[f_{i}(u)-f_{i}(v)-k_{i}^{-}(u-v)\right]\left[f_{i}(u)-f_{i}(v)-k_{i}^{+}(u-v)\right] \leq 0,}  \tag{7}\\
{\left[f_{i}(u)-k_{i}^{-} u\right]\left[f_{i}(u)-k_{i}^{+} u\right] \leq 0 .} \tag{8}
\end{gather*}
$$

The systems (1) can be rewritten as

$$
\begin{align*}
\dot{x}(t)= & -A x(t)+W_{0} f(x(t)) \\
& \quad+W_{1} f(x(t-h(t)))+u(t)+D p(t), \\
p(t)= & F(t) q(t),  \tag{9}\\
q(t)= & -E_{a} x(t)+E_{0} f(x(t))+E_{1} f(x(t-h(t))), \\
y(t)= & C_{1} f(x(t))+C_{2} f(x(t-h(t))) .
\end{align*}
$$

The objective of this paper is to investigate delaydependent passivity conditions for system (9). Before deriving our main results, the following definition and lemmas are introduced.

Definition 2. The system (1) is called passive if there exists a scalar $\gamma \geq 0$ such that

$$
\begin{equation*}
-\gamma \int_{0}^{t_{p}} u^{T}(s) u(s) d s \leq 2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \tag{10}
\end{equation*}
$$

for all $t_{p} \geq 0$ and for all solution of (1) with $x(0)=0$.
Lemma 3 (see [21]). For a given matrix $M>0$, the following inequality holds for all continuously differentiable function $x$ in $[a, b] \rightarrow \mathbb{R}^{n}:$

$$
\begin{align*}
& \int_{a}^{b} \dot{x}^{T}(s) M \dot{x}(s) d s  \tag{11}\\
& \geq \frac{1}{b-a} \xi_{1}^{T}(t) M \xi_{1}(t)+\frac{3}{b-a} \xi_{2}^{T}(t) M \xi_{2}(t)
\end{align*}
$$

where $\xi_{1}(t)=x(b)-x(a)$ and $\xi_{2}(t)=x(b)+x(a)-(2 /(b-$ a)) $\int_{a}^{b} x(s) d s$.

Lemma 4 (see [22]). For any vectors $x_{1}, x_{2}$, constant matrices $M, S$, and real scalars $0 \leq \alpha \leq 1$ satisfying that $\left[\begin{array}{cc}M & S \\ S^{T} & M\end{array}\right] \geq 0$, the following inequality holds:

$$
\begin{align*}
& -\frac{1}{\alpha} x_{1}^{T} M x_{1}-\frac{1}{1-\alpha} x_{2}^{T} M x_{2} \\
& \leq-\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]^{T}\left[\begin{array}{cc}
M & S \\
S^{T} & M
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] . \tag{12}
\end{align*}
$$

Lemma 5 (see [24]). Let $\zeta \in \mathbb{R}^{n}, \Phi=\Phi^{T} \in \mathbb{R}^{n \times n}$, and $B \in$ $\mathbb{R}^{m \times n}$ such that $\operatorname{rank}(B)<n$. Then, the following statements are equivalent:
(i) $\zeta^{T} \Phi \zeta<0, B \zeta=0, \zeta \neq 0$,
(ii) $\left(B^{\perp}\right)^{T} \Phi B^{\perp}<0$, where $B^{\perp}$ is a right orthogonal complement of $B$,
(iii) $\exists X \in \mathbb{R}^{n \times m}: \Phi+X B+(X B)^{T}<0$.

## 3. Main Results

In this section, new passivity criteria for the system (9) will be proposed in Theorems 6 and 7.

For the sake of simplicity on matrix representation, $e_{i} \in$ $\mathbb{R}^{(13 n+l) \times n}(i=1,2, \ldots, 13)$ and $e_{14} \in \mathbb{R}^{(13 n+l) \times l}$ are defined as block entry matrices. For example, $e_{5}=\left[0_{n \cdot 4 n}, I_{n}, 0_{n \cdot 8 n}, 0_{n \cdot l}\right]^{T}$
and $e_{14}=\left[0_{l \cdot 13 n}, I_{l}\right]^{T}$. And the notations of several matrices are defined as

$$
\begin{aligned}
& \zeta(t)=\operatorname{col}\left\{x(t), x(t-h(t)), x\left(t-h_{M}\right),\right. \\
& \dot{x}(t), \dot{x}\left(t-h_{M}\right), \frac{1}{h(t)} \int_{t-h(t)}^{t} x(s) d s, \\
& \frac{1}{h_{M}-h(t)} \int_{t-h_{M}}^{t-h(t)} x(s) d s, \\
& f(x(t)), f(x(t-h(t))), \\
& f\left(x\left(t-h_{M}\right)\right), \int_{t-h(t)}^{t} f(x(s)) d s, \\
& \left.\int_{t-h_{M}}^{t-h(t)} f(x(s)) d s, u(t), p(t)\right\}, \\
& \Upsilon=\left[-A, 0_{n \cdot 2 n},-I_{n}, 0_{n \cdot 3 n}, W_{0}, W_{1}, 0_{n \cdot 3 n}, I_{n}, D\right] \text {, } \\
& \Psi_{1[h(t)]}=\left[\begin{array}{cccc}
I_{n} & 0_{n} & 0_{n} & 0_{n} \\
0_{n} & I_{n} & 0_{n} & 0_{n} \\
0_{n} & 0_{n} & h(t) I_{n} & 0_{n} \\
0_{n} & 0_{n} & \left(h_{M}-h(t)\right) & I_{n} \\
0_{n} & 0_{n} & 0_{n} & I_{n} \\
0_{n} & 0_{n} & 0_{n} & I_{n}
\end{array}\right], \\
& \Psi_{2}=\left[\begin{array}{c|c}
\operatorname{diag}\left\{R_{1}, 3 R_{1}\right\} & S_{1} \\
\hline S_{1}^{T} & \operatorname{diag}\left\{R_{1}, 3 R_{1}\right\}
\end{array}\right], \\
& \Psi_{3}=\left[\begin{array}{ll}
R_{2} & S_{2} \\
S_{2}^{T} & R_{2}
\end{array}\right], \\
& \Psi_{4}=\mathscr{R}_{4}+\left[\begin{array}{cc}
0_{n} & Z_{1} \\
Z_{1}^{T} & 0_{n}
\end{array}\right], \\
& \Psi_{5}=\mathscr{R}_{4}+\left[\begin{array}{cc}
0_{n} & Z_{2} \\
Z_{2}^{T} & 0_{n}
\end{array}\right], \\
& \Xi_{1[h(t)]}=\operatorname{sym}\left\{\left[e_{1}, e_{3}, e_{6}, e_{7}, e_{11}, e_{12}\right] \Psi_{1[h(t)]}\right. \\
& \left.\times \mathscr{P}\left[e_{4}, e_{5}, e_{1}-e_{3}, e_{8}-e_{10}\right]^{T}\right\}, \\
& \Xi_{2}=\left[e_{1}, e_{4}, e_{8}\right] Q_{1}\left[e_{1}, e_{4}, e_{8}\right]^{T} \\
& -\left[e_{3}, e_{5}, e_{10}\right] \mathbb{Q}_{1}\left[e_{3}, e_{5}, e_{10}\right]^{T} \\
& +\operatorname{sym}\left\{\left[e_{8}-e_{1} K^{-}\right] \Lambda e_{4}^{T}+\left[e_{1} K^{+}-e_{8}\right] \Delta e_{4}^{T}\right\}, \\
& \Xi_{3}=\left[e_{1}, e_{8}\right] \mathbb{Q}_{2}\left[e_{1}, e_{8}\right]^{T}-\left(1-h_{D}\right)\left[e_{2}, e_{9}\right] \mathbb{Q}_{2}\left[e_{2}, e_{9}\right]^{T}, \\
& \Xi_{4}=h_{M}^{2} e_{4} R_{1} e_{4}^{T} \\
& -\left[\begin{array}{c}
e_{1}^{T}-e_{2}^{T} \\
\frac{e_{1}^{T}+e_{2}^{T}-2 e_{6}^{T}}{e_{2}^{T}-e_{3}^{T}} \\
e_{2}^{T}+e_{3}^{T}-2 e_{7}^{T}
\end{array}\right]^{T} \Psi_{2}\left[\begin{array}{c}
e_{1}^{T}-e_{2}^{T} \\
\frac{e_{1}^{T}+e_{2}^{T}-2 e_{6}^{T}}{e_{2}^{T}-e_{3}^{T}} \\
e_{2}^{T}+e_{3}^{T}-2 e_{7}^{T}
\end{array}\right],
\end{aligned}
$$

$$
\begin{align*}
& \Xi_{5}=h_{M}^{2} e_{8} R_{2} e_{8}^{T}-\left[e_{11}, e_{12}\right] \Psi_{3}\left[e_{11}, e_{12}\right]^{T}, \\
& \Xi_{6[h(t)]}=h_{M}^{2} e_{1} R_{3} e_{1}^{T}-h_{M} e_{6}\left(h(t) R_{3}\right) e_{6}^{T} \\
& -h_{M} e_{7}\left(\left(h_{M}-h(t)\right) R_{3}\right) e_{7}^{T} \text {, } \\
& \Xi_{7}=h_{M}\left[e_{1}, e_{4}\right] \mathscr{R}_{4}\left[e_{1}, e_{4}\right]^{T}+e_{1} Z_{1} e_{1}^{T} \\
& -e_{2}\left(Z_{1}-Z_{2}\right) e_{2}^{T}-e_{3} Z_{2} e_{3}^{T} \text {, } \\
& \Omega_{1}=-\operatorname{sym}\left\{\left[e_{8}-e_{9}-\left(e_{1}-e_{2}\right) K^{-}\right]\right. \\
& \times H_{1}\left[e_{8}-e_{9}-\left(e_{1}-e_{2}\right) K^{+}\right]^{T} \\
& +\left[e_{9}-e_{10}-\left(e_{2}-e_{3}\right) K^{-}\right] \\
& \left.\times H_{2}\left[e_{9}-e_{10}-\left(e_{2}-e_{3}\right) K^{+}\right]^{T}\right\}, \\
& \Omega_{2}=-\operatorname{sym}\left\{\left[e_{8}-e_{1} K^{-}\right] H_{3}\left[e_{8}-e_{1} K^{+}\right]^{T}\right. \\
& +\left[e_{9}-e_{2} K^{-}\right] H_{4}\left[e_{9}-e_{2} K^{+}\right]^{T} \\
& \left.+\left[e_{10}-e_{3} K^{-}\right] H_{5}\left[e_{10}-e_{3} K^{+}\right]^{T}\right\}, \\
& \Gamma=-\operatorname{sym}\left\{e_{8} C_{1}^{T} e_{13}^{T}+e_{9} C_{2}^{T} e_{13}^{T}\right\}-\gamma e_{13} e_{13}^{T}, \\
& \Xi_{[h(t)]}=\Xi_{1[h(t)]}+\Xi_{2}+\Xi_{3}+\Xi_{4}+\Xi_{5}+\Xi_{6[h(t)]}+\Xi_{7}, \\
& \Theta=\epsilon\left\{\left(-E_{1} e_{1}^{T}+E_{2} e_{8}^{T}+E_{3} e_{9}^{T}\right)^{T}\right. \\
& \left.\times\left(-E_{1} e_{1}^{T}+E_{2} e_{8}^{T}+E_{3} e_{9}^{T}\right)-e_{14} e_{14}^{T}\right\} . \tag{13}
\end{align*}
$$

Then, the following theorem is given as the first main result.

Theorem 6. For given positive scalars $h_{M}, h_{D}$ and diagonal matrices $K^{-}=\operatorname{diag}\left\{k_{1}^{-}, \ldots, k_{n}^{-}\right\}$and $K^{+}=\operatorname{diag}\left\{k_{1}^{+}, \ldots, k_{n}^{+}\right\}$, the system (9) is passive for $0 \leq h(t) \leq h_{M}$ and $\dot{h}(t) \leq h_{D}$, if there exist positive scalars $\epsilon$ and $\gamma$, positive diagonal matrices $\Lambda=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{n}\right\} \in \mathbb{R}^{n \times n}, \Delta=\operatorname{diag}\left\{\delta_{1}, \ldots, \delta_{n}\right\} \in \mathbb{R}^{n \times n}$, $H_{i}=\operatorname{diag}\left\{h_{1 i}, \ldots, h_{n i}\right\}(i=1,2, \ldots, 5)$, positive definite matrices $\mathscr{P} \in \mathbb{R}^{4 n \times 4 n}, \mathbb{Q}_{1} \in \mathbb{R}^{3 n \times 3 n}, \mathbb{Q}_{2} \in \mathbb{R}^{2 n \times 2 n}, R_{i} \in$ $\mathbb{R}^{n \times n}(i=1,2,3), \mathscr{R}_{4} \in \mathbb{R}^{2 n \times 2 n}$, any symmetric matrices $Z_{i} \in \mathbb{R}^{n \times n}(i=1,2)$, and any matrices $\mathcal{S}_{1} \in \mathbb{R}^{2 n \times 2 n}, S_{2} \in \mathbb{R}^{n \times n}$ satisfying the following LMIs:

$$
\begin{gather*}
\left(\Upsilon^{\perp}\right)^{T}\left(\Xi_{[0]}+\Omega_{1}+\Omega_{2}+\Gamma+\Theta\right) \Upsilon^{\perp}<0  \tag{14}\\
\left(\Upsilon^{\perp}\right)^{T}\left(\Xi_{\left[h_{M}\right]}+\Omega_{1}+\Omega_{2}+\Gamma+\Theta\right) \Upsilon^{\perp}<0  \tag{15}\\
\Psi_{i}>0 \quad(i=2,3,4,5) \tag{16}
\end{gather*}
$$

where the notation 0 in (14)-(16) means a zero matrix with an appropriate dimension.

Proof. Let us consider the following Lyapunov-Krasovskii functional candidate as

$$
\begin{equation*}
V=\sum_{i=1}^{7} V_{i} \tag{17}
\end{equation*}
$$

where

$$
\begin{gather*}
V_{1}=\left[\begin{array}{c}
x(t) \\
x\left(t-h_{M}\right) \\
\int_{t-h_{M}}^{t} x(s) d s \\
\int_{t-h_{M}}^{t} f(x(s)) d s
\end{array}\right]^{T} \mathscr{P}\left[\begin{array}{c}
x(t) \\
x\left(t-h_{M}\right) \\
\int_{t-h_{M}}^{t} x(s) d s \\
\int_{t-h_{M}}^{t} f(x(s)) d s
\end{array}\right], \\
V_{2}=\int_{t-h_{M}}^{t}\left[\begin{array}{c}
x(s) \\
\dot{x}(s) \\
f(x(s))
\end{array}\right]^{T} Q_{1}\left[\begin{array}{c}
x(s) \\
\dot{x}(s) \\
f(x(s))
\end{array}\right] d s \\
+2 \sum_{i=1}^{n}\left(\lambda_{i} \int_{0}^{x_{i}(t)}\left(f_{i}(s)-k_{i}^{-} s\right) d s\right. \\
\left.+\delta_{i} \int_{0}^{x_{i}(t)}\left(k_{i}^{+} s-f_{i}(s)\right) d s\right)  \tag{18}\\
V_{3}= \\
\int_{t-h(t)}^{t}\left[\begin{array}{c}
x(s) \\
f(x(s))
\end{array}\right]^{T} Q_{2}\left[\begin{array}{c}
x(s) \\
f(x(s))
\end{array}\right] d s \\
V_{4}= \\
h_{M} \int_{t-h_{M}}^{t} \int_{s}^{t} \dot{x}^{T}(u) R_{1} \dot{x}(u) d u d s \\
V_{5}=h_{M} \int_{t-h_{M}}^{t} \int_{s}^{t} f^{T}(x(u)) R_{2} f(x(u)) d u d s \\
V_{6}= \\
h_{M} \int_{t-h_{M}}^{t} \int_{s}^{t} x^{T}(u) R_{3} x(u) d u d s, \\
V_{7}=\int_{t-h_{M}}^{t} \int_{s}^{t}\left[\begin{array}{l}
x(u) \\
\dot{x}(u)
\end{array}\right]^{T} \mathscr{R}_{4}\left[\begin{array}{l}
x(u) \\
\dot{x}(u)
\end{array}\right] d u d s
\end{gather*}
$$

The time-derivatives of $V_{1}, V_{2}$, and $V_{3}$ can be calculated as

$$
\begin{align*}
& \dot{V}_{1}= {\left[\begin{array}{c}
x(t) \\
x\left(t-h_{M}\right) \\
\binom{\frac{h(t)}{h(t)} \int_{t-h(t)}^{t} x(s) d s}{+\frac{h_{M}-h(t)}{h_{M}-h(t)} \int_{t-h_{M}}^{t-h(t)} x(s) d s} \\
\int_{t-h(t)}^{t} f(x(s)) d s+\int_{t-h_{M}}^{t-h(t)} f(x(s)) d s
\end{array}\right] }  \tag{19}\\
& \quad \times \mathscr{P}\left[\begin{array}{c}
\dot{x}(t) \\
\dot{x}\left(t-h_{M}\right) \\
x(t)-x\left(t-h_{M}\right) \\
f(x(t))-f\left(x\left(t-h_{M}\right)\right)
\end{array}\right] \\
&=\zeta^{T}(t) \Xi_{1[h(t)]} \zeta(t),
\end{align*}
$$

$$
\begin{align*}
\dot{V}_{2}= & {\left[\begin{array}{c}
x(t) \\
\dot{x}(t) \\
f(x(t))
\end{array}\right]^{T} \mathscr{Q}_{1}\left[\begin{array}{c}
x(t) \\
\dot{x}(t) \\
f(x(t))
\end{array}\right]-\left[\begin{array}{c}
x\left(t-h_{M}\right) \\
\dot{x}\left(t-h_{M}\right) \\
f\left(x\left(t-h_{M}\right)\right)
\end{array}\right]^{T} } \\
& \times \mathbb{Q}_{1}\left[\begin{array}{c}
x\left(t-h_{M}\right) \\
\dot{x}\left(t-h_{M}\right) \\
f\left(x\left(t-h_{M}\right)\right)
\end{array}\right] \\
& +2\left[f(x(t))-K_{m} x(t)\right]^{T} \Lambda \dot{x}(t) \\
& +2\left[K_{p} x(t)-f(x(t))\right]^{T} \Delta \dot{x}(t) \\
= & \zeta^{T}(t) \Xi_{2} \zeta(t),  \tag{20}\\
\dot{V}_{3} \leq & {\left[\begin{array}{c}
x(t) \\
f(x(t))
\end{array}\right]^{T} \mathbb{Q}_{2}\left[\begin{array}{c}
x(t) \\
f(x(t))
\end{array}\right] } \\
& -\left(1-h_{D}\right)\left[\begin{array}{c}
x(t-h(t)) \\
f(x(t-h(t)))
\end{array}\right]^{T} \mathbb{Q}_{2}\left[\begin{array}{c}
x(t-h(t)) \\
f(x(t-h(t)))
\end{array}\right] \\
= & \zeta^{T}(t) \Xi_{3} \zeta(t) . \tag{21}
\end{align*}
$$

By the use of Lemma 3, $\dot{V}_{4}$ is bounded as

$$
\begin{align*}
\dot{V}_{4}= & h_{M}^{2} \dot{x}^{T}(t) R_{1} \dot{x}(t)-h_{M} \int_{t-h(t)}^{t} \dot{x}^{T}(s) R_{1} \dot{x}(s) d s \\
& -h_{M} \int_{t-h_{M}}^{t-h(t)} \dot{x}^{T}(s) R_{1} \dot{x}(s) d s  \tag{22}\\
\leq & h_{M}^{2} \dot{x}^{T}(t) R_{1} \dot{x}(t)-\frac{h_{M}}{h(t)}\left(\xi_{1,1}^{T} R_{1} \xi_{1,1}+3 \xi_{1,2}^{T} R_{1} \xi_{1,2}\right) \\
& -\frac{h_{M}}{h_{M}-h(t)}\left(\xi_{2,1}^{T} R_{1} \xi_{2,1}+3 \xi_{2,2}^{T} R_{1} \xi_{2,2}\right),
\end{align*}
$$

where

$$
\begin{align*}
& \xi_{1,1}=x(t)-x(t-h(t)) \\
& \xi_{1,2}=x(t)+x(t-h(t))-\frac{2}{h(t)} \int_{t-h(t)}^{t} x(s) d s \\
& \xi_{2,1}=x(t-h(t))-x\left(t-h_{M}\right) \\
& \xi_{2,2}=x(t-h(t))+x\left(t-h_{M}\right)-\frac{2}{h_{M}-h(t)} \int_{t-h_{M}}^{t-h(t)} x(s) d s \tag{23}
\end{align*}
$$

Furthermore, if $\Psi_{2}>0$, then applying Lemma 4 to (22) leads to

$$
\begin{aligned}
\dot{V}_{4} \leq & h_{M}^{2} \dot{x}^{T}(t) R_{1} \dot{x}(t)-\frac{1}{\alpha(t)}\left(\xi_{1,1}^{T} R_{1} \xi_{1,1}+3 \xi_{1,2}^{T} R_{1} \xi_{1,2}\right) \\
& -\frac{1}{1-\alpha(t)}\left(\xi_{2,1}^{T} R_{1} \xi_{2,1}+3 \xi_{2,2}^{T} R_{1} \xi_{2,2}\right) \\
\leq & h_{M}^{2} \dot{x}^{T}(t) R_{1} \dot{x}(t)
\end{aligned}
$$

$$
\begin{align*}
& -\left[\begin{array}{l}
\xi_{1,1} \\
\xi_{1,2}
\end{array}\right]^{T} \operatorname{diag}\left\{R_{1}, 3 R_{1}\right\}\left[\begin{array}{l}
\xi_{1,1} \\
\xi_{1,2}
\end{array}\right]-\left[\begin{array}{l}
\xi_{1,1} \\
\xi_{1,1}
\end{array}\right]^{T} \mathcal{S}_{1}\left[\begin{array}{l}
\xi_{2,1} \\
\xi_{2,2}
\end{array}\right] \\
& -\left[\begin{array}{l}
\xi_{1,1} \\
\xi_{1,2}
\end{array}\right]^{T} \mathcal{S}_{1}^{T}\left[\begin{array}{l}
\xi_{2,1} \\
\xi_{2,2}
\end{array}\right]-\left[\begin{array}{l}
\xi_{2,1} \\
\xi_{2,2}
\end{array}\right]^{T} \operatorname{diag}\left\{R_{1}, 3 R_{1}\right\}\left[\begin{array}{l}
\xi_{2,1} \\
\xi_{2,2}
\end{array}\right] \\
= & \zeta^{T}(t) \Xi_{4} \zeta(t), \tag{24}
\end{align*}
$$

where $1 / \alpha(t)=h_{M} / h(t)$ and $\mathcal{S}_{1}$ is any $2 n \times 2 n$ matrix.
By the use of Lemma 3 and Jensen's inequality [25], if $\Psi_{3}>$ 0 , then $\dot{V}_{5}$ can be bounded as

$$
\begin{align*}
\dot{V}_{5} \leq & h_{M}^{2} f^{T}(x(t)) R_{2} f(x(t)) \\
& -\left[\begin{array}{ll}
\int_{t-h(t)}^{t} f(x(s)) d s \\
\int_{t-h_{M}}^{t-h(t)} & f(x(s)) d s
\end{array}\right]^{T}\left[\begin{array}{ll}
R_{2} & S_{2} \\
S_{2}^{T} & R_{2}
\end{array}\right]\left[\begin{array}{l}
\int_{t-h(t)}^{t} f(x(s)) d s \\
\int_{t-h_{M}}^{t-h(t)} f(x(s)) d s
\end{array}\right] \\
& =\zeta^{T}(t) \Xi_{5} \zeta(t), \tag{25}
\end{align*}
$$

where $S_{2}$ is any $n \times n$ matrix.
And an upper bound of $\dot{V}_{6}$ with Jensen's inequality [25] can be obtained as

$$
\begin{align*}
\dot{V}_{6}= & h_{M}^{2} x^{T}(t) R_{3} x(t)-h_{M} \int_{t-h(t)}^{t} x^{T}(s) R_{3} x(s) d s \\
& -h_{M} \int_{t-h_{M}}^{t-h(t)} x^{T}(s) R_{3} x(s) d s \\
\leq & h_{M}^{2} x^{T}(t) R_{3} x(t) \\
& -h_{M}\left(\frac{1}{h(t)} \int_{t-h(t)}^{t} x(s) d s\right)^{T} \\
& \times h(t) R_{3}\left(\frac{1}{h(t)} \int_{t-h(t)}^{t} x(s) d s\right)  \tag{26}\\
& -h_{M}\left(\frac{1}{h_{M}-h(t)} \int_{t-h_{M}}^{t-h(t)} x(s) d s\right)^{T} \\
& \times\left(h_{M}-h(t)\right) R_{3}\left(\frac{1}{h_{M}-h(t)} \int_{t-h_{M}}^{t-h(t)} x(s) d s\right) \\
= & \zeta^{T}(t) \Xi_{6[h(t)]} \zeta(t) .
\end{align*}
$$

Before calculating the estimation of $\dot{V}_{7}$, inspired by the work of [23], the following zero equalities with any symmetric matrices $Z_{1}$ and $Z_{2}$ are considered as a tool of reducing the conservatism of criterion

$$
\begin{align*}
\Xi_{Z E}= & \underbrace{x^{T}(t) Z_{1} x(t)-x^{T}(t-h(t)) Z_{1} x\left(t-h(t)-2 \int_{t-h(t)}^{t} x^{T}(s) Z_{1} \dot{x}(s) d s\right.}_{0} \\
& +\underbrace{x^{T}(t-h(t)) Z_{2} x(t-h(t))-x^{T}\left(t-h_{M}\right) Z_{2} x\left(t-h_{M}\right)-2 \int_{t-h_{M}}^{t-h(t)} x^{T}(s) Z_{2} \dot{x}(s) d s}_{0} . \tag{27}
\end{align*}
$$

Adding (27) to $\dot{V}_{7}$ can be obtained as

$$
\begin{align*}
\dot{V}_{7}+\Xi_{Z E}= & h_{M}\left[\begin{array}{c}
x(t) \\
\dot{x}(t)
\end{array}\right]^{T} \mathscr{R}_{4}\left[\begin{array}{l}
x(t) \\
\dot{x}(t)
\end{array}\right] \\
& +\left[\begin{array}{c}
x(t) \\
x(t-h(t)) \\
x\left(t-h_{M}\right)
\end{array}\right]^{T} \operatorname{diag}\left\{Z_{1}, Z_{2}-Z_{1},-Z_{2}\right\} \\
& \times\left[\begin{array}{c}
x(t) \\
x(t-h(t)) \\
x\left(t-h_{M}\right)
\end{array}\right]^{2} \\
& -\int_{t-h(t)}^{t}\left[\begin{array}{c}
x(s) \\
\dot{x}(s)
\end{array}\right]^{T}\left(\mathscr{R}_{4}+\left[\begin{array}{cc}
0 & Z_{1} \\
Z_{1} & 0
\end{array}\right]\right)\left[\begin{array}{l}
x(s) \\
\dot{x}(s)
\end{array}\right] d s \\
& -\int_{t-h_{M}}^{t-h(t)}\left[\begin{array}{c}
x(s) \\
\dot{x}(s)
\end{array}\right]^{T}\left(\mathscr{R}_{4}+\left[\begin{array}{cc}
0 & Z_{2} \\
Z_{2} & 0
\end{array}\right]\right)\left[\begin{array}{l}
x(s) \\
\dot{x}(s)
\end{array}\right] d s \\
\leq & h_{M}\left[\begin{array}{c}
x(t) \\
\dot{x}(t)
\end{array}\right]^{T} \mathscr{R}_{4}\left[\begin{array}{l}
x(t) \\
\dot{x}(t)
\end{array}\right] \\
& +\left[\begin{array}{c}
x(t) \\
x(t-h(t)) \\
x\left(t-h_{M}\right)
\end{array}\right]^{T} \operatorname{diag}\left\{Z_{1}, Z_{2}-Z_{1},-Z_{2}\right\} \\
& \times\left[\begin{array}{c}
x(t) \\
x(t-h(t)) \\
x\left(t-h_{M}\right)
\end{array}\right]^{T} \\
= & \zeta^{T}(t) \Xi_{7} \zeta(t) \tag{28}
\end{align*}
$$

Here, the bound of $\dot{V}_{7}$ presented in (28) is valid when $\Psi_{i}>$ $0(i=4,5)$ hold.

By utilizing the authors' work [26], from (7), choosing [u,v] as $[x(t), x(t-h(t))]$ and $\left[x(t-h(t)), x\left(t-h_{M}\right)\right]$ leads to

$$
\begin{aligned}
& 0 \leq-2[f(x(t))-f(x(t-h(t))) \\
&\left.-K^{-}(x(t)-x(t-h(t)))\right]^{T} H_{1} \\
& \times {[f(x(t))-f(x(t-h(t)))} \\
&\left.-K^{+}(x(t)-x(t-h(t)))\right] \\
&- 2\left[f(x(t-h(t)))-f\left(x\left(t-h_{M}\right)\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\quad-K^{-}\left(x(t-h(t))-x\left(t-h_{M}\right)\right)\right]^{T} H_{2} \\
& \times\left[f(x(t-h(t)))-f\left(x\left(t-h_{M}\right)\right)\right. \\
& \left.-K^{+}\left(x(t-h(t))-x\left(t-h_{M}\right)\right)\right] \\
& =\zeta^{T}(t) \Omega_{1} \zeta(t), \tag{29}
\end{align*}
$$

where $H_{1}$ and $H_{2}$ are positive diagonal matrices. Also, from (8), the following inequality holds

$$
\begin{align*}
0 \leq & -2\left[f(x(t))-K_{m} x(t)\right]^{T} H_{3}\left[f(x(t))-K_{p} x(t)\right] \\
& -2\left[f(x(t-h(t)))-K_{m} x(t-h(t))\right]^{T} \\
& \times H_{4}\left[f(x(t-h(t)))-K_{p} x(t-h(t))\right] \\
& -2\left[f\left(x\left(t-h_{M}\right)\right)-K_{m} x\left(t-h_{M}\right)\right]^{T}  \tag{30}\\
& \times H_{5}\left[f\left(x\left(t-h_{M}\right)\right)-K_{p} x\left(t-h_{M}\right)\right] \\
= & \zeta^{T}(t) \Omega_{2} \zeta(t)
\end{align*}
$$

where $H_{3}, H_{4}$, and $H_{5}$ are positive diagonal matrices.
Lastly, in succession, with the relational expression between $p(t)$ and $q(t), p^{T}(t) p(t) \leq q^{T}(t) q(t)$, from the system (9), there exists any scalar $\epsilon>0$ satisfying the following inequality:

$$
\begin{align*}
0 \leq & \epsilon\left\{q^{T}(t) q(t)-p^{T}(t) p(t)\right\} \\
= & \epsilon\left(-E_{a} x(t)+E_{0} f(x(t))+E_{1} f(x(t-h(t)))\right)^{T} \\
& \times\left(-E_{a} x(t)+E_{0} f(x(t))+E_{1} f(x(t-h(t)))\right)  \tag{31}\\
& -\epsilon p^{T}(t) p(t) \\
= & \zeta^{T}(t) \Theta \zeta(t) .
\end{align*}
$$

From (19)-(31) and by applying $S$-procedure [27], an upper bound of $\dot{V}-2 y^{T}(t) u(t)-\gamma u^{T}(t) u(t)$ can be

$$
\begin{align*}
& \dot{V} \underbrace{-2 y^{T}(t) u(t)-\gamma u^{T}(t) u(t)}_{\zeta^{T}(t) \Gamma \zeta(t)}  \tag{32}\\
& \leq \zeta^{T}(t)\left(\Xi_{[h(t)]}+\Omega_{1}+\Omega_{2}+\Gamma+\Theta\right) \zeta(t)
\end{align*}
$$

By applying (i) and (iii) of Lemma $5, \zeta^{T}(t)\left(\Xi_{[h(t)]}+\Omega_{1}+\Omega_{2}+\right.$ $\Gamma+\Theta) \zeta(t)<0$ with $\Upsilon \zeta(t)=0_{n \cdot 1}$ is equivalent to

$$
\begin{equation*}
\left(\Xi_{[h(t)]}+\Omega_{1}+\Omega_{2}+\Gamma+\Theta\right)+\operatorname{sym}\{X \Upsilon\}<0 \tag{33}
\end{equation*}
$$

for any free matrix $X$ with appropriate dimension.
Lastly, by utilizing (ii) and (iii) of Lemma 5, one can confirm that the inequality (33) is equivalent to

$$
\begin{equation*}
\left(\Upsilon^{\perp}\right)^{T}\left(\Xi_{[h(t)]}+\Omega_{1}+\Omega_{2}+\Gamma+\Theta\right) \Upsilon^{\perp}<0 \tag{34}
\end{equation*}
$$

Therefore, if LMIs (14), (15), and (16) hold, then (34) holds, which means

$$
\begin{equation*}
\dot{V}-2 y^{T}(t) u(t)-\gamma u^{T}(t) u(t)<0 . \tag{35}
\end{equation*}
$$

By integrating (35) with respect to $t$ over the time period from 0 to $t_{p}$, we have

$$
\begin{align*}
& V\left(x\left(t_{p}\right)\right)-V(x(0))-\gamma \int_{0}^{t_{p}} u^{T}(s) u(s) d s \\
& \quad \leq 2 \int_{0}^{t_{p}} y^{T}(s) u(s) d s \tag{36}
\end{align*}
$$

for $x(0)=0$. Since $V(x(0))=0$, the inequality (10) in Definition 2 holds. This implies that the neural networks (1) are passive in the sense of Definition 2. This completes our proof.

In the second place, an improved passivity criterion for the system (9) will be derived in Theorem 7 by utilizing modified $V_{3}$. The notations of several matrices are defined for simplicity:

$$
\begin{align*}
\widehat{\Xi}_{3[h(t)]}= & {\left[e_{1}, e_{8}\right]\left[\begin{array}{ll}
Q_{2,11} & Q_{2,12} \\
Q_{2,12} & Q_{2,22}
\end{array}\right]\left[e_{1}, e_{8}\right]^{T} } \\
& -\left(1-h_{D}\right)\left[e_{2}, e_{9}, e_{1}-e_{2}\right] Q_{2}\left[e_{2}, e_{9}, e_{1}-e_{2}\right]^{T}  \tag{37}\\
& +\operatorname{sym}\left\{h(t) e_{6} Q_{2,13} e_{4}^{T}+e_{11} Q_{2,23} e_{4}^{T}\right. \\
& \left.+h(t)\left(e_{1}-e_{6}\right) Q_{2,33} e_{4}^{T}\right\}
\end{align*}
$$

and other notations will be used in Theorem 7.
Theorem 7. For given positive scalars $h_{M}, h_{D}$ and diagonal matrices $K^{-}=\operatorname{diag}\left\{k_{1}^{-}, \ldots, k_{n}^{-}\right\}$and $K^{+}=\operatorname{diag}\left\{k_{1}^{+}, \ldots, k_{n}^{+}\right\}$, the system (9) is passive for $0 \leq h(t) \leq h_{M}$ and $\dot{h}(t) \leq h_{D}$, if there exist positive scalars $\epsilon$ and $\gamma$, positive diagonal matrices $\Lambda \in \mathbb{R}^{n \times n}, \Delta \in \mathbb{R}^{n \times n}, H_{i}=\operatorname{diag}\left\{h_{1 i}, \ldots, h_{n i}\right\}(i=1,2, \ldots, 5)$, positive definite matrices $\mathscr{P} \in \mathbb{R}^{4 n \times 4 n}, \mathbb{Q}_{1} \in \mathbb{R}^{3 n \times 3 n}, \mathbb{Q}_{2}=$ $\left[Q_{2, i j}\right]_{3 \times 3} \in \mathbb{R}^{3 n \times 3 n}, R_{i} \in \mathbb{R}^{n \times n}(i=1,2,3), \mathscr{R}_{4} \in \mathbb{R}^{2 n \times 2 n}$, any symmetric matrices $Z_{i} \in \mathbb{R}^{n \times n}(i=1,2)$, and any matrices $\mathcal{S}_{1} \in \mathbb{R}^{2 n \times 2 n}, S_{2} \in \mathbb{R}^{n \times n}$ satisfying the LMIs (16) and

$$
\begin{gather*}
\left(\Upsilon^{\perp}\right)^{T}\left(\widehat{\Xi}_{[0]}+\Omega_{1}+\Omega_{2}+\Gamma+\Theta\right) \Upsilon^{\perp}<0 \\
\left(\Upsilon^{\perp}\right)^{T}\left(\widehat{\Xi}_{\left[h_{M}\right]}+\Omega_{1}+\Omega_{2}+\Gamma+\Theta\right) \Upsilon^{\perp}<0  \tag{38}\\
\Psi_{i}>0 \quad(i=2,3,4,5)
\end{gather*}
$$

where $\widehat{\Xi}_{[h(t)]}=\Xi_{1[h(t)]}+\Xi_{2}+\widehat{\Xi}_{3[h(t)]}+\Xi_{4}+\Xi_{5}+\Xi_{6[h(t)]}+\Xi_{7}$.

Proof. By choosing $V_{3}$ as

$$
\widehat{V}_{3}=\int_{t-h(t)}^{t}\left[\begin{array}{c}
x(s)  \tag{39}\\
f(x(s)) \\
\int_{s}^{t} \dot{x}(u) d u
\end{array}\right]^{T} \widehat{Q}_{2}\left[\begin{array}{c}
x(s) \\
f(x(s)) \\
\int_{s}^{t} \dot{x}(u) d u
\end{array}\right] d s
$$

a newly Lyapunov-Krasovskii functional is given by

$$
\begin{equation*}
\widehat{V}=V_{1}+V_{2}+\widehat{V}_{3}+V_{4}+V_{5}+V_{6}+V_{7} \tag{40}
\end{equation*}
$$

Its new upper bound can be calculated as

$$
\begin{align*}
& \dot{\bar{V}}-2 y^{T}(t) u(t)-\gamma u^{T}(t) u(t) \\
& \leq \zeta^{T}(t)\left(\widehat{\Xi}_{[h(t)]}+\Omega_{1}+\Omega_{2}+\Gamma+\Theta\right) \zeta(t) \tag{41}
\end{align*}
$$

where the following inequality

$$
\begin{aligned}
& \dot{\widehat{V}}_{3}=\left[\begin{array}{c}
x(t) \\
f(x(t)) \\
0_{n}
\end{array}\right]^{T} Q_{2}\left[\begin{array}{c}
x(t) \\
f(x(t)) \\
0_{n}
\end{array}\right] \\
& -(1-\dot{h}(t))\left[\begin{array}{c}
x(t-h(t)) \\
f(x(t-h(t))) \\
\int_{t-h(t)}^{t} \dot{x}(s) d s
\end{array}\right]^{T} \\
& \times Q_{2}\left[\begin{array}{c}
x(t-h(t)) \\
f(x(t-h(t))) \\
\int_{t-h(t)}^{t} \dot{x}(s) d s
\end{array}\right] \\
& +2 \int_{t-h(t)}^{t}\left[\begin{array}{c}
x(s) \\
f(x(s)) \\
\int_{s}^{t} \dot{x}(u) d u
\end{array}\right]^{T} \mathcal{Q}_{2}\left[\begin{array}{c}
0_{n} \\
0_{n} \\
\dot{x}(t)
\end{array}\right] d s \\
& \leq\left[\begin{array}{c}
x(t) \\
f(x(t)) \\
0_{n}
\end{array}\right]^{T} \mathscr{Q}_{2}\left[\begin{array}{c}
x(t) \\
f(x(t)) \\
0_{n}
\end{array}\right] \\
& -\left(1-h_{D}\right)\left[\begin{array}{c}
x(t-h(t)) \\
f(x(t-h(t))) \\
x(t)-x(t-h(t))
\end{array}\right]^{T} \\
& \times Q_{2}\left[\begin{array}{c}
x(t-h(t)) \\
f(x(t-h(t))) \\
x(t)-x(t-h(t))
\end{array}\right]
\end{aligned}
$$

$$
\begin{align*}
& +2\left[\begin{array}{c}
\int_{t-h(t)}^{t} x(s) d s \\
\int_{t-h(t)}^{t} f(x(s)) d s \\
h(t) x(t)-\int_{t-h(t)}^{t} x(s) d s
\end{array}\right]^{T} Q_{2}\left[\begin{array}{c}
0_{n} \\
0_{n} \\
\dot{x}(t)
\end{array}\right] \\
& =\zeta^{T}(t)\left(\left[e_{1}, e_{8}\right]\left[\begin{array}{ll}
Q_{2,11} & Q_{2,12} \\
Q_{2,12} & Q_{2,22}
\end{array}\right]\left[e_{1}, e_{8}\right]^{T}\right. \\
& \quad-\left(1-h_{D}\right)\left[e_{2}, e_{9}, e_{1}-e_{2}\right] \\
& \left.\quad \times Q_{2}\left[e_{2}, e_{9}, e_{1}-e_{2}\right]^{T}\right) \zeta(t) \\
& +2\left(\frac{1}{h(t)} \int_{t-h(t)}^{t} x(s) d s\right)^{T}\left(h(t) Q_{2,13}\right) \dot{x}(t) \\
& +2\left(\int_{t-h(t)}^{t} f(x(s)) d s\right)^{T} Q_{2,23} \dot{x}(t) \\
& \quad+2\left(x(t)-\frac{1}{h(t)} \int_{t-h(t)}^{t} x(s) d s\right)^{T}\left(h(t) Q_{2,33}\right) \dot{x}(t) \\
& =\zeta^{T}(t) \hat{\Xi}_{3[h(t)]} \zeta(t) \tag{42}
\end{align*}
$$

is used in (41). Here, other terms are very similar to the proof of Theorem 6, so it is omitted

Remark 8. In Theorem 6, Lemma 3 (Wirtinger-based integral inequality) was applied to only the integral term $-h_{M} \int_{t-h_{M}}^{t} \dot{x}^{T}(s) R_{1} \dot{x}(s) d s$ obtained by calculating the time derivative of $V_{4}$. The other integral terms such as $-h_{M} \int_{t-h_{M}}^{t} f^{T}(x(s)) R_{1} f(x(s)) d s$ and $-h_{M} \int_{t-h_{M}}^{t} x^{T}(s) R_{3} x(s) d s$ were estimated by using Jensen's inequality. In the authors' future work, further improved stability or passivity criteria for neural networks with timevarying delays will be proposed by utilizing Lemma 3 in estimating other integral terms.

Remark 9. Unlike Theorem 6, by utilizing $\widehat{V}_{3}$ as one of the terms of Lyapunov-Krasovskii functional, some new cross terms such as

$$
\begin{gather*}
-\left(1-h_{D}\right)\left[\begin{array}{c}
0_{n} \\
0_{n} \\
x(t)-x(t-h(t))
\end{array}\right]^{T} Q_{2}\left[\begin{array}{c}
0_{n} \\
0_{n} \\
x(t)-x(t-h(t))
\end{array}\right], \\
2\left(\frac{1}{h(t)} \int_{t-h(t)}^{t} x(s) d s\right)^{T}\left(h(t) Q_{2,13}\right) \dot{x}(t) \\
2\left(\int_{t-h(t)}^{t} f(x(s)) d s\right)^{T} Q_{2,23} \dot{x}(t) \\
2\left(x(t)-\frac{1}{h(t)} \int_{t-h(t)}^{t} x(s) d s\right)^{T}\left(h(t) Q_{2,33}\right) \dot{x}(t) \tag{43}
\end{gather*}
$$

are included, which may reduce the passivity criterion of Theorem 6. In the next section, the effectiveness of the proposed Lyapunov-Krasovsii functional will be shown by comparing maximum delay bounds which guarantee the passivity of the numerical examples.

Remark 10. When the information of $\dot{h}(t)$ is unknown, then, Theorems 6 and 7 can provide passivity criteria for the system (9) by choosing $Q_{2}=0$.

## 4. Numerical Examples

In this section, two numerical examples are introduced to show the improvements of the proposed theorems. In examples, MATLAB, YALMIP, and SeDuMi 1.3 are used to solve LMI problems.

Example 11. Consider the neural networks (1) where

$$
\begin{aligned}
& A=\left[\begin{array}{cc}
2.2 & 0 \\
0 & 1.5
\end{array}\right], \quad W_{0}=\left[\begin{array}{cc}
1 & 0.6 \\
0.1 & 0.3
\end{array}\right], \\
& W_{1}=\left[\begin{array}{cc}
1 & -0.1 \\
0.1 & 0.2
\end{array}\right], \quad C_{1}=I_{2}, \\
& C_{2}=0_{2}, \quad D=0.1 I_{2}, \\
& E_{a}=0.1 I_{2}, \quad E_{0}=0.2 I_{2}, \quad E_{1}=0.3 I_{2},
\end{aligned}
$$

$$
\begin{equation*}
K^{-}=0_{2}, \quad K^{+}=I_{2} \quad \text { with } f(x)=\frac{1}{2}(|x+1|-|x-1|) . \tag{44}
\end{equation*}
$$

The results of the maximum delay bounds for guaranteeing the passivity of the above neural networks with different $h_{D}$ obtained by Theorems 6 and 7 are listed in Table 1. One can see that Theorem 6 for this example gives larger maximum delay bounds than those of [13-15, 19]. This indicates that the presented sufficient conditions relieve the conservativeness of the passivity caused by time-delay and parameter uncertainties. Furthermore, Theorem 7 provides larger delay bound than that of Theorem 6. This means that the newly constructed Lyapunov-Krasovskii functional plays an important role to reduce the conservatism of Theorem 6.

Example 12. Consider the neural networks (1) where

$$
\begin{align*}
& A=\left[\begin{array}{cc}
2.2 & 0 \\
0 & 1.8
\end{array}\right], \quad W_{0}=\left[\begin{array}{cc}
1.2 & 1 \\
-0.2 & 0.3
\end{array}\right], \\
& W_{1}=\left[\begin{array}{cc}
0.8 & 0.4 \\
-0.2 & 0.1
\end{array}\right], \quad C_{1}=I_{2}, \\
& C_{2}=0_{2}, \quad D=E_{a}=E_{1}=E_{2}=0_{2}, \\
& K^{-}=0_{2}, \quad K^{+}=I_{2} \quad \text { with } f(x)=\frac{1}{2}(|x+1|-|x-1|) . \tag{45}
\end{align*}
$$

In Table 2, the results of the maximum allowable delay bound for guaranteeing passivity are compared with the existing works. From Table 2, it can be seen that the maximum

Table 1: Maximum delay bounds $h_{M}$ with different $h_{D}$ (Example 1).

| $h_{D}$ | 0.3 | 0.5 | 0.7 | 0.9 | Unknown |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $[13]$ | 0.4197 | 0.4145 | 0.4117 | 0.4082 | 0.3994 |
| $[14]$ | 0.5624 | 0.5580 | 0.5565 | 0.5523 | 0.5420 |
| $[15]$ | 0.5763 | 0.5679 | 0.5566 | 0.5273 | 0.5129 |
| $[19]$ | 1.1921 | 1.1590 | 1.1297 | 1.1081 | 1.1008 |
| Theorem 6 | 2.2044 | 2.1798 | 2.1504 | 2.1262 | 2.1209 |
| Theorem 7 | 2.3290 | 2.2442 | 2.1718 | 2.1335 | 2.1209 |

Table 2: Maximum delay bounds $h_{M}$ with different $h_{D}$ (Example 2).

| $h_{D}$ | 0.5 | 0.9 | Unknown |
| :--- | :---: | :---: | :---: |
| $[16]$ | 0.5227 | 0.4613 | 0.4613 |
| $[17]$ | 1.3752 | 1.3027 | 1.3027 |
| $[18](m=2)^{*}$ | 1.4693 | 1.4243 | 1.4240 |
| Theorem 6 | 3.3289 | 3.0700 | 3.0534 |
| Theorem 7 | 3.4305 | 3.0770 | 3.0534 |

* $m$ is a delay-partitioning number.
delay bounds for guaranteeing the passivity of the above neural networks are significantly larger than those of [16-18].


## 5. Conclusions

In this paper, the two passivity criteria for neural networks with time-varying delays and parameter uncertainties have been proposed by the use of Lyapunov method and LMI framework. In Theorem 6, by constructing the suitable Lyapunov-Krasovskii functional and utilizing Wirtingerbased inequality, the sufficient condition for passivity of the concerned networks was derived. Based on the result of Theorem 6, the improved criterion for the networks was proposed in Theorem 7 by introducing the newly augmented Lyapunov-Krasovskii functional. Via two numerical examples that dealt with previous works, the improvements of the proposed passivity criteria have been successfully verified. Based on the proposed methods, future works will focus on solving various problems such as state estimation [28, 29], passivity analysis for neural networks [30], stabilization for BAM neural networks [31], synchronization for complex networks [32], stability analysis, and filtering for dynamic systems with time delays [33-37]. Moreover, in [38], to reduce the conservatism of stability sufficient conditions, the triple integral forms of Lyapunov-Krasovskii functional was proposed and its effectiveness was shown. Thus, by grafting such approach onto the proposed idea of this paper, further improved results will be investigated in the near future.
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#### Abstract

Birandom portfolio selection problems have been well developed and widely applied in recent years. To solve these problems better, this paper designs a new hybrid intelligent algorithm which combines the improved LGMS-FOA algorithm with birandom simulation. Since all the existing algorithms solving these problems are based on genetic algorithm and birandom simulation, some comparisons between the new hybrid intelligent algorithm and the existing algorithms are given in terms of numerical experiments, which demonstrate that the new hybrid intelligent algorithm is more effective and precise when the numbers of the objective function computations are the same.


## 1. Introduction

Portfolio theory was initially put forward by Markowitz [1] and has received great development since then. The main content of it is to study how to allocate one's capital to a large number of securities and the study mainly focuses on three aspects: the first is how to estimate the security return; the second is how to build portfolio models; the third is how to design efficient algorithms to solve these models. Many scholars have made great contributions in this field.

In the early literatures, security return was assumed to obey normal distribution. However, the following researches manifested that the assumption of normal distribution did not accord with the facts. Therefore, a lot of new distributions were used to describe the security return [2-9]. Among them, birandom distribution received great attention and development by some scholars [7-9] and literature [9] demonstrated that birandom distribution could reflect the features of securities' technical patterns and the investors' heterogeneity.

When the security return followed birandom distribution, the existing literatures established several birandom portfolio models and designed the corresponding hybrid intelligent algorithms [7-9]. However, all these algorithms were based on genetic algorithm (GA) and existed some
common shortcomings, such as low accuracy and inferior local search ability. To solve these birandom portfolio models effectively, this paper designs a new hybrid intelligent algorithm which integrates the improved LGMS-FOA algorithm and birandom simulation. The experimental results show that the new algorithm is more efficient.

The rest of this paper is organized as follows: Section 2 recalls some basic concepts about birandom theory; Section 3 provides an overview of birandom portfolio models; Section 4 presents a new hybrid intelligent algorithm which integrates the improved LGMS-FOA algorithm and birandom simulation; Section 5 provides numerical examples to test the effectiveness of the new hybrid intelligent algorithm; finally, a brief summary about this paper is given.

## 2. Birandom Theory

Definition 1. A birandom variable $\varepsilon$ is a mapping from a probability space $(\Omega, A, \operatorname{Pr})$ to a collection of random variables such that, for any Borel subset $B$ of the real line $R$, the induced function $\operatorname{Pr}(\varepsilon(w) \in B)$ is a measurable function with respect to $w[7]$.

Example 2. Let $\Omega=\left(\omega_{1}, \omega_{2}\right)$ ( $\omega_{1}$ represents security rising and $\omega_{2}$ represents security falling) and $\operatorname{Pr}\left(\omega_{1}\right)=a$ and
$\operatorname{Pr}\left(\omega_{2}\right)=b$. Assume that $\varepsilon$ is a function on $(\Omega, A, \operatorname{Pr})$ as follows:

$$
\varepsilon(\omega)= \begin{cases}\varepsilon_{1} & \text { if } \omega=\omega_{1}  \tag{1}\\ \varepsilon_{2} & \text { if } \omega=\omega_{2}\end{cases}
$$

where $\varepsilon_{1}$ and $\varepsilon_{2}$ follow uniform distribution; then $\varepsilon$ is a birandom variable according to Definition 1.

Definition 3. Let $\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n}\right)$ be a birandom vector on $(\Omega, A, \operatorname{Pr})$, and let $f: R^{n} \rightarrow R^{m}$ be a vector-valued Borel measurable function. Then the primitive chance of birandom event characterized by $f(\varepsilon) \leq 0$ is a function from $(0,1]$ to $[0,1]$, defined as [8]

$$
\begin{align*}
& \text { Ch }\{f(\varepsilon) \leq 0\}(\alpha) \\
& \quad=\sup \{\beta \mid \operatorname{Pr}\{\omega \in \Omega \mid \operatorname{Pr}\{f(\varepsilon(\omega)) \leq 0\} \geq \beta\} \geq \alpha\} . \tag{2}
\end{align*}
$$

Definition 4. Let $\varepsilon$ be a birandom variable defined on the probability space ( $\Omega, A, \operatorname{Pr}$ ). Then the expected value of birandom variable $\varepsilon$ is defined as

$$
\begin{align*}
E(\varepsilon)= & \int_{0}^{\infty} \operatorname{Pr}\{\omega \in \Omega \mid E[\varepsilon(\omega)] \geq t\} d t \\
& -\int_{-\infty}^{0} \operatorname{Pr}\{\omega \in \Omega \mid E[\varepsilon(\omega)] \leq t\} d t \tag{3}
\end{align*}
$$

provided that at least one of the above two integrals is finite [8].

## 3. Birandom Portfolio Models

In this section, we provide an overview of birandom portfolio models. Let $x_{i}$ represent the investment proportion in security $i$ and let $k_{i}$ denote the return of the $i$ th security for $i=1,2, \ldots, n$, respectively. In particular, $k_{i}$ follows birandom distribution for $i=1,2, \ldots, n$. Depending on different measures of investment profit and risk, birandom portfolio models are divided into different types.
3.1. Birandom Safety-First Model. For each portfolio $x=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, the chance that return of total asset (RTA) is no less than a disaster level is used to represent investment risk, which is given by

$$
\begin{equation*}
\operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+\cdots+x_{n} k_{n} \geq m\right\}\left(\beta_{1}\right) \geq a . \tag{4}
\end{equation*}
$$

The chance that RTA is no less than some value is regarded to measure investment profit, which is represented by

$$
\begin{equation*}
\operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+\cdots+x_{n} k_{n} \geq t\right\}\left(\beta_{2}\right) \tag{5}
\end{equation*}
$$

where $m$ and $t$ represent the disaster level and profit, respectively. $\beta_{1}, \beta_{2}$, and a represent the corresponding confidence level.

Using (4) and (5), we obtained the following Birandom safety-first model, which was proposed in [9]:
$\max \operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+\cdots+x_{n} k_{n} \geq t\right\}\left(\beta_{2}\right)$
s.t. $\operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+\cdots+x_{n} k_{n} \geq m\right\}\left(\beta_{1}\right) \geq a$

$$
\begin{align*}
& \sum_{i=1}^{n} x_{i}=1  \tag{6}\\
& x_{i} \geq 0 \quad i=1,2, \ldots, n
\end{align*}
$$

3.2. Birandom Expected Value Model. In this model, investment risk was represented by (4) and the expect value of RTA was used to measure investment profit which was given by

$$
\begin{equation*}
E\left[x_{1} k_{1}+x_{2} k_{2}+\cdots+x_{n} k_{n}\right] . \tag{7}
\end{equation*}
$$

Based on (4) and (7), Birandom expect value model was proposed in [8], which was formulated as follows:

$$
\begin{array}{ll}
\max & E\left[x_{1} k_{1}+x_{2} k_{2}+\cdots+x_{n} k_{n}\right] \\
\text { s.t. } & \operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+\cdots+x_{n} k_{n} \geq m\right\}\left(\beta_{1}\right) \geq a \\
& \sum_{i=1}^{n} x_{i}=1  \tag{8}\\
& x_{i} \geq 0 \quad i=1,2, \ldots, n .
\end{array}
$$

3.3. Birandom Chance-Constrained Model. Literature [7] proposed birandom chance-constrained model, which was listed as below:

$$
\begin{array}{ll}
\max & \operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+\cdots+x_{n} k_{n} \geq t\right\}\left(\beta_{2}\right) \\
\text { s.t. } & \sum_{i=1}^{n} x_{i}=1  \tag{9}\\
& x_{i} \geq 0 \quad i=1,2, \ldots, n
\end{array}
$$

Remark 5. The parameters of models (6), (8), and (9) have the same economic meaning.

Remark 6. For more details on these models, please refer to the corresponding literatures.

## 4. Hybrid Intelligent Algorithm

In this section, a new hybrid intelligent algorithm is designed to solve models (6), (8), and (9), where the improved LGMSFOA algorithm and birandom simulation are used.
4.1. Birandom Simulation. Because of the uncertainty of birandom variable, we should use birandom simulation [10] to solve equations (4), (5), and (7).

Algorithm 1 (birandom simulation for (4)).
Step 1 . Set $l=1$.
Step 2. Generate $w_{1}, w_{2}, \ldots, w_{N}$ from $\Omega$ according to the probability Pr. Consider

$$
\begin{equation*}
w_{i}=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}, \quad i=1,2, \ldots, N \tag{10}
\end{equation*}
$$

Step 3. Compute the probability

$$
\begin{array}{r}
\delta_{i}=\operatorname{Pr}\left\{x_{1} k_{1}\left(y_{1}\right)+x_{2} k_{2}\left(y_{2}\right)+\cdots+x_{n} k_{n}\left(y_{n}\right) \geq m\right\} \\
i=1,2, \ldots, N \tag{11}
\end{array}
$$

by stochastic simulation.
Step 4. Set $N^{*}$ as the integer part of $\beta_{1} N$.
Step 5. Return the $N^{*}$ th largest element $\delta^{*}$ in $\left\{\delta_{1}, \delta_{2}, \ldots, \delta_{N}\right\}$.
Step 6. If $\delta^{*} \geq a$, then $l=l * 1$; else $l=l * 0$.
Step 7. $l=1$ means that the solution is feasible; $l=0$ means that the solution is infeasible.

Algorithm 2 (birandom simulation for (5)).
Step 1. Generate $w_{1}, w_{2}, \ldots, w_{N}$ from $\Omega$ according to the probability Pr. Consider

$$
\begin{equation*}
w_{i}=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}, \quad i=1,2, \ldots, N \tag{12}
\end{equation*}
$$

Step 2. Compute the probability

$$
\begin{array}{r}
\delta_{i}=\operatorname{Pr}\left\{x_{1} k_{1}\left(y_{1}\right)+x_{2} k_{2}\left(y_{2}\right)+\cdots+x_{n} k_{n}\left(y_{n}\right) \geq t\right\}  \tag{13}\\
i=1,2, \ldots, N
\end{array}
$$

by stochastic simulation.
Step 3. Set $N^{*}$ as the integer part of $\beta_{2} N$.
Step 4. Return the $N^{*}$ th largest element $\delta^{*}$ in $\left\{\delta_{1}, \delta_{2}, \ldots, \delta_{N}\right\}$.
Algorithm 3 (birandom simulation for (7)).
Step 1 . Set $e=0$.
Step 2. Generate $w_{1}, w_{2}, \ldots, w_{N}$ from $\Omega$ according to the probability Pr. Consider

$$
\begin{equation*}
w_{i}=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}, \quad i=1,2, \ldots, N \tag{14}
\end{equation*}
$$

Step 3. Compute the probability

$$
\begin{array}{r}
\delta_{i}=E\left[x_{1} k_{1}\left(y_{1}\right)+x_{2} k_{2}\left(y_{2}\right)+\cdots+x_{n} k_{n}\left(y_{n}\right)\right] \\
i=1,2, \ldots, N, \tag{15}
\end{array}
$$

by stochastic simulation.


Figure 1: Food finding process of fruit fly swarm.

## Step 4. Consider

$$
\begin{equation*}
e \longleftarrow e+E\left[x_{1} k_{1}\left(y_{1}\right)+x_{2} k_{2}\left(y_{2}\right)+\cdots+x_{n} k_{n}\left(y_{n}\right)\right] . \tag{16}
\end{equation*}
$$

Step 5. Repeat the second to the fourth steps for $N$ times.
Step 6. Consider

$$
\begin{equation*}
E\left[x_{1} k_{1}+x_{2} k_{2}+\cdots+x_{n} k_{n}\right]=\frac{e}{N} \tag{17}
\end{equation*}
$$

4.2. The Improved $L G M S$-FOA. Recently, optimization algorithms are widely used in many fields [11-14]. Fruit fly optimization algorithm (FOA) is a new stochastic optimization technique proposed in 2012 [11] and has received rapid developments in recent years. The principle of FOA is based on the food finding behavior of fruit fly swarm. The food finding process was shown in Figure 1 and has two steps: first, it smells food and flies to that direction; then, it uses vision to find food.

To enhance the search ability of FOA, LGMS-FOA was proposed and had been proved to be an effective algorithm by numerical testing [12]. However, LMGS-FOA in the literature [12] is only applied to solve unconstrained optimization problems. To solve birandom portfolio models, the improved LGMS-FOA is proposed by means of combination of LGMSFOA with penalty function method. Without loss of generality, we take model (6), for example, to introduce the improved LGMS-FOA. The steps of it are listed as follows.

## Algorithm 4 (the improved LGMS-FOA).

Step 1. Parameters initialization.
The parameters include the number of iteration (maxgen), the population number (sizepop), the searching scope ( $r$ ), the searching coefficient (d), the primary weight $\left(w_{0}\right)$, and the weight adjustment coefficient $(\rho)$.

Step 2. Initial fruit fly swarm location.

The fruit fly swarm location $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is randomly generated in the interval $[-r, r]$ and the searching scope becomes bigger with the increase of $r$.

Step 3. Give the random direction and distance for food finding of an individual fruit fly. Consider

$$
\begin{gather*}
x_{P}=x+w \times d \times(2 \times \operatorname{rand}(1, n)-1), \\
P=1,2,, \ldots, \text { sizepop; }  \tag{18}\\
w=w_{0} \times \rho^{\mathrm{gen}} .
\end{gather*}
$$

Step 4. Generate fruit fly swarm that fits the constraint $\sum_{i=1}^{n} y_{i}=1$.

Step 4.1. A solution $y_{p}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ is represented by the individual fruit fly $x_{p}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where the relation between $y_{p}$ and $x_{p}$ is formulated as follows:

$$
\begin{equation*}
y_{i}=\frac{x_{i}}{x_{1}+x_{2}+\cdots+x_{n}}, \quad i=1,2, \ldots, n \tag{19}
\end{equation*}
$$

which ensures that $\sum_{i=1}^{n} y_{i}=1$.
Step 4.2. If the element of $y_{p}$ is less than zero, repeat Step 4.1 until the number of individuals is sizepop.

Step 5. Calculate the smell concentration by inputting $y_{p}$ into objective function.

Step 5.1. If $y_{p}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ satisfies

$$
\begin{equation*}
\operatorname{Ch}\left\{y_{1} k_{1}+y_{2} k_{2}+\cdots+y_{n} k_{n} \geq m\right\}\left(\beta_{1}\right) \geq a \tag{20}
\end{equation*}
$$

then let

$$
\begin{equation*}
\text { Smell }_{i}=\operatorname{Ch}\left\{y_{1} k_{1}+y_{2} k_{2}+\cdots+y_{n} k_{n} \geq t\right\}\left(\beta_{2}\right) . \tag{21}
\end{equation*}
$$

Step 5.2. If $y_{p}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ does not satisfy

$$
\begin{equation*}
\operatorname{Ch}\left\{y_{1} k_{1}+y_{2} k_{2}+\cdots+y_{n} k_{n} \geq m\right\}\left(\beta_{1}\right) \geq a \tag{22}
\end{equation*}
$$

then use penalty function method [13] and let

$$
\begin{equation*}
\operatorname{Smell}_{i}=\operatorname{Ch}\left\{y_{1} k_{1}+y_{2} k_{2}+\cdots+y_{n} k_{n} \geq t\right\}\left(\beta_{2}\right)-b \tag{23}
\end{equation*}
$$

where $b$ is a given positive integer.
Step 6. Find out the optimal individual among fruit fly swarm. Consider

$$
\begin{equation*}
\text { [best smell best index] }=\max (\text { Smell }) . \tag{24}
\end{equation*}
$$

Step 7. Keep the optimal objective function value and the corresponding $x$ coordinate; then the fruit fly swarm flies towards that location:

Smell best $=$ best smell

$$
\begin{equation*}
x=x(\text { best inedx }) . \tag{25}
\end{equation*}
$$

Step 8. Repeat Step 2 to Step 7 until termination condition is satisfied.
4.3. Hybrid Intelligent Algorithm. Through integrating the improved LGMS-FOA algorithm and birandom simulation, a new hybrid intelligent algorithm is built and the steps are listed as below.

Algorithm 5 (hybrid intelligent algorithm).
Step 1. Initialize $N$ fruit fly individuals that satisfy the constraints.

Step 2. Calculate the objective function values for all fruit fly individuals by birandom simulation.

Step 3. Find out the optimal objective value.
Step 4. Keep the optimal objective value and the corresponding location of fruit fly individual.

Step 5. Repeat Step 2 to Step 5, until termination condition is satisfied.

## 5. Numerical Experiments

To test the effectiveness of the new hybrid intelligent algorithm, we compared it with the existing algorithm [7-9] through numerical examples.
5.1. Experimental Setup. Assume that the investor selects three securities represented by $k_{1}, k_{2}$, and $k_{3}$. The security return follows the birandom distribution in Example 2 and the corresponding parameters of each security are shown in Table 1. Besides, the investor takes $t=0.04, m=-0.06$, $\beta_{1}=0.7, \beta_{2}=0.5$, and $a=0.6$; then, models (6), (8), and $(9)$ satisfying the above parameters are changed into
$\max \operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+x_{3} k_{3} \geq 0.04\right\}(0.5)$
s.t. $\operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+x_{3} k_{3} \geq-0.06\right\}(0.7) \geq 0.6$
$x_{1}+x_{2}+x_{3}=1$
$x_{i} \geq 0 \quad i=1,2,3$,
$\max E\left[x_{1} k_{1}+x_{2} k_{2}+x_{3} k_{3}\right]$
s.t. $\operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+x_{3} k_{3} \geq-0.06\right\}(0.7) \geq 0.6$
$\sum_{i=1}^{3} x_{i}=1$
$x_{i} \geq 0 \quad i=1,2,3$,

Table 1: The distributions of securities $k_{1}, k_{2}$, and $k_{3}$.

| Parameters | $k_{1}$ | $k_{2}$ | $k_{3}$ |
| :--- | :---: | :---: | :---: |
| $a_{i}(i=1,2,3)$ | $3 / 4$ | $1 / 2$ | $1 / 3$ |
| $b_{i}(i=1,2,3)$ | $1 / 4$ | $1 / 2$ | $2 / 3$ |
| $\varepsilon_{i 1}(i=1,2,3)$ | $U[0,7 \%]$ | $U[0,9 \%]$ | $U[0,11 \%]$ |
| $\varepsilon_{i 2}(i=1,2,3)$ | $U[-9 \%, 0]$ | $U[-11 \%, 0]$ | $U[-13 \%, 0]$ |

Table 2: The optimal results of model (26).

| Model | Algorithm | Optimal solution |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
|  |  | $x_{1}$ | $x_{2}$ | $x_{3}$ | function |
| Model (26) | Algorithm 5 | 0.9996 | 0.0003 | 0.0001 | 0.4230 |
| Model (26) | Algorithm 6 | 0.6854 | 0.2304 | 0.0842 | 0.0425 |
| Model (26) | Algorithm 7 | 0.1562 | 0.6832 | 0.1606 | 0.0805 |

$\max \operatorname{Ch}\left\{x_{1} k_{1}+x_{2} k_{2}+x_{3} k_{3} \geq 0.04\right\}(0.5)$
s.t. $\quad \sum_{i=1}^{3} x_{i}=1$

$$
x_{i} \geq 0 \quad i=1,2,3
$$

The parameters of Algorithm 5 are set up as follows.
(1) The parameter of birandom simulation is $N=2000$.
(2) The parameters of the improved LGMS-FOA are maxgen $=40$, sizepop $=30, r=40, d=20, w_{0}=1$, and $\rho=0.8$.
To show the efficiency of Algorithm 5, we choose two sets of parameters and the corresponding hybrid intelligent algorithms in $[7,8]$ which are named as Algorithms 6 and 7.

The parameters of Algorithm 6 are listed as below.
(1) The parameter of birandom simulation is $N=2000$.
(2) The parameters of GA are as follows: the iteration number is 40 , the population is 30 , the mutation probability is 0.6 , and the crossover probability is 0.1 .

The parameters of Algorithm 7 are given as follows.
(1) The parameter of birandom simulation is $N=2000$.
(2) The parameters of GA are as follows: the iteration number is 40 , the population is 30 , the mutation probability is 0.8 , and the crossover probability is 0.05 .

Remark 5. For Algorithms 5 to 7, the numbers of objective function computations are the same and this can ensure the fairness of comparisons.
5.2. Experimental Results. Compute models from (26) to (28) by using Algorithms from 5 to 7 , respectively, and repeat the experiments for 20 times. The average values of the optimal results are shown in Tables 2, 3, and 4.

From Tables 2 to 4 , it can be found that the final searching quality of Algorithm 5 is better than Algorithms 6 and 7. So it can be concluded that the new hybrid intelligent algorithm is more efficient and precise than the existing algorithms when the numbers of objective function computations are the same.

Table 3: The optimal results of model (27).

| Model | Algorithm | Optimal solution |  |  | Objective |
| :--- | :--- | :---: | :---: | :---: | :---: |
|  |  | $x_{1}$ | $x_{2}$ | $x_{3}$ | function |
| Model (27) | Algorithm 5 | 0.9832 | 0.0043 | 0.0125 | 0.0159 |
| Model (27) | Algorithm 6 | 0.6818 | 0.2948 | 0.0234 | 0.0071 |
| Model (27) | Algorithm 7 | 0.6057 | 0.2634 | 0.1309 | 0.0062 |

Table 4: The optimal results of model (28).

| Model | Algorithm | Optimal solution |  |  | Objective |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | $x_{1}$ | $x_{2}$ | $x_{3}$ | function |
| Model (28) | Algorithm 5 | 0.0005 | 0.9987 | 0.0008 | 0.5367 |
| Model (28) | Algorithm 6 | 0.0908 | 0.8339 | 0.0753 | 0.3382 |
| Model (28) | Algorithm 7 | 0.1221 | 0.8703 | 0.0076 | 0.4052 |

## 6. Conclusion

To solve birandom portfolio selection problems better, this paper designs a new hybrid intelligent algorithm which integrates the improved LGMS-FOA algorithm and birandom simulation. Comparisons between the new hybrid intelligent algorithm and the existing algorithms show that the new hybrid intelligent algorithm is more effective and precise when the numbers of the objective function computations are the same.
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#### Abstract

Presently, massive energy consumption in cloud data center tends to be an escalating threat to the environment. To reduce energy consumption in cloud data center, an energy efficient virtual machine allocation algorithm is proposed in this paper based on a proposed energy efficient multiresource allocation model and the particle swarm optimization (PSO) method. In this algorithm, the fitness function of PSO is defined as the total Euclidean distance to determine the optimal point between resource utilization and energy consumption. This algorithm can avoid falling into local optima which is common in traditional heuristic algorithms. Compared to traditional heuristic algorithms MBFD and MBFH, our algorithm shows significantly energy savings in cloud data center and also makes the utilization of system resources reasonable at the same time.


## 1. Introduction

With the fast development of cloud computing [1, 2], energy consumption is significantly increasing along with the explosive growth of cloud data center. Many reports have shown that computers consume more than $8 \%$ of the total energy produced [3], which becomes an escalating threat to the environment. In this situation, high-level energy efficiency in cloud data center is widely studied to reduce energy consumption by researchers all over the world.

There are two reasons which resulted in high energy consumption in cloud data center: one is rapid increasing of computers as well as the number of cloud users, which results in a significant amount of energy consumed by cloud data center due to their massive sizes $[4,5]$; another reason is that resources allocation is not reasonable in cloud computing. Resources (such as CPU, disk, memory, and bandwidth) allocation becomes a key problem which needs to be resolved, as unreasonable resources allocation can cause more energy consumption in cloud data center [6-12]. Because resources allocation algorithm with high energy efficiency can greatly reduce the energy consumption, it has been widely studied in the field of cloud computing.

There are three broad goals in the problem of energy efficient resources studies [3]: (1) reduce in quality of service reasonable and minimize energy consumption; (2) given a total energy, maximize the performance; (3) make the performance and energy objectives simultaneously met. To be of practical importance, resources allocation in cloud data center is not only to reduce energy consumption but also to satisfy Quality of Service requirements or Service Level Agreements [12]. In cloud data center, virtualization technology plays an important role to satisfy the requirements of both energy and Quality of Service. Several servers are allowed to be consolidated to one physical node as virtual machine (VMs) by virtualization. This technology can greatly enhance the utilization of resources in applications [13, 14]. VMs allocation in cloud data center is generally viewed as a multidimensional bin packing problem with variable bin sizes and prices. The problem of determining optimal VMs allocations is NP-complete [15], and getting optimal resolution of VMs allocations is often computationally infeasible when the cloud computing has multiple hosts and customers [16].

A lot of researches have been done in energy efficient VMs allocations in cloud data center [7-12, 17, 18]. Many
heuristics policies such as Best Fit [12, 17], Best Fit Decrease (BFD) [7-10], and Modified Best Fit Decreasing (MBFD) [11] have been studied to find the approximate resolution for VMs allocations. Beloglazov et al. modified the Best Fit Decrease (BFD) algorithm and suggested a Modified Best Fit Decreasing (MBFD) algorithms [12, 19]. The solution which produces the least increase of energy consumption was found after VMs were sorted in decreasing order of their current CPU utilizations. This algorithm is implemented at heterogeneous hosts and VMs. However, the algorithms above only consider the energy efficiency of the CPU, rather than other resources such as disk, memory, and bandwidth. Once multiple resources in cloud data center are considered, the multidimensional bin packing problem tends to be more complicated. When resource requirements of VMs increase quickly, it is necessary to preserve free resources for hosts for preventing SLA violation. To satisfy the Quality of Service, some researchers set an upper utilization threshold for hosts and keep the total utilization of CPU below this threshold [12, 19]. Srikantaiah et al. study the relationship between energy consumption and resource utilization which focuses on two kinds of resource: CPU and disk, while a modified best fit heuristic algorithm [20,21] (hereafter referred to as MBFH) is utilized for allocation. Note that here VMs are not sorted in decreasing order of current utilization in this MBFH. While keeping performance requirements satisfied, the authors analyse the utilizations of CPU and storage to minimize energy consumption in heterogeneous data center. As a result, the authors find the optimal balance between resource utilization and energy metrics reside around $50 \%$ on the CPU and $70 \%$ storage usage [20]. Inspired by the experimental results, the goal of energy conservation can be achieved via keeping the utilization of resource in an optimal utilization level. To minimize the total energy consumption, the number of active nodes should be reduced and the idle nodes should be turned off.

Although the traditional heuristic algorithms may find a solution for VMs allocations for energy efficiency, they are easy to fall into local optimal solutions [7-12]. Other choices to solve the multidimensional bin packing problem include genetic algorithm (GA) and particle swarm optimization (PSO) algorithm. GA is adaptive heuristic search algorithm premised on the evolutionary ideas of natural selection and genetic [22, 23], while particle swarm optimization (PSO) is a population based stochastic optimization technique developed by Eberhart and Kennedy in 1995, inspired by social behaviour of bird flocking or fish schooling [22-24]. However, many studies illustrated that PSO algorithm is able to get the better solution than GA in distributed system and grid computing [25,26]. The PSO algorithm also converges faster than GA [25]. So particle swarm optimization is a feasible algorithm to optimize the multiresources energy efficient allocations in cloud data center.

In this paper, we focus on the virtual machine (VM) with multiresources allocation in cloud data center. A multiresource energy efficiency VMs allocation model is proposed. Based on the model and the particle swarm optimization (PSO), a multiresource energy efficiency based on particle swarm optimization (MREE-PSO) algorithm is designed and
applied to VMs allocation for energy efficiency in cloud data center. This algorithm can be divided into three parts: (1) particles are generated by FF (First Fit) algorithm; (2) the trust function of individual optimal solution and the global optimal solution of particles were defined to guide particle evolution; (3) the fitness function of PSO is defined as the total Euclidean distance which represents the optimal balance between resource utilization and energy consumption. This algorithm can deal with multiresources energy efficient allocations in cloud data center. It avoids falling into local optimal solution which is the disadvantage of traditional heuristic algorithm simulation. Compared to two important traditional heuristic algorithms MBFD [11, 12, 19] and MBFH [20, 21], the MREE-PSO algorithm shows closer to the optical solution for the efficiency of system, and it also makes the utilization of system resources reasonable in cloud data center. The main contribution of this study: (1) PSO is introduced in VM allocation algorithms; (2) a multiresource energy efficiency VMs allocation model is proposed; (3) competitive analysis of dynamic VM allocation algorithms is shown.

The remainder of this paper is structured as follows. In Section 2, we review the related works about energy efficient VMs allocation. In Section 3, we provide a multiresource energy efficiency model. In Section 4, an energy efficient VMs allocation algorithm is designed based on particle swarm optimization (PSO). Section 5 provides the experimental simulation and evaluation with software tools CloudSim. Section 5 concludes the paper.

## 2. Related Works

Energy efficiency which is addressed by several researchers recently is one of the most important research issues. Such as the work of Ahmad about energy efficiency, system performance and energy consumption were firstly simultaneously optimized by game theoretical methodologies in large scale computing systems [3]. Then, a lot of researches have been done in energy efficiency models [4-8]. Energy efficiency is a mix of research issues related to large scale computing systems especially cloud computing.

In cloud data center, one of the most crucial research problems is the energy efficiency of cloud computing [610]. Some hardware and software technologies have been developed to reduce energy consumption to a certain degree in cloud data center, for example, energy efficient computer monitors, low-power CPUs, scheduling and resource allocation, task consolidation, and so on.

Virtualization technologies are a key component within task consolidation approach [13, 14]. Virtualization, in cloud computing, refers to the act of creating a virtual machine (VM). The main objection of virtualization technologies is improving the utilization of resources. In cloud data center, several servers are allowed to be consolidated to one physical node as virtual machine (VMs) by virtualization; several virtual machines (VMs) are also run on a single physical node.

Many works have been developed in energy efficient VMs allocations recently. among these works, the researches of Srikantaiah et al. [20] and Beloglazov et al. [11, 12, 19] focus on traditional heuristic algorithms in energy efficient virtual machines (VMs) allocations.

Srikantaiah et al. have studied the relationship between energy consumption and resource utilization which focuses on CPU and disk to minimize energy consumption. In this work, the authors explored the impact of workload consolidation on the energy-per-transaction depending on both the CPU and disk utilization. A modified best fit heuristic algorithm (MBFH) [20] was been proposed to achieve energy efficient virtual machines (VMs) allocation. The algorithm contains two steps: (1) find the optimal balance between resource utilization and energy metrics residing around $50 \%$ on the CPU and 70\% storage usage; (2) the Euclidean distance between the current selection and the optimal point within each server was been used in the energy efficient resource allocation [20].

Beloglazov et al. modified the Best Fit Decrease (BFD) algorithm and suggested a Modified Best Fit Decreasing (MBFD) algorithm [11, 12, 19]. In this work, the authors sort all virtual machines (VMs) in decreasing order of their current CPU utilizations and allocate each virtual machine (VM) to a physical node which provides the least increase of energy consumption. The Flowchart for the algorithm is shown in Figure 1. In MBFD algorithm, all VMs are sorted in decreasing order of current utilization. Then each VM is allocated to a host that provides the least increase of power consumption due to this allocation. The complexity of MBFD algorithm is $n * m$, where $n$ is the number of VMs and $m$ is the number of hosts.

## 3. Multiresources Energy Efficient Allocation Model

In cloud data center, multiresources allocation problem can be described as a multidimensional bin packing problem with variable bin sizes and prices. Suppose that $N$ is the number of VMs that should be allocated, $M$ is the number of hosts in cloud data center, the search space of heuristic algorithm is $M^{N}$, and the problem of computing optimal VMs allocations is NP-complete [15].

The aim of allocation is to find the optimal energy efficient solution. Inspired by the study of Srikantaiah et al. [20], the consolidation status of multiresources significantly impacts the energy efficiency of the whole data center. Keeping the utilization of each resource in an optimal utilization level can achieve optimal energy conservation. Here, we define a total Euclidean distance $\delta$ as follows:

$$
\begin{equation*}
\delta=\sum_{i=1}^{n} \sqrt{\sum_{j=1}^{d}\left(u_{j}^{i}-u \text { best }_{i}\right)^{2}} \tag{1}
\end{equation*}
$$

where $d$ is the dimension which denotes kinds of resources, such as CPU, disk, memory, and bandwidth and $n$ denotes the number of hosts in cloud data center. $u_{j}^{i}$ is the utilization for host $j$ and the resource $i, u$ best $_{i}$ is the best utilization


Figure 1: Flowchart of modified Best Fit Decreasing (MBFD) algorithm.
for $u_{j}^{i}$ energy efficient, and each kind of resource has its best value of utilization, such as $50 \% \mathrm{CPU}$ and $70 \%$ storage usage, which is an important experimental result from the study of Beloglazov et al. [11, 12, 19].

The total Euclidean distance $\delta$ denotes the optimal balance between multiresources utilization and energy consumption. Minimizing the total Euclidean distance $\delta$ will get optimal energy efficiency in the whole system. In this situation, the multiresources energy efficiency model is described as follows:

$$
\begin{equation*}
\text { objection: } \min \delta \tag{2}
\end{equation*}
$$

constraints: $x_{h}^{j}=0$

$$
\begin{equation*}
\sum_{h} x_{h}^{j}=1, \quad \forall j \tag{3}
\end{equation*}
$$

where $x_{h}^{j}=1$ denotes virtual machine $\mathrm{VM} j$ allocated to node $h ; x_{h}^{j}=0$ denotes VMj not allocated to node $h$. And the expression (3) denotes that each VM can be allocated to only one node.

In order to satisfy the limitations, each resource must satisfy the following inequality constraints as follows:

$$
\begin{align*}
& \sum_{j} r_{j}^{\mathrm{CPU}} * x_{h}^{j} \leq c_{h}^{\mathrm{CPU}}, \quad \sum_{j} r_{j}^{\mathrm{RAM}} * x_{h}^{j} \leq c_{h}^{\mathrm{RAM}}  \tag{4}\\
& \sum_{j} r_{j}^{\mathrm{BW}} * x_{h}^{j} \leq c_{h}^{\mathrm{BW}}, \quad \sum_{j} r_{j}^{\mathrm{DISK}} * x_{h}^{j} \leq c_{h}^{\mathrm{DISK}}
\end{align*}
$$

In expression (4), $r_{j}^{\mathrm{CPU}}, r_{j}^{\mathrm{RAM}}, r_{j}^{\mathrm{BW}}, r_{j}^{\mathrm{DISK}}$ denotes the demand of CPU, memory, bandwidth, and disk for VM $j$, respectively; likewise, $c_{h}^{\mathrm{CPU}}, c_{h}^{\mathrm{RAM}}, c_{h}^{\mathrm{BW}}, c_{h}^{\mathrm{DISK}}$, respectively, denotes the capacity of these resources for VM $j$. If there are multiple VMs allocated on node $h$, the total resources demand of VMs should be smaller than the capacity of node $h$.

## 4. Allocation Algorithm Design and Implement Based on PSO

It has been successful to apply PSO in many applications and research areas [22, 24-26]. The particles of PSO constitute a swarm moving around in the search space looking for the best solution.

In this section, we design and implement a MREE-PSO algorithm to reduce energy consumption for virtual machine allocation, and this algorithm can deal with multiple resources in cloud data center.
4.1. Particle Swarm Optimization (PSO) Algorithm. Particle swarm optimization (PSO) is a population developed by Eberhart and Kennedy in 1995 based on stochastic optimization technique [22-24]. Social behavior of organisms motivated them to look into the effect of collaboration of species onto achieving their goals as a group, such as fish schooling and bird flocking. PSO has been widely applied in many applications and research areas in past several years. Compared with other methods such as GA, it is proved that PSO gets better results in a cheaper and faster way.

In PSO, the potential solutions are called particles which fly through the solution space by following the current optimum particles. Particles keep part of their previous state because they have memory. All particles preserve their individuality in any case, although they share the same point in belief space with no restriction. PSO algorithm evolves the position of each particle in problem space using (5). Each particle has an initial random velocity, and particle's movement is influenced by two randomly weighted factors: individuality and sociality. Individuality is defined as the tendency to return to the particle's best previous position and sociality is defined as the tendency to move towards the neighborhood's best previous position. At each time step, the particle swarm optimization changes the velocity of each particle toward its $p$ best and $g$ best locations. Acceleration is

Table 1: Parameters and the mean of parameters.

| Parameters | Mean of parameters |
| :--- | :--- |
| $v_{i}^{t}$ | Velocity of particle $i$ at iteration $t$ |
| $x_{i}^{t}$ | Position of particle $i$ at iteration $t$ |
| $w$ | Inertia weight |
| $c_{1}, c_{2}$ | Acceleration coefficients |
| $\psi_{1}, \psi_{2}$ | Random number between 0 and 1 |
| $p$ best $i_{i}$ | Best position of particle $i$ |
| gbest | Best position of entire particles in a population |

weighted by a random term, with separate random numbers being generated for acceleration toward pbest and gbest locations. Additionally, particle swarm optimization is an approach which can be used for specific applications focused on a specific requirement. Particle swarm optimization is widely used because there are few parameters to adjust. The parameters and their mean of parameters are shown in Table 1.

Consider

$$
\begin{gather*}
v_{i}^{t+1}=w \cdot v_{i}^{t}+c_{1} \cdot \psi_{1} \cdot\left(\text { best }_{i}-x_{i}^{t}\right)+c_{2} \cdot \psi_{2} \cdot\left(g \text { best }-x_{i}^{t}\right) \\
x_{i}^{t+1}=x_{i}^{t}+v_{i}^{t} . \tag{5}
\end{gather*}
$$

4.2. Particles Definition. Suppose that $n$ is the number of VMs that should be allocated and $m$ is the number of hosts in cloud data center. The position vector of particles is defined as $X_{i}^{t}=\left(x_{i 1}^{t}, x_{i 2}^{t}, \ldots, x_{i j}^{t}, \ldots, x_{i m}^{t}\right)$, where $t$ is the iteration number, $i$ denotes the $i$ th possible solution, and $j$ is the serial number of VM. For example, if $X_{i}^{t}=\left(x_{i 1}^{t}, x_{i 2}^{t}, x_{i 3}^{t}\right)=(1,2,1)$, it means that VM $1,2,3$ is, respectively, allocated to node $1,2,1$. While particles are updating, the position vector of particles $X_{i}^{t}$ will transfer to a $m * n(0,1)$-matrix $X X_{i}^{t}$ :

$$
X X_{l}^{t}=\left[\begin{array}{cccccc}
s_{11}^{t} & s_{12}^{t} & \cdots & s_{1 h}^{t} & \cdots & s_{1 n}^{t}  \tag{6}\\
s_{21}^{t} & s_{22}^{t} & \cdots & s_{2 h}^{t} & \cdots & s_{2 n}^{t} \\
\vdots & \vdots & & \vdots & & \vdots \\
s_{j 1}^{t} & s_{j 2}^{t} & \cdots & s_{j h}^{t} & \cdots & s_{j n}^{t} \\
\vdots & \vdots & & \vdots & & \vdots \\
s_{m 1}^{t} & s_{m 2}^{t} & \cdots & s_{m h}^{t} & \cdots & s_{m n}^{t}
\end{array}\right]
$$

If VMj is allocated to node $h$ at iteration $t, s_{j h}^{t}=1$; if not, $s_{j h}^{t}=0$. One VM can be allocated to only one node, so there is a limitation for $s_{j h}^{t}$ as below:

$$
\begin{equation*}
\sum_{h=1}^{n} s_{j h}^{t}=1, \quad \forall j \in\{1,2, \ldots, m\} \tag{7}
\end{equation*}
$$

4.3. Position Update. At iteration $t$ of our MREE-PSO algorithm, Pbest $l_{l}^{t}=\left(\right.$ pest $_{l 1}^{t}$, pbest $_{l 2}^{t}, \ldots$, best $_{l j}^{t}, \ldots$, pest $\left._{l m}^{t}\right)$ is the personal best of particle $l$. Each particle keeps track of its coordinates in the solution space which are associated with the best solution (fitness) that has achieved so far by that
particle. And Gbest ${ }^{t}=\left(\right.$ gbest $_{1}^{t}$, gbest $_{2}^{t}, \ldots$, gbest $^{t}{ }_{j}, \ldots$, gbest $\left._{m}^{t}\right)$ is the best value obtained so far by any particle.

Suppose that the probability that $\mathrm{VM} j$ is allocated to node $h$ is 0.5 at iteration $t+1$; then $P\left(s_{j h}^{t+1}=1\right)=P\left(s_{j h}^{t+1}=0\right)=$ 0.5. $p_{p}$ and $p_{g}$, respectively, represents the fitness of personal and global best. That means the probability of finding the best solution. For easy description, we can introduce two parameters $k_{1}$ and $k_{2}$. According to the Bayesian formula, we can get the following:

$$
\begin{align*}
& P\left(s_{j h}^{t+1}=1 \mid \text { best }_{j h}^{t}=1, g \text { best }_{j h}^{t}=1\right) \\
& =\frac{p_{p} * p_{g}}{p_{p} * p_{g}+\left(1-p_{p}\right)\left(1-p_{g}\right)}=k_{1} \\
& P\left(s_{j h}^{t+1}=0 \mid p \text { best }_{j h}^{t}=1, g \text { best }_{j h}^{t}=1\right) \\
& \quad=\frac{\left(1-p_{p}\right) *\left(1-p_{g}\right)}{p_{p} * p_{g}+\left(1-p_{p}\right)\left(1-p_{g}\right)}=1-k_{1} \\
& \begin{aligned}
P\left(s_{j h}^{t+1}\right. & \left.=1 \mid p \text { best }_{j h}^{t}=1, g \text { best }_{j h}^{t}=0\right)
\end{aligned}  \tag{8}\\
& \quad=\frac{p_{p} *\left(1-p_{g}\right)}{p_{p} *\left(1-p_{g}\right)+p_{p} *\left(1-p_{g}\right)}=k_{2} \\
& P\left(s_{j h}^{t+1}\right.
\end{aligned} \begin{aligned}
& \left.=0 \mid p \text { best }_{j h}^{t}=1, g \text { best }_{j h}^{t}=0\right) \\
& \quad=\frac{p_{g} *\left(1-p_{p}\right)}{p_{p} *\left(1-p_{g}\right)+p_{g} *\left(1-p_{p}\right)}=1-k_{2} .
\end{align*}
$$

In (8), the probabilities of personal and global best should be better than average probability, so $0.5<p_{p}<1,0.5<p_{g}<$ 1. To avoid falling into local optimal solution, let $p_{g}<p_{p}$; then $0.5<p_{g}<p_{p}<1$. In our paper, we set the parameters as $p_{p}=0.8, p_{g}=0.7$, and $k_{1}=0.9, k_{2}=0.7$.

The positions of particles are updated as follows:

$$
\begin{aligned}
& r=\operatorname{rand}() ; \\
& \text { if }\left(p \text { best }_{j h}^{t}=1 \text { and } g \text { best }_{j h}^{t}=1\right) \text { then } \\
& \text { if }\left(r<k_{1}\right) s_{j h}^{t+1}=1 \text { else } s_{j h}^{t+1}=0 \text {; } \\
& \text { else if }\left(p \text { best }{ }_{j h}^{t}=0 \text { and } g \text { best }_{j h}^{t}=0\right) \text { then } \\
& \text { if }\left(r<1-k_{1}\right) s_{j h}^{t+1}=0 \text { else } s_{j h}^{t+1}=1 \text {; } \\
& \text { else if }\left(p \text { best }_{j h}^{t}=1 \text { and } g \text { best }_{j h}^{t}=0\right) \text { then } \\
& \text { if }\left(r<k_{2}\right) s_{j h}^{t+1}=1 \text { else } s_{j h}^{t+1}=0 ; \\
& \text { else } \\
& \text { if }\left(r<1-k_{2}\right) s_{j h}^{t+1}=1 \text { else } s_{j h}^{t+1}=0 ;
\end{aligned}
$$

According the objective of VMs allocation, the fitness function is defined as a total Euclidean distance $\delta$ as seen in formula (1).
4.4. Algorithm Description. A flowchart of the energy efficient allocation algorithm based on PSO is shown in Figure 2. In this algorithm, there are four main steps which are explained as follows.
(1) Initialize particles: generate $N$ sequences of VMs at random. For each sequence, the VM is allocated to the node by First Fit algorithm which can supply the resources at the first time. Get $N$ particles constituted a swarm.
(2) Evaluate fitness for each particle: initialize the particle's $p$ best and gbest position to its initial position.
(3) Update velocities and positions of particles: if all particles meet the constrains along with formulas (4) and (7), then update the particles. Otherwise, all particles cannot be updated. For VM $j$, while $\sum_{h=1}^{n} s_{j h}^{t}>1$, it has been allocated to more than one node; while $\sum_{h=1}^{n} s_{j h}^{t}=0$, it has not been allocated to any node.
(4) If the iteration number is larger than the maximum, stop; otherwise, go to the second step.

## 5. Simulation and Performance Tests

5.1. Environment and Setting. The energy efficient multiresources virtual machine allocation algorithm (MREE-PSO) has been evaluated by simulation using CloudSim toolkit [27] which supports user-defined policies for allocation of hosts to virtual machine and policies for allocation of host resources to virtual machine. CloudSim [27] is a framework for modeling and simulation of cloud computing infrastructures and services. It has been wildly used to evaluate algorithms, applications, and policies before actual development of cloud products.

The following steps are required in the process of this experiment: parameters setting, programming in CloudSim, and performance evaluating. We evaluated the performance of our MREE-PSO with two important traditional heuristic algorithms: MBFD [11, 12, 19] and MBFH [20, 21] method in the same data center.

We simulate a data center that comprises 100 heterogeneous physical nodes. Half of these physical nodes are HP ProLiant ML110 G4 servers, and the others are HP ProLiant ML110 G5 servers. Each node is characterized by the CPU performance defined in Millions Instructions Per Second (MIPS), the MIPS of the HP ProLiant ML110 G4 and G5 server is 1860 and 2260, respectively. The storages of two kinds of servers are 640 GB and 1000 GB . The number of VMs ranges from 10 to 100 . As seen in formula (1), let $d=2$, ubest ${ }_{1}=0.5$, and $u$ best $_{2}=0.7$ in our simulations.

In order to test the energy efficiency of the proposed algorithm in complicated environment, the simulated data center comprises different number of physical nodes. The nodes are modeled to have four classes of parameters as shown in Table 2.

Each parameter of virtual machine is initialized at random within a certain range according to the reference [20]: CPU (60~150), DISK (100~200), RAM (40~200), and BW


Figure 2: Flowchart of the energy efficient allocation algorithm based on PSO.

Table 2: Parameters for physical nodes.

| Serial <br> number | CPU <br> (MIPS) | RAM <br> (MB) | BW <br> (MBPS) | DISK <br> (GB) |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 600 | 2048 | 1000 | 1000 |
| 2 | 600 | 2048 | 2000 | 250 |
| 3 | 600 | 4096 | 1000 | 250 |
| 4 | 800 | 4096 | 1000 | 250 |

(30~100). We assume that the size of the group of particle is 20 and the maximum iteration number is 30 . Repeat each simulation 10 times and get the average values.
5.2. Analysis of the Total Euclidean Distance. In this simulation, the total Euclidean distance is calculated by formula (1). To achieve an optimal energy conservation in cloud data center, the best value of utilization of each kind of resource should be set. Srikantaiah et al. [20] found the optimal balance between resource utilization and energy metrics residing around $50 \%$ on the CPU and $70 \%$ storage usage [10]. Based on this important result, we focus on the kinds of resource: CPU and disk. Our MREE-PSO algorithm


Figure 3: Comparison of the total Euclidean distance.
was performed using two important traditional heuristic algorithms MBFD [11, 12, 19] and MBFH [20, 21] method for comparison.

As shown in Figure 3, the total Euclidean distance increases with the number of virtual machines. However, the total Euclidean distance is lower for MREE-PSO; it also increases more slowly with increasing the number of virtual machines. Especially, while the number of virtual machines increases from 50 to 100, the total Euclidean distance of MREE-PSO does not increase too much. It is seen that the total Euclidean distance varies almost linearly for the traditional heuristic algorithms: MBFD [11, 12, 19] and MBFH [20, 21] method. The total Euclidean distance denotes the energy consumption, so the energy efficiency of MREE-PSO is always higher than MBFD [11, 12, 19] and MBFH [20, 21] with the same number of virtual machines.
5.3. Analysis of Resources Utilization. The resources utilizations are plotted in Figures 4 and 5. In each case, the resources utilizations of MREE-PSO are better than MBFD [11, 12, 19] and MBFH [20, 21] method. While the number of virtual machines increases from 10 to 40, the utilizations of CPU and disk are kept in a low level. But form 40 to 100, the resources utilizations of our method increase a lot with increasing number of virtual machines. When the number of virtual machines arrives at 100, the utilizations of CPU and disk, respectively, can increase to $45 \%$ and $65 \%$. They are closed to the best value of utilization which is the optimal balance between resource utilization and energy consumption found by Srikantaiah et al. [20]. This will be helpful to enhance the energy efficiency of cloud data center.

The usage of the physical nodes was also investigated with these three algorithms. The results are shown in Figure 6. It is seen that usage of the physical nodes increases more


Figure 4: Comparison of CPU utilization.


Figure 5: Comparison of disk utilization.
slowly for MREE-PSO than for MBFD [11, 12, 19] and MBFH [20, 21]. The usage of the physical nodes of MREE-PSO is always less than MBFD [11, 12, 19] and MBFH [20, 21] with the same number of virtual machines. Even the number of virtual machines arrives at 100 ; only 18 physical nodes are allocated for virtual machines. Thus, our method has a better energy efficiency than MBFD and MBFH which is important for cloud data center.

## 6. Conclusion

In cloud data center, the allocation of virtual machines with multiple resources plays an important role in improving the


Figure 6: Comparison of usage of the physical nodes.
energy efficiency and performance of cloud computing. It will reduce the energy consumption of the cloud data center. The virtual machine allocation algorithm with multiple resources based on PSO described in this paper effectively improves energy efficiency. But the methods discussed here only considered the CPU and disk resources. Other resources such as network and memory should also be considered in the future research. The migration algorithm of virtual machines with multiple resources also should be introduced into the management of cloud data center in the future research.
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#### Abstract

We extend the three-dimensional SIR model to four-dimensional case and then analyze its dynamical behavior including stability and bifurcation. It is shown that the new model makes a significant improvement to the epidemic model for computer viruses, which is more reasonable than the most existing SIR models. Furthermore, we investigate the stability of the possible equilibrium point and the existence of the Hopf bifurcation with respect to the delay. By analyzing the associated characteristic equation, it is found that Hopf bifurcation occurs when the delay passes through a sequence of critical values. An analytical condition for determining the direction, stability, and other properties of bifurcating periodic solutions is obtained by using the normal form theory and center manifold argument. The obtained results may provide a theoretical foundation to understand the spread of computer viruses and then to minimize virus risks.


## 1. Introduction

Computer viruses arose in the 1980s with the widespread use of Internet in a variety of fields, such as communication, Internet business, and commercial system [1, 2]. With the development of hardware and software technology, computer viruses started to be a major threat to the information security. Usually, computer viruses can cause severe damage to the individuals and the corporations by different ways, including acquiring confidential data from network users, attacking the whole system, and even causing fatal damage to the hardware [3]. So the behaviors of computer viruses have attracted much attention from the fundamental researchers to the network security professional.

It is well-known that computer virus is a malicious mobile code including virus, worm, Trojan horses, and logic bomb [4, 5]. Though different computer viruses vary in many respects, they all have many similar characteristics including infectivity, invisibility, latent, destructibility, and unpredictability [6]. The word "latent" means that the viruses
hide themselves in the computers and spread them in the Internet through a period of time. Thus, in the construction of the system, the latent period should not be ignored [7-9].

Because of a lot of similarities between the computer viruses and the infectious diseases, many researchers choose the epidemic models to find out the rule in the computer viruses $[10,11]$ and much attention is now paid to the effect of topological structure of the network on the spread of the viruses. Among the epidemic models, the SIR, SEI, and SEIR epidemic models are some of the most famous ones. Inspired by these epidemic models, the models of the computer virus have been proposed in recent years [12, 13].

However, some shortcomings of such models arose due to the inevitable difference between computer viruses and infectious diseases. Consequently, the results obtained from the infectious diseases models cannot be carried over to computer viruses completely. As a result, we need to make some modifications in order to model the computer viruses.

From the discussion above, we will propose a modified epidemic model for computer viruses and make some dynamic analysis on it. Specifically, we will extend the threedimensional SIR model to four-dimensional SIRA model. However, because of the increased dimension, the complexity of the proposed model increases highly. We will present several theoretical results for its stability property and bifurcation dynamics by the rigorous mathematical analysis.

## 2. Model Description and Preliminaries

The present model is a modification of the original compartmental model [14]. Here, we assume that each node is denoted as one computer and the total population $T$ can be divided into the following four groups by the state of each node:
(1) $S(t)$ is the number of noninfected computers subjected to possible infection;
(2) $I(t)$ is the number of infected computers;
(3) $R(t)$ is the number of removed ones due to infection or not;
(4) $A(t)$ is the antidotal population representing computers equipped with fully effective antivirus programs [15].

In the present paper, we use the antivirus distribution strategy; namely, we convert the susceptible into antidotal, which is proportional to the product $S I$ and with a controlled parameter $a_{S A}$. In addition, the infected computers can be fixed by using antivirus programs, by which the infected computers can be converted into antidotal ones with a rate proportional to $A I$ and a proportion factor given by $a_{I A}$, or we let the infected ones become useless and be removed with a rate controlled by $\delta$ because of the antivirus cost. Usually, the removed computers can be restored and converted into susceptible with a proportional factor $\sigma$. It is noticed that all the compartments have the mortality rate not due to the viruses. Here we assume all of them are the same and are denoted by the proportion coefficient $\mu$. We further suppose that the influx rate $N$ represents the incorporation of new computers to the network.

It should be pointed out that the rate of the conversion from susceptible into infected ones is called incidence rate. It has been suggested by several authors that the viruses' transmission process may have a nonlinear incidence rate. This allows one to include behavioral changes and prevent unbounded contact rates (e.g., [16]). In many epidemic models, the bilinear incidence rate $\beta S I$ and the standard incidence rate $\beta S I / N$ are frequently used. The bilinear incidence rate is based on the law of mass action. This contact law is more appropriate for communicable diseases such as influenza but not for point-to-point computer viruses. In the paper,
we introduce the following saturated incidence rate $g(I) S$ into models, where $g(I)$ tends to a saturation level when $I$ becomes large:

$$
\begin{equation*}
g(I)=\frac{\beta I(t-\tau)}{1+\alpha I(t-\tau)}, \tag{1}
\end{equation*}
$$

where $\beta I(t-\tau)$ measures the infection force of the viruses and $1 / 1+\alpha I(t-\tau)$ measures the inhibition effect from the behavioral change of the susceptible ones when their number increases or from the crowding effect of the infected ones. It is noticed that $\tau$ represents the latent period; it means a fixed time during which some viruses develop in a susceptible computer and it is only after that time the susceptible one is converted to an infected one.

Considering all these facts above, we can propose a new model with an economical use of the antivirus programs:

$$
\begin{gathered}
\dot{S}=N-a_{S A} S A-\frac{\beta S(t-\tau) I(t-\tau)}{1+\alpha I(t-\tau)}-\mu S+\sigma R \\
\dot{I}=\frac{\beta S(t-\tau) I(t-\tau)}{1+\alpha I(t-\tau)}-a_{I A} A I-\delta I-\mu I \\
\dot{R}=\delta I-\sigma R-\mu R \\
\dot{A}=a_{S A} S A+a_{I A} A I-\mu A
\end{gathered}
$$

For simplicity, let $a_{S A}=a_{1}, a_{I A}=a_{2}$, and $a_{S A}+a_{I A}=a_{A}$.

## 3. Mathematical Analysis

3.1. Virus-Free Equilibrium Point. Under the condition of virus-free, namely, we assume $I=0$, there is no need to equip the computers with the antivirus programs, which means $A=$ 0 . Then, bringing the equilibrium point $E^{*}=\left[S^{*}, I^{*}, R^{*}, A^{*}\right]$ into (2), we get

$$
\begin{gather*}
N-a_{1} S^{*} A^{*}-\frac{\beta S^{*} I^{*}}{1+\alpha I^{*}}-\mu S^{*}+\sigma R^{*}=0, \\
\frac{\beta S^{*} I^{*}}{1+\alpha I^{*}}-a_{2} A^{*} I^{*}-\delta I^{*}-\mu I^{*}=0,  \tag{3}\\
\delta I^{*}-\sigma R^{*}-\mu R^{*}=0, \\
a_{1} S^{*} A^{*}+a_{2} A^{*} I^{*}-\mu A^{*}=0 .
\end{gather*}
$$

Based on (3), the virus-free equilibrium point can be calculated:

$$
\begin{equation*}
E_{1}=\left(S_{1}, I_{1}, R_{1}, A_{1}\right)=\left(\frac{N}{\mu}, 0,0,0\right) . \tag{4}
\end{equation*}
$$

The characteristic equation of (2) at $E_{1}$ is given by the following:

$$
\operatorname{det}\left(\begin{array}{cccc}
\lambda+\mu & \frac{N}{\mu} \beta e^{-\lambda \tau} & -\sigma & a_{1} \frac{N}{\mu}  \tag{5}\\
0 & \lambda-\frac{N}{\mu} \beta e^{-\lambda \tau}+(\delta+\mu) & 0 & 0 \\
0 & -\delta & \lambda+\sigma+\mu & 0 \\
0 & 0 & 0 & \lambda-\frac{N}{\mu} a_{1}+\mu
\end{array}\right)=0
$$

which equals

$$
\begin{align*}
(\lambda+\mu) & \left(\lambda-\frac{N}{\mu} \beta e^{-\lambda \tau}+(\delta+\mu)\right) \\
& \times(\lambda+\sigma+\mu)\left(\lambda-\frac{N}{\mu} a_{1}+\mu\right) \\
= & (\lambda+\mu)(\lambda+\sigma+\mu)\left(\lambda-\frac{N}{\mu} a_{1}+\mu\right)  \tag{6}\\
& \times\left[\lambda+(\delta+\mu)\left(1-K_{0} e^{-\lambda \tau}\right)\right] \\
= & 0
\end{align*}
$$

where $K_{0}=\beta N / \mu(\delta+\mu)$.
Clearly, (6) always has two negative eigenvalues $\lambda_{1}=-\mu$, $\lambda_{2}=-\sigma-\mu$ and two indefinite eigenvalues $\lambda_{3}=(N / \mu) a_{1}-\mu$ and $\lambda_{4}=-(\delta+\mu)\left(1-K_{0} e^{-\lambda \tau}\right)$. We let $K_{1}=a_{1} N / \mu^{2}$.

It is clear to see that if $K_{1}<1$ and $K_{0}<1$, the other two eigenvalues must be negative too. So, the following theorem can be acquired.

Theorem 1. For the system (2), if $K_{0}=\beta N / \mu(\delta+\mu)<1$ and $K_{1}=a_{1} N / \mu^{2}<1$ are satisfied, then the virus-free equilibrium point $E_{1}=(N / \mu, 0,0,0)$ is locally asymptotically stable. Besides, if $K_{1}>1$, the equilibrium point $E_{1}$ is unstable.

Remark 2. Theorem 1 investigates the local stability of the virus-free equilibrium point by analyzing the eigenvalues of the corresponding characteristic equation. We can see that when viruses do not appear, all computers in the network are subjected to possible infection.
3.2. Endemic Equilibrium Points. Endemic equilibrium points are characterized by the existence of infected ones in the network; that is, $I \neq 0$. First, we consider the case when the network has no antidotal node; namely, $A=0$. Then, it is not difficult to solve (3) when $A=0, I \neq 0$ and the solution is

$$
\begin{equation*}
E_{2}=S_{2}, I_{2}, R_{2}, A_{2}=S_{2}, I_{2}, R_{2}, 0 \tag{7}
\end{equation*}
$$

where

$$
I_{2}=\frac{(\sigma+\mu)[\beta N-\mu(\delta+\mu)]}{(\sigma+\mu)(\delta+\mu)(\beta+\mu \alpha)-\beta \sigma \delta},
$$

$$
\begin{align*}
& S_{2}=\frac{(\delta+\mu)\left(1+\alpha I_{2}\right)}{\beta} \\
& R_{2}=\frac{\delta I_{2}}{\sigma+\mu} \tag{8}
\end{align*}
$$ condition $K_{0}<1$ can avoid the existence of the equilibrium point $E_{2}$.

Another more important case is $A \neq 0$ when $I \neq 0$. Again, calculating (3) and the endemic point is given by

$$
\begin{align*}
E_{3} & =\left(S_{3}, I_{3}, R_{3}, A_{3}\right) \\
& =\left(\frac{\mu-a_{2} I_{3}}{a_{1}}, I_{3}, \frac{\delta I_{3}}{\sigma+\mu}, \frac{\beta\left(\mu-a_{2} I_{3}\right)}{a_{1} a_{2}\left(1+\alpha I_{3}\right)}-\frac{\delta+\mu}{a_{2}}\right) \tag{9}
\end{align*}
$$

Bringing the $E_{3}$ point into the first equation of (3), this leads to

$$
\begin{align*}
N & =a_{1} S_{3} A_{3}-\frac{\beta S_{3} I_{3}}{1+\alpha I_{3}}-\mu S_{3}+\sigma R_{3} \\
& =N-a_{1} \frac{\mu-a_{2} I_{3}}{a_{1}}\left(\frac{\beta\left(\mu-a_{2} I_{3}\right)}{a_{1} a_{2}\left(1+\alpha I_{3}\right)}-\frac{\delta+\mu}{a_{2}}\right)  \tag{10}\\
& -\frac{\beta I_{3}}{1+\alpha I_{3}} \cdot \frac{\mu-a_{2} I_{3}}{a_{1}}-\mu \frac{\mu-a_{2} I_{3}}{a_{1}}+\sigma \frac{\delta I_{3}}{\sigma+\mu} \\
& =0
\end{align*}
$$

Then, we expand (10) and merge the similar terms; we let $I=I_{3}$ without confusion:

$$
\begin{align*}
p_{1}(1 & +\alpha I)+p_{2} I(1+\alpha I)+p_{3}\left(\mu-a_{2} I\right)  \tag{11}\\
& +p_{4}\left(\mu-a_{2} I\right)(1+\alpha I)=0
\end{align*}
$$

where

$$
\begin{gather*}
p_{1}=a_{1} a_{2} N(\sigma+\mu), \quad p_{2}=a_{1} a_{2} \sigma \delta \\
p_{3}=-\mu \beta(\sigma+\mu), \quad p_{4}=(\sigma+\mu)\left(\mu a_{1}+\delta a_{1}-\mu a_{2}\right) \tag{12}
\end{gather*}
$$

Furthermore, a quadratic equation of the variable $I$ is obtained:

$$
\begin{equation*}
b_{1} I^{2}+b_{2} I+b_{3}=0 \tag{13}
\end{equation*}
$$

where

$$
\begin{gather*}
b_{1}=p_{2} \alpha-p_{4} \alpha a_{2} \\
b_{2}=p_{1} \alpha+p_{2}-p_{3} a_{2}+p_{4} \alpha \mu-p_{4} a_{2}  \tag{14}\\
b_{3}=p_{1}+p_{3} \mu+p_{4} \mu
\end{gather*}
$$

From (13), we have the following result.
Theorem 3. Suppose that $S, I, R, A$ are all positive, and $K_{2}>1$, $K_{3}>1$. Then
(1) ifb $b_{1}=0$ and $b_{3} / b_{2}<0$ hold, there exists unique positive solution (9) for (3), and $I_{3}=-b_{3} / b_{2}$;
(2) when $\Delta>0$ always holds, then if $b_{2} / b_{1}<0$ and $b_{3} / b_{1}>$ 0 , there exist two positive solutions, where $I_{3}^{(1)}=I_{+}$and $I_{3}^{(2)}=I_{-}$; if $b_{3} / b_{1}<0$, there is only one positive solution $I_{3}=I_{+}$with $b_{1}>0$ or $I_{3}=I_{-}$with $b_{1}<0$; if $b_{3}=0$ and $b_{2} / b_{1}<0$, there is only one positive solution $I_{3}=$ $-b_{2} / b_{1}$;
(3) if $\Delta=0$ and $b_{2} / b_{1}<0$, there is only one positive solution $I_{3}=-b_{2} / 2 b_{1}$,
where $K_{2}=\left(\beta\left(\mu-a_{2} I\right)\right) /\left(a_{1}(1+\alpha I)(\delta+\mu)\right), K_{3}=\mu / a_{2} I$, $\Delta=b_{2}^{2}-4 b_{1} b_{3}, I_{+}=\left(-b_{2}+\sqrt{b_{2}^{2}-4 b_{1} b_{3}}\right) / 2 b_{1}$, and $I_{-}=\left(-b_{2}-\right.$ $\left.\sqrt{b_{2}^{2}-4 b_{1} b_{3}}\right) / 2 b_{1}$.

Remark 4. Theorem 3 mainly focuses on the existence of the positive equilibrium point of the system. We can see that all conditions in the theorem are easily verified.

When the equilibrium point $E_{3}$ exists, the characteristic equation of (2) at the point is

$$
\operatorname{det}\left(\begin{array}{cccc}
\lambda+a_{1} A_{3}+\frac{\beta I_{3} e^{-\lambda \tau}}{1+\alpha I_{3}}+\mu & \frac{\beta S_{3} e^{-\lambda \tau}}{\left(1+\alpha I_{3}\right)^{2}} & -\sigma & a_{1} S_{3}  \tag{15}\\
-\frac{\beta I_{3} e^{-\lambda \tau}}{1+\alpha I_{3}} & \lambda-\frac{\beta S_{3} e^{-\lambda \tau}}{\left(1+\alpha I_{3}\right)^{2}}+a_{2} A_{3}+\delta+\mu & 0 & a_{2} I_{3} \\
0 & -\delta & \lambda+\sigma+\mu & 0 \\
-a_{1} A_{3} & -a_{2} A_{3} & 0 & \lambda
\end{array}\right)=0
$$

We set $c_{1}=\beta I_{3} /\left(1+\alpha I_{3}\right), c_{2}=\beta S_{3} /\left(1+\alpha I_{3}\right)^{2}, c_{3}=a_{1} A_{3}+$ $\mu$, and $c_{4}=a_{2} A_{3}+\delta+\mu$. For notational simplicity, we use the $(S, I, R, A)$ in place of $E_{3}$. Then, the following four-degree exponential polynomial equation is obtained:

$$
\begin{align*}
\lambda^{4}+ & d_{1} \lambda^{3}+d_{2} \lambda^{2}+d_{3} \lambda+d_{4} \\
& +e^{-\lambda \tau}\left(d_{5} \lambda^{3}+d_{6} \lambda^{2}+d_{7} \lambda+d_{8}\right)=0 \tag{16}
\end{align*}
$$

where

$$
\begin{gather*}
d_{1}=c_{3}+c_{4}+\sigma+\mu, \\
d_{2}=a_{1}^{2} A S+a_{2}^{2} A I+c_{3} c_{4}+(\sigma+\mu)\left(c_{3}+c_{4}\right), \\
d_{4}=\left(\sigma S\left(c_{4}+\sigma+\mu\right)+a_{2}^{2} A I\left(c_{3}+\sigma+\mu\right)+c_{3} c_{4}(\sigma+\mu),\right. \\
\left.d_{1}^{2} c_{4} A S+a_{2}^{2} c_{3} A I\right)+a_{1} a_{2} \sigma \delta A I \\
d_{5}=c_{1}-c_{2} \\
d_{6}=c_{1}\left(c_{4}+\sigma+\mu\right)-c_{2}\left(c_{3}+\sigma+\mu\right), \\
d_{7}=A\left(a_{2} I+a_{1} S\right)\left(c_{1} a_{2}-c_{2} a_{1}\right) \\
-c_{1} \sigma \delta+\left(c_{1} c_{4}-c_{2} c_{3}\right)(\sigma+\mu), \\
d_{8}=A\left(a_{2} I+a_{1} S\right)\left(c_{1} a_{2}-c_{2} a_{1}\right)(\sigma+\mu) \tag{17}
\end{gather*}
$$

Multiplying $e^{\lambda \tau}$ on both sides of (16), it is obvious to get

$$
\begin{align*}
J= & \left(\lambda^{4}+d_{1} \lambda^{3}+d_{2} \lambda^{2}+d_{3} \lambda+d_{4}\right) e^{\lambda \tau}  \tag{18}\\
& +\left(d_{5} \lambda^{3}+d_{6} \lambda^{2}+d_{7} \lambda+d_{8}\right)=0
\end{align*}
$$

Let $\lambda=i \omega_{0}, \tau=\tau_{0}$, and substituting this into (18), for the sake of simplicity, denote $\omega_{0}$ and $\tau_{0}$ by $\omega, \tau$, respectively; then (18) becomes

$$
\begin{gather*}
\left(\omega^{4}-i d_{1} \omega^{3}-d_{2} \omega^{2}+i d_{3} \omega+d_{4}\right)(\cos \omega \tau+i \sin \omega \tau) \\
+\left(-i d_{5} \omega^{3}-d_{6} \omega^{2}+i d_{7} \omega+d_{8}\right)=0 \tag{19}
\end{gather*}
$$

Separating the real and imaginary parts, we have

$$
\begin{align*}
& \left(\omega^{4}-d_{2} \omega^{2}+d_{4}\right) \cos \omega \tau \\
& \quad+\left(d_{1} \omega^{3}-d_{3} \omega\right) \sin \omega \tau=d_{6} \omega^{2}-d_{8} \\
& \left(-d_{1} \omega^{3}+d_{3} \omega\right) \cos \omega \tau  \tag{20}\\
& \quad+\left(\omega^{4}-d_{2} \omega^{2}+d_{4}\right) \sin \omega \tau=d_{5} \omega^{3}-d_{7} \omega
\end{align*}
$$

By simple calculation, the following equations are obtained:

$$
\begin{align*}
& \cos \omega \tau=\frac{e_{5} \omega^{6}+e_{6} \omega^{4}+e_{7} \omega^{2}+e_{8}}{\omega^{8}+e_{1} \omega^{6}+e_{2} \omega^{4}+e_{3} \omega^{2}+e_{4}}  \tag{21}\\
& \sin \omega \tau=\frac{e_{9} \omega^{7}+e_{10} \omega^{5}+e_{11} \omega^{3}+e_{12} \omega}{\omega^{8}+e_{1} \omega^{6}+e_{2} \omega^{4}+e_{3} \omega^{2}+e_{4}} \tag{22}
\end{align*}
$$

where

$$
\begin{gather*}
e_{1}=d_{1}^{2}-2 d_{2}, \quad e_{2}=-2 d_{1} d_{3}+d_{2}^{2}+2 d_{4} \\
e_{3}=-2 d_{2} d_{4}+d_{3}^{2}, \quad e_{4}=d_{4}^{2} \\
e_{5}=d_{6}-d_{1} d_{5}, \quad e_{6}=d_{1} d_{7}-d_{2} d_{6}+d_{3} d_{5}-d_{8} \\
e_{7}=d_{2} d_{8}-d_{3} d_{7}+d_{4} d_{6}, \quad e_{8}=-d_{4} d_{8}  \tag{23}\\
e_{9}=d_{5}, \quad e_{10}=d_{1} d_{6}-d_{2} d_{5}-d_{7} \\
e_{11}=-d_{1} d_{8}+d_{2} d_{7}-d_{3} d_{6}+d_{4} d_{5} \\
e_{12}=d_{3} d_{8}-d_{4} d_{7}
\end{gather*}
$$

As is known to all that $\sin ^{2} \omega \tau+\cos ^{2} \omega \tau=1$, we get

$$
\begin{align*}
& \omega^{16}+f_{7} \omega^{14}+f_{6} \omega^{12}+f_{5} \omega^{10}+f_{4} \omega^{8}+f_{3} \omega^{6} \\
&+f_{2} \omega^{4}+f_{1} \omega^{2}+f_{0}=0 \tag{24}
\end{align*}
$$

where

$$
\begin{gathered}
f_{7}=2 e_{1}-e_{9}^{2}, \quad f_{6}=e_{1}^{2}+2 e_{2}-e_{5}^{2}-2 e_{9} e_{10} \\
f_{5}=2 e_{1} e_{2}+2 e_{3}-2 e_{5} e_{6}-2 e_{9} e_{11}-e_{10}^{2} \\
f_{4}=2 e_{1} e_{3}+e_{2}^{2}+2 e_{4}-2 e_{5} e_{7}-e_{6}^{2}-2 e_{9} e_{12}-2 e_{10} e_{11} \\
f_{3}=2 e_{1} e_{4}+2 e_{2} e_{3}-2 e_{5} e_{8}-2 e_{6} e_{7}-2 e_{10} e_{12}-e_{11}^{2} \\
f_{2}=2 e_{2} e_{4}+e_{3}^{2}-2 e_{6} e_{8}-e_{7}^{2}-2 e_{11} e_{12} \\
f_{1}=2 e_{3} e_{4}-2 e_{7} e_{8}-e_{12}^{2} \\
f_{0}=e_{4}^{2}-e_{8}^{2}
\end{gathered}
$$

Denote $z=\omega^{2}$; (24) can be rewritten as

$$
\begin{align*}
z^{8} & +f_{7} z^{7}+f_{6} z^{6}+f_{5} z^{5}+f_{4} z^{4} \\
& +f_{3} z^{3}+f_{2} z^{2}+f_{1} z+f_{0}=0 \tag{26}
\end{align*}
$$

We suppose that
$\left(\mathrm{H}_{1}\right)(26)$ has at least one positive real root.
Without loss of generality, we can assume the equation has $l(1 \leq l \leq 8)$ positive real roots, which are represented as $z_{i}(1 \leq i \leq l)$; then $\omega_{i}=\sqrt{z_{i}}$.

By (21), we get

$$
\tau_{k}^{j}=\frac{1}{\omega_{k}}\left\{\arccos \left(\frac{e_{5} \omega_{k}^{6}+e_{6} \omega_{k}^{4}+e_{7} \omega_{k}^{2}+e_{8}}{\omega_{k}^{8}+e_{1} \omega_{k}^{6}+e_{2} \omega_{k}^{4}+e_{3} \omega_{k}^{2}+e_{4}}\right)+2 j \pi\right\}
$$

$$
\begin{equation*}
j=0,1, \ldots . \tag{27}
\end{equation*}
$$

From the early discussions, we know that the $\pm i \omega_{k}$ are a pair of purely imaginary roots of (16) with $\tau_{k}^{j}$. Define

$$
\begin{equation*}
\tau_{0}=\tau_{k_{0}}^{0}=\min _{k \in\{1, \ldots, l\}}\left\{\tau_{k}^{0}\right\}, \quad \omega_{0}=\omega_{k_{0}} \tag{28}
\end{equation*}
$$

It is noted that when $\tau=0$, (16) becomes

$$
\begin{align*}
\lambda^{4}+ & d_{1} \lambda^{3}+d_{2} \lambda^{2}+d_{3} \lambda+d_{4}+\left(d_{5} \lambda^{3}+d_{6} \lambda^{2}+d_{7} \lambda+d_{8}\right) \\
= & \lambda^{4}+\left(d_{1}+d_{5}\right) \lambda^{3}+\left(d_{2}+d_{6}\right) \lambda^{2} \\
& +\left(d_{3}+d_{7}\right) \lambda+\left(d_{4}+d_{8}\right)=0 \tag{29}
\end{align*}
$$

By virtue of the well-known Routh-Hurwitz criteria, a set of necessary and sufficient conditions for all roots of (29) to have the negative real part is given in the following form:

$$
\begin{gather*}
D_{1}=d_{1}+d_{5}>0,  \tag{30}\\
D_{2}=\left|\begin{array}{cc}
d_{1}+d_{5} & d_{3}+d_{7} \\
1 & d_{2}+d_{6}
\end{array}\right|  \tag{31}\\
=\left(d_{1}+d_{5}\right)\left(d_{2}+d_{6}\right)-\left(d_{3}+d_{7}\right)>0, \\
D_{3}=\left|\begin{array}{ccc}
d_{1}+d_{5} & d_{3}+d_{7} & 0 \\
1 & d_{2}+d_{6} & d_{4}+d_{8} \\
0 & d_{1}+d_{5} & d_{3}+d_{7}
\end{array}\right| \\
=\left(d_{1}+d_{5}\right)\left[\left(d_{2}+d_{6}\right)\left(d_{3}+d_{7}\right)-\left(d_{1}+d_{5}\right)\left(d_{4}+d_{8}\right)\right] \\
-\left(d_{3}+d_{7}\right)^{2}>0, \tag{32}
\end{gather*}
$$

$$
D_{4}=\left|\begin{array}{cccc}
d_{1}+d_{5} & d_{3}+d_{7} & 0 & 0  \tag{33}\\
1 & d_{2}+d_{6} & d_{4}+d_{8} & 0 \\
0 & d_{1}+d_{5} & d_{3}+d_{7} & 0 \\
0 & 1 & d_{2}+d_{6} & d_{4}+d_{8}
\end{array}\right|
$$

$$
=\left(d_{4}+d_{8}\right) D_{3}>0
$$

If (30)-(33) hold, (29) has four roots with negative real parts, and therefore when $\tau=0$, system (2) is stable near the equilibrium point $E_{3}$.

In order to give the main results, it is necessary to make the following assumption:

$$
\left.\left(\mathrm{H}_{2}\right) \operatorname{Re}\left(\frac{d \lambda}{d \tau}\right)\right|_{\tau=\tau_{0}} \neq 0
$$

In order to calculate the derivative of $\lambda$ with respect to $\tau$ in (18), it is followed by

$$
\begin{align*}
\frac{d \lambda}{d \tau}= & -\frac{\partial J / \partial \tau}{\partial J / \partial \lambda} \\
= & -\left(\lambda\left(\lambda^{4}+d_{1} \lambda^{3}+d_{2} \lambda^{2}+d_{3} \lambda+d_{4}\right) e^{\lambda \tau}\right) \\
& \times\left(\left(4 \lambda^{3}+3 d_{1} \lambda^{2}+2 d_{2} \lambda+d_{3}\right) e^{\lambda \tau}+\tau e^{\lambda \tau}\right.  \tag{34}\\
& \quad \times\left(\lambda^{4}+d_{1} \lambda^{3}+d_{2} \lambda^{2}+d_{3} \lambda+d_{4}\right) \\
& \left.+\left(3 d_{5} \lambda^{2}+2 d_{6} \lambda+d_{7}\right)\right)^{-1} ;
\end{align*}
$$

thus

$$
\begin{align*}
& \left(\frac{d \lambda}{d \tau}\right)^{-1} \\
& =\left(\left(4 \lambda^{3}+3 d_{1} \lambda^{2}+2 d_{2} \lambda+d_{3}\right) e^{\lambda \tau}+\left(3 d_{5} \lambda^{2}+2 d_{6} \lambda+d_{7}\right)\right) \\
& \quad \times\left(-\lambda e^{\lambda \tau}\left(\lambda^{4}+d_{1} \lambda^{3}+d_{2} \lambda^{2}+d_{3} \lambda+d_{4}\right)\right)^{-1}-\frac{\tau}{\lambda} \\
& =\left(\left(4 \lambda^{3}+3 d_{1} \lambda^{2}+2 d_{2} \lambda+d_{3}\right) e^{\lambda \tau}\right. \\
& \left.\quad+\left(3 d_{5} \lambda^{2}+2 d_{6} \lambda+d_{7}\right)\right) \\
& \quad \times\left(d_{5} \lambda^{4}+d_{6} \lambda^{3}+d_{7} \lambda^{2}+d_{8} \lambda\right)^{-1}-\frac{\tau}{\lambda} \tag{35}
\end{align*}
$$

When $\tau=\tau_{0}, \pm i \omega_{0}$ are a pair of purely imaginary roots of (16). Substituting the $\tau_{0}, i \omega_{0}$ into (35) and denoting $\tau_{0}$ and $\omega_{0}$ by $\tau, \omega$ for simplicity, then

$$
\begin{align*}
& \left.\left(\frac{d \lambda}{d \tau}\right)^{-1}\right|_{\lambda=i \omega_{0}, \tau=\tau_{0}} \\
& =\left(\left(-3 d_{1} \omega^{2}+d_{3}\right) \cos \omega \tau\right. \\
& \left.\quad+\left(4 \omega^{3}-2 d_{2} \omega\right) \sin \omega \tau-3 d_{5} \omega^{2}+d_{7}\right) \\
& \quad \times\left(\left(d_{5} \omega^{4}-d_{7} \omega^{2}\right)+i\left(-d_{6} \omega^{3}+d_{8} \omega\right)\right)^{-1}  \tag{36}\\
& \quad+i\left(\left(-4 \omega^{3}+2 d_{2} \omega\right) \cos \omega \tau\right. \\
& \left.\quad+\left(-3 d_{1} \omega^{2}+d_{3}\right) \sin \omega \tau+2 d_{6} \omega\right) \\
& \quad \times\left(\left(d_{5} \omega^{4}-d_{7} \omega^{2}\right)+i\left(-d_{6} \omega^{3}+d_{8} \omega\right)\right)^{-1} \\
& \quad-\frac{\tau}{i \omega} .
\end{align*}
$$

We set $Q=\left(d_{5} \omega^{4}-d_{7} \omega^{2}\right)^{2}+\left(-d_{6} \omega^{3}+d_{8} \omega\right)^{2}$,

$$
\begin{align*}
& Q\left.\cdot \operatorname{Re}\left(\frac{d \lambda}{d \tau}\right)^{-1}\right|_{\tau=\tau_{0}} \\
&= {\left[\left(-3 d_{1} \omega^{2}+d_{3}\right) \cos \omega \tau\right.} \\
&\left.+\left(4 \omega^{3}-2 d_{2} \omega\right) \sin \omega \tau-3 d_{5} \omega^{2}+d_{7}\right] \\
& \times\left(d_{5} \omega^{4}-d_{7} \omega^{2}\right) \\
&+\left[\left(-4 \omega^{3}+2 d_{2} \omega\right) \cos \omega \tau\right.  \tag{37}\\
&\left.+\left(-3 d_{1} \omega^{2}+d_{3}\right) \sin \omega \tau+2 d_{6} \omega\right] \\
& \times\left(-d_{6} \omega^{3}+d_{8} \omega\right), \\
& \operatorname{sgn}\left\{\left.\operatorname{Re}\left(\frac{d \lambda}{d \tau}\right)\right|_{\tau=\tau_{0}}\right\}=\operatorname{sgn}\left\{\left.Q \cdot \operatorname{Re}\left(\frac{d \lambda}{d \tau}\right)^{-1}\right|_{\tau=\tau_{0}}\right\} .
\end{align*}
$$

Remark 9. In this paper, we propose a new group called antidotal population, that is, $A(t)$, which is more reasonable when we study the computer viruses. It is well known that when dealing with Hopf bifurcation, the complexity of computation increases significantly as the dimension of system increases. Sometimes, it even cannot be calculated, especially when nonlinear terms $\beta S(t-\tau) I(t-\tau) /(1+\alpha I(t-$ $\tau)$ ) exist in our system. Partly because of this, the majority of the literatures published use the traditional SIR threedimensional model to study the epidemic model or virus [ $7,10,20$ ], which has some limitations.
3.3. Stability and Direction of the Hopf Bifurcation. We have obtained the conditions under which a family of periodic solutions bifurcate from the positive equilibrium $E_{3}$ at the critical value of $\tau_{0}$. In this subsection, the formulae for determining the direction of Hopf bifurcation and stability of bifurcating periodic solutions of system at $\tau_{0}$ will be presented by employing the normal form theory and the center manifold reduction [19, 21-24].

For convenience, let $x_{1}=S-S_{3}, x_{2}=I-I_{3}, x_{3}=R-R_{3}$, $x_{4}=A-A_{3}, \bar{x}_{i}(t)=x_{i}(\tau t)$, and $\tau=\tau_{0}+u$; we drop the bars for simplification of notations. In the light of multivariate Taylor expansion, system (2) can be transformed into an FDE in $C=C\left([-1,0], R^{3}\right)$ as

$$
\begin{equation*}
\dot{x}(t)=L_{u}\left(x_{t}\right)+f\left(u, x_{t}\right), \tag{39}
\end{equation*}
$$

where $x(t)=\left(x_{1}(t), x_{2}(t), x_{3}(t), x_{4}(t)\right)^{T} \in R^{4}$, and $L_{u}: C \rightarrow$ $R, f: R \times C \rightarrow R$ are given, respectively, by

$$
\begin{align*}
& L_{u}(\phi) \\
& =\left(\tau_{0}+u\right)\left(\begin{array}{cccc}
-c_{3} & 0 & \sigma & -a_{1} S \\
0 & -c_{4} & 0 & -a_{2} I \\
0 & \delta & -\sigma-\mu & 0 \\
a_{1} A & a_{2} A & 0 & 0
\end{array}\right)\left(\begin{array}{l}
\phi_{1}(0) \\
\phi_{2}(0) \\
\phi_{3}(0) \\
\phi_{4}(0)
\end{array}\right) \\
& \quad+\left(\tau_{0}+u\right)\left(\begin{array}{cccc}
-c_{1} & -c_{2} & 0 & 0 \\
c_{1} & c_{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
\phi_{1}(-1) \\
\phi_{2}(-1) \\
\phi_{3}(-1) \\
\phi_{4}(-1)
\end{array}\right) \\
& =\left(\tau_{0}+u\right) B_{1} \phi(0)+\left(\tau_{0}+u\right) B_{2} \phi(-1), \\
& f(u, \phi) \\
& =\left(\tau_{0}+u\right) \\
& \quad \times\left(\begin{array}{l}
l_{1} \phi_{2}^{2}(-1)-l_{2} \phi_{1}(-1) \phi_{2}(-1)-a_{1} \phi_{1}(0) \phi_{4}(0)+\text { h.o.t } \\
-l_{1} \phi_{2}^{2}(-1)+l_{2} \phi_{1}(-1) \phi_{2}(-1)-a_{2} \phi_{2}(0) \phi_{4}(0)+\text { h.o.t } \\
0 \\
a_{1} \phi_{1}(0) \phi_{4}(0)+a_{2} \phi_{2}(0) \phi_{4}(0)
\end{array}\right), \tag{40}
\end{align*}
$$

where $l_{1}=\alpha c_{2} /(1+\alpha I), l_{2}=c_{2} / S$, and $L_{u}$ is a one-parameter family of bounded linear operators in $C[-1,0] \rightarrow R^{4}$.

By the Riesz representation theorem, there exists a function $\eta(\theta, u)$ of bounded variation for $\theta \in[-1,0]$, such that

$$
\begin{equation*}
L_{u} \phi=\int_{-1}^{0} d \eta(\theta, u) \phi(\theta) \quad \text { for } \phi \in C^{1}\left([-1,0], R^{4}\right) \tag{41}
\end{equation*}
$$

In fact, we can choose

$$
\begin{equation*}
\eta(\theta, u)=\left(\tau_{0}+u\right) B_{1} \delta(\theta)-\left(\tau_{0}+u\right) B_{2} \delta(\theta+1) \tag{42}
\end{equation*}
$$

where $\delta(\theta)$ is the Dirac delta function.

For $\phi \in C^{1}\left([-1,0], R^{4}\right)$, define

$$
\begin{gather*}
A(u) \phi= \begin{cases}\frac{d \phi(\theta)}{d \theta}, & -1 \leq \theta<0 \\
\int_{-1}^{0} d \eta(\theta, u) \phi(\theta), & \theta=0\end{cases}  \tag{43}\\
R(u) \phi= \begin{cases}0, & \theta \in[-1,0) \\
f(u, \phi), & \theta=0\end{cases}
\end{gather*}
$$

Then, system (39) is equivalent to

$$
\begin{equation*}
\dot{x}_{t}=A(u) x_{t}+R(u) x_{t}, \tag{44}
\end{equation*}
$$

where $x_{t}(\theta)=x(t+\theta)$, for $\theta \in[-1,0)$, and $x=\left(x_{1}, x_{2}\right.$, $\left.x_{3}, x_{4}\right)^{T}$.

For $\psi \in C^{1}\left([0,1],\left(R^{4}\right)^{*}\right)$, define

$$
A^{*}(u) \psi= \begin{cases}-\frac{d \psi(s)}{d s}, & 0<s \leq 1  \tag{45}\\ \int_{-1}^{0} d \eta^{T}(t, u) \phi(-t), & s=0\end{cases}
$$

In order to normalize the eigenvectors of operator $A$ and adjoint operator $A^{*}$, the following bilinear inner product is needed to introduce

$$
\begin{align*}
& \langle\psi(s), \phi(\theta)\rangle \\
& \quad=\bar{\psi}(0) \phi(0)-\int_{-1}^{0} \int_{\xi=0}^{\theta} \bar{\psi}(\xi-\theta) d \eta(\theta) \phi(\xi) d \xi \tag{46}
\end{align*}
$$

where $\eta(\theta)=\eta(\theta, 0)$.
From the early discussions, we know that $\pm i \tau_{0} \omega_{0}$ are eigenvalues of $A(0)$ and other eigenvalues have strictly negative real parts; thus, they are also eigenvalues of $A^{*}$. Define that

$$
\begin{equation*}
q(\theta)=\left(1, q_{2}, q_{3}, q_{4}\right)^{T} e^{i \tau_{0} \omega_{0} \theta}, \quad-1<\theta \leq 0 \tag{47}
\end{equation*}
$$

which is the eigenvector of $A(0)$ belonging to the eigenvalue $i \tau_{0} \omega_{0}$; namely, $A(0) q(\theta)=i \tau_{0} \omega_{0} q(\theta)$. Then, we can easily obtain

$$
\tau_{0}\left(\begin{array}{cccc}
i \omega_{0}+c_{3}+c_{1} e^{-i \tau_{0} \omega_{0}} & c_{2} e^{-i \tau_{0} \omega_{0}} & -\sigma & a_{1} S \\
-c_{1} e^{-i \tau_{0} \omega_{0}} & i \omega_{0}+c_{4}-c_{2} e^{-i \tau_{0} \omega_{0}} & 0 & a_{2} I \\
0 & -\delta & i \omega_{0}+\sigma+\mu & 0 \\
-a_{1} A & -a_{2} A & 0 & i \omega_{0}
\end{array}\right)
$$

$$
\times q(0)=\left(\begin{array}{l}
0  \tag{48}\\
0 \\
0 \\
0
\end{array}\right)
$$

Hence, we obtain

$$
\begin{gather*}
q_{2}=\frac{i \omega_{0} c_{1} e^{-i \tau_{0} \omega_{0}}-a_{1} a_{2} I A}{i \omega_{0}\left(i \omega_{0}+c_{4}-c_{2} e^{-i \tau_{0} \omega_{0}}\right)+a_{2}^{2} I A}, \\
q_{3}=\frac{\delta\left(i \omega_{0} c_{1} e^{-i \tau_{0} \omega_{0}}-a_{1} a_{2} I A\right)}{\left(i \omega_{0}+\sigma+\mu\right)\left[i \omega_{0}\left(i \omega_{0}+c_{4}-c_{2} e^{-i \tau_{0} \omega_{0}}\right)+a_{2}^{2} I A\right]},  \tag{49}\\
q_{4}=\frac{a_{1} A}{i \omega_{0}}+\frac{a_{2} A\left(i \omega_{0} c_{1} e^{-i \tau_{0} \omega_{0}}-a_{1} a_{2} I A\right)}{-\omega_{0}^{2}\left(i \omega_{0}+c_{4}-c_{2} e^{-i \tau_{0} \omega_{0}}\right)+i \omega_{0} a_{2}^{2} I A}
\end{gather*}
$$

Suppose that the eigenvector $q^{*}$ of $A^{*}$ belonging to the eigenvalue $-i \tau_{0} \omega_{0}$ is

$$
\begin{equation*}
q^{*}(s)=\frac{1}{\rho}\left(1, q_{2}^{*}, q_{3}^{*}, q_{4}^{*}\right) e^{i \tau_{0} \omega_{0} s}, \quad 0 \leq s<1 \tag{50}
\end{equation*}
$$

Similar to the calculation of (49), we can get

$$
\begin{gathered}
q_{2}^{*}=\frac{i \omega_{0}\left(i \omega_{0}-c_{3}-c_{1} e^{i \tau_{0} \omega_{0}}\right)+a_{1}^{2} A S}{-i \omega_{0} c_{1} e^{i \tau_{0} \omega_{0}}-a_{1} a_{2} I A}, \\
q_{3}^{*}=\frac{\sigma}{-i \omega_{0}+\sigma+\mu}, \\
q_{4}^{*}=\frac{a_{1} S}{i \omega_{0}}+\frac{a_{2} I i \omega_{0}\left(i \omega_{0}-c_{3}-c_{1} e^{i \tau_{0} \omega_{0}}\right)+a_{1}^{2} a_{2} I A S}{\omega_{0}^{2} c_{1} e^{i \tau_{0} \omega_{0}}-i \omega_{0} a_{1} a_{2} I A} .
\end{gathered}
$$

Let $\left\langle q^{*}, q\right\rangle=1$; then

$$
\begin{align*}
& \left\langle q^{*}(s), q(\theta)\right\rangle \\
& =\frac{1}{\bar{\rho}}\left(1+q_{2} q_{2}^{*}+q_{3} q_{3}^{*}+q_{4} q_{4}^{*}\right) \\
& \quad-\int_{\theta=-1}^{0} \int_{\xi=0}^{\theta} \frac{1}{\bar{\rho}}\left(1, \bar{q}_{2}^{*}, \bar{q}_{3}^{*}, \bar{q}_{4}^{*}\right) e^{-i \tau_{0} \omega_{0}(\xi-\theta)} d \eta(\theta) \\
& \quad \times\left(\begin{array}{c}
1 \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right) e^{i \tau_{0} \omega_{0} \xi} d \xi  \tag{52}\\
& =\frac{1}{\bar{\rho}}\left(1+q_{2} q_{2}^{*}+q_{3} q_{3}^{*}+q_{4} q_{4}^{*}\right) \\
& \quad-\int_{-1}^{0} \frac{1}{\bar{\rho}}\left(1, \bar{q}_{2}^{*}, \bar{q}_{3}^{*}, \bar{q}_{4}^{*}\right) \theta e^{i \tau_{0} \omega_{0} \theta} d \eta(\theta)\left(\begin{array}{c}
1 \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right) \\
& =\frac{1}{\bar{\rho}}\left\{\left(1+q_{2} q_{2}^{*}+q_{3} q_{3}^{*}+q_{4} q_{4}^{*}\right)\right. \\
& \left.\quad+\tau_{0} e^{-i \tau_{0} \omega_{0}}\left[\left(\bar{q}_{2}^{*}-1\right)\left(c_{1}+\alpha c_{2}\right)\right]\right\},
\end{align*}
$$

which leads to

$$
\begin{align*}
\bar{\rho}= & \left(1+q_{2} q_{2}^{*}+q_{3} q_{3}^{*}+q_{4} q_{4}^{*}\right) \\
& +\tau_{0} e^{-i \tau_{0} \omega_{0}}\left[\left(\bar{q}_{2}^{*}-1\right)\left(c_{1}+\alpha c_{2}\right)\right] \tag{53}
\end{align*}
$$

In the following, we apply the method in [19] to compute the coordinates describing the center manifold $\Omega_{0}$ near $u=0$. Let $x_{t}$ be the solution of (39) when $u=0$. We define

$$
\begin{equation*}
z(t)=\left\langle q^{*}, x_{t}\right\rangle, \quad W(t, \theta)=x_{t}(\theta)-2 \operatorname{Re}[z(t) q(\theta)] . \tag{54}
\end{equation*}
$$

On the center manifold $\Omega_{0}$, we have $W(t, \theta)=W(z(t)$, $\bar{z}(t), \theta)$, where

$$
\begin{align*}
& W(z(t), \bar{z}(t), \theta) \\
& =W_{20}(\theta) \frac{z^{2}}{2}+W_{11}(\theta) z \bar{z}+W_{02}(\theta) \frac{\bar{z}^{2}}{2}+W_{30}(\theta) \frac{z^{3}}{6}+\cdots \tag{55}
\end{align*}
$$

In fact, $z$ and $\bar{z}$ are local coordinates of center manifold $\Omega_{0}$ in the direction of $q$ and $q^{*}$, respectively. For solution $x_{t} \in \Omega_{0}$ of (44), since $u=0$, we get

$$
\begin{align*}
\dot{z}(t)= & \left\langle q^{*}, \dot{x}_{t}\right\rangle \\
= & i \tau_{0} \omega_{0} z(t)+\bar{q}^{*}(0) \\
& \times f(0, W(t, 0)+2 \operatorname{Re}[z(t) q(0)])  \tag{56}\\
= & i \tau_{0} \omega_{0} z(t)+\bar{q}^{*}(0) f_{0}(z, \bar{z}) \\
\triangleq & i \tau_{0} \omega_{0} z(t)+g(z, \bar{z})
\end{align*}
$$

It is noted that

$$
\begin{align*}
g(z, \bar{z}) & =\bar{q}^{*}(0) f_{0}(z, \bar{z}) \\
& =g_{20} \frac{z^{2}}{2}+g_{11} z \bar{z}+g_{02} \frac{\bar{z}^{2}}{2}+g_{21} \frac{z^{2} \bar{z}}{2}+\cdots \tag{57}
\end{align*}
$$

By (54), we know that

$$
\begin{align*}
x_{t}(\theta) & =\left(x_{1 t}(\theta), x_{2 t}(\theta), x_{3 t}(\theta), x_{4 t}(\theta)\right) \\
& =W(t, \theta)+z q(\theta)+\bar{z} \cdot \bar{q}(\theta) \tag{58}
\end{align*}
$$

Considering (47) and (55), we have

$$
\begin{aligned}
x_{1 t}(0)= & z+\bar{z}+W_{20}^{(1)}(0) \frac{z^{2}}{2} \\
& +W_{11}^{(1)}(0) z \bar{z}+W_{02}^{(1)}(0) \frac{\bar{z}^{2}}{2}+o\left(|(z, \bar{z})|^{3}\right), \\
x_{2 t}(0)= & q_{2} z+\bar{q}_{2} \bar{z}+W_{20}^{(2)}(0) \frac{z^{2}}{2} \\
& +W_{11}^{(2)}(0) z \bar{z}+W_{02}^{(2)}(0) \frac{\bar{z}^{2}}{2}+o\left(|(z, \bar{z})|^{3}\right), \\
x_{4 t}(0)= & q_{4} z+\bar{q}_{4} \bar{z}+W_{20}^{(4)}(0) \frac{z^{2}}{2} \\
& +W_{11}^{(4)}(0) z \bar{z}+W_{02}^{(4)}(0) \frac{\bar{z}^{2}}{2}+o\left(|(z, \bar{z})|^{3}\right), \\
x_{1 t}(-1)= & z e^{-i \tau_{0} \omega_{0}}+\bar{z} e^{i \tau_{0} \omega_{0}}+W_{20}^{(1)}(-1) \frac{z^{2}}{2} \\
& +W_{11}^{(1)}(-1) z \bar{z}+W_{02}^{(1)}(-1) \frac{\bar{z}^{2}}{2}+o\left(|(z, \bar{z})|^{3}\right),
\end{aligned}
$$

$$
\begin{align*}
x_{2 t}(-1)= & z q_{2} e^{-i \tau_{0} \omega_{0}}+\bar{z} \cdot \bar{q}_{2} e^{i \tau_{0} \omega_{0}}+W_{20}^{(2)}(-1) \frac{z^{2}}{2} \\
& +W_{11}^{(2)}(-1) z \bar{z}+W_{02}^{(2)}(-1) \frac{\bar{z}^{2}}{2}+o\left(|(z, \bar{z})|^{3}\right) \tag{59}
\end{align*}
$$

It follows that

$$
\left.\begin{array}{l}
g(z, \bar{z}) \\
=\bar{q}^{*}(0) f_{0}(z, \bar{z}) \\
=\frac{\tau_{0}}{\bar{\rho}}\left(1, \bar{q}_{2}^{*}, \bar{q}_{3}^{*}, \bar{q}_{4}^{*}\right) \\
\quad \times\left(\begin{array}{c}
l_{1} x_{2 t}^{2}(-1)-l_{2} x_{1 t}(-1) x_{2 t}(-1)-a_{1} x_{1 t}(0) x_{4 t}(0)+\text { h.o.t } \\
-l_{1} x_{2 t}^{2}(-1)+l_{2} x_{1 t}(-1) x_{2 t}(-1)-a_{2} x_{2 t}(0) x_{4 t}(0)+\text { h.o.t } \\
0
\end{array}\right) \\
a_{1} x_{1 t}(0) x_{4 t}(0)+a_{2} x_{2 t}(0) x_{4 t}(0)
\end{array}\right) .
$$

$$
\left.+a_{1}\left(\bar{q}_{4}^{*}-1\right) q_{4}+a_{2}\left(\bar{q}_{4}^{*}-\bar{q}_{2}^{*}\right) q_{2} q_{4}\right] z^{2}
$$

$$
+\left[l_{1}\left(1-\bar{q}_{2}^{*}\right) \bar{q}_{2}^{2} e^{2 i \tau_{0} \omega_{0}}+l_{2}\left(\bar{q}_{2}^{*}-1\right) \bar{q}_{2} e^{2 i \tau_{0} \omega_{0}}\right.
$$

$$
\left.+a_{1}\left(\bar{q}_{4}^{*}-1\right) \bar{q}_{4}+a_{2}\left(\bar{q}_{4}^{*}-\bar{q}_{2}^{*}\right) \bar{q}_{2} \bar{q}_{4}\right] \bar{z}^{2}
$$

$$
+\left[l_{1}\left(1-\bar{q}_{2}^{*}\right) 2 q_{2} \bar{q}_{2}+l_{2}\left(\bar{q}_{2}^{*}-1\right)\left(q_{2}+\bar{q}_{2}\right)\right.
$$

$$
+a_{1}\left(\bar{q}_{4}^{*}-1\right)\left(q_{4}+\bar{q}_{4}\right)
$$

$$
\left.+a_{2}\left(\bar{q}_{4}^{*}-\bar{q}_{2}^{*}\right)\left(q_{2} \bar{q}_{4}+\bar{q}_{2} q_{4}\right)\right] z \bar{z}
$$

$$
+\left[l_{1}\left(1-\bar{q}_{2}^{*}\right)\right.
$$

$$
\times\left(2 q_{2} W_{11}^{(2)}(-1) e^{-i \tau_{0} \omega_{0}}+\bar{q}_{2} W_{20}^{(2)}(-1) e^{i \tau_{0} \omega_{0}}\right)
$$

$$
+l_{2}\left(\bar{q}_{2}^{*}-1\right)
$$

$$
\times\left(W_{11}^{(2)}(-1) e^{-i \tau_{0} \omega_{0}}+\frac{1}{2} W_{20}^{(2)}(-1) e^{i \tau_{0} \omega_{0}}\right.
$$

$$
+\frac{1}{2} \bar{q}_{2} W_{20}^{(1)}(-1) e^{i \tau_{0} \omega_{0}}
$$

$$
\left.+q_{2} W_{11}^{(1)}(-1) e^{-i \tau_{0} \omega_{0}}\right)
$$

$$
+a_{1}\left(\bar{q}_{4}^{*}-1\right)
$$

$$
\times\left(W_{11}^{(4)}(0)+\frac{1}{2} W_{20}^{(4)}(0)\right.
$$

$$
\left.+\frac{1}{2} \bar{q}_{4} W_{20}^{(1)}(0)+q_{4} W_{11}^{(1)}(0)\right)
$$

$$
+a_{2}\left(\bar{q}_{4}^{*}-\bar{q}_{2}^{*}\right)
$$

$$
\times\left(q_{2} W_{11}^{(4)}(0)+\frac{1}{2} \bar{q}_{2} W_{20}^{(4)}(0)\right.
$$

$$
\left.\left.+\frac{1}{2} \bar{q}_{4} W_{20}^{(2)}(0)+q_{4} W_{11}^{(2)}(0)\right)\right]
$$

$$
\begin{equation*}
\left.\times z^{2} \bar{z}+\cdots\right\} \tag{60}
\end{equation*}
$$

Comparing the coefficients in (57) with those in (60), it follows that

$$
\begin{align*}
& g_{20}=\frac{2 \tau_{0}}{\bar{\rho}}\left[l_{1}\left(1-\bar{q}_{2}^{*}\right) q_{2}^{2} e^{-2 i \tau_{0} \omega_{0}}\right. \\
& +l_{2}\left(\bar{q}_{2}^{*}-1\right) q_{2} e^{-2 i \tau_{0} \omega_{0}}+a_{1}\left(\bar{q}_{4}^{*}-1\right) q_{4} \\
& \left.+a_{2}\left(\bar{q}_{4}^{*}-\bar{q}_{2}^{*}\right) q_{2} q_{4}\right], \\
& g_{02}=\frac{2 \tau_{0}}{\bar{\rho}}\left[l_{1}\left(1-\bar{q}_{2}^{*}\right) \bar{q}_{2}^{2} e^{2 i \tau_{0} \omega_{0}}\right. \\
& +l_{2}\left(\bar{q}_{2}^{*}-1\right) \bar{q}_{2} e^{2 i \tau_{0} \omega_{0}} \\
& \left.+a_{1}\left(\bar{q}_{4}^{*}-1\right) \bar{q}_{4}+a_{2}\left(\bar{q}_{4}^{*}-\bar{q}_{2}^{*}\right) \bar{q}_{2} \bar{q}_{4}\right], \\
& g_{11}=\frac{\tau_{0}}{\bar{\rho}}\left[l_{1}\left(1-\bar{q}_{2}^{*}\right) 2 q_{2} \bar{q}_{2}+l_{2}\left(\bar{q}_{2}^{*}-1\right)\left(q_{2}+\bar{q}_{2}\right)\right. \\
& +a_{1}\left(\bar{q}_{4}^{*}-1\right)\left(q_{4}+\bar{q}_{4}\right) \\
& \left.+a_{2}\left(\bar{q}_{4}^{*}-\bar{q}_{2}^{*}\right)\left(q_{2} \bar{q}_{4}+\bar{q}_{2} q_{4}\right)\right], \\
& g_{21}=\frac{2 \tau_{0}}{\bar{\rho}}\left[l_{1}\left(1-\bar{q}_{2}^{*}\right)\right. \\
& \times\left(2 q_{2} W_{11}^{(2)}(-1) e^{-i \tau_{0} \omega_{0}}+\bar{q}_{2} W_{20}^{(2)}(-1) e^{i \tau_{0} \omega_{0}}\right) \\
& +l_{2}\left(\bar{q}_{2}^{*}-1\right) \\
& \times\left(W_{11}^{(2)}(-1) e^{-i \tau_{0} \omega_{0}}+\frac{1}{2} W_{20}^{(2)}(-1) e^{i \tau_{0} \omega_{0}}\right. \\
& \left.+\frac{1}{2} \bar{q}_{2} W_{20}^{(1)}(-1) e^{i \tau_{0} \omega_{0}}+q_{2} W_{11}^{(1)}(-1) e^{-i \tau_{0} \omega_{0}}\right) \\
& +a_{1}\left(\bar{q}_{4}^{*}-1\right) \\
& \times\left(W_{11}^{(4)}(0)+\frac{1}{2} W_{20}^{(4)}(0)\right. \\
& \left.+\frac{1}{2} \bar{q}_{4} W_{20}^{(1)}(0)+q_{4} W_{11}^{(1)}(0)\right) \\
& +a_{2}\left(\bar{q}_{4}^{*}-\bar{q}_{2}^{*}\right) \\
& \times\left(q_{2} W_{11}^{(4)}(0)+\frac{1}{2} \bar{q}_{2} W_{20}^{(4)}(0)\right. \\
& \left.\left.+\frac{1}{2} \bar{q}_{4} W_{20}^{(2)}(0)+q_{4} W_{11}^{(2)}(0)\right)\right] . \tag{61}
\end{align*}
$$

Since the $W_{20}(\theta)$ and $W_{11}(\theta)$ exist in (61), we need to compute them. From (44) and (54), we have

$$
\begin{aligned}
\dot{W}= & \dot{x}_{t}-\dot{z} q-\dot{\bar{z}} \cdot \bar{q} \\
= & A x_{t}+R x_{t}-\left[i \tau_{0} \omega_{0} z+\bar{q}^{*}(0) f_{0}(z, \bar{z})\right] q \\
& -\left[-i \tau_{0} \omega_{0} \bar{z}+q^{*}(0) \bar{f}_{0}(z, \bar{z})\right] \bar{q}
\end{aligned}
$$

$$
\begin{align*}
= & A(W+2 \operatorname{Re}(z q))+R x_{t} \\
& -2 \operatorname{Re}\left[\bar{q}^{*}(0) f_{0}(z, \bar{z}) q\right]-2 \operatorname{Re}\left[i \tau_{0} \omega_{0} z q\right] \\
= & \begin{cases}A W-2 \operatorname{Re}\left[\bar{q}^{*}(0) f_{0}(z, \bar{z}) q(\theta)\right], & -1 \leq \theta<0, \\
A W-2 \operatorname{Re}\left[\bar{q}^{*}(0) f_{0}(z, \bar{z}) q(\theta)\right]+f, & \theta=0,\end{cases} \\
\triangleq & A W+H(z, \bar{z}, \theta), \tag{62}
\end{align*}
$$

where

$$
\begin{equation*}
H(z, \bar{z}, \theta)=H_{20}(\theta) \frac{z^{2}}{2}+H_{11}(\theta) z \bar{z}+H_{02}(\theta) \frac{\bar{z}^{2}}{2}+\cdots \tag{63}
\end{equation*}
$$

Substituting (55) and (63) into (62), we get

$$
\begin{align*}
\dot{W}= & \left(A W_{20}+H_{20}\right) \frac{z^{2}}{2} \\
& +\left(A W_{11}+H_{11}\right) z \bar{z}+\left(A W_{02}+H_{02}\right) \frac{\bar{z}^{2}}{2}+\cdots \tag{64}
\end{align*}
$$

Taking the derivate of $W$ with respect to $t$ in (55), we have

$$
\begin{align*}
\dot{W}= & W_{z} \dot{z}+W_{\bar{z}} \dot{\bar{z}} \\
= & \left(W_{20} z+W_{11} \bar{z}+W_{30} \frac{z^{2}}{2}+\cdots\right)\left(i \tau_{0} \omega_{0} z+g\right) \\
& +\left(W_{11} z+W_{02} \bar{z}+\cdots\right)\left(-i \tau_{0} \omega_{0} \bar{z}+\bar{g}\right)  \tag{65}\\
= & i \tau_{0} \omega_{0} W_{20} z^{2}+z \bar{z}\left(i \tau_{0} \omega_{0} W_{11}-i \tau_{0} \omega_{0} W_{11}\right) \\
& -i \tau_{0} \omega_{0} W_{02} \bar{z}^{2}+\cdots .
\end{align*}
$$

Then, together with the two above equations, we obtain

$$
\begin{equation*}
A W_{20}+H_{20}=2 i \tau_{0} \omega_{0} W_{20}, \quad A W_{11}+H_{11}=0 \tag{66}
\end{equation*}
$$

By (62), we know that

$$
\begin{align*}
H(z, \bar{z}, \theta)= & -g q(\theta)-\bar{g} \cdot \bar{q}(\theta)+R x_{t} \\
= & -\left(g_{20} \frac{z^{2}}{2}+g_{11} z \bar{z}+g_{02} \frac{\bar{z}^{2}}{2}+\cdots\right) q(\theta) \\
& -\left(\bar{g}_{20} \frac{\bar{z}^{2}}{2}+\bar{g}_{11} z \bar{z}+\bar{g}_{02} \frac{z^{2}}{2}+\cdots\right) \bar{q}(\theta)+R x_{t} . \tag{67}
\end{align*}
$$

We know that when $-1 \leq \theta<0 R x_{t}=0$, comparing the coefficients of the $z^{2}, z \bar{z}$ in (63) and (67), respectively, we can find

$$
\begin{align*}
& H_{20}(\theta)=-g_{20} q(\theta)-\bar{g}_{02} \bar{q}(\theta) \\
& H_{11}(\theta)=-g_{11} q(\theta)-\bar{g}_{11} \bar{q}(\theta) \tag{68}
\end{align*}
$$

Combining (66) with (68), it follows that

$$
\begin{gather*}
\dot{W}_{20}(\theta)=2 i \tau_{0} \omega_{0} W_{20}(\theta)+g_{20} q(\theta)+\bar{g}_{02} \bar{q}(\theta) \\
\dot{W}_{11}(\theta)=g_{11} q(\theta)+\bar{g}_{11} \bar{q}(\theta)  \tag{69}\\
-1 \leq \theta<0
\end{gather*}
$$

We solve (69) and get the solutions in the following form:

$$
\begin{align*}
W_{20}(\theta)= & \frac{i g_{20}}{\tau_{0} \omega_{0}} q(0) e^{i \tau_{0} \omega_{0} \theta} \\
& -\frac{\bar{g}_{02}}{3 i \tau_{0} \omega_{0}} \bar{q}(0) e^{-i \tau_{0} \omega_{0} \theta}+E_{1} e^{2 i \tau_{0} \omega_{0} \theta}  \tag{70}\\
W_{11}(\theta)= & \frac{g_{11}}{i \tau_{0} \omega_{0}} q(0) e^{i \tau_{0} \omega_{0} \theta} \\
& -\frac{\bar{g}_{11}}{i \tau_{0} \omega_{0}} \bar{q}(0) e^{-i \tau_{0} \omega_{0} \theta}+E_{2}
\end{align*}
$$

Next, we consider (66) again when $\theta=0$; we can see that

$$
\begin{gather*}
A W_{20}(0)=\int_{-1}^{0} d \eta(\theta) W_{20}(\theta)=2 i \tau_{0} \omega_{0} W_{20}(0)-H_{20}(0) \\
A W_{11}(0)=\int_{-1}^{0} d \eta(\theta) W_{11}(\theta)=-H_{11}(0) \tag{71}
\end{gather*}
$$

Furthermore, from (62) and (63), we have

$$
\left.\begin{array}{rl}
H_{20}(0)= & -g_{20} q(0)-\bar{g}_{02} \bar{q}(0) \\
& +2 \tau_{0}\left(\begin{array}{c}
l_{1} q_{2}^{2} e^{-2 i i_{0} \omega_{0}}-l_{2} q_{2} e^{-2 i \tau_{0} \omega_{0}}-a_{1} q_{4} \\
-l_{1} q_{2}^{2} e^{-2 i \tau_{0} \omega_{0}}+l_{2} q_{2} e^{-2 i \tau_{0} \omega_{0}}-a_{2} q_{2} q_{4} \\
0 \\
a_{1} q_{4}+a_{2} q_{2} q_{4}
\end{array}\right) \\
& H_{11}(0)  \tag{72}\\
= & -g_{11} q(0)-\bar{g}_{11} \bar{q}(0) \\
& +\tau_{0}\left(\begin{array}{c}
2 l_{1}\left|q_{2}\right|^{2}-l_{2}\left(q_{2}+\bar{q}_{2}\right)-a_{1}\left(q_{4}+\bar{q}_{4}\right) \\
-2 l_{1}\left|q_{2}\right|^{2}+l_{2}\left(q_{2}+\bar{q}_{2}\right)-a_{2}\left(q_{2} \bar{q}_{4}+\bar{q}_{2} q_{4}\right) \\
0 \\
a_{1}\left(q_{4}+\bar{q}_{4}\right)+a_{2}\left(q_{2} \bar{q}_{4}+\bar{q}_{2} q_{4}\right)
\end{array}\right)
\end{array}\right) .
$$

Substitute (70) and (72) into (71) and notice that

$$
\begin{align*}
& \left(i \tau_{0} \omega_{0} I-\int_{-1}^{0} e^{i \tau_{0} \omega_{0} \theta} d \eta(\theta)\right) q(0)=0 \\
& \left(-i \tau_{0} \omega_{0} I-\int_{-1}^{0} e^{-i \tau_{0} \omega_{0} \theta} d \eta(\theta)\right) \bar{q}(0)=0 \tag{74}
\end{align*}
$$

It is easy to yield

$$
\int_{-1}^{0} d \eta(\theta) E_{1} e^{2 i \tau_{0} \omega_{0} \theta}
$$

$$
\begin{align*}
= & 2 i \tau_{0} \omega_{0} E_{1} \\
& -2 \tau_{0}\left(\begin{array}{c}
l_{1} q_{2}^{2} e^{-2 i \tau_{0} \omega_{0}}-l_{2} q_{2} e^{-2 i \tau_{0} \omega_{0}}-a_{1} q_{4} \\
-l_{1} q_{2}^{2} e^{-2 i \tau_{0} \omega_{0}}+l_{2} q_{2} e^{-2 i \tau_{0} \omega_{0}}-a_{2} q_{2} q_{4} \\
0
\end{array}\right), \tag{75}
\end{align*}
$$

which leads to

$$
\left.\begin{array}{rl}
E_{1}= & 2\left(\begin{array}{cccc}
2 i \omega_{0}+c_{3}+c_{1} e^{-2 i \tau_{0} \omega_{0}} & c_{2} e^{-2 i \tau_{0} \omega_{0}} & -\sigma & a_{1} S \\
-c_{1} e^{-2 i \tau_{0} \omega_{0}} & 2 i \omega_{0}+c_{4}-c_{2} e^{-2 i \tau_{0} \omega_{0}} & 0 & a_{2} I \\
0 & -\delta & 2 i \omega_{0}+\sigma+\mu & 0 \\
-a_{1} A & -a_{2} A & 0 & 2 i \omega_{0}
\end{array}\right)^{-1}  \tag{76}\\
& \cdot\left(\begin{array}{c}
l_{1} q_{2}^{2} e^{-2 i \tau_{0} \omega_{0}}-l_{2} q_{2} e^{-2 i \tau_{0} \omega_{0}}-a_{1} q_{4} \\
-l_{1} q_{2}^{2} e^{-2 i \tau_{0} \omega_{0}}+l_{2} q_{2} e^{-2 i \tau_{0} \omega_{0}}-a_{2} q_{2} q_{4} \\
0
\end{array}\right) \triangleq 2 M_{1}^{-1} M_{2} . \\
a_{1} q_{4}+a_{2} q_{2} q_{4}
\end{array}\right)
$$

By the similar way we can get the $E_{2}$ as in the following:

$$
\begin{align*}
E_{2}= & \left(\begin{array}{cccc}
c_{3}+c_{1} & c_{2} & -\sigma & a_{1} S \\
-c_{1} & c_{4}-c_{2} & 0 & a_{2} I \\
0 & -\delta & \sigma+\mu & 0 \\
-a_{1} A & -a_{2} A & 0 & 0
\end{array}\right)^{-1} \\
& \times\left(\begin{array}{c}
2 l_{1}\left|q_{2}\right|^{2}-l_{2}\left(q_{2}+\bar{q}_{2}\right)-a_{1}\left(q_{4}+\bar{q}_{4}\right) \\
-2 l_{1}\left|q_{2}\right|^{2}+l_{2}\left(q_{2}+\bar{q}_{2}\right)-a_{2}\left(q_{2} \bar{q}_{4}+\bar{q}_{2} q_{4}\right) \\
0 \\
\\
a_{1}\left(q_{4}+\bar{q}_{4}\right)+a_{2}\left(q_{2} \bar{q}_{4}+\bar{q}_{2} q_{4}\right)
\end{array}\right) . \tag{77}
\end{align*}
$$

Thus, we can calculate the $W_{20}(\theta)$ and $W_{11}(\theta)$ from (70). Consequently, $g_{21}$ in (61) can be received. Then, we need to compute the following parameters [19]:

$$
\begin{align*}
C_{1}(0) & =\frac{i}{2 \tau_{0} \omega_{0}}\left(g_{20} g_{11}-2\left|g_{11}\right|^{2}-\frac{\left|g_{02}\right|^{2}}{3}\right)+\frac{g_{21}}{2},  \tag{78}\\
\mu_{2} & =-\frac{\operatorname{Re}\left\{C_{1}(0)\right\}}{\operatorname{Re}\left\{\lambda^{\prime}\left(\tau_{0}\right)\right\}}, \quad \beta_{2}=2 \operatorname{Re}\left\{C_{1}(0)\right\} \\
T_{2} & =-\frac{\operatorname{Im}\left\{C_{1}(0)\right\}+\mu_{2} \operatorname{Im}\left\{\lambda^{\prime}\left(\tau_{0}\right)\right\}}{\tau_{0} \omega_{0}} \tag{79}
\end{align*}
$$

which determine the characteristic of bifurcating periodic solutions in the center manifold at the critical value $\tau_{0}$. More details are given in the following theorem.

Theorem 10. Under the conditions of Theorem 6 one has the following.
(1) $u=0$ is Hopf bifurcation value of system (39).
(2) The direction of Hopf bifurcation is determined by the sign of $\mu_{2}$ : if $\mu_{2}>0$, the Hopf bifurcation is supercritical; if $\mu_{2}<0$, the Hopf bifurcation is subcritical.
(3) The stability of bifurcating periodic solutions is determined by $\beta_{2}$ : if $\beta_{2}<0$, the periodic solutions are stable; if $\beta_{2}>0$, they are unstable.
(4) The sign of $T_{2}$ determines the period of the bifurcating periodic solutions: if $T_{2}>0$, the period increases; if $T_{2}<0$, the period decreases.

## 4. Numerical Example

In this section, we will present some numerical simulations for verifying our theoretical analysis. Our example involves 9 parameters, including the delay $\tau$.

Case 1. Consider $a_{1}=0.025, a_{2}=0.25, \sigma=0.8, \alpha=$ $0.5, \beta=0.5, \delta=0.4, \mu=0.2$, and $N=0.2$. In this example, according to Theorems 1 and 3 , the system in Case 1 only has one reasonable equilibrium point $[1,0,0,0]$ and this equilibrium is locally asymptotically stable with arbitrarily $\tau$, because $K_{0}=0.8333<1, K_{1}=0.1250<1, K_{2}=0.6009<1$, and $K_{3}=0.5621<1$. When we let $\tau=0.5$, with the randomly chosen initial value $\left[\begin{array}{llll}0.6145 & 0.5077 & 1.6924 & 0.5913\end{array}\right]$, the time response curves are shown in Figures 1 and 2.

Case 2. Consider $a_{1}=0.025, a_{2}=0.25, \sigma=0.8, \alpha=1$, $\beta=4, \delta=0.3, \mu=0.1$, and $N=0.2$. We can calculate that $K_{2}=1.7838>1, K_{3}=1.0653>1, D_{1}=2.3180>0$, $D_{2}=4.3667>0, D_{3}=2.1135>0, D_{4}=0.0711>0$, and $\tau_{0}=2.3581$; we can see that all conditions of Theorem 6 are satisfied; thus, it is easy to obtain the following results.


Figure 1: All components of the system converge to the equilibrium.


Figure 2: The first component of the system converges to 1 .

When $\tau \in\left[0, \tau_{0}\right)$, there is only one positive equilibrium point $\left.\begin{array}{lllll}0.2454 & 0.3755 & 0.1252 & 1.2540\end{array}\right]$, which is asymptotically stable. In simulation, we choose $\left[\begin{array}{llll}0.255 & 0.38 & 0.11 & 1.24\end{array}\right]$ as initial values; when $\tau=2<\tau_{0}$, the simulation results are Figures 3 and 4 ; the system in Case 2 undergoes a Hopf bifurcation at the equilibrium point when $\tau=2.3581=\tau_{0}$, as shown in Figures 5 and 6 .

Furthermore, when adopting Theorem 10, it is easy to acquire more details about the bifurcating periodic solutions. By (79), we can compute that $C_{1}(0)=-4.1125-4.2861 i$, $\mu_{2}=43.8461>0, \beta_{2}=-8.2251<0$, and $T_{2}=7.8990>0$. Hence, by Theorem 10, we know that the bifurcating point is supercritical, the periodic solutions are stable, and the period increases.


Figure 3: The first component of the system converges to 0.2454 .


Figure 4: Other three components of the system converge to $\left[\begin{array}{lll}0.3755 & 0.1252 & 1.2540\end{array}\right]$.

## 5. Conclusions

In this paper, a modified SIRA model with time delay and nonlinear terms has been proposed, and sufficient conditions on the existence of the virus-free and endemic equilibrium points have been derived. We also obtained several results guaranteeing the stability of the equilibrium and the occurrence of the Hopf bifurcation at the critical value. By using normal form and center manifold theory, the explicit formulae which determine the stability, direction, and other properties of bifurcating periodic solutions have been established. Numerical simulations have been presented to verify the accuracy of our results. The present model


Figure 5: The first component oscillates as a periodic solution.


Figure 6: The system undergoes a Hopf bifurcation.
can be extended to formulate the more general network for computer virus spread.
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#### Abstract

The resistance distance is a novel distance function on electrical network theory proposed by Klein and Randić. The Kirchhoff index $\operatorname{Kf}(G)$ is the sum of resistance distances between all pairs of vertices in $G$. In this paper, we established the relationships between the toroidal meshes network $T_{m \times n}$ and its variant networks in terms of the Kirchhoff index via spectral graph theory. Moreover, the explicit formulae for the Kirchhoff indexes of $L\left(T_{m \times n}\right), S\left(T_{m \times n}\right), T\left(T_{m \times n}\right)$, and $C\left(T_{m \times n}\right)$ were proposed, respectively. Finally, the asymptotic behavior of Kirchhoff indexes in those networks is obtained by utilizing the applications of analysis approach.


## 1. Introduction

Throughout this paper we are concerned with finite undirected connected simple graphs (networks). Let $G=(V, E)$ be a graph with vertices labelled $1,2, \ldots, n$. The adjacency matrix $A(G)$ of $G$ is an $n \times n$ matrix with the $(i, j)$-entry equal to 1 if vertices $i$ and $j$ are adjacent and 0 otherwise. Suppose $D(G)=\operatorname{diag}\left(d_{1}(G), d_{2}(G), \ldots, d_{n}(G)\right)$ is the degree diagonal matrix of $G$, where $d_{i}(G)$ is the degree of the vertex $i$, $i=1,2, \ldots, n$. Let $L(G)=D(G)-A(G)$ be called the Laplacian matrix of $G$. Then, the eigenvalues of $A(G)$ and $L(G)$ are called eigenvalues and Laplacian eigenvalues of $G$, respectively.

Given graphs $G$ and $H$ with vertex sets $U$ and $V$, the Cartesian product $G \square H$ of graphs $G$ and $H$ is a graph such that the vertex set of $G \square H$ is the Cartesian product $U \times V$; and any two vertices $\left(u, u^{\prime}\right)$ and $\left(v, v^{\prime}\right)$ are adjacent in $G \square H$ if and only if either $u=v$ and $u^{\prime}$ is adjacent with $v^{\prime}$ in $H$ or $u^{\prime}=v^{\prime}$ and $u$ is adjacent with $v$ in $G$ [1]. It is well known that many of the graphs (networks) operations can produce a great deal of novel types of graphs (networks), for example, Cartesian product of graphs, line graph, subdivision graph, and so on. The clique-inserted graph, denoted by $C(G)$, is defined as a line graph of the subdivision graph $S(G)$
[2, 3]. The subdivision graph of an $r$-regular graph is $(r, 2)$ semiregular graph. Consequently, the clique-inserted graph of an $r$-regular graph is the line graph of an $(r, 2)$-semiregular graph.

The resistance distances between vertices $i$ and $j$, denoted by $r_{i j}$, are defined as the effective electrical resistance between them if each edge of $G$ is replaced by a unit resistor [4]. A famous distance-based topological index, the Kirchhoff index $\operatorname{Kf}(G)$, is defined as the sum of resistance distances between all pairs of vertices in $G$; that is, $\operatorname{Kf}(G)=$ $(1 / 2) \sum_{i=1}^{n} \sum_{j=1}^{n} r_{i j}(G)$, known as the Kirchhoff index of $G[4]$; recently, this classical index has also been interpreted as a measure of vulnerability of complex networks [5].

The Kirchhoff index attracted extensive attention due to its wide applications in physics, chemistry, graph theory, and so forth [6-13]. Besides, the Kirchhoff index also is a structure descriptor [14]. Unfortunately, it is rather hard to directly design some algorithms [15-17] to calculate resistance distances and the Kirchhoff indexes of graphs. So, many researchers investigated some special classes of graphs [1821]. In addition, many efforts were also made to obtain the Kirchhoff index bounds for some graphs [17, 22]. Details on
its theory can be found in recent papers [17, 22] and the references cited therein.

Motivated by the above results, we present the corresponding calculating formulae for the Kirchhoff index of $L\left(T_{m \times n}\right), S\left(T_{m \times n}\right), T\left(T_{m \times n}\right)$, and $C\left(T_{m \times n}\right)$ in this paper. The rest of this paper is organized as follows. Section 2 presents some underlying notations and preliminaries in our discussion. The proofs of our main results and some asymptotic behavior of Kirchhoff index are proposed in Sections 3 and 4, respectively.

## 2. Notations and Some Preliminaries

In this section, we introduced some basic properties which we need to use in the proofs of our main results. Suppose that $T_{m \times n}$ stands for the graphs $C_{m} \square C_{n}$ for the convenience of description. It is trivial for $m, n$ are 1,2 , without loss of generality, we discuss the situations for any positive integer $m, n \geq 3$.

Zhu et al. [15] and Gutman and Mohar [8] proved the relations between Kirchhoff index of a graph and Laplacian eigenvalues of the graph as follows.

Lemma 1 (see $[8,15]$ ). Let $G$ be a connected graph with $n \geq 2$ vertices and let $\mu_{1} \geq \mu_{2} \geq \cdots \geq \mu_{n}=0$ be the Laplacian eigenvalues of graph $G$; then

$$
\begin{equation*}
K f(G)=n \sum_{i=1}^{n-1} \frac{1}{\mu_{i}} \tag{1}
\end{equation*}
$$

The line graph of a graph $G$, denoted by $L(G)$, is the graph whose vertices correspond to the edges of $G$ with two vertices of $L(G)$ being adjacent if and only if the corresponding edges in $G$ share a common vertex. The subdivision graph of a graph $G$, denoted by $S(G)$, is the graph obtained by replacing every edge in $G$ with a copy of $P_{2}$ (path of length two). The total graph of a graph $G$, denoted by $T(G)$, is the graph whose vertices correspond to the union of the set of vertices and edges of $G$, with two vertices of $T(G)$ being adjacent if and only if the corresponding elements are adjacent or incident in $G$. Let $P_{G}(x)$ be the characteristic polynomial of the Laplacian matrix of a graph $G$; the following results were shown in [23].

Lemma 2 (see [23]). Let $G$ be an $r$-regular connected graph with $n$ vertices and $m$ edges; then

$$
\begin{gather*}
P_{L(G)}(x)=(x-2 r)^{m-n} P_{G}(x), \\
P_{S(G)}(x)=(-1)^{m}(2-x)^{m-n} P_{G}(x(r+2-x)), \\
P_{T(G)}(x) \\
=(-1)^{m}(r+1-x)^{n}(2 r+2-x)^{m-n} P_{G}\left(\frac{x(r+2-x)}{r-x+1}\right), \tag{2}
\end{gather*}
$$

where $P_{L(G)}(x), P_{S(G)}(x)$, and $P_{T(G)}(x)$ are the characteristic polynomials for the Laplacian matrix of graphs $L(G), S(G)$, and $T(G)$, respectively.

A bipartite graph $G$ with a bipartition $V(G)=(U, V)$ is called an $(r, s)$-semiregular graph if all vertices in $U$ have degree $r$ and all vertices in $V$ have degree $s$. Apparently, the subdivision graph of an $r$-regular-graph $G$ is $(r, 2)$ semiregular graph.

Lemma 3 (see [24]). Let $G$ be an ( $r, s$ )-semiregular connected graph with $n$ vertices. Then

$$
\begin{equation*}
P_{L(G)}(x)=(-1)^{n}(x-(r+s))^{m-n} P_{G}(r+s-x) \tag{3}
\end{equation*}
$$

where $P_{L(G)}(x)$ is the Laplacian characteristic polynomial of the line graph $L(G)$ and $m$ is the number of edges of $G$.

Lemma 4 (see [23]). Let G be a connected simple r-regular graph with $n$ vertices and $m$ edges and let $L(G)$ be the line graph of $G$. Then

$$
\begin{equation*}
K f(L(G))=\frac{r}{2} K f(G)+\frac{1}{4} n(m-n) . \tag{4}
\end{equation*}
$$

Lemma 5 (see [23]). Let $G$ be a connected simple $r$-regular graph with $n \geq 2$ vertices; then

$$
\begin{equation*}
K f(S(G))=\frac{(r+2)^{2}}{2} K f(G)+\frac{\left(r^{2}-4\right) n^{2}+4 n}{8} \tag{5}
\end{equation*}
$$

The following lemma gives an expression on $\mathrm{Kf}(T(G))$ and $\mathrm{Kf}(G)$ of a regular graph $G$.

Lemma 6 (see [25]). Let $G$ be ar-regular connected graph with $n$ vertices and $m$ edges, and $r \geq 2$; then

$$
\begin{align*}
K f(T(G))= & \frac{n(r+2)(r+4)}{2(r+3)} \sum_{i=1}^{n-1} \frac{1}{\mu_{i}+3+r}  \tag{6}\\
& +\frac{(r+2)^{2}}{2(r+3)} K f(G)+\frac{n^{2}\left(r^{2}-4\right)}{8(r+1)}+\frac{n}{2} .
\end{align*}
$$

Lemma 7 presents the formula for calculating Kirchhoff index of $T_{m \times n}$; in the following proof, some techniques in [26] are referred to.

Lemma 7 (see [26]). For the toroidal networks $T_{m \times n}$ with any positive integer $m, n \geq 3$,

$$
\begin{align*}
K f\left(T_{m \times n}\right)= & m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}  \tag{7}\\
& +n \frac{m^{3}-m}{12}+m \frac{n^{3}-n}{12}
\end{align*}
$$

Proof. Suppose the Laplacian eigenvalues of $C_{m}$ and $C_{n}$ are $4 \sin ^{2}(i \pi / m)$ and $4 \sin ^{2}(j \pi / n), i=0,1, \ldots, m-1 ; j=$ $0,1, \ldots, n-1$; then the Cartesian product $G \square H$ and the Laplacian eigenvalues of $L_{\left(c_{m} \square C_{n}\right)}$ are
$4 \sin ^{2} \frac{i \pi}{m}+4 \sin ^{2} \frac{j \pi}{n}, \quad i=0,1, \ldots, m-1 ; j=0,1, \ldots, n-1$.

According to Lemma 1, the Kirchhoff index of the toroidal networks $\operatorname{Kf}\left(T_{m \times n}\right)$ is

$$
\begin{array}{r}
\operatorname{Kf}\left(T_{m \times n}\right)=m n \sum_{(i, j) \in A \times B \backslash\{(0,0)\}} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}, \\
A=\{0,1, \ldots, m-1\}, \quad B=\{0,1, \ldots, n-1\} \\
=m n \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}, \\
\quad(i, j) \neq(0,0) \tag{9}
\end{array}
$$

$$
=m n\left(\sum_{i=1}^{m-1} \frac{1}{4 \sin ^{2}(i \pi / m)}+\sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(j \pi / n)}\right.
$$

$$
\left.+\sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}\right)
$$

## 3. Main Results

3.1. The Kirchhoff Index of $L\left(T_{m \times n}\right)$. In the following theorem, we proposed the formula for calculating the Kirchhoff index

$$
=n\left(m \sum_{i=1}^{m-1} \frac{1}{4 \sin ^{2}(i \pi / m)}\right)
$$ of the line graph of $T_{m \times n}$, denoted by $\operatorname{Kf}\left(L\left(T_{m \times n}\right)\right)$.

Theorem 9. Let $L\left(T_{m \times n}\right)$ be line graphs of $T_{m \times n}$ with any

$$
+m\left(n \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(j \pi / n)}\right)
$$ positive integer $m, n \geq 3$; then

$$
+m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}
$$

$$
\begin{aligned}
K f\left(L\left(T_{m \times n}\right)\right)= & 2 m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)} \\
& +n \frac{m^{3}-m}{6}+m \frac{n^{3}-n}{6}+\frac{m^{2} n^{2}}{4}
\end{aligned}
$$

$$
\begin{equation*}
=n \operatorname{Kf}\left(C_{m}\right)+m \operatorname{Kf}\left(C_{n}\right) \tag{14}
\end{equation*}
$$

$$
+m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}
$$

Proof. Apparently the toroidal networks $T_{m \times n}$ are 4-regular graphs which have $m n$ vertices and $2 m n$ edges, respectively.

We clearly obtained the following relationship $\operatorname{Kf}\left(L\left(T_{m \times n}\right)\right)$ and $\operatorname{Kf}\left(T_{m \times n}\right)$ from Lemma 4:

$$
=m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}
$$

$$
+n \frac{m^{3}-m}{12}+m \frac{n^{3}-n}{12}
$$

$$
\begin{align*}
\operatorname{Kf}\left(L\left(T_{m \times n}\right)\right) & =\frac{r}{2} \operatorname{Kf}\left(T_{m \times n}\right)+\frac{(r-2) m^{2} n^{2}}{8} \\
& =2 \operatorname{Kf}\left(T_{m \times n}\right)+\frac{m^{2} n^{2}}{4} . \tag{15}
\end{align*}
$$

Substituting the results of Lemma 7 into (15), we can get the formula for the Kirchhoff index of $\operatorname{Kf}\left(L\left(T_{m \times n}\right)\right)$,

$$
\begin{align*}
\operatorname{Kf}\left(L\left(T_{m \times n}\right)\right)= & 2 m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)} \\
& +n \frac{m^{3}-m}{6}+m \frac{n^{3}-n}{6}+\frac{m^{2} n^{2}}{4} \tag{16}
\end{align*}
$$

which completes the proof.
3.2. The Kirchhoff Index of $S\left(T_{m \times n}\right)$. In an almost identical way as Theorem 9, we derived the formula for the Kirchhoff index on the subdivision graph of $T_{m \times n}$, denoted by $\operatorname{Kf}\left(S\left(T_{m \times n}\right)\right)$.

Theorem 10. Let $S\left(T_{m \times n}\right)$ be subdivision graphs of $T_{m \times n}$ with any positive integer $m, n \geq 3$; then

$$
\begin{align*}
K f\left(S\left(T_{m \times n}\right)\right)= & 18 m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)} \\
& +3 n \frac{m^{3}-m}{2}+3 m \frac{n^{3}-n}{2}+\frac{3 m^{2} n^{2}+m n}{2} . \tag{17}
\end{align*}
$$

Proof. Noting that $T_{m \times n}$ are 4-regular graphs which have $m n$ vertices, we clearly obtained from Lemma 5

$$
\begin{align*}
\operatorname{Kf}\left(S\left(T_{m \times n}\right)\right) & =\frac{(r+2)^{2}}{2} \operatorname{Kf}\left(T_{m \times n}\right)+\frac{\left(r^{2}-4\right) m^{2} n^{2}+4 m n}{8} \\
& =18 \mathrm{Kf}\left(T_{m \times n}\right)+\frac{3 m^{2} n^{2}+m n}{2} . \tag{18}
\end{align*}
$$

Together with the results of Lemma 7 and (18), we can get the formula for the Kirchhoff index on the subdivision graph of $T_{m \times n}$ :

$$
\begin{align*}
\mathrm{Kf}\left(S\left(T_{m \times n}\right)\right)= & 18 m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)} \\
& +3 n \frac{m^{3}-m}{2}+3 m \frac{n^{3}-n}{2}+\frac{3 m^{2} n^{2}+m n}{2} . \tag{19}
\end{align*}
$$

The proof is completed.
3.3. The Kirchhoff Index of $T\left(T_{m \times n}\right)$. Now we proved the formula for estimating the Kirchhoff index in the total graph of $T_{m \times n}$, denoted by $\operatorname{Kf}\left(T\left(T_{m \times n}\right)\right)$.

Theorem 11. Let $T\left(T_{m \times n}\right)$ be total graphs of $T_{m \times n}$ with any positive integer $m, n \geq 3$; then

$$
\begin{align*}
& K f\left(T\left(T_{m \times n}\right)\right) \\
& \qquad=\frac{18}{7} m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)} \\
& \quad+\frac{24 m n}{7} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{7+4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)} \\
& \quad+\frac{3}{14} n\left(m^{3}-m\right)+\frac{3}{14} m\left(n^{3}-n\right)+\frac{3 m^{2} n^{2}}{10}+\frac{m n}{2} \\
& \quad(i, j) \neq(0,0) . \tag{20}
\end{align*}
$$

Proof. Supposing that the Laplacian eigenvalues of $L_{\left(C_{m} \square C_{n}\right)}$ are $\mu_{i j}$, one can readily see that

$$
\begin{gather*}
\mu_{i j}=4 \sin ^{2} \frac{i \pi}{m}+4 \sin ^{2} \frac{j \pi}{n}  \tag{21}\\
i=0,1, \ldots, m-1 ; \quad j=0,1, \ldots, n-1 .
\end{gather*}
$$

Applying Lemma 6, the following result is straightforward:

$$
\begin{align*}
\operatorname{Kf}\left(T\left(T_{m \times n}\right)\right)= & \frac{18}{7} \mathrm{Kf}\left(T_{m \times n}\right)+\frac{3 m^{2} n^{2}}{10}+\frac{m n}{2} \\
& +\frac{24 m n}{7} \sum_{(i, j) \neq(0,0)} \frac{1}{7+\mu_{i j}} \tag{22}
\end{align*}
$$

Notice that $L_{\left(C_{m} \square C_{n}\right)}$ have $m n-1$ nonzero Laplacian eigenvalues, and

$$
\begin{array}{r}
\sum_{(i, j) \neq(0,0)} \frac{1}{7+\mu_{i j}}=\sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{7+4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)} \\
(i, j) \neq(0,0) \tag{23}
\end{array}
$$

where $i=0,1, \ldots, m-1$ and $j=0,1, \ldots, n-1$.
Consequently, the relationships between $T_{m \times n}$ and its variant networks $T\left(T_{m \times n}\right)$ for Kirchhoff index are as follows:

$$
\begin{align*}
& \mathrm{Kf}\left(T\left(T_{m \times n}\right)\right) \\
& \quad=\frac{18}{7} \mathrm{Kf}\left(T_{m \times n}\right) \\
& \quad+\frac{24 m n}{7} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{7+4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}  \tag{24}\\
& \quad+\frac{3 m^{2} n^{2}}{10}+\frac{m n}{2}, \quad(i, j) \neq(0,0)
\end{align*}
$$

According to the results of Lemma 7, we can verify the formula for the Kirchhoff index of the total graph of $\mathrm{Kf}\left(T\left(T_{m \times n}\right)\right)$ from (24). Consider

$$
\begin{align*}
\mathrm{Kf} & \left(T\left(T_{m \times n}\right)\right) \\
= & \frac{18}{7} m n \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \frac{1}{4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)} \\
& +\frac{24 m n}{7} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{7+4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}  \tag{25}\\
& +\frac{3}{14} n\left(m^{3}-m\right)+\frac{3}{14} m\left(n^{3}-n\right) \\
& +\frac{3 m^{2} n^{2}}{10}+\frac{m n}{2}, \quad(i, j) \neq(0,0) .
\end{align*}
$$

This completes the proof of Theorem 11.
3.4. The Kirchhoff Index of $C\left(T_{m \times n}\right)$. We will explore the formula for estimating the Kirchhoff index in the clique-inserted graph of $T_{m \times n}$, denoted by $\operatorname{Kf}\left(C\left(T_{m \times n}\right)\right)$.

Theorem 12. Let $C\left(T_{m \times n}\right)$ be clique-inserted graphs of $T_{m \times n}$ with any positive integer $m, n \geq 3$; then

$$
\begin{align*}
K f & \left(C\left(T_{m \times n}\right)\right) \\
= & 4 m n \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{3-\sqrt{5+2 \cos (2 \pi i / m)+2 \cos (2 \pi j / n)}} \\
& +4 m n \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{3+\sqrt{5+2 \cos (2 \pi i / m)+2 \cos (2 \pi j / n)}} \\
& +\frac{5}{3} m^{2} n^{2}, \tag{26}
\end{align*}
$$

where the first summation $i=0,1, \ldots, m-1 ; j=0,1, \ldots, n-1$, and $(i, j) \neq(0,0)$.

Proof. Noting that $S\left(T_{m \times n}\right)$ is ( $r, 2$ )-semiregular graphs and supposing that $S\left(T_{m \times n}\right)$ has $p$ vertices and $q$ edges, then obviously $p=3 m n, q=4 m n$, and $r=4$, respectively.

By virtue of Lemma 3,

$$
\begin{equation*}
P_{L(G)}(x)=(-1)^{n}(x-(r+s))^{m-n} P_{G}(r+s-x) . \tag{27}
\end{equation*}
$$

Let $G$ be the graph $S\left(T_{m \times n}\right)$; that is,

$$
\begin{equation*}
P_{L\left(S\left(T_{m \times n}\right)\right)}(x)=(-1)^{p}(x-(r+s))^{q-p} P_{S\left(T_{m \times n}\right)}(r+s-x) . \tag{28}
\end{equation*}
$$

From the definition of clique-inserted graph, one can immediately obtain that

$$
\begin{align*}
P_{C\left(T_{m \times n}\right)}(x) & =(-1)^{p}(x-(r+2))^{q-p} P_{S\left(T_{m \times n}\right)}(6-x)  \tag{29}\\
& =(-1)^{3 m n}(x-6)^{m n} P_{S\left(T_{m \times n}\right)}(6-x) .
\end{align*}
$$

Obviously, it follows from Lemma 2,

$$
\begin{equation*}
P_{S(G)}(x)=(-1)^{m}(2-x)^{m-n} P_{G}(x(r+2-x)) . \tag{30}
\end{equation*}
$$

Replace $x$ with $6-x$ in (30); moreover, $T_{m \times n}$ have $m n$ vertices and $2 m n$ edges; we have that

$$
\begin{equation*}
P_{S\left(T_{m \times n}\right)}(6-x)=(-1)^{m n}(x-4)^{m n} P_{T_{m \times n}}(x(6-x)) . \tag{31}
\end{equation*}
$$

Based on (29) and (31),

$$
\begin{equation*}
P_{C\left(T_{m \times n}\right)}(x)=(-1)^{4 m n}((x-4)(x-6))^{m n} P_{T_{m \times n}}(x(6-x)) . \tag{32}
\end{equation*}
$$

Since the roots of $x(6-x)=\mu_{i j}$ are

$$
\begin{equation*}
3 \pm \sqrt{9-\mu_{i j}} \tag{33}
\end{equation*}
$$

where $\mu_{i j}$ are the Laplacian eigenvalues of $T_{m \times n}$ and $\mu_{i j}=$ $4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n), i=0,1, \ldots, m-1 ; j=0,1, \ldots$, $n-1$.

It follows from (32) that the Laplacian spectrum of $C\left(T_{m \times n}\right)$ is

$$
\begin{align*}
& \operatorname{Spec}_{L}\left(C\left(T_{m \times n}\right)\right) \\
& \quad=\left(\begin{array}{cccc}
4 & 6 & \mu_{i j} & \left(C\left(T_{m \times n}\right)\right) \\
m n & m n & 1 & \mu_{i j}^{\prime}\left(C\left(T_{m \times n}\right)\right) \\
m
\end{array}\right), \tag{34}
\end{align*}
$$

where $\mu_{i j}\left(C\left(T_{m \times n}\right)\right)=3-\sqrt{9-\mu_{i j}}, \mu_{i j}^{\prime}\left(C\left(T_{m \times n}\right)\right)=3+$ $\sqrt{9-\mu_{i j}}, i=0,1, \ldots, m-1$, and $j=0,1, \ldots, n-1$.

Employing Lemma 1, (33), and the Laplacian spectrum of $C\left(T_{m \times n}\right)$, the following result is straightforward:

$$
\begin{align*}
& \mathrm{Kf}\left(C\left(T_{m \times n}\right)\right) \\
& =4 m n\left(\frac{m n}{4}+\frac{m n}{6}+\sum_{(i, j) \neq(0,0)} \frac{1}{\mu_{i j}(C(G))}+\sum \frac{1}{\mu_{i j}^{\prime}(C(G))}\right) \\
& =\frac{5}{3} m^{2} n^{2}+4 m n\left(\sum_{(i, j) \neq(0,0)} \frac{1}{3-\sqrt{9-\mu_{i j}}}\right. \\
& \left.\quad+\sum \frac{1}{3+\sqrt{9-\mu_{i j}}}\right) \\
& =4 m n \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{3-\sqrt{5+2 \cos (2 \pi i / m)+2 \cos (2 \pi j / n)}}, \\
& \\
& \quad+4 m n \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{(i, j) \neq(0,0),}{3+\sqrt{5+2 \cos (2 \pi i / m)+2 \cos (2 \pi j / n)}} \\
&  \tag{35}\\
& \quad+\frac{5}{3} m^{2} n^{2} .
\end{align*}
$$

Hence Theorem 12 holds.
Remark 13. The consequences of Lemma 7 and Theorems 9-12 above present closed-form formulae for immediately obtaining its Kirchhoff indexes in terms of finite various networks; however, the quantities are rather difficult to calculate directly.

## 4. The Asymptotic Behavior of Related Kirchhoff Index

We explore the asymptotic behavior of Kirchhoff index for the investigated networks above as $m, n$ tend to infinity. It is interesting and surprising that the quantity tends to a constant even though $\operatorname{Kf}(G) \rightarrow \infty$, as $m, n$ tend to infinity; that is,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{\mathrm{Kf}(G)}{m^{2} n^{2}}=C, \quad m, n \longrightarrow \infty \tag{36}
\end{equation*}
$$

Moreover, one can employ the applications of analysis approach to obtain the explicit approximate values of Kirchhoff index for the related networks.

Theorem 14. Let $L\left(T_{m \times n}\right)$ be line graphs of $T_{m \times n}$ with any positive integer $m, n$; then

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{K f\left(L\left(T_{m \times n}\right)\right)}{m^{2} n^{2}} \approx 4.060 \tag{37}
\end{equation*}
$$

Proof. According to (15) and the result of Lemma 8, we can derive that

$$
\begin{align*}
\operatorname{Kf}\left(L\left(T_{m \times n}\right)\right) & =2 \operatorname{Kf}\left(T_{m \times n}\right)+\frac{m^{2} n^{2}}{4}  \tag{38}\\
& =4.060 m^{2} n^{2} .
\end{align*}
$$

Consequently,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{\operatorname{Kf}\left(L\left(T_{m \times n}\right)\right)}{m^{2} n^{2}} \approx 4.060 . \tag{39}
\end{equation*}
$$

The result is equivalent to $L\left(T_{m \times n}\right)$ having asymptotic Kirchhoff index,

$$
\begin{equation*}
\operatorname{Kf}\left(L\left(T_{m \times n}\right)\right) \approx 4.060 m^{2} n^{2}, \quad m, n \longrightarrow \infty \tag{40}
\end{equation*}
$$

Theorem 15. Let $S\left(T_{m \times n}\right)$ be subdivision graph of $T_{m \times n}$ with any positive integer $m, n$; then

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{K f\left(S\left(T_{m \times n}\right)\right)}{m^{2} n^{2}} \approx 35.790 \tag{41}
\end{equation*}
$$

Proof. Similarly, according to (18), we can easily verify that

$$
\begin{align*}
\operatorname{Kf}\left(S\left(T_{m \times n}\right)\right) & =18 \mathrm{Kf}\left(T_{m \times n}\right)+\frac{3 m^{2} n^{2}+m n}{2}  \tag{42}\\
& =35.790 m^{2} n^{2} .
\end{align*}
$$

Hence,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{\operatorname{Kf}\left(S\left(T_{m \times n}\right)\right)}{m^{2} n^{2}} \approx 35.790 \tag{43}
\end{equation*}
$$

Theorem 16. Let $T\left(T_{m \times n}\right)$ be total graph of $T_{m \times n}$ with any positive integer $m, n \geq 3$; then

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{K f\left(T\left(T_{m \times n}\right)\right)}{m^{2} n^{2}} \approx 5.521 . \tag{44}
\end{equation*}
$$

Proof. Consider the summation term $\sum_{i=0}^{m-1} \sum_{j=0}^{n-1}(1 /(7+$ $\left.\left.4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)\right)\right)$.

Since

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{1}{m} \frac{1}{n} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{7+4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)} \\
& =\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{1}{m} \frac{1}{n} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{11-2 \cos (2 \pi i / m)-2 \cos (2 \pi j / n)} \\
& =\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \frac{d_{x} d_{y}}{11-2 \cos x-2 \cos y} \approx 0.094 . \tag{45}
\end{align*}
$$

The value in last line via the mathematic software MATLAB, which can obtain the result above.

Combining with (22), we can obtain that

$$
\begin{align*}
\mathrm{Kf} & \left(T\left(T_{m \times n}\right)\right) \\
= & \frac{18}{7} \mathrm{Kf}\left(T_{m \times n}\right) \\
& +\frac{24 m n}{7} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{7+4 \sin ^{2}(i \pi / m)+4 \sin ^{2}(j \pi / n)}  \tag{46}\\
& +\frac{3 m^{2} n^{2}}{10}+\frac{m n}{2}, \quad(i, j) \neq(0,0) \\
\approx & 5.521 m^{2} n^{2} .
\end{align*}
$$

So

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{\operatorname{Kf}\left(T\left(T_{m \times n}\right)\right)}{m^{2} n^{2}} \approx 5.521 . \tag{47}
\end{equation*}
$$

Theorem 17. Let $C\left(T_{m \times n}\right)$ be clique-inserted graph of $T_{m \times n}$ with any positive integer $m, n \geq 3$; then

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{K f\left(C\left(T_{m \times n}\right)\right)}{m^{2} n^{2}} \approx 38.591 \tag{48}
\end{equation*}
$$

Proof. From the proof of Theorem 12, we know that

$$
\begin{align*}
\mathrm{Kf} & \left(C\left(T_{m \times n}\right)\right) \\
= & 4 m n \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{3-\sqrt{5+2 \cos (2 \pi i / m)+2 \cos (2 \pi j / n)}} \\
& +4 m n \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{3+\sqrt{5+2 \cos (2 \pi i / m)+2 \cos (2 \pi j / n)}} \\
& +\frac{5}{3} m^{2} n^{2}, \tag{49}
\end{align*}
$$

where the first summation $i=0,1, \ldots, m-1 ; j=0,1, \ldots, n-$ 1 , and $(i, j) \neq(0,0)$.

As $m, n$ tend to infinity, it follows from the first summation term:

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{1}{m} \frac{1}{n} \sum_{i=0}^{m-1} \sum_{j=03-\sqrt{n-1} \frac{1}{5+2 \cos (2 \pi i / m)+2 \cos (2 \pi j / n)}}^{\quad=\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \frac{d_{x} d_{y}}{3-\sqrt{5+2 \cos x+2 \cos y}} \approx 9.037 .} .
\end{align*}
$$

Similarly, it holds from the second summation term when $m, n$ tend to infinity,

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{1}{m} \frac{1}{n} \sum_{i=0}^{m-1} \sum_{j=03+\sqrt{5-1} \frac{1}{5+2 \cos (2 \pi i / m)+2 \cos (2 \pi j / n)}}^{\quad=\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \frac{d_{x} d_{y}}{3+\sqrt{5+2 \cos x+2 \cos y}} \approx 0.195 .} .
\end{align*}
$$

Combining with the consequences of Theorem 12 and (50) and (51), it follows that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{\operatorname{Kf}\left(C\left(T_{m \times n}\right)\right)}{m^{2} n^{2}} \approx 38.591 \tag{52}
\end{equation*}
$$

Summing up, we complete the proof.

## 5. Conclusions

Resistance distance was introduced by Klein and Randić as a generalization of the classical distance. In this paper, we have deduced the relationships between the toroidal meshes network $T_{m \times n}$ and its variant networks in terms of the Kirchhoff index via spectral graph theory. The explicit formulae for calculating the Kirchhoff indexes of $L\left(T_{m \times n}\right), S\left(T_{m \times n}\right)$, $T\left(T_{m \times n}\right)$, and $C\left(T_{m \times n}\right)$ were proposed for any positive integer $m, n \geq 3$, respectively.

The asymptotic behavior of Kirchhoff indexes has been investigated with the applications of analysis approach, and the explicit approximate values are obtained by calculations for the related networks. The values of Kirchhoff indexes with respect to various networks can be immediately obtained via this approach; however, the quantities are rather difficult to calculate directly.
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#### Abstract

Watts-Strogatz model is a main mechanism to construct the small-world networks. It is widely used in the simulations of smallworld featured systems including economic system. Formally, the model contains a parameters set including three variables representing group size, number of neighbors, and rewiring probability. This paper discusses how the parameters set relates to the economic system performance which is utility growth rate. In conclusion, it is found that, regardless of the group size and rewiring probability, 2 to 18 neighbors can help the economic system reach the highest utility growth rate. Furthermore, given the range of neighbors and group size of a Watts-Strogatz model based system, the range of its edges can be calculated too. By examining the containment relationship between that range and the edge number of an actual equal-size economic system, we could know whether the system structure has redundant edges or can achieve the highest utility growth ratio.


## 1. Introduction

In the 1990s, Watts and Strogatz [1] have shown that the connection topology of biological, technological, and social networks is neither completely regular [2] nor completely random [3] but stays somehow in between these two extreme cases [4]. To get the small-world network, they have proposed the Watts-Strogatz model (WS model) to interpolate between regular and random networks. Since then, a rapid surge of interest for small-world networks throughout natural and social sciences has witnessed the diffusion of new concepts.

Alexander-Bloch et al. [5] systematically explored relationships between functional connectivity, small-world featured complex network topology, and anatomical (Euclidean) distance between connected brain regions. Céline and Guy [6] developed new classification and clustering schemes based on the relative local density of subgraphs on geography and described how the notions and methods contribute on a conceptual level, in terms of measures, delineations, explanatory analyses, and visualization of geographical phenomena. Using the small-world approach Corso et al. [7] suggested a network model for economy. Based on evolving network model, the wealth distribution of a society was constructed qualitatively. Sparked by an increasing need in science and
technology for understanding complex interwoven systems as diverse as the world wide web [8, 9], cellular metabolism, and human social interactions [10, 11], there has been an explosion of interest in network dynamics, the computational analysis of the structure, and function of large physical and virtual networks. Besides, some researchers focused on researching the mechanism of the WS model. Kleinberg [12] explained why arbitrary pairs of strangers should be able to find short chains of acquaintances that link them together.

Generally, the abovementioned researchers utilize the WS model as a modeling tool through which they construct the systems with their expertise. Their research looks at the system's "small-world" characteristics such as the average shortest path length [13], clustering coefficient [14], and degree distribution [15]. With the same route, we have built a small-world featured economic system and analyzed the correlation between the system structure and utility growth rate (UGR). A brief review of the works focused on utility is listed as follows. John et al. [16] discussed the economic utility function in the supply chain management covering logistics and marketing scheme. Ben and Mark [17] studied the relationship between net worth and economic performance measured by utility variation. Due to
the broad implication of "utility", some researchers from entities other than economic system are drawn into the topic. Torrance [18] provided a new utility measurement and cost-utility analysis method in healthcare. Birati and Tziner [19] introduced the concept of economic utility into the training program usually representing major outlay for many corporations.

During our research we found out that the removal of edges (at least one in five) in the system would not raise any impact on the value of utility function. It can be deduced that there are redundant edges in this small-world featured economic system. Many studies on the network stability $[20,21]$ also revealed that some edges missing caused by the intentionally attack would not reduce the network connectivity and reliability, despite being considered the advantage of small-world network. However, in an economic system, the useless edges, bringing costs but no profits, are not expected.

The result inspires us to trace back the origins of these redundant edges, that is, the WS model. Since no modification to the group size and the connections among the nodes after the modeling process has been taken, we hypothesize that the system structure is the product of WS model. Equivalently, the WS model would surely exert influence on UGR, because of the proven fact that the system structure has impact on the economic system's performance [22,23]. Normally, the WS model is expressed as a function with three parameters (group size, number of neighbors, and rewiring probability) controlling the modeling process. The fact is that, during the modeling process, "group size" is fixed and "rewiring probability" has nothing to do with the total amount of edges, and the only variable that may cause redundant edges is "number of neighbors." In this paper, our purpose is to find out how many neighbors and what rewiring probability can help the given size economic system reach the highest UGR and keep the redundant edges as little as possible. Once found, a benchmark network can be generated in accordance with these parameters, compared with which the amount of redundant edges can be detected.

The structure of the paper is designed as follows. Section 2 introduces the WS model and economy model. Based on the model and theory, Section 3 designs the experiment plans. Section 4 is the collection of experimental results. In Section 5, the main contributions of this research are summarized.

## 2. Literature Review

In this section, we will conduct a literature review on relevant studies. The review includes the description of WS model and economy model.
2.1. WS Model. The WS model is a random graph generation model that produces graphs with small-world properties, including short average path lengths and high clustering. It was proposed by Watts and Strogatz in their joint Nature paper [1].

The mechanism of the model is as follows.
(1) Create a ring over $n$ nodes.
(2) Each node in the ring is connected with its $k$ nearest neighbors ( $k-1$ neighbors if $k$ is odd).
(3) For each edge in the " $n$-ring with $k$ nearest neighbors," shortcuts are created by replacing the original edges $u-v$ with a new edge $u-w$ with uniformly random choice of existing node $w$ at rewiring probability $p$.
The WS model is included in software package normally expressed as a function. The model contains three forms, including watts_strogatz_graph(), newman_watts_strogatz_ graph() [24], and connected_watts_strogatz_graph() [25]. These three models have the approximately same mechanism described above but still there are differences. The watts_ strogatz_graph() is in strict accordance with the mechanism. The newman_watts_strogatz_graph() differs in the third step, which is the rewiring probability substituted by the probability of adding a new edge for each node. The connected_watts_strogatz_graph () will repeat the steps in the mechanism till a connected watts-strogatz graph is constructed. In contrast with newman_watts_strogatz_graph(), the random rewiring does not increase the number of edges and is not guaranteed to be connected as in connected_watts_strogatz_graph().

In NetworkX [26], a Python language software package [27] for the creation, manipulation, and study of the structure, dynamics, and functions of complex network, there is a random WS small-world graph generator:

$$
\begin{equation*}
\text { watts_strogatz_graph }(n, k, p) \tag{1}
\end{equation*}
$$

where $n$ is the number of nodes in the graph, $k$ is the number of neighbors each node connected to, and $p$ is the probability of rewiring each edge in the graph.
2.2. Economy Model. This economy model derives from the one proposed by Wilhite [28] and is designed according to the definition of utility [29]. Utility is a means of accurately measuring the desirability of various types of goods and services and the degree of well-being those products provide for consumers. This measure is normally presented in the form of a mathematical expression utility function [30] and can be utilized with just about any type of goods or service that is secured and used by a consumer.

In this model, a certain amount of independent agents is created. Two types of goods, one of which must be traded in whole units and the other is infinitely divisible, are assigned to each agent as the existing wealth to circulate in the market. The portion of the goods is randomly assigned at the beginning of the experiment. There is no production and no imports; thus the aggregate stock of goods at the beginning of the experiment is the stock at the end.

Each agent's objective is to improve its own CobbDouglas utility function [31] in each period by engaging in voluntary trade. Formally, $U^{i}$ depends on the individual's existing wealth of $g_{1}$ and $g_{2}$ :

$$
\begin{equation*}
U^{i}=g_{1}^{i} g_{2}^{i}, \quad i \in\{1, \ldots, n\} \tag{2}
\end{equation*}
$$

where $n$ is the amount of agents.

The entire economic society is composed of every transaction. A transaction is a process in which two nodes exchange the goods since one node's questing for a negotiating price chance is being responded. An opportunity for mutually beneficial transaction exists if the marginal rate of substitution (MRS) of two agents differs. MRS reflects the agent's willing to give up $g_{2}$ for a unit of $g_{1}$. With the utility function in (1), the MRS of agent $i$ is

$$
\begin{equation*}
\mathrm{MRS}^{i}=\frac{U^{\prime}\left(g_{1}^{i}\right)}{U^{\prime}\left(g_{2}^{i}\right)}=\frac{g_{2}^{i}}{g_{1}^{i}}, \quad i \in\{1, \ldots, n\} \tag{3}
\end{equation*}
$$

where $U^{\prime}(\cdot)$ is the first derivative of $U$.
The model assumes that each agent reveals its MRS. In the experiment, agents search for beneficial trade opportunities according to the MRS and then establish a price to initiate a transaction. Any agent can either trade $g_{2}$ for $g_{1}$ or trade $g_{1}$ for $g_{2}$ at the expense of price. Throughout these experiments, the trading price $p_{i, j}$ between agent $i$ and agent $j$ is set according to the following rule:

$$
\begin{equation*}
p_{i, j}=\frac{g_{2}^{i}+g_{2}^{j}}{g_{1}^{i}+g_{1}^{j}}, \quad i, j \in\{1, \ldots, n\} \tag{4}
\end{equation*}
$$

The questing node would pay $p_{i, j}$ by $g_{2}$ to exchange one unit of $g_{1}$. Meanwhile, the responding node would add $p_{i, j}$ to its stock of $g_{2}$ and sell one unit of $g_{1}$ to the questing node. The transaction proceeds as long as the trade benefits each node's $U^{i}$, and stops when one of the nodes is in lack of $g_{1}$ or cannot afford the price $p_{i, j}$. Each transaction is atomic in the experiments; namely, it would not suspend till the whole process is fulfilled. In the experiments, every active transaction will be considered as one time trade with two portions of trade volumes, since the income and outcome string are both taken into account.

Once a transaction stops, the questing node will search again for a new opportunity according to the trade rules until no node responds to it and so on. Another node is selected as questing node to engage in a transaction. The economy society evolves like this and stops at the network's equilibrium. The utility growth rate (UGR) is

$$
\begin{equation*}
\mathrm{UGR}=\frac{\sum_{i=1}^{n} U_{e}^{i}-\sum_{i=1}^{n} U^{i}}{\sum_{i=1}^{n} U^{i}}, \quad i \in\{1, \ldots, n\} \tag{5}
\end{equation*}
$$

where $U_{e}^{i}$ is the posttrade economic utility of node $i$.
Equilibrium is a point when agents cannot find trading opportunities that benefit any individuals. Feldman [32] studied the equilibrium characteristics of welfare-improving bilateral trade and showed that as long as all agents possess some nonzero amount of one of the commodities (all agents have some $g_{1}$ or all agents have some $g_{2}$ ), then the pairwise optimal allocation is also a Pareto optimal allocation. In this experiment, all agents are initially endowed with a positive amount of both goods; thus the equilibrium is Pareto optimal [33].

## 3. Experimental Design

A series of experiments are designed to run in the environment of Python program, aiming at finding out how many neighbors and what rewiring probability can help the given size economic system reach the highest UGR.

At the beginning of the experiments, artificial economy society is abstracted to a network composed of nodes and edges to conduct the analysis by the network theory. According to the economy model in Section 2.2, each society has agents (represented by nodes), trading rules (represented by edges), and goods $g_{1}$ and $g_{2}$ (represented by the endowment of each node).

The design can discuss any market with nodes in multiple of 10 . We list the economic system at the group size from 10 to 200 in this paper. After the generation of nodes, a portion of the society wealth is assigned to each node and so does the same Cobb-Douglas utility it intends to maximize. Network structure defines the edges among the nodes, constraining the extent of trade partners each node can reach. Then the systems undertake the trading process keeping to the one defined in the economy model. Once the economic system reaches the equilibrium, the UGR of the system can be computed and bonded to the parameters set as the correspondence.

The network structures are generated by the random WS model complying with the mechanism in Section 2.1. This is the key process of the experiments. Different parameter sets (PS), including the group size (gs), the number of neighbors ( nn ), and the rewiring probability ( rp ), represented as $\mathrm{PS}=(\mathrm{gs}, \mathrm{nn}, \mathrm{rp})$ would be endowed to the WS model. The initial parameter set is $\mathrm{PS}=(10,2,0.01)$ and each variable would increase progressively. To enhance the operability, the parameters would increase linearly at different step size as follows.
(1) The group size starts at 10 and grows with a step size of 10 .
(2) The number of neighbors starts at 2 and grows with a step size of 2 . The WS model constraints that the number of neighbor each node attach to cannot exceed half of the group size and must be integer.
(3) The rewiring probability starts at 0.01 and grows with step size of 0.01 .

The forming of a new parameter set would trigger the modeling and trading process.

A hierarchical nested loop is designed for fulfilling the incrementing as follows.
(1) Fixing $g s$ and $r p$. After the succeeding modeling and trading process, increase nn by its step size. To generate sufficient experimental data, simulations are taken repeatedly under the same parameter set.
(2) Once $n n$ reaches its upper bound, increase rp by its step size and go to (1).
(3) Once rp reaches its upper bound, the experiments stop.
Figure 1 describes the design of the experiment.


Figure 1: Experimental design.


Figure 2: An instance of a small-world network.

Figure 2 is an instance of a network assigned by the parameter set (20, 6, 0.02).

## 4. Experimental Result

In this section, we collected the results of the experiments. Figure 3 illustrates, under the same rp, the probability when nn takes a defined value so that the economic system generated by the WS model reaches the highest UGR. The $x$ axe represents the number of neighbors each node can have, and $y$ axe in unit of percent (\%) shows the probability that the corresponding nn achieves the highest UGR, represented as hp . Each subgraph is an average record of 100-time repeated simulations. 6 different sized systems are showed as examples. Through the observation, it is found that, regardless of

TAble 1: A comparison of NE among different group size systems.

| Group size | Uttermost neighbors | the upper end of hp | $E_{\text {hp }}$ |
| :--- | :---: | :---: | :---: |
| 50 | 600 | 450 | 300 |
| 100 | 2400 | 900 | 600 |
| 150 | 5550 | 1350 | 900 |
| 200 | 9800 | 1800 | 1200 |

the group size, 2 to 18 neighbors can achieve the highest UGR of an economic system; that is,

$$
\begin{equation*}
\mathrm{hp} \in[2,18] \tag{6}
\end{equation*}
$$

Moreover, Figure 3 also reveals the rising tendency of hp when the group size grows.

This conclusion is reconfirmed in Figure 4(a), which describes the total sum of $h p$ in the group size from 10 to 200. Lining up the points in Figure 4(a) and getting Figure 4(b), the pattern of the probability approximates the Poisson distribution [34] and the mathematical expectation $E_{\mathrm{hp}}=12$.

Since the extent of hp has been found, bonding with gs, the extent of edges can be calculated also. It can be deduced that once the value of nn goes beyond the extent, the WS model would surely generate redundant edges in the economic system. Table 1 compares the number of edges (NE) when each node has the uttermost neighbors, upper end of hp , and $E_{\mathrm{hp}}$ neighbors. Under the same group size, uttermost neighbors generate the maximum edges the WS model can; the upper end of hp generates the upper bound number of edges, indexing that beyond this bound the system definitely has redundant edges; $E_{\mathrm{hp}}$ generates the mathematical expectation number of edges.

In Table 1, compared to the systems generated under the upper end of hp and $E_{\mathrm{hp}}$, the one under uttermost neighbors has multiple edges and the gap would exaggerate along with the enlargement of group size. Due to the guiding


Figure 3: The probability when nn takes a defined value so that the economic system reaches the highest UGR.


Figure 4: The total sum of hp in the group size from 10 to 200.
significance of the bound generated by the upper end of hp, any system with NE beyond the bound has costly redundant edges. However, the redundant edges have advantages as shields when the economic system confronts the random or deliberate attacks. Thus the complete removal of redundant edges is unnecessary.

In the random WS model, variable rp cannot bring changes in NE but can reform the network structure. Figure 5 combines a group of graphs describing the correlation between nn ( $x$ axe) and UGR ( $y$ axe) when gs $=80$. It reveals that, under the same group size, UGR differs if the network
structure and endowment changes are reflected in the pattern of each subgraph varying. However, the pattern of each graph conforms to the range $h p \in[2,18]$ and has similar curvature.

Despite the observation on Figure 5, we suppose that the pattern of UGR would decrease gradually when nn is beyond 18 , which is the upper end of hp. To verify the conjecture, $\mathrm{gs}, \mathrm{rp}$, and nn in the parameter set would increase linearly as defined in Section 3 and after repeated simulations the UGR of systems generated by WS model is collected in Figure 6. It is confirmed that independent of group size and rewiring probability, if $n n>18$, the UGR would decrease


Figure 5: The pattern of UGR when gs $=80$ and rp increases linearly.


Figure 6: The pattern of UGR when gs, rp, and nn increase linearly.
gradually. Although it may not be a monotonic decreasing, the decreasing tendency would be kept.

When constructing the systems in Figures 5 and 6, we also consider that the possible effect on hp and UGR may be exerted by the endowments to goods $g_{1}$ and $g_{2}$. The fixed group size systems in Figure 5 are endowed with randomly generated $g_{1}$ and $g_{2}$ and, in Figure 5, different group size systems are discussed, which means that their endowments cannot keep consistent with each other. The result shows that the UGR varies on account of the endowments and network structure, but the range of hp cannot be influenced.

## 5. Conclusion

This research combines economic theory, network theory, and computer simulations to examine the parameters set assigned to the WS model relating to an economic system's UGR. We discovered that, regardless of the group size and rewiring probability, (1) 2 to 18 neighbors and the corresponding computable number of edges can help an economic system reach the highest UGR; (2) if the node has more than 18 neighbors, the UGR would decrease gradually and the pattern is not monotonic but would keep the decreasing tendency; (3) different endowments to goods $g_{1}$ and $g_{2}$ would not impact the range of neighbors which can help the system achieve the highest UGR. In the practical application, it can be construed that (1) acting as a measurement judges whether a system can reach the highest UGR based on its
current structure; (2) when the resource is in the hands of a fraction of people, the resource can derive the highest value for the owners and the rest of people; (3) once keeping the superiority of minority owners, the value of resource would not decrease or increase according to its quantity.
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#### Abstract

The combination-combination synchronization scheme is based on combination of multidrive systems and combination of multiresponse systems. In this paper, we investigate combination-combination synchronization of hyperchaotic complex memristor oscillator system. Several sufficient conditions are provided to ascertain the combination of two drive hyperchaotic complex memristor oscillator systems to synchronize the combination of two response hyperchaotic complex memristor oscillator systems. These new conditions improve and extend the existing synchronization results for memristive systems. A numerical example is given to show the feasibility of theoretical results.


## 1. Introduction

Since the characteristics of passive two-terminal memristor are reviewed, lots of emulators and macromodels have been proposed. One remarkable use for memristor is in complex memristor oscillator systems, where nonlinear oscillators from Chua's oscillators are replaced by using memristors [110]. The complex behaviors for such systems were analyzed in $[1-5,8-10]$. When nonlinear memristor is applied to electronic device, the behavior of the new-type device becomes complicated and difficult to predict due to the unique nonlinear mechanism of memristor [11-14]. However, to apply to the practical engineering, its electrical characteristics must be able to be fully understood. So it is vital to understand the characteristics and behaviors of memristive devices. In [1], the transient chaos was studied for a smooth fluxcontrolled complex memristor oscillator system. In [2], the local and global behavior of the basic oscillator on complex memristor oscillator system was investigated. Itoh and Chua [3] discussed some interesting oscillation properties and rich nonlinear dynamics of several complex memristor oscillator systems from Chua's oscillators. Talukdar et al. [7] reported the nonlinear dynamics of three memristor-based phase shift oscillators. As we all know, the electrical characteristics of complex memristor oscillator system can vary depending
upon its circuit structure. The internal behavior of high order (fifth-order or more) complex memristor oscillator system still is not being analyzed [9, 10]. In high order complex memristor oscillator system, there are still many unknown fields waiting for us to exploit them. Specifically, the current studies about complex memristor oscillator system have mostly remained at the basic chaotic dynamic theory. Compared with common chaos with only one positive Lyapunov exponent, hyperchaos with more than one positive Lyapunov exponents can exhibit multidirectional expansion and extremely complex behaviors. Can we design high order complex memristor oscillator system to achieve the hyperchaotic effect? If this is really so, many different applications might be proposed, such as ultradense nonvolatile memory and high-performance secure communication $[9,10]$.

The topic of chaos synchronization of oscillator systems is extensively investigated because of possible relevance to information encryption [8-11, 15-28]. Various kinds of synchronization laws have been obtained, for example, complete synchronization [8, 11, 15-18], compound synchronization [10], antisynchronization [19-21], phase synchronization [22, 23], lag synchronization [24-26], projective synchronization [10, 27], and combination synchronization [9, 28]. However, in the existing literature, most of synchronization laws are based on one drive system and one response system. In
this way, when chaos synchronization is applied to secure communication, the information signal is transmitted by only one chaotic system, which is not suitable for very highperformance secure communication. Can the information signal be transmitted by the combination of multiple chaotic systems? If we can successfully provide some ways to do this, then the transmitted signals will be more complex and unpredictable, and thereby the security of communication can be effectively enhanced. Thus, a theoretical question is whether we can design a synchronization scheme on the combination of multidrive systems and combination of multiresponse systems. Such a combination design may help to improve the secrecy in communications [9,28].

Motivated by the above discussions, in this paper, firstly, a new hyperchaotic complex memristor oscillator system is introduced and studied. Secondly, we bring in the scheme of combination-combination synchronization and establish some synchronization criteria. Roughly stated, the main advantages of this paper include the following three points.
(1) Hyperchaotic complex memristor oscillator system is systematically investigated. Hyperchaos is often considered better than common chaos in many engineering fields. Theoretically, hyperchaotic complex memristor oscillator system might improve the security of chaotic communication system.
(2) The synchronization control between combination of two drive hyperchaotic complex memristor oscillator systems and combination of two response hyperchaotic complex memristor oscillator systems in drive-response coupled system is investigated. The generalization of synchronization scheme will provide a wider scope for the designs and applications of memristive system.
(3) The proposed scheme of combination-combination synchronization in this paper can be applied to the general nonlinear systems.

The rest of this paper is arranged as follows. Section 2 describes some preliminaries and problem formulation. Section 3 derives some sufficient conditions on combinationcombination synchronization for hyperchaotic complex memristor oscillator system and then presents a numerical example to demonstrate the validity of the theoretical results. Section 4 concludes the paper with some remarks.

## 2. Preliminaries

Consider a fifth-order complex memristor oscillator system with its dynamics described by the following ordinary differential equations:

$$
\begin{aligned}
& \dot{v}_{1}(t)=\frac{1}{C_{1}} \ell_{1}(t)-\frac{1}{C_{1}} W_{1}(\varphi(t)) v_{1}(t), \\
& \dot{v}_{2}(t)=-\frac{1}{C_{2}} \ell_{1}(t)+\frac{1}{C_{2}} \ell_{2}(t),
\end{aligned}
$$

$$
\begin{align*}
& \dot{\ell}_{1}(t)=\frac{1}{L_{1}} v_{2}(t)-\frac{1}{L_{1}} v_{1}(t)-\frac{R}{L_{1}} \ell_{1}(t), \\
& \dot{\ell}_{2}(t)=-\frac{1}{L_{2}} v_{2}(t), \\
& \dot{\varphi}(t)=v_{1}(t), \tag{1}
\end{align*}
$$

where $v_{1}(t)$ and $v_{2}(t)$ denote voltages, $\ell_{1}(t)$ and $\ell_{2}(t)$ represent currents, $C_{1}$ and $C_{2}$ denote capacitors, $L_{1}$ and $L_{2}$ represent inductors, $W(\varphi(t))$ is memductance function, and $\varphi(t)$ and $R$ are magnetic flux and resistor, respectively.

Similarly as in $[1,9,10]$, a cubic memristor is chosen; then

$$
\begin{equation*}
W(\varphi(t))=a+3 b \varphi(t)^{2} \tag{2}
\end{equation*}
$$

where $a$ and $b$ are parameters.
From (1) and (2),

$$
\begin{aligned}
& \dot{v}_{1}(t)=\frac{1}{C_{1}} \ell_{1}(t)-\frac{a}{C_{1}} v_{1}(t)-\frac{3 b}{C_{1}} v_{1}(t) \varphi(t)^{2}, \\
& \dot{v}_{2}(t)=-\frac{1}{C_{2}} \ell_{1}(t)+\frac{1}{C_{2}} \ell_{2}(t), \\
& \dot{\ell}_{1}(t)=\frac{1}{L_{1}} v_{2}(t)-\frac{1}{L_{1}} v_{1}(t)-\frac{R}{L_{1}} \ell_{1}(t), \\
& \dot{\ell}_{2}(t)=-\frac{1}{L_{2}} v_{2}(t) \\
& \dot{\varphi}(t)=v_{1}(t)
\end{aligned}
$$

Let $x_{11}(t)=v_{1}(t), x_{12}(t)=v_{2}(t), x_{13}(t)=\ell_{1}(t), x_{14}(t)=$ $\ell_{2}(t), x_{15}(t)=\varphi(t), \alpha_{1}=1 / C_{1}, \alpha_{2}=a / C_{1}, \alpha_{3}=3 b / C_{1}$, $\alpha_{4}=1 / C_{2}, \alpha_{5}=1 / L_{1}, \alpha_{6}=R / L_{1}, \alpha_{7}=1 / L_{2}$; then (3) can be rewritten as

$$
\begin{align*}
& \dot{x}_{11}=\alpha_{1} x_{13}-\alpha_{2} x_{11}-\alpha_{3} x_{11} x_{15}^{2} \\
& \dot{x}_{12}=-\alpha_{4} x_{13}+\alpha_{4} x_{14} \\
& \dot{x}_{13}=\alpha_{5} x_{12}-\alpha_{5} x_{11}-\alpha_{6} x_{13}  \tag{4}\\
& \dot{x}_{14}=-\alpha_{7} x_{12} \\
& \dot{x}_{15}=x_{11}
\end{align*}
$$

Let parameters $\alpha_{1}=9, \alpha_{2}=-10.8, \alpha_{3}=10.8$, $\alpha_{4}=1, \alpha_{5}=30, \alpha_{6}=30, \alpha_{7}=15$, the initial state $x_{11}(0)=0.01, x_{12}(0)=0.01, x_{13}(0)=0.01, x_{14}(0)=0.01$, $x_{15}(0)=0.01$, by mean of computer program with MATLAB, the corresponding Lyapunov exponents of system (4) are $0.279403,0.023752,-0.038779,-7.391447,-16.291929$. The numerical result is shown in Figure 1, where the first two Lyapunov exponents are positive. Clearly, it implies that memristor oscillator system (4) is hyperchaotic. Figure 2 describes the hyperchaotic attractors.

Many efforts have been paid in recent years to develop efficient circuit implementation for the generation of hyperchaotic memristor oscillator system. However, to the best of our knowledge, up to now, the hyperchaotic memristor


Figure 1: Dynamics of Lyapunov exponents from memristor oscillator system (4).
oscillator system is still very unusual. Thus, hyperchaotic memristor oscillator system (4) is important for our understanding of hyperchaotic memristive devices.

In the following, we end this section with the scheme of combination-combination synchronization, which will be used in subsequent section.

In engineering field, generally, combination-combination synchronization is based on multiple drive systems and multiple response systems. In many engineering applications and hardware implementations, combination-combination synchronization constituting of two drive systems and two response systems is usually considered. Figure 3 describes a schematic diagram of combination-combination synchronization scheme. In fact, combination-combination synchronization has its unique physical interpretation. For example, in Figure 3, the combination of two drive systems generates the resultant signal; then the combination of two response systems tracks the resultant signal.

Next, we give specific mathematical descriptions of combination-combination synchronization scheme.

Consider the drive system:

$$
\begin{equation*}
\dot{\chi}_{1}=f_{1}\left(\chi_{1}\right) . \tag{5}
\end{equation*}
$$

The other drive system is given by

$$
\begin{equation*}
\dot{\chi}_{2}=f_{2}\left(\chi_{2}\right), \tag{6}
\end{equation*}
$$

and two response systems are described by

$$
\begin{align*}
& \dot{\chi}_{3}=f_{3}\left(\chi_{3}\right)+u \\
& \dot{\chi}_{4}=f_{4}\left(\chi_{4}\right)+u^{*} \tag{7}
\end{align*}
$$

where state vectors $\chi_{1}=\left(\chi_{11}, \chi_{12}, \ldots, \chi_{1 n}\right)^{T}, \chi_{2}=\left(\chi_{21}\right.$, $\left.\chi_{22}, \ldots, \chi_{2 n}\right)^{T}, \chi_{3}=\left(\chi_{31}, \chi_{32}, \ldots, \chi_{3 n}\right)^{T}$, and $\chi_{4}=\left(\chi_{41}, \chi_{42}\right.$, $\left.\ldots, \chi_{4 n}\right)^{T}$ and vector functions $f_{1}(\cdot), f_{2}(\cdot), f_{3}(\cdot), f_{4}(\cdot)$ : $\Re^{n} \longrightarrow \Re^{n}, u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)^{T}, u^{*}=\left(u_{1}^{*}, u_{2}^{*}, \ldots, u_{n}^{*}\right)^{T}:$
$\mathfrak{R}^{n} \times \mathfrak{R}^{n} \times \cdots \times \mathfrak{R}^{n} \longrightarrow \mathfrak{R}^{n}$ are the appropriate control inputs that will be designed in order to obtain a certain control objective.

Definition 1. The drive systems (5) and (6) are realized combination-combination synchronization with the response systems (7) if there exist $n$-dimensional constant diagonal matrices $A_{1}, A_{2}, A_{3} \neq 0$, and $A_{4} \neq 0$ such that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\|e\|=\lim _{t \rightarrow+\infty}\left\|A_{1} X_{1}+A_{2} X_{2}-A_{3} X_{3}-A_{4} X_{4}\right\|=0 \tag{8}
\end{equation*}
$$

where $\|\cdot\|$ is vector norm, $e=\left(e_{1}, e_{2}, \ldots, e_{n}\right)^{T}$ is the synchronization error vector, $X_{1}=\operatorname{diag}\left(\chi_{11}, \chi_{12}, \ldots, \chi_{1 n}\right)$, $X_{2}=\operatorname{diag}\left(\chi_{21}, \chi_{22}, \ldots, \chi_{2 n}\right), X_{3}=\operatorname{diag}\left(\chi_{31}, \chi_{32}, \ldots, \chi_{3 n}\right)$, and $X_{4}=\operatorname{diag}\left(\chi_{41}, \chi_{42}, \ldots, \chi_{4 n}\right)$.

Remark 2. As stated earlier, according to Definition 1, the physical implication of combination-combination synchronization is rather intuitionistic. The resultant signal of the combination of two drive systems (5) and (6) is tracked by the synthetic signal of the combination of two response systems (7).

Remark 3. In [28], Sun et al. apply combination-combination design to study the synchronization control of some classical chaotic systems. Generally speaking, this synchronization method for chaotic system is quite novel.

Remark 4. In Definition 1, matrices $A_{1}, A_{2}, A_{3}$, and $A_{4}$ are often called the scaling matrices. It is not hard to find that the scheme of combination-combination synchronization in Definition 1 contains the combination of two drive systems and the combination of two response systems. Moreover, one advantage of combination-combination synchronization is that the drive systems or the response systems can be completely identical or different.

Remark 5. The scheme of combination-combination synchronization improves and generalizes some existing synchronization schemes. When scaling matrices $A_{3}=0$ or $A_{4}=0$, the combination-combination synchronization will degrade into combination synchronization. When scaling matrices $A_{1}=A_{3}=0$ or $A_{1}=A_{4}=0$ or $A_{2}=A_{3}=0$ or $A_{2}=A_{4}=0$, the combination-combination synchronization will be reduced to complete synchronization. When scaling matrices $A_{1}=A_{2}=A_{3}=0$ or $A_{1}=A_{2}=A_{4}=0$, the combination-combination synchronization will change into chaos control.

## 3. Synchronization Criteria

In this section, we will devote to investigate combinationcombination synchronization of hyperchaotic complex memristor oscillator system.


Figure 2: 3D projections of the hyperchaotic attractor from memristor oscillator system (4).

Corresponding to (4), the other drive system is given as

$$
\begin{align*}
& \dot{x}_{21}=\beta_{1} x_{23}-\beta_{2} x_{21}-\beta_{3} x_{21} x_{25}^{2}, \\
& \dot{x}_{22}=-\beta_{4} x_{23}+\beta_{4} x_{24},  \tag{10}\\
& \dot{x}_{23}=\beta_{5} x_{22}-\beta_{5} x_{21}-\beta_{6} x_{23},  \tag{9}\\
& \dot{x}_{24}=-\beta_{7} x_{22}, \\
& \dot{x}_{25}=x_{21},
\end{align*}
$$

and two response systems are described as follows:

$$
\begin{aligned}
& \dot{x}_{31}=\gamma_{1} x_{33}-\gamma_{2} x_{31}-\gamma_{3} x_{31} x_{35}^{2}+u_{1} \\
& \dot{x}_{32}=-\gamma_{4} x_{33}+\gamma_{4} x_{34}+u_{2}, \\
& \dot{x}_{33}=\gamma_{5} x_{32}-\gamma_{5} x_{31}-\gamma_{6} x_{33}+u_{3}, \\
& \dot{x}_{34}=-\gamma_{7} x_{32}+u_{4} \\
& \dot{x}_{35}=x_{31}+u_{5}
\end{aligned}
$$



Figure 3: The physical realization of combination-combination synchronization scheme.

$$
\begin{align*}
& \dot{x}_{41}=\eta_{1} x_{43}-\eta_{2} x_{41}-\eta_{3} x_{41} x_{45}^{2}+u_{1}^{*} \\
& \dot{x}_{42}=-\eta_{4} x_{43}+\eta_{4} x_{44}+u_{2}^{*} \\
& \dot{x}_{43}=\eta_{5} x_{42}-\eta_{5} x_{41}-\eta_{6} x_{43}+u_{3}^{*}  \tag{11}\\
& \dot{x}_{44}=-\eta_{7} x_{42}+u_{4}^{*} \\
& \dot{x}_{45}=x_{41}+u_{5}^{*}
\end{align*}
$$

where $\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \beta_{5}, \beta_{6}, \beta_{7}, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, \gamma_{5}, \gamma_{6}, \gamma_{7}, \eta_{1}, \eta_{2}$, $\eta_{3}, \eta_{4}, \eta_{5}, \eta_{6}$, and $\eta_{7}$ are parameters and $u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, u_{1}^{*}$, $u_{2}^{*}, u_{3}^{*}, u_{4}^{*}$, and $u_{5}^{*}$ are the control inputs to be designed.

In our synchronization scheme, let

$$
\begin{align*}
& A_{1}=\operatorname{diag}\left(a_{11}, a_{12}, a_{13}, a_{14}, a_{15}\right), \\
& A_{2}=\operatorname{diag}\left(a_{21}, a_{22}, a_{23}, a_{24}, a_{25}\right), \\
& A_{3}=\operatorname{diag}\left(a_{31}, a_{32}, a_{33}, a_{34}, a_{35}\right),  \tag{12}\\
& A_{4}=\operatorname{diag}\left(a_{41}, a_{42}, a_{43}, a_{44}, a_{45}\right) .
\end{align*}
$$

Thus,

$$
\begin{align*}
& e_{1}=a_{11} x_{11}+a_{21} x_{21}-a_{31} x_{31}-a_{41} x_{41}, \\
& e_{2}=a_{12} x_{12}+a_{22} x_{22}-a_{32} x_{32}-a_{42} x_{42},  \tag{16}\\
& e_{3}=a_{13} x_{13}+a_{23} x_{23}-a_{33} x_{33}-a_{43} x_{43},  \tag{13}\\
& e_{4}=a_{14} x_{14}+a_{24} x_{24}-a_{34} x_{34}-a_{44} x_{44}, \\
& e_{5}=a_{15} x_{15}+a_{25} x_{25}-a_{35} x_{35}-a_{45} x_{45} .
\end{align*}
$$

$$
\begin{aligned}
& U_{1}=a_{31} u_{1}+a_{41} u_{1}^{*} \\
& U_{2}=a_{32} u_{2}+a_{42} u_{2}^{*} \\
& U_{3}=a_{33} u_{3}+a_{43} u_{3}^{*} \\
& U_{4}=a_{34} u_{4}+a_{44} u_{4}^{*} \\
& U_{5}=a_{35} u_{5}+a_{45} u_{5}^{*}
\end{aligned}
$$

Then (15) can be rewritten as

$$
\begin{aligned}
& \dot{e}_{1}= a_{11}\left(\alpha_{1} x_{13}-\alpha_{2} x_{11}-\alpha_{3} x_{11} x_{15}^{2}\right) \\
&+a_{21}\left(\beta_{1} x_{23}-\beta_{2} x_{21}-\beta_{3} x_{21} x_{25}^{2}\right) \\
&-a_{31}\left(\gamma_{1} x_{33}-\gamma_{2} x_{31}-\gamma_{3} x_{31} x_{35}^{2}\right) \\
&-a_{41}\left(\eta_{1} x_{43}-\eta_{2} x_{41}-\eta_{3} x_{41} x_{45}^{2}\right)-U_{1}, \\
& \dot{e}_{2}=a_{12}\left(-\alpha_{4} x_{13}+\alpha_{4} x_{14}\right)+a_{22}\left(-\beta_{4} x_{23}+\beta_{4} x_{24}\right) \\
&-a_{32}\left(-\gamma_{4} x_{33}+\gamma_{4} x_{34}\right) \\
&- a_{42}\left(-\eta_{4} x_{43}+\eta_{4} x_{44}\right)-U_{2} \\
& \dot{e}_{3}= a_{13}\left(\alpha_{5} x_{12}-\alpha_{5} x_{11}-\alpha_{6} x_{13}\right) \\
&+a_{23}\left(\beta_{5} x_{22}-\beta_{5} x_{21}-\beta_{6} x_{23}\right) \\
& \quad-a_{33}\left(\gamma_{5} x_{32}-\gamma_{5} x_{31}-\gamma_{6} x_{33}\right) \\
& \quad-a_{43}\left(\eta_{5} x_{42}-\eta_{5} x_{41}-\eta_{6} x_{43}\right)-U_{3}, \\
& \dot{e}_{4}=-a_{14} \alpha_{7} x_{12}-a_{24} \beta_{7} x_{22}+a_{34} \gamma_{7} x_{32}+a_{44} \eta_{7} x_{42}-U_{4}, \\
& \dot{e}_{5}= a_{15} x_{11}+a_{25} x_{21}-a_{35} x_{31}-a_{45} x_{41}-U_{5} .
\end{aligned}
$$

In fact, (16) is called the controller to be designed.
Theorem 6. If the control law is chosen as follows:

$$
\begin{aligned}
U_{1}= & a_{11}\left[\alpha_{1} x_{13}+\left(1-\alpha_{2}\right) x_{11}-\alpha_{3} x_{11} x_{15}^{2}\right] \\
& +a_{21}\left[\beta_{1} x_{23}+\left(1-\beta_{2}\right) x_{21}-\beta_{3} x_{21} x_{25}^{2}\right] \\
& -a_{31}\left[\gamma_{1} x_{33}+\left(1-\gamma_{2}\right) x_{31}-\gamma_{3} x_{31} x_{35}^{2}\right] \\
& -a_{41}\left[\eta_{1} x_{43}+\left(1-\eta_{2}\right) x_{41}-\eta_{3} x_{41} x_{45}^{2}\right] \\
& +\left(a_{12} x_{12}+a_{22} x_{22}-a_{32} x_{32}-a_{42} x_{42}\right), \\
U_{2}= & a_{12}\left(x_{12}-\alpha_{4} x_{13}+\alpha_{4} x_{14}\right) \\
& +a_{22}\left(x_{22}-\beta_{4} x_{23}+\beta_{4} x_{24}\right) \\
& -a_{32}\left(x_{32}-\gamma_{4} x_{33}+\gamma_{4} x_{34}\right) \\
& -a_{42}\left(x_{42}-\eta_{4} x_{43}+\eta_{4} x_{44}\right) \\
& -\left(a_{11} x_{11}+a_{21} x_{21}-a_{31} x_{31}-a_{41} x_{41}\right) \\
& +\left(a_{13} x_{13}+a_{23} x_{23}-a_{33} x_{33}-a_{43} x_{43}\right), \\
U_{3}= & a_{13}\left[\alpha_{5} x_{12}-\alpha_{5} x_{11}+\left(1-\alpha_{6}\right) x_{13}\right] \\
& +a_{23}\left[\beta_{5} x_{22}-\beta_{5} x_{21}+\left(1-\beta_{6}\right) x_{23}\right] \\
& -a_{33}\left[\gamma_{5} x_{32}-\gamma_{5} x_{31}+\left(1-\gamma_{6}\right) x_{33}\right]
\end{aligned}
$$

$$
\begin{align*}
& -a_{43}\left[\eta_{5} x_{42}-\eta_{5} x_{41}+\left(1-\eta_{6}\right) x_{43}\right] \\
& -\left(a_{12} x_{12}+a_{22} x_{22}-a_{32} x_{32}-a_{42} x_{42}\right) \\
& +\left(a_{14} x_{14}+a_{24} x_{24}-a_{34} x_{34}-a_{44} x_{44}\right), \\
U_{4}= & -\left(a_{13} x_{13}+a_{23} x_{23}-a_{33} x_{33}-a_{43} x_{43}\right) \\
& +a_{14}\left(x_{14}-\alpha_{7} x_{12}\right)+a_{24}\left(x_{24}-\beta_{7} x_{22}\right) \\
& -a_{34}\left(x_{34}-\gamma_{7} x_{32}\right)-a_{44}\left(x_{44}-\eta_{7} x_{42}\right) \\
& +\left(a_{15} x_{15}+a_{25} x_{25}-a_{35} x_{35}-a_{45} x_{45}\right), \\
U_{5}= & a_{15}\left(x_{11}+x_{15}\right)+a_{25}\left(x_{21}+x_{25}\right) \\
& -a_{35}\left(x_{31}+x_{35}\right)-a_{45}\left(x_{41}+x_{45}\right) \\
& -\left(a_{14} x_{14}+a_{24} x_{24}-a_{34} x_{34}-a_{44} x_{44}\right), \tag{18}
\end{align*}
$$

then the drive systems (4) and (9) will achieve combinationcombination synchronization with the response systems (10) and (11).

Proof. Consider the following Lyapunov function:

$$
\begin{align*}
V(e(t)) & =V\left(e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right) \\
& =\frac{1}{2}\left(e_{1}^{2}+e_{2}^{2}+e_{3}^{2}+e_{4}^{2}+e_{5}^{2}\right) . \tag{19}
\end{align*}
$$

Calculating the upper right Dini derivative of $V$ along the trajectory of (17), then

$$
\begin{aligned}
D^{+} V=e_{1} \dot{e}_{1} & +e_{2} \dot{e}_{2}+e_{3} \dot{e}_{3}+e_{4} \dot{e}_{4}+e_{5} \dot{e}_{5} \\
=e_{1}[ & a_{11}\left(\alpha_{1} x_{13}-\alpha_{2} x_{11}-\alpha_{3} x_{11} x_{15}^{2}\right) \\
& +a_{21}\left(\beta_{1} x_{23}-\beta_{2} x_{21}-\beta_{3} x_{21} x_{25}^{2}\right) \\
& -a_{31}\left(\gamma_{1} x_{33}-\gamma_{2} x_{31}-\gamma_{3} x_{31} x_{35}^{2}\right) \\
& \left.\quad-a_{41}\left(\eta_{1} x_{43}-\eta_{2} x_{41}-\eta_{3} x_{41} x_{45}^{2}\right)-U_{1}\right] \\
+e_{2} & {\left[a_{12}\left(-\alpha_{4} x_{13}+\alpha_{4} x_{14}\right)+a_{22}\left(-\beta_{4} x_{23}+\beta_{4} x_{24}\right)\right.} \\
& \quad-a_{32}\left(-\gamma_{4} x_{33}+\gamma_{4} x_{34}\right) \\
& \left.\quad-a_{42}\left(-\eta_{4} x_{43}+\eta_{4} x_{44}\right)-U_{2}\right] \\
+e_{3} & {\left[a_{13}\left(\alpha_{5} x_{12}-\alpha_{5} x_{11}-\alpha_{6} x_{13}\right)\right.} \\
& +a_{23}\left(\beta_{5} x_{22}-\beta_{5} x_{21}-\beta_{6} x_{23}\right) \\
& \quad-a_{33}\left(\gamma_{5} x_{32}-\gamma_{5} x_{31}-\gamma_{6} x_{33}\right) \\
& \left.\quad-a_{43}\left(\eta_{5} x_{42}-\eta_{5} x_{41}-\eta_{6} x_{43}\right)-U_{3}\right] \\
+ & e_{4}\left[-a_{14} \alpha_{7} x_{12}-a_{24} \beta_{7} x_{22}\right. \\
& \left.+a_{34} \gamma_{7} x_{32}+a_{44} \eta_{7} x_{42}-U_{4}\right]
\end{aligned}
$$

$$
\begin{align*}
& +e_{5}\left[a_{15} x_{11}+a_{25} x_{21}-a_{35} x_{31}-a_{45} x_{41}-U_{5}\right] \\
= & e_{1}\left[\Delta_{1}-U_{1}\right]+e_{2}\left[\Delta_{2}-U_{2}\right]+e_{3}\left[\Delta_{3}-U_{3}\right] \\
& +e_{4}\left[\Delta_{4}-U_{4}\right]+e_{5}\left[\Delta_{5}-U_{5}\right], \tag{20}
\end{align*}
$$

where

$$
\begin{gather*}
\Delta_{1}=a_{11}\left(\alpha_{1} x_{13}-\alpha_{2} x_{11}-\alpha_{3} x_{11} x_{15}^{2}\right) \\
+a_{21}\left(\beta_{1} x_{23}-\beta_{2} x_{21}-\beta_{3} x_{21} x_{25}^{2}\right) \\
-a_{31}\left(\gamma_{1} x_{33}-\gamma_{2} x_{31}-\gamma_{3} x_{31} x_{35}^{2}\right) \\
-a_{41}\left(\eta_{1} x_{43}-\eta_{2} x_{41}-\eta_{3} x_{41} x_{45}^{2}\right), \\
\Delta_{2}=a_{12}\left(-\alpha_{4} x_{13}+\alpha_{4} x_{14}\right)+a_{22}\left(-\beta_{4} x_{23}+\beta_{4} x_{24}\right) \\
-a_{32}\left(-\gamma_{4} x_{33}+\gamma_{4} x_{34}\right)-a_{42}\left(-\eta_{4} x_{43}+\eta_{4} x_{44}\right),  \tag{21}\\
\Delta_{3}= \\
a_{13}\left(\alpha_{5} x_{12}-\alpha_{5} x_{11}-\alpha_{6} x_{13}\right) \\
\\
\quad+a_{23}\left(\beta_{5} x_{22}-\beta_{5} x_{21}-\beta_{6} x_{23}\right) \\
\\
\quad-a_{33}\left(\gamma_{5} x_{32}-\gamma_{5} x_{31}-\gamma_{6} x_{33}\right) \\
\\
\quad-a_{43}\left(\eta_{5} x_{42}-\eta_{5} x_{41}-\eta_{6} x_{43}\right), \\
\Delta_{4}=- \\
a_{14} \alpha_{7} x_{12}-a_{24} \beta_{7} x_{22}+a_{34} \gamma_{7} x_{32}+a_{44} \eta_{7} x_{42} \\
\Delta_{5}= \\
a_{15} x_{11}+a_{25} x_{21}-a_{35} x_{31}-a_{45} x_{41} .
\end{gather*}
$$

On the basis of (18), we have

$$
\begin{align*}
\Delta_{1}-U_{1}= & -\left(a_{11} x_{11}+a_{21} x_{21}-a_{31} x_{31}-a_{41} x_{41}\right) \\
& -\left(a_{12} x_{12}+a_{22} x_{22}-a_{32} x_{32}-a_{42} x_{42}\right) \\
\Delta_{2}-U_{2}= & \left(a_{11} x_{11}+a_{21} x_{21}-a_{31} x_{31}-a_{41} x_{41}\right) \\
& -\left(a_{12} x_{12}+a_{22} x_{22}-a_{32} x_{32}-a_{42} x_{42}\right) \\
& -\left(a_{13} x_{13}+a_{23} x_{23}-a_{33} x_{33}-a_{43} x_{43}\right) \\
\Delta_{3}-U_{3}= & \left(a_{12} x_{12}+a_{22} x_{22}-a_{32} x_{32}-a_{42} x_{42}\right) \\
& -\left(a_{13} x_{13}+a_{23} x_{23}-a_{33} x_{33}-a_{43} x_{43}\right)  \tag{22}\\
& -\left(a_{14} x_{14}+a_{24} x_{24}-a_{34} x_{34}-a_{44} x_{44}\right) \\
\Delta_{4}-U_{4}= & \left(a_{13} x_{13}+a_{23} x_{23}-a_{33} x_{33}-a_{43} x_{43}\right) \\
& -\left(a_{14} x_{14}+a_{24} x_{24}-a_{34} x_{34}-a_{44} x_{44}\right) \\
& -\left(a_{15} x_{15}+a_{25} x_{25}-a_{35} x_{35}-a_{45} x_{45}\right) \\
\Delta_{5}-U_{5}= & \left(a_{14} x_{14}+a_{24} x_{24}-a_{34} x_{34}-a_{44} x_{44}\right) \\
& -\left(a_{15} x_{15}+a_{25} x_{25}-a_{35} x_{35}-a_{45} x_{45}\right)
\end{align*}
$$

That is,

$$
\begin{gather*}
\Delta_{1}-U_{1}=-e_{1}-e_{2} \\
\Delta_{2}-U_{2}=e_{1}-e_{2}-e_{3} \\
\Delta_{3}-U_{3}=e_{2}-e_{3}-e_{4}  \tag{23}\\
\Delta_{4}-U_{4}=e_{3}-e_{4}-e_{5} \\
\Delta_{5}-U_{5}=e_{4}-e_{5}
\end{gather*}
$$

Together with (20) and (23), then

$$
\begin{align*}
D^{+} V= & e_{1}\left(-e_{1}-e_{2}\right)+e_{2}\left(e_{1}-e_{2}-e_{3}\right) \\
& +e_{3}\left(e_{2}-e_{3}-e_{4}\right)+e_{4}\left(e_{3}-e_{4}-e_{5}\right) \\
& +e_{5}\left(e_{4}-e_{5}\right)  \tag{24}\\
= & -e_{1}^{2}-e_{2}^{2}-e_{3}^{2}-e_{4}^{2}-e_{5}^{2}=-e^{T} e,
\end{align*}
$$

where $e=\left(e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right)^{T}$.
Let $t>0$ be arbitrarily given; integrating the above Equation (24) from 0 to $t$, then

$$
\begin{equation*}
\int_{0}^{t}\|e(s)\|^{2} \mathrm{~d} s=\int_{0}^{t}-\dot{V} \mathrm{~d} s=V(e(0))-V(e(t)) \leq V(e(0)) \tag{25}
\end{equation*}
$$

where $\|\cdot\|$ is the Euclidean vector norm.
According to Barbalat's lemma, we have $\|e(t)\|^{2} \longrightarrow 0$ as $t \longrightarrow+\infty$. Hence, $\left(e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right) \longrightarrow(0,0,0,0,0)$ as $t \longrightarrow+\infty$. It implies that the drive systems (4) and (9) can achieve combination-combination synchronization with the response systems (10) and (11). The proof is completed.

Remark 7. The nonlinear degree of control input in (18) is somewhat high. In the sense of control theory, the control input in (18) may not be the best. However, in many applications, firstly one often needs to understand whether the control system designed has the desired properties such as the combination-combination synchronization behavior. In fact, as the works in $[9,28]$, because of the unique construction about combination design, the control input in synchronization scheme via combination design is usually a bit more complicated. How to design easy and efficient synchronization criteria will be the topic of future research.

Remark 8. For the controller design of combinationcombination synchronization, once we get proper controller (16), then the $u_{i}$ and $u_{i}^{*}(i=1,2,3,4,5)$ in the response systems (10) and (11) can be obtained via $a_{3 i} u_{i}+a_{4 i} u_{i}^{*}=U_{i}$ $(i=1,2,3,4,5)$. Obviously, these $u_{i}$ and $u_{i}^{*}(i=1,2,3,4,5)$ have wide choices, which can provide the designer with the richness of flexibility. Of course, for the whole controller design of combination-combination synchronization, we merely concern the controller (16).

Next we extend Theorem 6 to other possible cases.

Corollary 9. If the control law is chosen as follows:

$$
\begin{aligned}
& \widetilde{U}_{1}:=a_{31} u_{1} \\
& =a_{11}\left[\alpha_{1} x_{13}+\left(1-\alpha_{2}\right) x_{11}-\alpha_{3} x_{11} x_{15}^{2}\right] \\
& +a_{21}\left[\beta_{1} x_{23}+\left(1-\beta_{2}\right) x_{21}-\beta_{3} x_{21} x_{25}^{2}\right] \\
& -a_{31}\left[\gamma_{1} x_{33}+\left(1-\gamma_{2}\right) x_{31}-\gamma_{3} x_{31} x_{35}^{2}\right] \\
& +\left(a_{12} x_{12}+a_{22} x_{22}-a_{32} x_{32}\right) \text {, } \\
& \widetilde{U}_{2}:=a_{32} u_{2} \\
& =a_{12}\left(x_{12}-\alpha_{4} x_{13}+\alpha_{4} x_{14}\right) \\
& +a_{22}\left(x_{22}-\beta_{4} x_{23}+\beta_{4} x_{24}\right) \\
& -a_{32}\left(x_{32}-\gamma_{4} x_{33}+\gamma_{4} x_{34}\right) \\
& -\left(a_{11} x_{11}+a_{21} x_{21}-a_{31} x_{31}\right) \\
& +\left(a_{13} x_{13}+a_{23} x_{23}-a_{33} x_{33}\right) \text {, } \\
& \widetilde{U}_{3}:=a_{33} u_{3} \\
& =a_{13}\left[\alpha_{5} x_{12}-\alpha_{5} x_{11}+\left(1-\alpha_{6}\right) x_{13}\right] \\
& +a_{23}\left[\beta_{5} x_{22}-\beta_{5} x_{21}+\left(1-\beta_{6}\right) x_{23}\right] \\
& -a_{33}\left[\gamma_{5} x_{32}-\gamma_{5} x_{31}+\left(1-\gamma_{6}\right) x_{33}\right] \\
& -\left(a_{12} x_{12}+a_{22} x_{22}-a_{32} x_{32}\right) \\
& +\left(a_{14} x_{14}+a_{24} x_{24}-a_{34} x_{34}\right) \text {, } \\
& \widetilde{U}_{4}:=a_{34} u_{4} \\
& =-\left(a_{13} x_{13}+a_{23} x_{23}-a_{33} x_{33}\right) \\
& +\left(a_{15} x_{15}+a_{25} x_{25}-a_{35} x_{35}\right) \\
& +a_{14}\left(x_{14}-\alpha_{7} x_{12}\right)+a_{24}\left(x_{24}-\beta_{7} x_{22}\right) \\
& -a_{34}\left(x_{34}-\gamma_{7} x_{32}\right) \text {, } \\
& \widetilde{U}_{5}:=a_{35} u_{5} \\
& =a_{15}\left(x_{11}+x_{15}\right)+a_{25}\left(x_{21}+x_{25}\right) \\
& -a_{35}\left(x_{31}+x_{35}\right)-\left(a_{14} x_{14}+a_{24} x_{24}-a_{34} x_{34}\right),
\end{aligned}
$$

then the drive systems (4) and (9) will achieve combination synchronization with the response system (10).

Corollary 10. If the control law is chosen as follows:

$$
\begin{aligned}
\widetilde{U}_{1}:= & a_{41} u_{1}^{*} \\
= & a_{11}\left[\alpha_{1} x_{13}+\left(1-\alpha_{2}\right) x_{11}-\alpha_{3} x_{11} x_{15}^{2}\right] \\
& +a_{21}\left[\beta_{1} x_{23}+\left(1-\beta_{2}\right) x_{21}-\beta_{3} x_{21} x_{25}^{2}\right]
\end{aligned}
$$

$$
\begin{align*}
& -a_{41}\left[\eta_{1} x_{43}+\left(1-\eta_{2}\right) x_{41}-\eta_{3} x_{41} x_{45}^{2}\right] \\
& +\left(a_{12} x_{12}+a_{22} x_{22}-a_{42} x_{42}\right), \\
\widetilde{U}_{2}:= & a_{42} u_{2}^{*} \\
= & a_{12}\left(x_{12}-\alpha_{4} x_{13}+\alpha_{4} x_{14}\right) \\
& +a_{22}\left(x_{22}-\beta_{4} x_{23}+\beta_{4} x_{24}\right) \\
& -a_{42}\left(x_{42}-\eta_{4} x_{43}+\eta_{4} x_{44}\right) \\
& -\left(a_{11} x_{11}+a_{21} x_{21}-a_{41} x_{41}\right) \\
& +\left(a_{13} x_{13}+a_{23} x_{23}-a_{43} x_{43}\right), \\
\widetilde{U}_{3}:= & a_{43} u_{3}^{*} \\
= & a_{13}\left[\alpha_{5} x_{12}-\alpha_{5} x_{11}+\left(1-\alpha_{6}\right) x_{13}\right] \\
& +a_{23}\left[\beta_{5} x_{22}-\beta_{5} x_{21}+\left(1-\beta_{6}\right) x_{23}\right] \\
& -a_{43}\left[\eta_{5} x_{42}-\eta_{5} x_{41}+\left(1-\eta_{6}\right) x_{43}\right] \\
& -\left(a_{12} x_{12}+a_{22} x_{22}-a_{42} x_{42}\right) \\
& +\left(a_{14} x_{14}+a_{24} x_{24}-a_{44} x_{44}\right), \\
\widetilde{U}_{4}:= & a_{44} u_{4}^{*} \\
= & -\left(a_{13} x_{13}+a_{23} x_{23}-a_{43} x_{43}\right) \\
& +\left(a_{15} x_{15}+a_{25} x_{25}-a_{45} x_{45}\right) \\
& +a_{14}\left(x_{14}-\alpha_{7} x_{12}\right)+a_{24}\left(x_{24}-\beta_{7} x_{22}\right) \\
& -a_{44}\left(x_{44}-\eta_{7} x_{42}\right), \\
\widetilde{U}_{5}:= & a_{45} u_{5}^{*} \\
= & a_{15}\left(x_{11}+x_{15}\right)+a_{25}\left(x_{21}+x_{25}\right) \\
& -a_{45}\left(x_{41}+x_{45}\right)-\left(a_{14} x_{14}+a_{24} x_{24}-a_{44} x_{44}\right), \tag{27}
\end{align*}
$$

then the drive systems (4) and (9) will achieve combination synchronization with the response system (11).

Corollary 11. If the control law is chosen as follows:

$$
\begin{aligned}
\widetilde{U}_{1}:= & a_{31} u_{1} \\
= & a_{11}\left[\alpha_{1} x_{13}+\left(1-\alpha_{2}\right) x_{11}-\alpha_{3} x_{11} x_{15}^{2}\right] \\
& -a_{31}\left[\gamma_{1} x_{33}+\left(1-\gamma_{2}\right) x_{31}-\gamma_{3} x_{31} x_{35}^{2}\right] \\
& +\left(a_{12} x_{12}-a_{32} x_{32}\right), \\
\widetilde{U}_{2}:= & a_{32} u_{2} \\
= & a_{12}\left(x_{12}-\alpha_{4} x_{13}+\alpha_{4} x_{14}\right)
\end{aligned}
$$

$$
\begin{align*}
& -a_{32}\left(x_{32}-\gamma_{4} x_{33}+\gamma_{4} x_{34}\right) \\
& -\left(a_{11} x_{11}-a_{31} x_{31}\right)+\left(a_{13} x_{13}-a_{33} x_{33}\right), \\
\widetilde{U}_{3}:= & a_{33} u_{3} \\
= & a_{13}\left[\alpha_{5} x_{12}-\alpha_{5} x_{11}+\left(1-\alpha_{6}\right) x_{13}\right] \\
& -a_{33}\left[\gamma_{5} x_{32}-\gamma_{5} x_{31}+\left(1-\gamma_{6}\right) x_{33}\right] \\
& -\left(a_{12} x_{12}-a_{32} x_{32}\right)+\left(a_{14} x_{14}-a_{34} x_{34}\right), \\
\widetilde{U}_{4}:= & a_{34} u_{4} \\
= & -\left(a_{13} x_{13}-a_{33} x_{33}\right)+a_{14}\left(x_{14}-\alpha_{7} x_{12}\right) \\
& -a_{34}\left(x_{34}-\gamma_{7} x_{32}\right)+\left(a_{15} x_{15}-a_{35} x_{35}\right), \\
\widetilde{U}_{5}:= & a_{35} u_{5} \\
= & a_{15}\left(x_{11}+x_{15}\right)-a_{35}\left(x_{31}+x_{35}\right) \\
& -\left(a_{14} x_{14}-a_{34} x_{34}\right), \tag{28}
\end{align*}
$$

then the drive system (4) will achieve complete synchronization with the response system (10).

According to Corollary 11, on the complete synchronization criteria between (4) and (11), or (9) and (10), or (9) and (11), one can make some parallel promotions. So we will not repeat all of those corollaries here.

Corollary 12. If the control law is chosen as follows:

$$
\begin{align*}
\widetilde{U}_{1}:= & a_{31} u_{1} \\
= & -a_{31}\left[\gamma_{1} x_{33}+\left(1-\gamma_{2}\right) x_{31}-\gamma_{3} x_{31} x_{35}^{2}\right] \\
& -a_{32} x_{32}, \\
\widetilde{U}_{2}:= & a_{32} u_{2} \\
= & -a_{32}\left(x_{32}-\gamma_{4} x_{33}+\gamma_{4} x_{34}\right) \\
& +a_{31} x_{31}-a_{33} x_{33}, \\
\widetilde{U}_{3}:= & a_{33} u_{3}  \tag{29}\\
= & -a_{33}\left[\gamma_{5} x_{32}-\gamma_{5} x_{31}+\left(1-\gamma_{6}\right) x_{33}\right] \\
& +a_{32} x_{32}-a_{34} x_{34}, \\
\widetilde{U}_{4}:= & a_{34} u_{4} \\
= & a_{33} x_{33}-a_{34}\left(x_{34}-\gamma_{7} x_{32}\right) \\
& -a_{35} x_{35}, \\
\widetilde{U}_{5}:= & a_{35} u_{5} \\
= & -a_{35}\left(x_{31}+x_{35}\right)+a_{34} x_{34},
\end{align*}
$$

then system (10) is asymptotically stabilizable.

Corollary 13. If the control law is chosen as follows:

$$
\begin{align*}
\widetilde{U}_{1}:= & a_{41} u_{1}^{*} \\
= & -a_{41}\left[\eta_{1} x_{43}+\left(1-\eta_{2}\right) x_{41}-\eta_{3} x_{41} x_{45}^{2}\right] \\
& -a_{42} x_{42}, \\
\widetilde{U}_{2}:= & a_{42} u_{2}^{*} \\
= & -a_{42}\left(x_{42}-\eta_{4} x_{43}+\eta_{4} x_{44}\right) \\
& +a_{41} x_{41}-a_{43} x_{43}, \\
\widetilde{U}_{3}:= & a_{43} u_{3}^{*}  \tag{30}\\
= & -a_{43}\left[\eta_{5} x_{42}-\eta_{5} x_{41}+\left(1-\eta_{6}\right) x_{43}\right] \\
& +a_{42} x_{42}-a_{44} x_{44}, \\
\widetilde{U}_{4}:= & a_{44} u_{4}^{*} \\
= & a_{43} x_{43}-a_{44}\left(x_{44}-\eta_{7} x_{42}\right) \\
& -a_{45} x_{45}, \\
\widetilde{U}_{5}:= & a_{45} u_{5}^{*} \\
= & -a_{45}\left(x_{41}+x_{45}\right)+a_{44} x_{44},
\end{align*}
$$

then system (11) is asymptotically stabilizable.
Remark 14. Just like Remark 7, the nonlinear degree of control input in the above corollaries is somewhat high. How to design some less conservative criteria, this issue, will be the topic of future research.

Remark 15. In many existing works, the combination of multiple drive systems may induce the combination states to be asymptotically stable or emanative. And theoretically, a direct consequence of such combination of multiple drive systems is the information signal extraction which is extremely difficult or completely useless. In this paper, the combination of two drive systems can be always hyperchaotic; thus, the dynamic behavior is more abundant and complex (see the subsequent numerical example). In theory, when it is used to chaotic communication, this would greatly enhance the security and reliability for high-performance communication.

Remark 16. Theoretically, in the past chaotic communication via drive-response model, the transmitted signal only depends on one drive system. However, in theory, when designing secure communication via combinationcombination synchronization, the transmitted signal and received signal can both be split into multiple different chaotic systems. Compared to some conventional design methods, this design approach maybe have stronger antiattack ability.

In the following, we give a numerical example to illustrate the superiority of theoretical results via computer simulations.

Assume $\alpha_{1}=\beta_{1}=\gamma_{1}=\eta_{1}=9, \alpha_{2}=\beta_{2}=$ $\gamma_{2}=\eta_{2}=-10.8, \alpha_{3}=\beta_{3}=\gamma_{3}=\eta_{3}=10.8, \alpha_{4}=$ $\beta_{4}=\gamma_{4}=\eta_{4}=1, \alpha_{5}=\beta_{5}=\gamma_{5}=\eta_{5}=30$, $\alpha_{6}=\beta_{6}=\gamma_{6}=\eta_{6}=30, \alpha_{7}=\beta_{7}=\gamma_{7}=\eta_{7}=$ 15. Let $A_{1}=\operatorname{diag}\left(a_{11}, a_{12}, a_{13}, a_{14}, a_{15}\right)=\operatorname{diag}(1,1,1,1,1)$, $A_{2}=\operatorname{diag}\left(a_{21}, a_{22}, a_{23}, a_{24}, a_{25}\right)=\operatorname{diag}(1,1,1,1,1)$, $A_{3}=\operatorname{diag}\left(a_{31}, a_{32}, a_{33}, a_{34}, a_{35}\right)=\operatorname{diag}(1,1,1,1,1), A_{4}=$ $\operatorname{diag}\left(a_{41}, a_{42}, a_{43}, a_{44}, a_{45}\right)=\operatorname{diag}(1,1,1,1,1)$, according to Theorem 6; then the control law can be designed as

$$
\begin{aligned}
U_{1}= & {\left[9 x_{13}+11.8 x_{11}-10.8 x_{11} x_{15}^{2}\right] } \\
& +\left[9 x_{23}+11.8 x_{21}-10.8 x_{21} x_{25}^{2}\right] \\
& -\left[9 x_{33}+11.8 x_{31}-10.8 x_{31} x_{35}^{2}\right] \\
& -\left[9 x_{43}+11.8 x_{41}-10.8 x_{41} x_{45}^{2}\right] \\
& +\left(x_{12}+x_{22}-x_{32}-x_{42}\right), \\
U_{2}= & \left(x_{12}-x_{13}+x_{14}\right)+\left(x_{22}-x_{23}+x_{24}\right) \\
& -\left(x_{32}-x_{33}+x_{34}\right)-\left(x_{42}-x_{43}+x_{44}\right) \\
& -\left(x_{11}+x_{21}-x_{31}-x_{41}\right) \\
& +\left(x_{13}+x_{23}-x_{33}-x_{43}\right), \\
U_{3}= & {\left[30 x_{12}-30 x_{11}-29 x_{13}\right] } \\
& +\left[30 x_{22}-30 x_{21}-29 x_{23}\right] \\
& -\left[30 x_{32}-30 x_{31}-29 x_{33}\right] \\
& -\left[30 x_{42}-30 x_{41}-29 x_{43}\right] \\
& -\left(x_{12}+x_{22}-x_{32}-x_{42}\right) \\
& +\left(x_{14}+x_{24}-x_{34}-x_{44}\right), \\
U_{4}= & -\left(x_{13}+x_{23}-x_{33}-x_{43}\right) \\
& +\left(x_{14}-15 x_{12}\right)+\left(x_{24}-15 x_{22}\right) \\
& -\left(x_{34}-15 x_{32}\right)-\left(x_{44}-15 x_{42}\right) \\
& +\left(x_{15}+x_{25}-x_{35}-x_{45}\right), \\
& -\left(x_{11}+x_{15}+x_{21}+x_{25}+x_{24}-x_{34}-x_{44}\right) . \\
& -\left(x_{31}+x_{35}\right)-\left(x_{41}+x_{45}\right) \\
& -10 .
\end{aligned}
$$

By (16), it follows that

$$
\begin{aligned}
& U_{1}=u_{1}+u_{1}^{*}, \\
& U_{2}=u_{2}+u_{2}^{*}, \\
& U_{3}=u_{3}+u_{3}^{*},
\end{aligned}
$$

$$
\begin{align*}
& U_{4}=u_{4}+u_{4}^{*} \\
& U_{5}=u_{5}+u_{5}^{*} . \tag{32}
\end{align*}
$$

then $u_{i}$ and $u_{i}^{*}(i=1,2,3,4,5)$ can be chosen according to different requirements. For example, it allows

$$
\begin{align*}
& u_{1}=\left[9 x_{13}+11.8 x_{11}-10.8 x_{11} x_{15}^{2}\right] \\
& +\left[9 x_{23}+11.8 x_{21}-10.8 x_{21} x_{25}^{2}\right] \\
& -\left[9 x_{33}+11.8 x_{31}-10.8 x_{31} x_{35}^{2}\right] \\
& -\left[9 x_{43}+11.8 x_{41}-10.8 x_{41} x_{45}^{2}\right] \text {, } \\
& u_{1}^{*}=x_{12}+x_{22}-x_{32}-x_{42}, \\
& u_{2}=\left(x_{12}-x_{13}+x_{14}\right)+\left(x_{22}-x_{23}+x_{24}\right) \\
& -\left(x_{32}-x_{33}+x_{34}\right)-\left(x_{42}-x_{43}+x_{44}\right) \text {, } \\
& u_{2}^{*}=-\left(x_{11}+x_{21}-x_{31}-x_{41}\right) \\
& +\left(x_{13}+x_{23}-x_{33}-x_{43}\right) \text {, } \\
& u_{3}=\left[30 x_{12}-30 x_{11}-29 x_{13}\right] \\
& +\left[30 x_{22}-30 x_{21}-29 x_{23}\right]  \tag{33}\\
& -\left[30 x_{32}-30 x_{31}-29 x_{33}\right] \\
& -\left[30 x_{42}-30 x_{41}-29 x_{43}\right] \text {, } \\
& u_{3}^{*}=-\left(x_{12}+x_{22}-x_{32}-x_{42}\right) \\
& +\left(x_{14}+x_{24}-x_{34}-x_{44}\right) \text {, } \\
& u_{4}=-\left(x_{13}+x_{23}-x_{33}-x_{43}\right) \\
& +\left(x_{14}-15 x_{12}\right)+\left(x_{24}-15 x_{22}\right) \\
& -\left(x_{34}-15 x_{32}\right)-\left(x_{44}-15 x_{42}\right) \text {, } \\
& u_{4}^{*}=x_{15}+x_{25}-x_{35}-x_{45} \text {, } \\
& u_{5}=x_{11}+x_{15}+x_{21}+x_{25} \\
& -\left(x_{31}+x_{35}\right)-\left(x_{41}+x_{45}\right) \text {, } \\
& u_{5}^{*}=-x_{14}+x_{24}-x_{34}-x_{44} \text {. }
\end{align*}
$$

Of course, the $u_{i}$ and $u_{i}^{*}(i=1,2,3,4,5)$ in (33) are just one case rather than the norm. The designers can choose what they need via the combination-combination controller (31).

Simulation result of the combination of two drive systems (4) and (9) is depicted in Figure 4. The computer simulation suggests that the combination of two drive systems (4) and (9) has a hyperchaotic attractor, as shown in Figure 4, which has verified that the combination of drive systems (4) and (9) remains hyperchaotic. Meanwhile, according to Theorem 6, the combination of two drive systems (4) and (9) can achieve


Figure 4: 3D projections of the hyperchaotic attractor from combination of two drive systems.
synchronization with the combination of two response systems (10) and (11). Figure 5 depicts the time response of the synchronization error $e(t)=\left(e_{1}(t), e_{2}(t), e_{3}(t), e_{4}(t), e_{5}(t)\right)^{T}$.

## 4. Concluding Remarks

A fifth-order complex memristor oscillator system with hyperchaotic effect is presented in this paper. Some sufficient
conditions are derived to guarantee the hyperchaotic complex memristor oscillator system for realizing combinationcombination synchronization. The hyperchaotic complex memristor oscillator system is useful in secure communication systems with enhanced security features that protect against deciphering. Also, the scheme of combinationcombination synchronization might overcome some design issues associated with previous schemes for using chaos in communications. Application of new intelligent control


(e)

FIGURE 5: Time response curve for synchronization error $e(t)=\left(e_{1}(t), e_{2}(t), e_{3}(t), e_{4}(t), e_{5}(t)\right)^{T}$.
methods to complex memristor oscillator model yields a deep insight into the behaviors under investigation.
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#### Abstract

Aiming at studying the evolution pattern of cultivating the ability of university students' entrepreneurship, this paper established the payoff matrix between the university and students agent with the evolutionary economics method. The analysis of the evolution of the communication process model reveals how the choice strategy of individuals influences that of groups. Numerical simulation also demonstrates the influences of different values of decision-making parameters and the change of initial conditions on the result of evolution. It is found that the evolution path system of university students' entrepreneurial ability has two kinds of modes: one is the ideal state; and the other one is the bad "lock" state. By adjusting parameters, we can jump out of the bad "lock" state, thus optimizing cultivation path.


## 1. Introduction

It has become a necessity for universities to cultivate students' entrepreneurial ability to adapt to the economic transformation and upgrading, as well as to the construction and development of entrepreneurial economy. It is also important to improve the education system in colleges and universities, strengthening the innovation training of entrepreneurial talent. With this progress, promoting the overall development of people and cultivating entrepreneurial qualities of a new generation can be achieved. Gorman et al. analyzed the literature about entrepreneurship education in the 10 years from 1985 to 1994 and point out that the cultivation of entrepreneurship for college students plays the function of entrepreneurship preparation and can enhance the individual's self-efficacy. During this process, universities should focus on the improvement of students' entrepreneurial qualities and skills [1]. Fayolle discussed the concept of entrepreneurial education and its theoretical framework, the pioneering education paradigm, entrepreneurship education mode, education assessment, target, function, interdisciplinary approach, and so forth, putting forward the innovative teaching mode to enhance the level of entrepreneurship [2]. O'Connor believes that entrepreneurial talent training is an effective mean of promoting economic development [3].

Research on college students' entrepreneurial ability training was mainly concentrated on the content of entrepreneurship education and entrepreneurial ability training mode. For entrepreneurial education content, Harrison and Leitch's research "Entrepreneurship and Leadership: education and enlightenment" has paved the way for the research on entrepreneurship education content [4]. Jack and Anderson find that entrepreneurship education activity involves the areas of science and art, which need to research entrepreneurship education theory to connect the gap between science and art [5]. Fiet studied the theoretical dimension of teaching entrepreneurship, emphasizing that more attention should be paid to the teaching of entrepreneurship theory [6]. Kent and Anderson argue that the spirit of cooperation, social ability, and pioneering consciousness should be put into the training content of entrepreneurship education [7]; some other scholars suggest "business failure" as one part of entrepreneurial education [8]. Sudharson et al. tried to wake up all engineering students' entrepreneurial ideas and inspire their entrepreneurial spirit, so in the original curriculum system, they design to added a few additional modules about entrepreneurship [9]. For entrepreneurial ability training mode, Johannisson et al. make an analysis of kolb's learning mode. Through the test of entrepreneurial action, they found that different groups (engineering students,

TABLE 1: Payoff matrix of universities and students' strategy.

|  |  | Students |
| :--- | :---: | :---: |
|  |  |  |
| Universities |  |  |
| Posticipation $N_{Y}$ | No participation $N_{N}$ |  |
| Negative training $M_{N}$ | $\alpha\left(\gamma_{S 1}-1\right) C_{S}-C_{C},\left(\gamma_{S 1}-1\right) C_{S}$ | $-C_{C},\left(\gamma_{S 2}-1\right) C_{S}$ |

business school students, and the business operators) have different study effects [10]. Fiet explored the teaching dimension of entrepreneurship theory, finding that there exist some challenges for the research and education of entrepreneurship. When entrepreneurship teaching becomes predictable, teaching cannot achieve good results. He holds that entrepreneurship education should be based on the theory of entrepreneurship [6]. Above all, the existing studies are mainly carried out from the perspective of education part-schools-to cultivate the ability of entrepreneurship, but they ignore the entrepreneurial ability training process, which is the mutual process of university and college students.

Evolutionary game theory combines the game theory with dynamic evolution process. It is the result of biological evolutionary theory. The analysis of the system of social habits, specification, or spontaneous formation and influence factors has made remarkable achievements. In fact, due to the insufficient understanding of entrepreneurial ability, too much attention has been focused on the theory, less on cultivating the ability of entrepreneurship; thus, problems exist. In this case, this paper is intended to discuss how to make both universities and students evolve in an expected way (inspiring and guiding students' entrepreneurial ability) so as to improve the training effectiveness of students' entrepreneurial ability.

## 2. Model Building

In constructing an evolutionary game model, we must make some basic assumptions of behavior interaction between university and college students, up to the present status of the management of universities. The two sides are the university and students, respectively, with both sides having limited rationality. The group-colleges and universities have two strategies: one is to actively develop the students' ability of entrepreneurship through various channels, hereinafter referred to as "positive training," remembered as $M_{Y}$ and the other strategy is negative cultivation of college students' entrepreneurial ability, which means universities do not even do anything, which is referred to as "negative training," remembered as $M_{N}$. Strategy community of university is set as $S_{C}$ \{positive training, $M_{Y}$; negative training, $M_{N}$ \}. The group-students also have two strategies: one is actively participating in activities to develop their entrepreneurial skills, hereinafter referred to as "participation," remembered as $N_{Y}$, while the second strategy is not involved in their activities that develop their entrepreneurial skills, hereinafter referred to as "no participation," noted as $N_{N}$. The strategy of
university student group is set as $S_{S}$ \{participation, $N_{Y}$ and no participation, $\left.N_{N}\right\}$.

If universities actively cultivate their students' entrepreneurial ability, they will improve the system of entrepreneurship education management and entrepreneurship education system and create entrepreneurship training base and so on. The cost of these activities is set as $C_{C}$.

If students are actively involved in developing their entrepreneurial ability, they need to spend the costs of time and energy, set as $C_{S}$.

When universities are active in entrepreneurial ability training and students are also active in developing their business ability, students will increase their human capital value, and their costs will have higher returns $\gamma_{S 1}, \gamma_{S 1} \geq 1$. At this point, the net income for the students is $\left(\gamma_{S 1}-1\right) C_{S}$. The net income of colleges and universities is $\alpha\left(\gamma_{S 1}-1\right) C_{S}-$ $C_{C}$, where $\alpha$ is the reputation and alumni support through cultivating high level students for colleges and universities, and $0 \leq \alpha \leq 1$. If students do not participate in developing the ability of business, they can spare the time and energy in other activities, so at this time, the investment rate of return is $\gamma_{S 2}$, and $\gamma_{S 2} \leq \gamma_{S 1}$. At this point, the net income for the students is $\left(\gamma_{S 2}-1\right) C_{S}$ and the net income of universities is $-C_{C}$.

When universities are negative in cultivating the students' entrepreneurial ability, students can promote entrepreneurship ability through self-study or internship. Without the help, support, and guidance of universities, the rate of return on its investment is lower, set as $\gamma_{S 3}, \gamma_{S 3} \leq \gamma_{S 2}$. At this point, the net income for the students is $\left(\gamma_{S 3}-1\right) C_{S}$ and the net income of universities is $\alpha\left(\gamma_{S 3}-1\right) C_{S}$. If students themselves do not actively promote entrepreneurship ability but spend the time and energy in other activities, the net income for the students would be $\left(\gamma_{S 2}-1\right) C_{S}$, and the net income of universities is 0 .

Based on the above assumptions, we constructed the strategy payoff matrix between the universities and students, as shown in Table 1.

## 3. The Evolution of the Model and Its Equilibrium Analysis

3.1. The Evolution of the Model. Assume that, in the initial state, the proportion of universities choosing $M_{Y}$ is $p$ and that the proportion of universities choosing strategy $M_{N}$ is $1-p$; the proportion of students choosing strategy $N_{Y}$ is $q$; then, the proportion of students choosing $N_{N}$ is $1-q$. Here we calculate the corresponding expected revenue and average income.

TABLE 2: Local stability analysis results.

| Equilibrium point | Det $J$ |  | $\operatorname{Tr}$ | Result |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $p=0, q=0$ | $-C_{C}\left(\gamma_{S 3}-\gamma_{S 2}\right) C_{S}$ | + | $-C_{C}+\left(\gamma_{S 3}-\gamma_{S 2}\right) C_{S}$ | - | ESS |
| $p=0, q=1$ | $-\left[\alpha\left(\gamma_{S 1}-\gamma_{S 3} C_{S}-C_{C}\right]\left(\gamma_{S 3}-\gamma_{S 2}\right) C_{S}\right.$ | + | $\alpha\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}-C_{C}-\left(\gamma_{S 3}-\gamma_{S 2}\right) C_{S}$ | + | Not stable |
| $p=1, q=0$ | $C_{C}\left(\gamma_{S 1}-\gamma_{S 2}\right) C_{S}$ | + | $C_{C}+\left(\gamma_{S 1}-\gamma_{S 2}\right) C_{S}$ | + | Not stable |
| $p=1, q=1$ | $\left[\alpha\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}-C_{C}\right]\left(\gamma_{S 1}-\gamma_{S 2}\right) C_{S}$ | + | $-\left[\alpha\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}-C_{C}\right]-\left(\gamma_{S 1}-\gamma_{S 2}\right) C_{S}$ | - | ESS |
| $p=p^{*}, q=q^{*}$ | $-p^{*} q^{*}\left(1-p^{*}\right)\left(1-q^{*}\right) \alpha\left(\gamma_{S 1}-\gamma_{S 3}\right)^{2} C_{S}^{2}$ | - | 0 | saddle point |  |

$U_{1}$ is the expected return of the selection of universities to $M_{Y}$ strategy; $U_{2}$ is the expected return of universities choosing $M_{N}$ strategy; $\bar{U}$ is the average income of universities. Consider the following:

$$
\begin{align*}
U_{1} & =q\left[\alpha\left(\gamma_{S 1}-1\right) C_{S}-C_{C}\right]+(1-q)\left(-C_{C}\right) \\
& =q \alpha\left(\gamma_{S 1}-1\right) C_{S}-C_{C}, \\
U_{2} & =q \alpha\left(\gamma_{S 3}-1\right) C_{S},  \tag{1}\\
\bar{U} & =p U_{1}+(1-p) U_{2} .
\end{align*}
$$

Similarly, $V_{1}$ is the expected return of students choosing $N_{Y}$ strategy; $V_{2}$ is the expected return for students choosing $N_{N}$ strategy; $\bar{V}$ is the average income for students. Consider the following:

$$
\begin{align*}
V_{1} & =p\left(\gamma_{S 1}-1\right) C_{S}+(1-p)\left(\gamma_{S 3}-1\right) C_{S} \\
& =p\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}+\left(\gamma_{S 3}-1\right) C_{S},  \tag{2}\\
V_{2} & =\left(\gamma_{S 2}-1\right) C_{S}, \\
\bar{V} & =q V_{1}+(1-q) V_{2} .
\end{align*}
$$

$$
\begin{aligned}
J & =\left[\begin{array}{ll}
\frac{d F(p)}{d p} & \frac{d F(p)}{d q} \\
\frac{d F(q)}{d p} & \frac{d F(q)}{d q}
\end{array}\right] \\
& =\left[\begin{array}{c}
(1-2 p)\left[q \alpha\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}-C_{C}\right] \\
q(1-q)\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}
\end{array}\right.
\end{aligned}
$$

The determinant of the Jacobian matrix is marked as Det $J$, and the trace of the Jacobian matrix is marked as Tr . Consider

$$
\begin{align*}
\operatorname{Det} J= & (1-2 p)(1-2 q)\left[q \alpha\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}-C_{C}\right] \\
& \times\left[p\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}+\left(\gamma_{S 3}-\gamma_{S 2}\right) C_{S}\right]  \tag{5}\\
& -p q(1-p)(1-q) \alpha\left(\gamma_{S 1}-\gamma_{S 3}\right)^{2} C_{S}^{2}, \\
\operatorname{Tr}= & (1-2 p)\left[q \alpha\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}-C_{C}\right]  \tag{6}\\
& +(1-2 q)\left[p\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}+\left(\gamma_{S 3}-\gamma_{S 2}\right) C_{S}\right] .
\end{align*}
$$

According to the Malthusian dynamic equation, the growth rate of the strategy is equal to its corresponding fitness [11, 12]; hence, we can draw dynamics equations of the interaction strategy that evolved over time between universities and students:

$$
\begin{align*}
F(p) & =\frac{d p}{d t}=p\left(U_{1}-\bar{U}\right) \\
& =p(1-p)\left[q \alpha\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}-C_{C}\right]  \tag{3}\\
F(q) & =\frac{d q}{d t}=q(V-\bar{V}) \\
& =q(1-q)\left[p\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}+\left(\gamma_{S 3}-\gamma_{S 2}\right) C_{S}\right] .
\end{align*}
$$

Through (3), we can study the evolution of the interaction behavior between universities and students. Mark the Jacobian matrix of (3) as $J$ which is expressed by
3.2. Equilibrium and Its Stability Analysis. Since $p$ and $q$, respectively, represent the proportion of universities' and students' choices of the strategies above, it is drawn that $0 \leq$ $p \leq 1,0 \leq q \leq 1$. On a plane $M^{*}=\{(p, q) \mid 0 \leq p, q \leq 1\}$, the system has 5 equilibrium points: $(0,0),(0,1),(1,0),(1,1)$, and $\left(p^{*}, q^{*}\right)$. Among them, $p^{*}=\left(\gamma_{S 2}-\gamma_{S 3}\right) /\left(\gamma_{S 1}-\gamma_{S 3}\right)$ and $q^{*}=C_{C} / \alpha\left(\gamma_{S 1}-\gamma_{S 3}\right) C_{S}$. According to the Jacobian matrix, we can have the local buckling analysis results in Table 2.

According to Table 2, $\left(p^{*}, q^{*}\right)$ is the saddle point, and $(0,1)$ and $(1,0)$ are the instability points. $(0,0)$ and $(1,1)$ are the evolutionary stable strategy, corresponding to the modes $\left(M_{N}, N_{N}\right)$ and $\left(M_{Y}, N_{Y}\right)$. Here, $\left(M_{N}, N_{N}\right)$ means the university and students both choose negative action, which


Figure 1: Systematic dynamic evolution.
is badly locked; ( $M_{Y}, N_{Y}$ ) means the university and students choose positive action, which is an ideal condition. Figure 1 shows the strategy communication process of university and students groups.

## 4. The Influence of Parameter Change on the Convergence System

(1) The impact of $C_{C}, \alpha$ and $C_{S}$ on the system convergence In the saddle point, $\partial p / \partial C_{C}=0, \partial q / \partial C_{C}=1 / \alpha\left(\gamma_{S 1}-\right.$ $\left.\gamma_{S 3}\right) C_{S}>0$. When other parameters remain constant, $C_{C}$ increases, $\alpha$ or $C_{S}$ decreases, and saddle point goes upward vertically. The probability of converging to mode $\left(M_{N}, N_{N}\right)$ increases, and the probability of convergence to ( $M_{Y}, N_{Y}$ ) decreases; on the contrary, the probability of converging to mode $\left(M_{N}, N_{N}\right)$ is reduced, and the probability of convergence to $\left(M_{Y}, N_{Y}\right)$ increases, which is shown in Figure 2.
(2) The impact of $\gamma_{S 1}$ on the system convergence

In the saddle point, $\partial p / \partial \gamma_{S 1}=-\left(\gamma_{S 2}-\gamma_{S 3}\right) /\left(\gamma_{S 1}-\gamma_{S 2}\right)^{2}<$ $0, \partial q / \partial \gamma_{S 1}=-C_{C} / \alpha\left(\gamma_{S 1}-\gamma_{S 3}\right)^{2} C_{S}<0$. When the other parameters remain constant, $\gamma_{S 1}$ increases, and saddle point moves to the lower left corner, so the probability of converging to mode $\left(M_{N}, N_{N}\right)$ is reduced, and the probability of convergence in ( $M_{Y}, N_{Y}$ ) increases; on the contrary, the probability of converging to mode $\left(M_{N}, N_{N}\right)$ increases, and the probability of convergence in $\left(M_{Y}, N_{Y}\right)$ is reduced, which is shown in Figure 3.
(3) The impact of $\gamma_{S 2}$ on the system convergence

In the saddle point, $\partial p / \partial \gamma_{S 2}=1 /\left(\gamma_{S 1}-\gamma_{S 2}\right)>0, \partial q / \partial \gamma_{S 2}=$ 0 . When the other parameters remain constant, $\gamma_{S 2}$ increases, and saddle point moves to the right corner, so the probability of converging to mode $\left(M_{N}, N_{N}\right)$ increases, and the probability of convergence in ( $M_{Y}, N_{Y}$ ) decreases; on the contrary, the probability of converging to mode $\left(M_{N}, N_{N}\right)$ reduces, and the probability of convergence in $\left(M_{Y}, N_{Y}\right)$ increases, which is shown in Figure 4.
(4) The impact of $\gamma_{S 3}$ on the system convergence

In the saddle point, $\partial p / \partial \gamma_{S 3}=-1 /\left(\gamma_{S 1}-\gamma_{S 2}\right)<$ $0, \partial q / \partial \gamma_{S 3}=C_{C} / \alpha\left(\gamma_{S 3}-\gamma_{S 1}\right)^{2} C_{S}>0$. When the other parameters remain constant, $\gamma_{S 3}$ increases, and the saddle point moves to the top left; on the contrary, the saddle point moves to the lower right, as is shown in Figure 5. The impact of $\gamma_{S 3}$ on the results of the convergence system is not clear, which needs further numerical analysis.

## 5. The Result Analysis of Numerical Experiments

In behavior strategy communication system between university and students, some parameters are involved: the proportion of initial population $p$ and $q$, the respective cost of college and students $C_{C}$ and $C_{S}$, the rate of reward $\gamma_{S 1}, \gamma_{S 2}$, and $\gamma_{S 3}$ of students under different situations, and reward coefficient $\alpha$ of universities. These parameters will influence the earnings of university and students, which will further influence the evolution of the system.
(1) The impact of the changes of $p_{0}$ and $q_{0}$ on the result of system evolution

According to the numerical experiment shown in Figure $6, p_{0}$ and $q_{0}$, respectively, represent the proportion of the initial population that university chooses $M_{Y}$ and students who choose $N_{Y}$. Parameter values are $C_{C}=1, C_{S}=$ $10, \alpha=0.2, \gamma_{S 1}=2, \gamma_{S 2}=1.5$, and $\gamma_{S 3}=1.2$. It can be seen from Figure 6 the dependence of the path when university and students are in the process of behavior strategy interaction. With different initial ratio the convergence curves do not overlap before reaching their equilibrium. Convergence speed is influenced not only by the initial proportion students choosing to have entrepreneurial ability training, but also by the initial proportion that students have related actions to improve their entrepreneurial abilities at the same time. The closer the proportion gets to the equilibrium, the faster the convergence speed is. As long as the proportion of initial $M_{Y}$ strategy use is very low (e.g., $p_{0}=0.1$ ), the system will eventually be locked in a "bad" state; if this proportion is very high (e.g., $p_{0}=0.9$ ), the system can eventually evolve to the ideal mode $\left(M_{Y}, N_{Y}\right)$. In general circumstances, as the proportion of students choosing to have positive action increases, it will also help the system evolve toward the ideal mode; therefore, universities must first enhance the entrepreneurship education actively, arousing the students' enthusiasm.
(2) The impact of the change of $C_{C}$ on the result of system evolution

Numerical test results of the impact are shown in Figure 7. The reason that we set the proportion of students taking part in the entrepreneurship activities as 0.4 is that as the impact of the change of the initial population on the evolution is analyzed above, it is clear that when the initial choice ratio of universities' cultivating students' entrepreneurship is high, the system will converge to $\left(M_{Y}, N_{Y}\right)$ mode; if the initial choice ratio of universities' cultivating students' entrepreneurship is lower, the system will converge to mode $\left(M_{N}, N_{N}\right)$. So $q=0.4$ is a typical situation. At the same time, combining


Figure 2: The impact of $C_{C}, \alpha, C_{S}$ on the system convergence.


Figure 3: The impact of $\gamma_{S 1}$ on the system convergence.
the fact that the overall university students are in high enthusiasm but with lower ability in entrepreneurial activities (national college students entrepreneurship research report shows that $14 \%$ of students participated in a training program or entrepreneurship competition and that $48.8 \%$ of college students hope to be provided with business related professional training) and choosing $q=0.4$, which is more in line with the actual situation, other parameter values are as follows: $C_{S}=10, \alpha=0.2, \gamma_{S 1}=2, \gamma_{S 2}=1.5$, and $\gamma_{S 3}=1.2$.

As Figure 7 shows, with the increase of university's training cost $C_{C}$, the convergence speed of the system slows down and the time of convergence to equilibrium mode
increases, and the system's evolutionary direction converts from mode $\left(M_{Y}, N_{Y}\right)$ to a bad lock mode $\left(M_{N}, N_{N}\right)$. Universities' training cost represents the burden of entrepreneurship training of universities. Under the certain level of total cost of entrepreneurship training, universities' burden should be eased by broadening the financing channels. This can not only guarantee the training level, but also arouse universities' training enthusiasm.
(3) The impact of the change of $C_{S}$ on the result of system evolution

The impact is shown in Figure 8. The parameter values are as follows: $q=0.4, C_{C}=1, \alpha=0.2, \gamma_{S 1}=$


Figure 4: The impact of $\gamma_{S 2}$ on the system convergence.


Figure 5: The impact of $\gamma_{S 3}$ on system convergence.
$2, \gamma_{S 2}=1.5$, and $\gamma_{S 3}=1.2$. It can be seen from Figure 8 that with the increase of students' entrepreneurial activity costs $C_{S}$, system convergence speeds up, and the time of converging to equilibrium mode reduces. The evolution direction of the system will also change from bad lock mode $\left(M_{N}, N_{N}\right)$ to the ideal mode $\left(M_{Y}, N_{Y}\right)$. The cost $C_{S}$ reflects the difficulty level of promoting entrepreneurship skills. We can see that more college students tend to participate in the school's entrepreneurial ability training program, rather than to choose self-study to gain their entrepreneurial skills. Therefore, in the process of entrepreneurship education, universities should pay more attention to the core and important
business knowledge, while the simple and easy knowledge can be learned by students themselves. Universities need to distinguish between the focus of entrepreneurship education and the investment of education resources.
(4) The impact of the change of $\gamma_{S 1}$ on the result of system evolution

The impact is shown in Figure 9, and the parameter value selections are as follows: $q=0.4, C_{C}=1, C_{S}=10, \alpha=$ $0.2, \gamma_{S 2}=1.5, \gamma_{S 3}=1.2$.

As can be seen from Figure 9, with the increase of the investment return ratio $\gamma_{S 1}$ of students' entrepreneurial ability improvement, the system convergence speeds up, and the


Figure 6: Impact of the change of $p_{0}$ and $q_{0}$ on the result of the system evolution.



$$
\cdot p_{0}=0.1
$$

$$
\text { - } p_{0}=0.4
$$

$$
\circ p_{0}=0.4
$$

PO

$$
\begin{aligned}
& \therefore p_{0}=0.1 \\
& \circ \\
& \circ \\
& p_{0}=0.4 \\
& \text { - } p_{0}=0.6 \\
& \therefore \quad p_{0}=0.9
\end{aligned}
$$

$$
\text { ㅁ } p_{0}=0.6
$$

$$
\star p_{0}=0.9
$$

Figure 7: Impact of the changes of $C_{C}$ on the result of the system evolution.
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Figure 8: Impact of the changes of $C_{S}$ on the result of the system evolution.


Figure 9: Impact of the change of $\gamma_{S 1}$ on the result of the system evolution.


Figure 10: Impact of the change of $\gamma_{S 2}$ on the result of the system evolution.
evolution direction of the system will be changed from $\left(M_{N}, N_{N}\right)$ into the ideal mode $\left(M_{Y}, N_{Y}\right)$. Increasing $\gamma_{S 1}$ means that more entrepreneurial investment can lead to ability improvement and significant increase of their own human capital value. At the same time universities can also get high school reputation. In the condition of a higher $\gamma_{S 1}$, both universities and students tend to take positive action. Only when the investment return ratio is high enough, the enthusiasm of university students' participation will be high. Therefore, universities need to improve training effectiveness further to increase the investment return ratio of university students' entrepreneurial ability improvement.
(5) The impact of the change of $\gamma_{S 2}$ on the result of system evolution

The impact is shown in Figure 10, and the parameter value selections are as follows: $q=0.4, C_{C}=1, C_{S}=10, \alpha=$ $0.2, \gamma_{S 1}=2$, and $\gamma_{S 3}=1.2$.

Figure 10 indicates that the rate of system convergence increases with the growth of $\gamma_{S 2}$, with systematic evolution transforming from mode $\left(M_{Y}, N_{Y}\right)$ to mode $\left(M_{N}, N_{N}\right)$. So, when making decision on participating in entrepreneurship training or not, university students consider not only the investment return ratio, but also the opportunity costs of participation. It again showed that improvement training effectiveness further to increase the gains of university students' participation is the key to improve the students' enthusiasm to participate in the entrepreneurial ability training.
(6) The impact of the change of $\gamma_{S 3}$ on the result of system evolution

Figure 11 shows the influence of return rate $\gamma_{S 3}$ of enhancement of college students' entrepreneurial ability on
system convergence. The parameters are listed as follows: $q=$ $0.4, C_{C}=1, C_{S}=10, \alpha=0.2, \gamma_{S 1}=2$, and $\gamma_{S 2}=1.5$.

We may find that, in Figure 11, the impact of $\gamma_{S 3}$ on systematic evolvement direction is similar to that of $\gamma_{S 1}$ on the system; the impact of $\gamma_{S 3}$ on system convergence rate, however, is more obvious. It becomes slow with the increase of $\gamma_{S 3} . p_{0}=0.4$ and $p_{0}=0.6$ evolve in the direction towards $\left(M_{N}, N_{N}\right)$ in the early periods and then in a short time they change towards $\left(M_{Y}, N_{Y}\right)$ and converge at $\left(M_{Y}, N_{Y}\right)$.

Further analysis finds that $\gamma_{S 1}, \gamma_{S 2}$, and $\gamma_{S 3}$ are decided by the values of $\gamma_{S 1}-\gamma_{S 3}$ and $\gamma_{S 2}-\gamma_{S 3}$, which are further decided by the balance of return rate and return rate of time and energy used in other field, with or without assistance by universities. A larger balance between $\gamma_{S 1}$ and $\gamma_{S 2}$ brings the evolvement to $\left(M_{Y}, N_{Y}\right)$ in the ideal stage. But a larger balance between $\gamma_{S 2}$ and $\gamma_{S 3}$ brings ( $M_{Y}, N_{Y}$ ) more to a bad lock mode. Anyway, higher investment of entrepreneurship training leads to easier involvement to ideal mode. Hence, higher education institutions should take more efforts to enhance the efficiency in talent education so as to increase the reward rate of students' participation in the education.
(7) The impact of $\alpha$ on the result of system evolution

Figure 12 shows the influence of return coefficient $\alpha$ of university entrepreneurship training on system convergence. Parameters are listed as follows: $q=0.4, C_{C}=1, C_{S}=$ $10, \gamma_{S 1}=2, \gamma_{S 2}=1.5$, and $\gamma_{S 3}=1.2$.

Figure 12 shows that, with the increase of return coefficient $\alpha$, system converges faster to the ideal mode ( $M_{Y}, N_{Y}$ ) and the system will change toward the ideal mode. In colleges and universities, the purpose of entrepreneurship education and entrepreneurial ability is mainly to relieve employment


Figure 11: The influence of the change of $\gamma_{S 3}$ on the result of the system evolution.


Figure 12: The influence of return coefficient $\alpha$ of university entrepreneurship training on system convergence.
pressure, and by conducting entrepreneurial education and training, to inspire students' entrepreneurial enthusiasm and encourage students' entrepreneurship. The purpose of cultivating the ability of entrepreneurship is not only to encourage students to take part in the entrepreneurial activities during their stay in school or after graduation, but also to focus on the implementation of the students' entrepreneurial potential and help students accumulate human capitals and entrepreneurial energy stored for appropriate time for future.

## 6. Conclusion

Entrepreneurial talent training needs students' positive participation. The purpose of this research is to investigate the interaction between universities and students in the process of students' entrepreneurial ability training and the system evolution law, in order to find effective strategies for promoting the enthusiasm and initiative of university students' entrepreneurial ability.

Through the construction of payoff matrix of students' behavior, the evolution of behavior interaction system, its equilibrium, and the influence of different parameters on the system convergence are analyzed. The MatLab software is used for the results of numerical experiments under different parameters of the evolution system. We found that modes $\left(M_{Y}, N_{Y}\right)$ and $\left(M_{N}, N_{N}\right)$ are two evolutionary stable strategies by the interaction between universities and students, and the mode $\left(M_{N}, N_{N}\right)$ is badly locked.

At present, students' understanding of entrepreneurial ability is insufficient. There exist some negative attitudes toward entrepreneurship education activity, which is not conducive to the improvement of students' entrepreneurial ability. Model analysis and numerical experiment show that the system can evolve towards ideal pattern through improving the initial proportion of the positive involvement of group selection of entrepreneurial talent training in universities, reducing investment cost of universities' entrepreneurship, increasing the rate of return of universities' entrepreneurship education, stressing the investment on higher knowledge and ability, or increasing the efficiency of the entrepreneurial ability training to promote the reward rate of both universities and students.
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#### Abstract

This paper is concerned with the problem of sampled-data synchronization for complex dynamical networks (CDNs) with timevarying coupling delay and random coupling strengths. The random coupling strengths are described by normal distribution. The sampling period considered here is assumed to be less than a given bound. By taking the characteristic of sampled-data system into account, a discontinuous Lyapunov functional is constructed, and a delay-dependent mean square synchronization criterion is derived. Based on the proposed condition, a set of desired sampled-data controllers are designed in terms of linear matrix inequalities (LMIs) that can be solved effectively by using MATLAB LMI Toolbox. Numerical examples are given to demonstrate the effectiveness of the proposed scheme.


## 1. Introduction

In the real world, many practical and natural systems can be described by models of complex networks such as internet, food webs, electric power grids, scientific citation networks, and social networks. Therefore, a dynamical network can be regarded as a dynamical system with a special structure. In the last few years, complex dynamical networks (CDNs) have received extensive attention and increasing interest across many fields of science and engineering [1-3]. CDNs are a large set of interconnected nodes, in which each node represents an element with certain dynamical system and edge represents the relationship between them. With the important discovery of the "small-world" and "scale-free" properties, complex dynamical networks have become a focal research topic in the area of complexity science.

It is very common that many natural systems often exhibit collective cooperative behaviors among their constituents. Synchronization, as a kind of typical collective behavior, is one of key issues in the study of complex dynamical networks. The main reason is that network synchronization not only can explain many natural phenomena but also has wide
applications in many fields including secure communications, synchronous information exchange in the internet, genetic regulatory process, the synchronous transfer of digital signals in communication networks, and so on. Over the past several decades, the synchronization in CDNs has been intensively investigated from various fields such as sociology, biology, and physics [4-16]. The authors in [5] focused the synchronization stability of general CDNs with coupling delay. In [6], the authors investigated the locally and globally adaptive synchronization of an uncertain complex dynamical network. The problem of globally exponential synchronization of impulsive dynamical networks was investigated in [7]. The pinning synchronization problems in CDNs have been analyzed in [8, 9]. In [10], the authors studied the global exponential synchronization and synchronizability for general dynamical networks. In [11], some sufficient conditions for CDNs with and without coupling delays in the state to be passive were presented. Recently, the guaranteed cost synchronization of a CDN via dynamic feedback control was addressed in [15].

It is well known that the coupling strength of complex dynamical network plays an important role in the realizing
synchronization. In general, the coupling strength of the considered CDNs is deterministic [4-16]. If the deterministic coupling strength is large enough, a complex network can realize synchronization by itself. However, according to the discussion in $[17,18]$, because of the effects of environment and artificial factor, the coupling strength of complex dynamical networks may randomly vary around some constants. If the upper or lower bound of the random coupling strength is only considered, some conservative result will be derived. That is to say, random phenomena in coupling strength should be taken into account when dealing with the synchronization of CDNs. Furthermore, the normal distribution characteristic of random variables can be easily obtained by statistical methods. Therefore, it is interesting to investigate the synchronization of CDNs with random coupling strengths described by normal distribution.

On the other hand, the sampled-data control system, whose control signals are allowed to change only at discrete sampling instants, can drastically reduce the amount of information transmitted and increase the efficiency of bandwidth usage. Therefore, sampled-data control has received notable attention [19-22]. The input delay approach proposed in [19] is very popular in the study of sampled control system, where the system is modeled as a continuous-time system with a time-varying sawtooth delay in the control input induced by sample-and-hold. In [20], by constructing the time-dependent Lyapunov functional, a refined input delay approach was presented. Later, the chaos synchronization problems are investigated by using sampled-data control [23-26]. Recently, in the framework of the input delay approach, the sampled-data synchronization problem has been investigated for a class of general complex networks with time-varying coupling delays in [27]. Furthermore, some improved sampled-data synchronization criterion has been derived to ensure the exponential stability of the closed-loop error system and corresponding sampled-data feedback controllers are designed in [28]. By combining the time-dependent Lyapunov functional approach and convex combination technique, the exponential sampled-data synchronization of CDNs with time-varying coupling delay and uncertain sampling was studied in [29]. However, the Lyapunov functional proposed in $[27,28]$ ignored the substitutive characteristic of sampled-data system, which leads to some conservatism inevitably. In addition, the results obtained in [29] are sufficient conditions, which imply that there is still room for further improvement. To the best of our knowledge, the sampled-data synchronization problem of complex dynamical networks with time-varying coupling delays and random coupling strengths has not been studied in the literature.

Motivated by the aforementioned discussions, in this paper, the problem of sampled-data synchronization of CDNs with time-varying coupling delay and random coupling strengths is investigated. The sampling period is assumed to be time varying but less than a given bound. The random coupling strengths are described by normal distribution. By capturing the characteristic of sampled-data control system, a new discontinuous Lyapunov functional is constructed. By using the low bound lemma and convex combination
approach, a mean square synchronization condition is formulated in terms of LMIs. The corresponding sampled-data controllers are designed that can achieve the synchronization of the considered CDNs. The proposed method can lead to a less conservative result than the existing ones. Finally, numerical examples are given to illustrate the effectiveness and less conservatism of the presented sampled-data control scheme.

Notation. The notations used throughout this paper are fairly standard. $R^{n}$ and $R^{m \times n}$ denote the $n$-dimensional Euclidean space and the set of all $m \times n$ real matrix, respectively. $P>0$ or $P<0$ means that $P$ is symmetric and positive or negative definite. The superscript " $T$ " represents the transpose, and " $I$ " and " 0 " denote the identity and zero matrix with appropriate dimensions. $\operatorname{diag}\left\{l_{1}, l_{2}, \ldots, l_{n}\right\}$ stands for a block diagonal matrix. The symmetric terms in a symmetric matrix are denoted by ${ }^{*}$.

## 2. Preliminaries and Model Description

Consider a class of linearly coupled complex dynamical networks consisting of $N$ identical coupled nodes, in which each node is an $n$-dimensional subsystem

$$
\begin{align*}
& \dot{x}_{i}(t)=f\left(x_{i}(t)\right)+c_{1}(t) \sum_{j=1}^{N} G_{i j} D x_{j}(t) \\
& +c_{2}(t) \sum_{j=1}^{N} G_{i j} A x_{j}(t-\tau(t))+u_{i}(t),  \tag{1}\\
& \\
& \quad i=1,2, \ldots, N
\end{align*}
$$

where $x_{i}=\left(x_{i 1}, x_{i 2}, \ldots, x_{i n}\right) \in R^{n}$ and $u_{i}(t) \in R^{n}$ are, respectively, the state variable and the control input of the node i. $f: R^{n} \rightarrow R^{n}$ is a continuous vectorvalued function. $c_{1}(t)$ and $c_{2}(t)$ are mutually independent random variables, which denote the random coupling strengths of nondelayed coupling and time-delayed couplings, respectively. $\tau(t)$ denotes the time-varying coupling delay satisfying $0 \leq \tau(t) \leq h, \dot{\tau}(t) \leq \mu$, where $h>$ 0 and $\mu$ are known constants. $D=\left(d_{i j}\right)_{n \times n} \in R^{n \times n}$ is the constant inner-coupling matrix and $A=\left(a_{i j}\right)_{n \times n} \in R^{n \times n}$ is the time-delay inner-coupling matrix. $G=\left(g_{i j}\right) \in R^{N \times N}$ is the coupling configuration matrix, where $g_{i j}$ is defined as follows: if there is a connection between node $i$ and node $j$ ( $i \neq j$ ), then $g_{i j}>0$; otherwise, $g_{i j}=0$, and the diagonal elements of matrix $G$ are defined by $g_{i i}=-\sum_{j=1, j \neq i}^{N} G_{i j}, i=$ $1,2, \ldots, N$.

Remark 1. The coupling configuration matrix $G$ represents the topological structure of network (1). In this paper, the matrix $G$ is not assumed to be symmetric or irreducible. In [27, 28], the coupling configuration matrix is assumed to be symmetric, which is quite restrictive in practice. In this regards, the network model considered here is more general.

In this paper, similar to [17, 18], we assume that almost all the values of $c_{i}(t), i=1,2$, are taken on some nonnegative intervals, that is, $c_{i}(t) \in\left(\sigma_{i}, \rho_{i}\right)$, where $\sigma_{i}, \rho_{i}(i=1,2)$ are nonnegative constants with $\sigma_{i}<\rho_{i}$. Almost all the values of $c_{i}(t)$ satisfying $c_{i}(t) \in\left(\sigma_{i}, \rho_{i}\right)$ imply that $\operatorname{Prob}\left\{c_{i}(t) \in\right.$ $\left.\left(\sigma_{i}, \rho_{i}\right)\right\}=1$. It should be noted that the actual minimum and maximum allowable coupling strength bounds are not $\sigma_{i}$ and $\rho_{i}$, respectively. It just means that $\operatorname{Prob}\left\{c_{i}(t)<\right.$ $\left.\sigma_{i}\right\}=0$ and $\operatorname{Prob}\left\{c_{i}(t)>\rho_{i}\right\}=0$. The actual lower bounds of $c_{i}(t)$ may be very small and the actual upper bounds of them may be very large. This is very different from synchronization results obtained by traditional method, in which constant coupling strength is always preassumed or deterministic.

Remark 2. We assume the coupling strengths satisfy the normal distribution, which can randomly vary around some given intervals. This is very different from the considered network models in [27-29], in which constant coupling strengths are always preassumed or deterministic. Therefore, for the random coupling strength, most of existing results with constant coupling strength may not be applicable anymore. In addition, it is worth pointing out that when $c_{1}(t)=$ $c_{10}$ and $c_{2}(t)=c_{20}$ or $\delta_{1}=\delta_{2}=0$, system (1) includes the models in [27-29] as a special case.

Assumption 3. There nonlinear function $f$ satisfies

$$
\begin{align*}
& {[f(x)-f(y)-U(x-y)]^{T}[f(x)-f(y)-V(x-y)]}  \tag{5}\\
& \quad \leq 0, \quad \forall x, y \in R^{n} \tag{2}
\end{align*}
$$

where $U$ and $V$ are constant matrices of appropriate dimensions.

Assumption 4. The mathematical exception and variance of $c_{i}(t)$ are $E\left\{c_{i}(t)\right\}=c_{i 0}$ and $E\left\{\left(c_{i}(t)-c_{i 0}\right)^{2}\right\}=\delta_{i}^{2}$, respectively, where $c_{i 0}$ and $\delta_{i}$ are nonnegative constants.

On the basis of the property of variables $c_{i}(t)$, system (1) can be rewritten in the following form:

$$
\begin{align*}
\dot{x}_{i}(t)= & f\left(x_{i}(t)\right)+c_{10} \sum_{j=1}^{N} G_{i j} D x_{j}(t) \\
& +\left(c_{1}(t)-c_{10}\right) \sum_{j=1}^{N} G_{i j} D x_{j}(t) \\
& +c_{20} \sum_{j=1}^{N} G_{i j} A x_{j}(t-\tau(t)) \\
& +\left(c_{2}(t)-c_{20}\right) \sum_{j=1}^{N} G_{i j} A x_{j}(t-\tau(t))+u_{i}(t) \\
& i=1,2, \ldots, N . \tag{3}
\end{align*}
$$

Let $e_{i}(t)=x_{i}(t)-s(t)$ be the synchronization error, where $s(t) \in R^{n}$ is the state trajectory of the unforced isolate node $\dot{s}(t)=f(x(t))$. Then, the error dynamics is given by

$$
\begin{align*}
& \dot{e}_{i}(t)= g\left(e_{i}(t)\right)+c_{10} \sum_{j=1}^{N} G_{i j} D e_{j}(t) \\
&+\left(c_{1}(t)-c_{10}\right) \sum_{j=1}^{N} G_{i j} D e_{j}(t) \\
&+c_{20} \sum_{j=1}^{N} G_{i j} A e_{j}(t-\tau(t))  \tag{4}\\
&+\left(c_{2}(t)-c_{20}\right) \sum_{j=1}^{N} G_{i j} A e_{j}(t-\tau(t))+u_{i}(t) \\
& \quad i=1,2, \ldots, N
\end{align*}
$$

where $g\left(e_{i}(t)\right)=f\left(x_{i}(t)\right)-f(s(t))=\left[f_{1}\left(e_{i 1}(t)\right) f_{2}\left(e_{i 2}(t)\right)\right.$ $\left.\cdots f_{n}\left(e_{i n}(t)\right)\right]^{T}$.

The control signal is assumed to be generalized by using a zero-order-hold $(\mathrm{ZOH})$ function with a sequence of hold times $0=t_{0}<t_{1}<\cdots<t_{k}<\cdots$. Therefore, the state feedback controller takes the following form:

$$
\begin{array}{r}
u_{i}=K_{i} e_{i}\left(t_{k}\right)=K_{i}\left(x_{i}\left(t_{k}\right)-s\left(t_{k}\right)\right), \quad t_{k} \leq t<t_{k+1} \\
i=1,2, \ldots, N
\end{array}
$$

where $K_{i}$ is the feedback gain matrix to be determined and $e_{i}\left(t_{k}\right)$ is the discrete measurement of $e_{i}(t)$ at sampling instant $t_{k}$. In this paper, the sampling is not required to be periodic, and the only assumption is that the distance between any two consecutive sampling instants is less than a given bound. It is assumed that $t_{k+1}-t_{k}=h_{k} \leq p$ for any integer $k \geq 0$, where $p>0$ represents the largest sampling interval.

By substituting (5) into (4), we obtain

$$
\begin{aligned}
& \dot{e}_{i}(t)= g\left(e_{i}(t)\right)+c_{10} \sum_{j=1}^{N} G_{i j} D e_{j}(t) \\
&+\left(c_{1}(t)-c_{10}\right) \sum_{j=1}^{N} G_{i j} D e_{j}(t) \\
&+c_{20} \sum_{j=1}^{N} G_{i j} A e_{j}(t-\tau(t)) \\
&+\left(c_{2}(t)-c_{20}\right) \sum_{j=1}^{N} G_{i j} A e_{j}(t-\tau(t))+K_{i} e_{i}\left(t_{k}\right) \\
& \quad i=1,2, \ldots, N .
\end{aligned}
$$

Furthermore, by using the Kronecker product, system (6) can be rewritten as

$$
\begin{align*}
\dot{e}(t)= & \bar{g}(e(t))+c_{10}(G \otimes D) e(t) \\
& +\left(c_{1}(t)-c_{10}\right)(G \otimes D) e(t) \\
& +c_{20}(G \otimes A) e(t-\tau(t))  \tag{7}\\
& +\left(c_{2}(t)-c_{20}\right)(G \otimes A) e(t-\tau(t)) \\
& +K e\left(t_{k}\right), \quad i=1,2, \ldots, N
\end{align*}
$$

where $e(t)=\left[e_{1}^{T}(t) e_{2}^{T}(t) \cdots e_{N}^{T}(t)\right]^{T}, \bar{g}(e(t))=$ $\left[\begin{array}{llll}g^{T}\left(e_{1}(t)\right) & g^{T}\left(e_{2}(t)\right) & \cdots & g^{T}\left(e_{n}(t)\right)\end{array}\right]^{T}$, and $K=\operatorname{diag}\left\{K_{1}, K_{2}\right.$, $\left.\ldots, K_{N}\right\}$.

To proceed further, the following definition and useful lemmas are needed.

Definition 5. The coupled complex dynamical network (1) is said to be globally synchronized in mean square sense if $\lim _{t \rightarrow \infty} E\left\{\left\|e_{i}(t)\right\|^{2}\right\}=0, i=1,2, \ldots, N$, holds for any initial values.

Lemma 6 (extended Wirtinger inequality [22]). Let $z(t) \in$ $W[a, b)$ and $z(a)=0$. Then for any matrix $R>0$, the following inequality holds:

$$
\begin{equation*}
\int_{a}^{b} z^{T}(\alpha) R z(\alpha) d \alpha \leq \frac{4(b-a)^{2}}{\pi^{2}} \int_{a}^{b} \dot{z}^{T}(\alpha) R \dot{z}(\alpha) d \alpha \tag{8}
\end{equation*}
$$

Lemma 7 (reciprocally convex approach [30]). Let $f_{1}, f_{2}, \ldots, f_{N}: R^{m} \mapsto R$ have positive values in an open subset $D$ of $R^{m}$. Then, the reciprocally convex combination of $f_{i}$ over $D$ satisfies

$$
\begin{equation*}
\min _{\left\{\alpha_{i} \mid \alpha_{i}>0, \sum_{i} \alpha_{i}=1\right\}} \sum_{i} f_{i}(t)=\sum_{i} f_{i}(t)+\max _{g_{i, j}(t)} \sum_{i \neq j} g_{i, j}(t) \tag{9}
\end{equation*}
$$

subject to

$$
\left\{g_{i, j}: R^{m} \longmapsto R, g_{j, i}(t) \triangleq g_{i, j}(t),\left[\begin{array}{cc}
f_{i}(t) & g_{i, j}(t)  \tag{10}\\
g_{j, i}(t) & f_{j}(t)
\end{array}\right] \geq 0\right\}
$$

The aim of this paper is to design a set of sampleddata controllers (5) with sampling period as big as possible to ensure synchronizing the complex network (1) in mean square sense. By some transformation, the synchronization problem of the delayed complex network (1) can be equivalently converted into the mean square asymptotical stability problem of error system (7). Therefore, we are interested in two main issues in our paper, one is to find some stability conditions for error system (7) in mean square for given $K_{i}$, and the other is to derive the design method of sampled-data controllers.

## 3. Main Results

In this section, by considering the characteristic of sampleddata system, we first give a delay-dependent condition to
ensure error system (7) to be globally stable in mean square sense. Then, based on the derived condition, the design method of the sampled-data controllers is proposed. Before presenting the main results, for the sake of presentation simplicity, we denote

$$
\begin{align*}
& \bar{U}=\frac{\left(I_{N} \otimes U\right)^{T}\left(I_{N} \otimes V\right)}{2}+\frac{\left(I_{N} \otimes V\right)^{T}\left(I_{N} \otimes U\right)}{2}  \tag{11}\\
& \bar{V}=-\frac{\left(I_{N} \otimes U\right)^{T}+\left(I_{N} \otimes V\right)^{T}}{2}
\end{align*}
$$

Theorem 8. Under Assumptions 3-4, for given controller gain matrices $K_{i}$, the error system (7) is globally asymptotically stable in mean square sense if there exist matrices $P>0, Q_{1}>$ $0, Q_{2}>0, Q_{3}>0, Z_{1}>0, Z_{2}>0, U>0, R>0, W>$ $0, S_{1}, S_{2}, N$, and a scalar $\varepsilon>0$ such that the following LMIs are satisfied:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\Sigma-p \bar{R} & \Gamma_{1} & p N \\
* & -X_{1} & 0 \\
* & * & -p U
\end{array}\right]<0}  \tag{12}\\
& {\left[\begin{array}{cc}
\Sigma+p \bar{R} & \Gamma_{2} \\
* & -X_{2}
\end{array}\right]<0}  \tag{13}\\
& {\left[\begin{array}{cc}
Z_{i} & S_{i} \\
* & Z_{i}
\end{array}\right] \geq 0, \quad i=1,2} \tag{14}
\end{align*}
$$

where

$$
\begin{aligned}
\Sigma= & {\left[\begin{array}{cccccc}
\Sigma_{11} & \Sigma_{12} & \Sigma_{13} & \Sigma_{14} & \Sigma_{15} & \Sigma_{16} \\
* & \Sigma_{22} & \Sigma_{23} & -N_{4} & -N_{5} & -N_{6} \\
* & * & \Sigma_{33} & 0 & 0 & 0 \\
* & * & * & \Sigma_{44} & \Sigma_{45} & 0 \\
* & * & * & * & \Sigma_{55} & 0 \\
* & * & * & * & * & -\varepsilon I
\end{array}\right], } \\
\Sigma_{11}= & c_{10} P(G \otimes D)+c_{10}(G \otimes D)^{T} P \\
& +Q_{1}+Q_{2}+Q_{3}-\frac{1}{4} \pi^{2} W-\varepsilon \bar{U} \\
& -Z_{1}-Z_{2}+N_{1}+N_{1}^{T}, \\
\Sigma_{12}= & P K+\frac{1}{4} \pi^{2} W+Z_{1}-S_{1}-N_{1}^{T}+N_{2}, \\
\Sigma_{13}= & S_{1}+N_{3}, \\
\Sigma_{14}= & P(G \otimes A)+Z_{2}-S_{2}+N_{4}, \\
\Sigma_{15}= & S_{2}+N_{5}, \\
\Sigma_{16}= & P-\varepsilon \bar{V}+N_{6}, \\
\Sigma_{22}= & -2 Z_{1}-\frac{1}{4} \pi^{2} W+S_{1}+S_{1}^{T}-N_{2}-N_{2}^{T}, \\
\Sigma_{23}= & Z_{1}-S_{1}-N_{3}, \\
\Sigma_{33}= & -Q_{1}-Z_{1},
\end{aligned}
$$

$$
\begin{align*}
& \Sigma_{44}=-(1-\mu) Q_{3}-2 Z_{2}+S_{2}+S_{2}^{T}, \\
& \Sigma_{45}=Z_{2}-S_{2}, \\
& \Sigma_{55}=-Q_{2}-Z_{2} \text {, } \\
& \Gamma_{1}=\left[\begin{array}{lll}
\Omega_{1}^{T} & \delta_{1} \Omega_{2}^{T} & \delta_{2} \Omega_{3}^{T}
\end{array}\right], \\
& \Gamma_{2}=\left[\begin{array}{lll}
\widehat{\Omega}_{1}^{T} & \delta_{1} \widehat{\Omega}_{2}^{T} & \delta_{2} \widehat{\Omega}_{3}^{T}
\end{array}\right], \\
& \Omega_{1}=\left[\begin{array}{llllll}
c_{10} Z(G \otimes D) & Z K & 0 & c_{20} Z(G \otimes A) & 0 & Z
\end{array}\right], \\
& \Omega_{2}=[Z(G \otimes D) \quad 0 \quad 0 \quad 0 \quad 0 \quad 0] \text {, } \\
& \Omega_{2}=\left[\begin{array}{llllll}
0 & 0 & 0 & Z(G \otimes A) & 0 & 0
\end{array}\right], \\
& \widehat{\Omega}_{1}=\left[c_{10}(Z+p U)(G \otimes D) \quad(Z+p U) K \quad 0\right. \\
& \left.\times c_{20}(Z+p U)(G \otimes A) \quad 0 \quad(Z+p U)\right], \\
& \widehat{\Omega}_{2}=[(Z+p U)(G \otimes D) 00 c c c c c], \\
& \widehat{\Omega}_{3}=\left[\begin{array}{llll}
0 & 0 & 0 & (Z+p U)(G \otimes A) \\
0 & 0
\end{array}\right], \\
& X_{1}=\operatorname{diag}\{-Z,-Z,-Z\}, \\
& X_{2}=\operatorname{diag}\{-Z-p U,-Z-p U,-Z-p U\}, \\
& Z=p^{2} Z_{1}+h^{2} Z_{2}+p^{2} W, \\
& \bar{R}=\operatorname{diag}\{0, R, 0,0,0,0\} \text {. } \tag{15}
\end{align*}
$$

Proof. Consider the following Lyapunov functional:

$$
\begin{equation*}
V(t)=V_{1}(t)+V_{2}(t)+V_{3}(t)+V_{4}(t), \tag{16}
\end{equation*}
$$

where $t \in\left[t_{k}, t_{k+1}\right)$ and

$$
\begin{aligned}
V_{1}(t)= & e^{T}(t) P e(t)+\int_{t-p}^{t} e^{T}(s) Q_{1} e(s) d s \\
& +\int_{t-h}^{t} e^{T}(s) Q_{2} e(s) d s \\
& +\int_{t-\tau(t)}^{t} e^{T}(s) Q_{3} e(s) d s \\
V_{2}(t)= & \int_{-p}^{0} \int_{t+\theta}^{t} \dot{e}^{T}(s) Z_{1} \dot{e}(s) d s d \theta \\
& +h \int_{-h}^{0} \int_{t+\theta}^{t} \dot{e}^{T}(s) Z_{2} \dot{e}(s) d s d \theta \\
V_{3}(t)= & \left(p-\left(t-t_{k}\right)\right) \int_{t_{k}}^{t} \dot{e}^{T}(s) U \dot{e}(s) d s \\
& +\left(p-\left(t-t_{k}\right)\right)\left(t-t_{k}\right) e^{T}\left(t_{k}\right) R e\left(t_{k}\right)
\end{aligned}
$$

$$
\begin{align*}
V_{4}(t)= & p^{2} \int_{t_{k}}^{t} \dot{e}^{T}(s) W \dot{e}(s) d s \\
& -\frac{\pi^{2}}{4} \int_{t_{k}}^{t}\left[x(s)-x\left(t_{k}\right)\right]^{T} W\left[x(s)-x\left(t_{k}\right)\right] d s \tag{17}
\end{align*}
$$

It is clear that at any $t>0$ except the sampling instants $t_{k}, V_{3}(t)$ is continuous and nonnegative, and right after the jump instants $t_{k}, V_{3}(t)$ becomes zero; that is, $V_{3}\left(t_{k}^{-}\right) \geq 0, V_{3}\left(t_{k}^{+}\right)=0$. According to Lemma 7, we can easily find that $V_{4}(t) \geq 0$ and $V_{4}(t)$ vanishes at $t=t_{k}$. Thus, we have $V\left(t_{k}^{-}\right) \geq V\left(t_{k}^{+}\right)$.

Define the infinitesimal operator $L$ of $V(t)$ as follows:

$$
\begin{equation*}
L V(t)=\lim _{\Delta \rightarrow 0+} \Delta^{-1}[E\{V(t+\Delta) \mid e(t)\}-V(t)] \tag{18}
\end{equation*}
$$

Taking the derivative of (16) along the solution of system (7) for $\forall t \in\left[t_{k}, t_{k+1}\right)$, it yields

$$
\begin{align*}
L V_{1}(t) \leq & 2 e^{T}(t) \\
& \times P\left(\bar{g}(e(t))+c_{10}(G \otimes D) e(t)\right. \\
& +c_{20}(G \otimes A) e(t-\tau(t)) \\
& \left.+K e\left(t_{k}\right)\right)+e^{T}(t) Q_{1} e(t) \\
& -e^{T}(t-p) Q_{1} e(t-p) \\
& +e^{T}(t) Q_{2} e(t)-e^{T}(t-h) Q_{2} e(t-h) \\
& +e^{T}(t) Q_{3} e(t) \\
& -(1-\mu) e^{T}(t-\tau(t)) Q_{3} e(t-\tau(t)), \\
L V_{2}(t)= & \dot{e}^{T}(t) Z \dot{e}(t)-\int_{t-p}^{t} \dot{e}^{T}(s) Z_{1} \dot{e}(s) d s \\
& -h \int_{t-h}^{t} \dot{e}^{T}(s) Z_{2} \dot{e}(s) d s, \\
L V_{3}(t)= & \left(p-\left(t-t_{k}\right)\right) \dot{e}^{T}(t) U \dot{e}(t) \\
& -\int_{t_{k}}^{t} \dot{e}^{T}(s) U \dot{e}(s) d s \\
& +\left(p-\left(t-t_{k}\right)\right) e^{T}\left(t_{k}\right) R e\left(t_{k}\right) \\
& -\left(t-t_{k}\right) e^{T}\left(t_{k}\right) R e\left(t_{k}\right), \\
L V_{4}(t)= & p^{2} \dot{e}^{T}(t) W \dot{e}(t) \\
& -\frac{\pi^{2}}{4}\left[x(t)-x\left(t_{k}\right)\right]^{T} W\left[x(t)-x\left(t_{k}\right)\right] \tag{19}
\end{align*}
$$

If (14) is satisfied, then by utilizing Lemma 6, we have

$$
\begin{align*}
&-p \int_{t-p}^{t} \dot{e}^{T}(s) Z_{1} \dot{e}(s) d s \\
& \leq-\left[\begin{array}{c}
e(t)-e\left(t_{k}\right) \\
e\left(t_{k}\right)-e(t-p)
\end{array}\right]^{T}\left[\begin{array}{ll}
Z_{1} & S_{1} \\
* & Z_{1}
\end{array}\right] \\
& \times\left[\begin{array}{c}
e(t)-e\left(t_{k}\right) \\
e\left(t_{k}\right)-e(t-p)
\end{array}\right] \\
&-h \int_{t-h}^{t} \dot{e}^{T}(s) Z_{2} \dot{e}(s) d s \\
& \leq-\left[\begin{array}{c}
e(t)-e(t-\tau(t)) \\
e(t-\tau(t))-e(t-h)
\end{array}\right]^{T}\left[\begin{array}{cc}
Z_{2} & S_{2} \\
* & Z_{2}
\end{array}\right] \\
& \times\left[\begin{array}{c}
e(t)-e(t-\tau(t)) \\
e(t-\tau(t))-e(t-h)
\end{array}\right] . \tag{20}
\end{align*}
$$

On the other hand, the following inequality is true for any matrix $N$ with appropriate dimensions:

$$
\begin{align*}
& -\int_{t_{k}}^{t} \dot{e}^{T}(s) U \dot{e}(s) d s \\
& \quad \leq\left(t-t_{k}\right) \xi^{T}(t) N U^{-1} N^{T} \xi(t)  \tag{21}\\
& \quad+2 \xi^{T}(t) N\left(e(t)-e\left(t_{k}\right)\right)
\end{align*}
$$

where
$\xi(t)$

$$
\begin{equation*}
=\left[(t) e^{T}\left(t_{k}\right) e^{T}(t-p) e^{T}(t-\tau(t)) e^{T}(t-h) \bar{g}^{T}(e(t))\right]^{T} . \tag{22}
\end{equation*}
$$

Let $\Omega=\Omega_{1}+\left(c_{1}(t)-c_{10}\right) \Omega_{2}+\left(c_{2}(t)-c_{20}\right) \Omega_{3}$. Because $c_{1}(t)$ and $c_{2}(t)$ are mutually independent random variables, it can be obtained from (7) that

$$
\begin{align*}
& E\left\{\dot{e}^{T}(t) Z \dot{e}(t)\right\}=E\left\{\xi^{T}(t) \Omega^{T} Z \Omega \xi(t)\right\}=\xi^{T}(t) \bar{\Omega}_{1} \xi(t), \\
& E\left\{\dot{e}^{T}(t) U \dot{e}(t)\right\}=E\left\{\xi^{T}(t) \Omega^{T} U \Omega \xi(t)\right\}=\xi^{T}(t) \bar{\Omega}_{2} \xi(t), \tag{23}
\end{align*}
$$

where $\bar{\Omega}_{1}=\Omega_{1}^{T} Z \Omega_{1}+\delta_{1}^{2} \Omega_{2}^{T} Z \Omega_{2}+\delta_{2}^{2} \Omega_{3}^{T} Z \Omega_{3}, \bar{\Omega}_{2}=$ $\Omega_{1}^{T} Z_{3} \Omega_{1}+\delta_{1}^{2} \Omega_{2}^{T} Z_{3} \Omega_{2}+\delta_{2}^{2} \Omega_{3}^{T} Z_{3} \Omega_{3}$.

In addition, based on Assumption 3, for any $\varepsilon>0$, we have

$$
y(t)=\varepsilon\left[\begin{array}{c}
e(t)  \tag{24}\\
\bar{g}(e(t))
\end{array}\right]^{T}\left[\begin{array}{cc}
\bar{U} & \bar{V} \\
* & I
\end{array}\right]\left[\begin{array}{c}
e(t) \\
\bar{g}(e(t))
\end{array}\right] \leq 0 .
$$

Combining (18)-(24) and taking mathematical exceptions on both sides of (16) give that

$$
\begin{equation*}
E\{L V(t)\} \leq \xi^{T}(t) \Phi \xi(t) \tag{25}
\end{equation*}
$$

where $\Phi=\Sigma+\bar{\Omega}_{1}+\left(p-\left(t-t_{k}\right)\right)\left(\bar{\Omega}_{2}+\bar{R}\right)+\left(t-t_{k}\right)\left(N U^{-1} N^{T}-\bar{R}\right)$.

Noting that $\Phi$ is a convex combination of $t-t_{k}$ and $p-$ $\left(t-t_{k}\right)$, so $\Phi<0$ if and only if

$$
\begin{gather*}
\Sigma+\bar{\Omega}_{1}+p N U^{-1} N^{T}-p \bar{R}<0 \\
\Sigma+\bar{\Omega}_{1}+p\left(\bar{\Omega}_{2}+\bar{R}\right)<0 \tag{26}
\end{gather*}
$$

From the Schur complement, (12) and (13) can ensure $\Phi<$ 0 . This means that $E\{L V(t)\} \leq-\rho\|e(t)\|^{2}$ for a sufficiently small $\rho>0$. We can conclude that system (7) is asymptotically stable in the mean square sense. This completes the proof.

Remark 9. Inspired by [20, 22], the characteristic of sampling instants has been considered in the construction of the Lyapunov functional. The discontinuous terms $V_{3}(t)$ and $V_{4}(t)$ can make full use of the sawtooth structure characteristic of sampling instants and play the key role in the reduction of conservatism. In the process of taking the derivative of $V(t)$, reciprocally convex approach and convex combination technique were employed, which were beneficial to lead less conservativeness. Moreover, the derived synchronization criterion is formulated in terms of LMIs that can be easily verified by using available software.

Next, we will consider how to design the desired sampleddata controllers. Based on Theorem 8, a set of sampled-data controllers are presented as follows.

Theorem 10. Under Assumptions 3-4, the complex dynamical networks (1) with random coupling strength is globally asymptotically synchronized in mean square by the sampled-data controllers (5) if there exist matrices $P=\operatorname{diag}\left\{P_{1}, P_{2}, \ldots, P_{N}\right\}>$ $0, Q_{1}>0, Q_{2}>0, Q_{3}>0, Z_{1}>0, Z_{2}>0, U>$ $0, R>0, W>0, S_{1}, S_{2}, N, X=\operatorname{diag}\left\{X_{1}, X_{2}, \ldots, X_{N}\right\}$, and a scalar $\varepsilon>0$ such that (14) and the following LMIs are satisfied:

$$
\begin{gather*}
{\left[\begin{array}{ccc}
\widehat{\Sigma}-p \bar{R} & \Upsilon & p N \\
* & -\widehat{X}_{1} & 0 \\
* & * & -p U
\end{array}\right]<0,}  \tag{27}\\
{\left[\begin{array}{cc}
\widehat{\Sigma}+p \bar{R} & \Upsilon \\
* & -\widehat{X}_{2}
\end{array}\right]<0}
\end{gather*}
$$

where

$$
\begin{gathered}
\widehat{X}_{1}=\operatorname{diag}\{-2 P+Z,-2 P+Z,-2 P+Z\}, \\
\widehat{X}_{2}=\operatorname{diag}\{-2 P+Z+p U,-2 P \\
+Z+p U,-2 P+Z+p U\}, \\
\Upsilon=\left[\begin{array}{llllll}
\Upsilon_{1}^{T} & \delta_{1} \Upsilon_{2}^{T} & \delta_{2} \Upsilon_{3}^{T}
\end{array}\right], \\
\Upsilon_{1}=\left[\begin{array}{llllll}
c_{10} P(G \otimes D) & X & 0 & c_{20} P(G \otimes A) & 0
\end{array}\right], \\
\Upsilon_{2}=\left[\begin{array}{llllll}
P(G \otimes D) & 0 & 0 & 0 & 0 & 0
\end{array}\right],
\end{gathered}
$$

$$
\begin{gather*}
\Upsilon_{3}=\left[\begin{array}{llllll}
0 & 0 & 0 & P(G \otimes A) & 0 & 0
\end{array}\right], \\
\widehat{\Sigma}=\left[\begin{array}{cccccc}
\Sigma_{11} & \widehat{\Sigma}_{12} & \Sigma_{13} & \Sigma_{14} & \Sigma_{15} & \Sigma_{16} \\
* & \Sigma_{22} & \Sigma_{23} & -N_{4} & -N_{5} & -N_{6} \\
* & * & \Sigma_{33} & 0 & 0 & 0 \\
* & * & * & \Sigma_{44} & \Sigma_{45} & 0 \\
* & * & * & * & \Sigma_{55} & 0 \\
* & * & * & * & * & -\varepsilon I
\end{array}\right], \\
\widehat{\Sigma}_{12}=X+\frac{1}{4} \pi^{2} W+Z_{1}-S_{1}-N_{1}^{T}+N_{2} \tag{28}
\end{gather*}
$$

and the other terms follow the same definitions as those in Theorem 8. Moreover, the desired controllers gain matrices are given by

$$
\begin{equation*}
K_{i}=P_{i}^{-1} X_{i}, \quad i=1,2, \ldots, N \tag{29}
\end{equation*}
$$

Proof. Define matrices $X=P K, J_{1}=$ $\operatorname{diag}\left\{I, I, I, I, I, I, I, P Z^{-1}, P Z^{-1}, P Z^{-1}\right\}$, and $J_{2}=$ $\operatorname{diag}\left\{I, I, I, I, I, I, I, P(Z+p U)^{-1}, P(Z+p U)^{-1}, P(Z+p U)^{-1}\right\}$. Note that $-P Z^{-1} P \leq-2 P+Z$ and $-P(Z+p U)^{-1} P \leq$ $-2 P+Z+p U$ are true for $Z>0$ and $U>0$. Then, performing a congruence transformation of $J_{1}$ to (12) and performing a congruence transformation of $J_{2}$ to (13), respectively, and considering the relation $X=P K$, we can obtain that if (27) holds, then (12) and (13) hold. This completes the proof.

If $c_{1}(t)=c_{10}$ and $c_{2}(t)=c_{20}$, the random coupling strengths reduce to constant, and the error system (7) can be rewritten as following simple form:

$$
\begin{align*}
& \dot{e}(t)= \bar{g}(e(t))+c_{10}(G \otimes D) e(t) \\
&+c_{20}(G \otimes A) e(t-\tau(t))+K e\left(t_{k}\right)  \tag{30}\\
& i=1,2, \ldots, N
\end{align*}
$$

Based on Theorems 8 and 10 , by eliminating $\delta_{1}$ and $\delta_{2}$, we can easily get the following results.

Corollary 11. Under Assumption 3, for given controller gain matrices $K_{i}$, the error system (30) with sampled-data controllers $K_{i}$ can achieve synchronization, if there exist matrices $P>0, Q_{1}>0, Q_{2}>0, Q_{3}>0, Z_{1}>0, Z_{2}>$ $0, U>0, R>0, W>0, S_{1}, S_{2}, N$, and a scalar $\varepsilon>0$ such that (10) and the following LMIs are satisfied:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\Sigma-p \bar{R} & \Omega_{1}^{T} & p N \\
* & -Z & 0 \\
* & * & -p U
\end{array}\right]<0,}  \tag{31}\\
& {\left[\begin{array}{cc}
\Sigma+p \bar{R} & \widehat{\Omega}_{1}^{T} \\
* & -Z-p U
\end{array}\right]<0,}
\end{align*}
$$

where the other terms follow the same definitions as those in Theorem 8.

Corollary 12. Under the Assumption 3, the complex dynamical network (1) with random coupling strengths is globally asymptotically synchronized in mean square by the
sampled-data controllers (5) if there exist matrices $P=$ $\operatorname{diag}\left\{P_{1}, P_{2}, \ldots, P_{N}\right\}>0, Q_{1}>0, Q_{2}>0, Q_{3}>0, Z_{1}>$ $0, Z_{2}>0, U>0, R>0, W>0, S_{1}, S_{2}, N, X=$ $\operatorname{diag}\left\{X_{1}, X_{2}, \ldots, X_{N}\right\}$, and a scalar $\varepsilon>0$ such that (10) and the following LMIs are satisfied:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\widehat{\Sigma}-p \bar{R} & \Upsilon_{1}^{T} & p N \\
* & -2 P+Z & 0 \\
* & * & -p U
\end{array}\right]<0}  \tag{32}\\
& {\left[\right]<0}
\end{align*}
$$

where the other terms follow the same definitions as those in Theorem 10.

Remark 13. Since the characteristic of sampled-data control system is fully considered, the conservatism of Corollary 12 is much less than those not taking delay characteristic into account [27, 28], which will be verified by numerical example in next section.

Remark 14. It is worth pointing out that the main result here can be extended to some more general complex dynamical networks with probabilistic time-varying coupling delay [18] or distributed coupling delay. Owing to the space limit, it is omitted here.

## 4. Numerical Examples

In this section, two numerical examples are given to show the validity of the proposed results.

Example 1. Consider complex network model (1) with three nodes. The out-coupling matrix is assumed to be $G=$ $\left(G_{i j}\right)_{N \times N}$ with

$$
G=\left[\begin{array}{ccc}
-1 & 0 & 1  \tag{33}\\
0 & -1 & 1 \\
1 & 1 & -2
\end{array}\right]
$$

The time-varying coupling delay is chosen as $\tau(t)=$ $0.2+0.05 \sin (10 t)$. A straight-forward calculation gives $h=$ 0.25 and $\mu=0.5$. The nonlinear function $f$ is taken as

$$
f\left(x_{i}(t)\right)=\left[\begin{array}{c}
-0.5 x_{i 1}+\tanh \left(0.2 x_{i 2}\right)+0.2 x_{i 2}  \tag{34}\\
0.95 x_{i 2}-\tanh \left(0.75 x_{i 2}\right)
\end{array}\right]
$$

It can be found that $f$ satisfies (2) with

$$
U=\left[\begin{array}{cc}
-0.5 & 0.2  \tag{35}\\
0 & 0.95
\end{array}\right], \quad V=\left[\begin{array}{cc}
-0.3 & 0.2 \\
0 & 0.2
\end{array}\right]
$$

The inner-coupling matrices are given as $D=0$ and

$$
A=\left[\begin{array}{ll}
1 & 0  \tag{36}\\
0 & 1
\end{array}\right]
$$

Let the coupling strength $c_{2}(t)$ be a constant; that is, $c_{2}(t)=c$. For different $c$, Table 1 lists the maximum sampling interval

Table 1: Maximum sampling interval $p$ for different coupling strength $c$.

|  | $c c$ |  |  |
| :--- | :---: | :---: | :---: |
|  | 0.5 |  | 0.75 |
| $[27]$ | 0.5409 |  | 0.1653 |
| $[28]$ | 0.5573 |  | 0.2277 |
| $[29]$ | 0.9016 |  | 0.8957 |
| Corollary 12 | 0.9795 |  | 0.9121 |

$p$ obtained by Corollary 12 and [27-29]. From this table, we can see that our result has less conservatism than the existing ones.

Furthermore, choosing $c=0.5$ and applying MATLAB LMI toolbox to solve the LMIs in Corollary 12, the gain matrices of the desired controllers can be obtained as follows:

$$
\begin{align*}
& K_{1}=\left[\begin{array}{ll}
-0.6578 & -0.0978 \\
-0.0172 & -1.2316
\end{array}\right], \\
& K_{2}=\left[\begin{array}{ll}
-0.6578 & -0.0978 \\
-0.0172 & -1.2316
\end{array}\right],  \tag{37}\\
& K_{3}=\left[\begin{array}{ll}
-0.4543 & -0.1223 \\
-0.0185 & -1.1988
\end{array}\right] .
\end{align*}
$$

In the numerical simulation, assume that the initial values are $x_{1}(0)=\left[\begin{array}{ll}3 & 5\end{array}\right]^{T}, x_{2}(0)=\left[\begin{array}{ll}-2 & -1\end{array}\right]^{T}, x_{3}(0)=$ $\left[\begin{array}{ll}2 & 1\end{array}\right]^{T}$, and $s(0)=\left[\begin{array}{ll}-5 & 3\end{array}\right]^{T}$. The state trajectories of the synchronization error and the control inputs $u_{i}(t)$ are given in Figures 1 and 2, respectively. Clearly, the synchronization errors are globally asymptotically stable in mean square under the proposed sampled-data scheme.

Example 2. The isolated node of the dynamical networks and the coupling delay are the same as Example 1. The innercoupling matrices are given as

$$
D=A=\left[\begin{array}{cc}
0.1 & 0  \tag{38}\\
0 & 0.1
\end{array}\right]
$$

and the outer-coupling matrix

$$
G=\left[\begin{array}{cccccc}
-3 & 1 & 0 & 2 & 0 & 0  \tag{39}\\
0 & -2 & 0 & 1 & 1 & 0 \\
1 & 0 & -3 & 1 & 0 & 1 \\
0 & 2 & 0 & -2 & 0 & 0 \\
1 & 1 & 1 & 1 & -4 & 0 \\
1 & 1 & 0 & 0 & 1 & -3
\end{array}\right]
$$

We assume that $c_{1}(t)$ and $c_{2}(t)$ are two mutually independent random variables satisfying normal distribution with $c_{10}=5, c_{20}=1, \delta_{1}=0.5$, and $\delta_{2}=0.15$. According to the property of normal distribution, almost all the values of $c_{i}(t)$ satisfy $c_{1}(t) \in\left(c_{i 0}-3 \delta_{i}, c_{i 0}+3 \delta_{i}\right)$; that is $c_{1}(t) \in$ $(3.5,6.5)$ and $c_{2}(t) \in(1.55,2.45)$. Figures 3 and 4 depict the random coupling strengths $c_{1}(t)$ and $c_{2}(t)$, respectively.


Figure 1: Synchronization error states.


Figure 2: Sampled-data control inputs.

Let $p=0.05$; based on Theorem 10, we can get the corresponding sampled-data controller gain matrices

$$
\begin{aligned}
& K_{1}=\left[\begin{array}{ll}
-0.1314 & -0.1212 \\
-0.0709 & -1.1841
\end{array}\right], \\
& K_{2}=\left[\begin{array}{ll}
-0.4319 & -0.1243 \\
-0.0753 & -1.3982
\end{array}\right], \\
& K_{3}=\left[\begin{array}{cc}
0.1045 & -0.1144 \\
-0.0747 & -0.9176
\end{array}\right],
\end{aligned}
$$



Figure 3: Random coupling strength $c_{1}(t)$.


Figure 4: Random coupling strength $c_{2}(t)$.

$$
\begin{align*}
& K_{4}=\left[\begin{array}{ll}
-0.5565 & -0.1190 \\
-0.0665 & -1.5593
\end{array}\right], \\
& K_{5}=\left[\begin{array}{cc}
0.5769 & -0.1184 \\
-0.0688 & -0.4136
\end{array}\right], \\
& K_{6}=\left[\begin{array}{cc}
0.1801 & -0.1154 \\
-0.0846 & -0.8069
\end{array}\right] . \tag{40}
\end{align*}
$$

In the numerical simulation, assume that the initial values are $x_{1}(0)=\left[\begin{array}{ll}3 & 2\end{array}\right]^{T}, x_{2}(0)=\left[\begin{array}{ll}-1 & -3\end{array}\right]^{T}, x_{3}(0)=$ $\left[\begin{array}{ll}2 & 4\end{array}\right]^{T}, x_{4}(0)=\left[\begin{array}{ll}5 & -1\end{array}\right]^{T}, x_{5}(0)=\left[\begin{array}{ll}-4 & 3\end{array}\right]^{T}, x_{6}(0)=$ $\left[\begin{array}{ll}4 & 1\end{array}\right]^{T}$, and $s(0)=\left[\begin{array}{ll}3 & -4\end{array}\right]^{T}$. The state trajectories of the synchronization error and the control inputs $u_{i}(t)$ are given in Figures 5 and 6, respectively.


Figure 5: Synchronization error states.


Figure 6: Sampled-data control inputs.

## 5. Conclusions

In this paper, the sampled-data synchronization problem has been considered for a kind of complex dynamical networks with time-varying coupling delay and random coupling strengths. The sampling period and random coupling strengths considered here are assumed to be time varying but bounded and to obey normal distribution, respectively. By capturing the characteristic of sampled-data system, a novel discontinuous Lyapunov functional is defined. By using reciprocally convex approach and convex combination technique, a mean square synchronization criterion is proposed based on LMIs. The corresponding desired sampleddata controllers are designed. Numerical examples show the effectiveness of the proposed result.
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#### Abstract

The effects of extreme weather and overdevelopment may cause some coastal areas to exhibit erosion problems, which in turn may contribute to creating disasters of varying scale, particularly in regions comprising islands. This study used aerial survey information from three periods ( 1990,2001 , and 2010 ) and used graphical software to establish the spatial data of six beaches surrounding the island of Taiwan. An overlaying technique was then implemented to compare the sandy area of each beach in the aforementioned study periods. In addition, an artificial neural network model was developed based on available digitised coordinates for predicting coastline variation for 2015 and 2020. An onsite investigation was performed using a global positioning system for comparing the beaches. The results revealed that two beaches from this study may have experienced significant changes in total sandy areas under a statistical $95 \%$ confidence interval. The proposed method and the result of this study may provide a valuable reference in follow-up research and applications.


## 1. Introduction

Problems related to global warming and rising sea levels have been the focus of related research in recent years, because such problems may cause various types of disaster, depending on the affected area's geographical location and land characteristics [1-3]. Furthermore, the melting of icebergs in the polar region as a result of the "greenhouse effect" may cause the gradual rising of sea levels and that may result in a loss of land area. In severe cases, this phenomenon can destroy an island country if no action is taken for preventing this type of gradually formed disaster. Other factors, such as extreme weather, tidal current, drifting sand, land subsidence, the estuarine effect, and industrial development, may also cause a complex process to affect a shoreline area $[4,5]$. Therefore, examining shoreline changes during various periods is worthwhile for understanding how to protect the environment and manage land.

Investigation of the shoreline change along populated coastal region usually involved problems with a very large scale, which will rely on a suitable model for increasing prediction accuracy. An early proposed schematic erosion
prediction method by Bruun [6], showed that beach profile may be predicted from an empirical model. Following the same concept and by considering many factors such as wave motion, sediment transport, and sea bed conditions, various models are reported for studying different type of shoreline erosion problems [7, 8]. Other aspects of these studies entailed focusing on the development of a numerical model with the aid of hydraulic modelling experiments for a specified coastal region, to simulate and predict the possibility of shoreline variation [9-12]. Relevant research has provided useful references for evaluating the suitability of designing or planning construction projects along shorelines.

The development of modern geographic information system (GIS) and aerial survey photographs at coastal zones can provide greater reliability and accuracy for analyzing and visualization. Thus, these methods are also frequently adopted recently for monitoring the shoreline [13-18]. However, this image based method may be costly and time consuming for collecting, rectifying, and transferring the information from photographs to digitalized map. Besides, some errors may be generated during the transferring process of the geometric complexity and fragmented patterns of
coastlines. Nevertheless, this method does provide a possible solution for evaluating the shoreline change in different periods.

To avoid complicating model process, simple forecast methods such as end rate, linear regression, and robust parameter estimation, are widely used recently [19-21]. These methods are in general need to assume that the determination of future shorelines is based on modelling points on past shorelines, and a function form may be obtained for predicting shoreline change. In contrast, the recently developed neural network approach offers a good way for linking different types of data sets by learning, and the trained and verified model can then be used for prediction.

The neural network approach is extensively employed in various engineering fields including the application in coastal engineering due to its simplicity, flexibility, and effectiveness [22-25]. However, it can be seen that most of previous studies are focussed on forecasting tidal level and land use evolution patterns. There was a paper dealing with beach profile and shoreline features by using neural network and survey image [26], but the technique is used to delineate the shoreline. The application of this approach directly to predict shoreline variation in future years based on the model developed from available multiperiod orthophoto images is relatively difficult to find up to the present time [27]. Therefore, without going for shoreline complicated evolution process, the combination of using neural network with digitized spatial information from orthophoto images may be considered as a new way for nonlinear shoreline prediction and sand-beach area calculation.

The first stage of this study involved examining orthophoto survey maps, obtained from the Aerial Office of Taiwan's Forestry Bureau, produced in three years (1990, 2001, and 2010). Based on available information, nine major beaches around the island of Taiwan were examined for evaluating the sand-line variation during these periods by using AutoCAD, a computer software package used in many professions for drafting, designing, and modelling. The second stage entailed employing an artificial neural network from known sand-line coordinates (1990 and 2001) to develop a model for targeting the known sand-line coordinates (2010). After the capability of the model was verified, a new neural network model was developed based on data interpolated from coordinates for forecasting possible shoreline changes in 2015 and 2020. Calculations were performed on the total sandy areas for each of the beaches to confirm the significance of variation during these periods. The third and final stage involved an onsite investigation using a global positioning system (GPS) receiver to compare the beach data. Image treatment, model development, and result analysis regarding the research area are presented and discussed in detail in the following sections.

## 2. Research Beaches and Treatment of Shoreline Survey Images

The island of Taiwan is located at $120^{\circ}-122^{\circ}$ in longitude and $22^{\circ}-25^{\circ}$ in latitude, approximately 377 km north south and
approximately 142 km east west. In addition, the length of shoreline is approximately $1,200 \mathrm{~km}$ in circumference. On the east side of Taiwan, because of mountains and cliffs situated near the coastal region, the slope of the sea bottom is steep, and sand beaches are relatively small in scale. Conversely, the slope of sand beaches along the west shoreline is not as substantial, because the mountains are farther away from the shoreline. In addition, because most of the rivers on the island of Taiwan flow west into the Taiwan Strait, a large amount of sand has accumulated in the estuarine region, extending the scale of sand beaches on this side. Some manmade factors, such as overdevelopment of land, overpumping of groundwater, and various economic activities in the coastal region, have caused acute shoreline erosion problems in recent years.

Figure 1 displays the locations of initially chosen nine major beaches (BH1-BH9) around the island of Taiwan. These nine beaches required a preliminary on-site investigation before digitising the beach survey images. By examining the aerial survey images over these periods, it was established that BH 7 and BH 8 exhibit extreme changes in the sandbeach regions. The causes may be attributed to typhoons, tidal effects, floating wood, garbage, contamination, or manmade structures. Regardless of the causes, the process of sand erosion and accretion has been disturbed in these two beaches, making them unsuitable for prediction by using a neural network model. Similarly, as a result of harbour engineering construction at BH9 during the study periods, the survey images demonstrate a sizeable difference in sand area for the three years. Therefore, the three beaches that exhibit extreme changes are omitted for further analysis in this study.

This study sought to obtain the earliest and highestquality images for each aerial survey map, representing the same year of investigation for the examined beaches. However, the quality of some of the images was not as reliable as desired, and the length of investigation time for each beach was not consistent. In considering the development of survey techniques, two types of images, aerial survey maps and orthophoto maps, were obtained for the three examined years (1990, 2001, and 2010). The aerial survey map does not have a standard proportion, whereas the orthophoto map is an aerial photograph geometrically corrected so that the scale is uniform [28], having a fixed proportion of 1:5,000. Thus, these images required adjustment by using geographic information system (GIS) software to ensure that all images appear in the same proportion and at the same position during comparisons.

In applying the corrected images, the computer's graphical software package, AutoCAD, was used to digitise the survey maps and draw the sand line for each beach. Note that the coordinate system TWD67 was employed for the 1990 maps, whereas the coordinate system TWD97 was employed for the 2001 and 2010 maps [29]. Therefore, a conversion procedure was required for applying the global coordinate system to the surveying technique of the GPS. After unifying all of the images to the same coordinate system, the output


Figure 1: Location of research area and the chosen nine major beaches in the island of Taiwan (map source http://www.unc.edu/depts/ diplomat/item/2010/0912/comm/norris_quemoymatsu.html).
coordinates of each beach were then ready for analysis by using the spread sheet software Excel.

By loading the image into AutoCAD, the range of the sand line could be drawn for each beach for each given year. The set-fold function was then used to determine the shoreline variation of each beach. The set-fold function is
not a mathematical equation but a computer technique for overlaying shorelines transparently. This method provides an easy way to compare the change of shorelines and to calculate the sandy areas in different years. Figure 2 shows an example ( BH 1 ) of six beaches that were investigated; the change of the sand region can be observed in the overlapping lines in


Figure 2: Variation of shoreline and sandy region for beach BH 1 in multiperiod.


Figure 3: Structure of neural network models $\mathrm{I}_{2} \mathrm{H}_{n} \mathrm{O}_{1}$ (left) and $\mathrm{I}_{3} \mathrm{H}_{4} \mathrm{O}_{1}$ (right).
the figures. Based on this figure, the sandy areas of all of the beaches can also be calculated and compared with each other for the 3 given years.

## 3. Comparison of Neural Network Models

A neural network approach can be applied to solve various engineering problems, and a wide range of relevant literature [30-32] on the topic can be found. According to the theory of neural networks, the basic equation and evaluation index are briefly discussed in this paper. Regarding the multilayered neural network, the equation for each layer may be written as

$$
\begin{equation*}
Y_{j}=F\left(\sum W_{i j} X_{i}-\theta_{j}\right), \tag{1}
\end{equation*}
$$

where $Y_{j}$ is the output of neuron $j, W_{i j}$ represents the connection weight from neuron $i$ to neuron $j, X_{i}$ is the input signal generated for neuron $i, \theta_{j}$ is the bias term associated with neuron $j$, and $F(x)=1 /\left(1+e^{-x}\right)$ is the commonly used nonlinear activation function.

The performance of a neural network model can generally be evaluated using the following two equations:

$$
\begin{gather*}
\mathrm{CC}=\frac{\sum_{i=1}^{m}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{\sqrt{\sum_{i=1}^{m}\left(x_{i}-\bar{x}\right)^{2} \sum_{i=1}^{m}\left(y_{i}-\bar{y}\right)^{2}}}, \\
\mathrm{RMSE}=\sqrt{\sum_{n}^{N} \frac{\left(T_{n}-Y_{n}\right)^{2}}{N}}, \tag{2}
\end{gather*}
$$

where CC is the coefficient of correlation, $x_{i}$ and $\bar{x}$ are the recorded value and its average value, respectively, $y_{i}$ and $\bar{y}$ are the estimated value and its average value, respectively, and $m$ denotes the number of data points in the analysis. In addition, RMSE is the root-mean-square error, $N$ is the number of learning cases, $T_{n}$ is the target value for case $n$, and $Y_{n}$ is the output value for case $n$.

Figure 3 shows a diagram of the neural network models used in this study. The model on the left side uses coordinated information of the years 1990 and 2001 as the inputs and the coordinates of the year 2010 as the target values. Different numbers of neurons in the hidden layer are used to verify the performance of the neural network model based on the coefficient of correlation and root-mean-square error. Because these inputs and outputs are all known coordinates from survey maps, the test result may verify the ability of

Table 1: Performance $\left(\mathrm{CC}^{2}\right)$ of neural network models under different data arrangements.

| NN model | $\mathrm{I}_{2} \mathrm{H}_{2} \mathrm{O}_{1}$ (Type 1) |  |  | $\mathrm{I}_{2} \mathrm{H}_{3} \mathrm{O}_{1}$ (Type 1) |  |  | $\mathrm{I}_{2} \mathrm{H}_{4} \mathrm{O}_{1}$ (Type 1) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | TN | VF | TS | TN | VF | TS | TN | VF | TS |
| Averaged CC ${ }^{2}$ | 0.9786 | 0.9728 | 0.9723 | 0.9861 | 0.9771 | 0.9764 | 0.9864 | 0.9806 | 0.9803 |
| NN model | $\mathrm{I}_{2} \mathrm{H}_{2} \mathrm{O}_{1}$ (Type 2) |  |  | $\mathrm{I}_{2} \mathrm{H}_{3} \mathrm{O}_{1}$ (Type 2) |  |  | $\mathrm{I}_{2} \mathrm{H}_{4} \mathrm{O}_{1}$ (Type 2) |  |  |
|  | TN | VF | TS | TN | VF | TS | TN | VF | TS |
| Averaged CC ${ }^{2}$ | 0.9760 | 0.9767 | 0.9750 | 0.9861 | 0.9901 | 0.9878 | 0.9873 | 0.9927 | 0.9831 |

Table 2: Calculated root-mean-square errors for each beach with the use of different models.

| NN model (Type 1) | RMSE |  |  |  |  |  | Averaged RMSE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BH1 | BH2 | BH3 | BH4 | BH5 | BH6 |  |
| $\mathrm{I}_{2} \mathrm{H}_{2} \mathrm{O}_{1}$ | 0.0101 | 0.0101 | 0.0867 | 0.0195 | 0.0163 | 0.0090 | 0.0253 |
| $\mathrm{I}_{2} \mathrm{H}_{3} \mathrm{O}_{1}$ | 0.0067 | 0.0039 | 0.0717 | 0.0155 | 0.0146 | 0.0056 | 0.0197 |
| $\mathrm{I}_{2} \mathrm{H}_{4} \mathrm{O}_{1}$ | 0.0062 | 0.0024 | 0.0703 | 0.0152 | 0.0108 | 0.0056 | 0.0184 |
| NN model (Type 2) | RMSE |  |  |  |  |  | Averaged RMSE |
|  | BH1 | BH2 | BH3 | BH4 | BH5 | BH6 | Averaged RMSE |
| $\mathrm{I}_{2} \mathrm{H}_{2} \mathrm{O}_{1}$ | 0.0098 | 0.0097 | 0.0878 | 0.0215 | 0.0158 | 0.0060 | 0.0251 |
| $\mathrm{I}_{2} \mathrm{H}_{3} \mathrm{O}_{1}$ | 0.0065 | 0.0038 | 0.0678 | 0.0169 | 0.0145 | 0.0056 | 0.0192 |
| $\mathrm{I}_{2} \mathrm{H}_{4} \mathrm{O}_{1}$ | 0.0069 | 0.0023 | 0.0656 | 0.0159 | 0.0106 | 0.0056 | 0.0178 |

TABLE 3: Comparison of actual sandy area and estimated sandy area in the year of 2010.

| 2010 Beach | Actual sandy area <br> $\left(\mathrm{m}^{2}\right)$ | $\mathrm{I}_{2} \mathrm{H}_{4} \mathrm{O}_{1}($ Type 1) <br> Estimated area $\left(\mathrm{m}^{2}\right)$ | Type 1 error <br> $(\%)$ | $\mathrm{I}_{2} \mathrm{H}_{4} \mathrm{O}_{1}($ Type 2) <br> Estimated area $\left(\mathrm{m}^{2}\right)$ | Type 2 error <br> $(\%)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BH1 | 31589 | 31471 | 0.373 | 31539 | 0.159 |
| BH2 | 218476 | 218162 | 0.144 | 218118 | 0.163 |
| BH3 | 99883 | 96311 | 3.577 | 99308 | 0.576 |
| BH4 | 95079 | 96867 | 1.881 | 98657 | 3.763 |
| BH5 | 69844 | 70855 | 1.447 | 69908 | 0.092 |
| BH6 | 408235 | 407557 | 0.166 | 408042 | 0.047 |

the developed model, and a relatively more favourable result may be obtained for the beaches. The model on the right side, with four neurons in the hidden layer, is then observed for analysis, and an extension for including three input parameters is performed to predict the sand line of each beach in 2015 and 2020. The performance of neural network models and the prediction results are illustrated as in the following tables and figures.

For each beach, the original coordinates along the shoreline have 1,000 points, where 100 evenly distributed points were used for developing the neural network model. Two types of data sets-Type 1: 60\%-30\%-10\% and Type 2: 70\%$20 \%-10 \%$, with coordinate data randomly divided into three groups-were used for training (TN), verification (VF), and testing (TS) the model, respectively. Table 1 displays the averaged square value of the correlation coefficient at different stages of calculation for the two types of data arrangement. It was found that all of the models can obtain a satisfactory performance because all $\mathrm{CC}^{2}$ values are over 0.9 , indicating a high relationship between actual data and neural network estimation. Note that the model with four neurons in the hidden layer, in the type of data arrangement where $70 \%$ is used for training, $20 \%$ for verification, and $10 \%$ for testing, achieves a relatively improved performance (slightly higher
$\mathrm{CC}^{2}$ values) over that of the other models. Furthermore, based on the calculated root-mean-square errors shown in Table 2, the same model exhibits the smallest averaged RMSE, calculated at 0.0178 . Therefore, this neural network model is preferable for the shoreline cases studied herein.

Table 3 shows a comparison of the performance of neural network models in the sandy areas of each beach. The numerical result indicated that the aforementioned, preferable model $\mathrm{I}_{2} \mathrm{H}_{4} \mathrm{O}_{1}$ (Type 2) can obtain a more accurate result in most of the beach cases. The average percentage error for the six beaches is $0.800 \%$ for using data arrangement, $70 \%$ for training, $20 \%$ for verification, and $10 \%$ for testing the model (Type 2), which is an improvement over that of the percentage error of $1.265 \%$ for model $\mathrm{I}_{2} \mathrm{H}_{4} \mathrm{O}_{1}$, which uses $60 \%$ for training, $30 \%$ for verification, and $10 \%$ for testing the Type 1 model. Therefore, this preferred neural network model was used for the shoreline prediction of each beach.

## 4. Prediction of Shoreline Variation and Onsite Investigation

The data in the previous section prove that using previous shoreline information $(1990,2001)$ in the neural network


Figure 4: Comparison of neural network models for predicting beach BH3 in 2015.
model can accurately predict a future shoreline change (2010). For forecasting shoreline variation in the given future years (2015 and 2020), basic reference shoreline coordinates were required for developing a neural network model, by interpolating shoreline coordinates from previous years for the four models: NN1 (1990 and 2001); NN2 (2001 and 2010); NN3 (1990 and 2010); and NN4 (1990, 2001, and 2010). The coordinated differences (CL1, CL2, CL3, and the average) in shoreline of each beach from these years can help to yield reference data as well as developing a new neural network model for forecasting work.

To verify the newly developed neural network model, the model exhibiting the lowest performance, at BH 3 , is used as an example, and the comparative result is shown in Figure 4. The prediction results show that model NN1 demonstrated the worst performance, exhibiting a discontinuity at some points, whereas all of the other models exhibit a smooth prediction result. Model NN4 $\left(\mathrm{I}_{3} \mathrm{H}_{4} \mathrm{O}_{1}\right.$, see structure diagram in Figure 4), which uses information from 3 previous years, demonstrated slightly improved performance and more stability than the other models did. Therefore, this model was used for other beaches and for additional comparisons.


Figure 5: Shoreline change in different years and onsite beach condition for beach BH5.


Figure 6: Total sandy area for each beach in different years.

For this study, observing the current shoreline condition for each beach was essential. An onsite assessment using a GPS receiver (GPSmap 60CSx manufactured by Garmin Corp.) was performed in 2012. An example of shoreline change according to year for each beach is shown in Figure 6. Based on the results for all six beaches, an accretion phenomenon is found in BH ; both erosion and accretion phenomena occurred in $\mathrm{BH} 2, \mathrm{BH} 4, \mathrm{BH} 5$, and BH 6 , whereas BH 3 has a serious erosion problem during the studied period.

The shoreline for each beach may experience erosion or accretion at different local regions. Therefore, calculating the
total sandy area is essential for examining the change of the nonlinear coastline. Figure 6 shows that the total sandy area for the six beaches in each year is below a $95 \%$ confidence interval. All of the survey data (1990, 2001, and 2010) show that the total sandy areas are situated within the upper and lower limits; that is, there is no statistically significant change in sandy area for any beach (see Figure 5). However, including the future-predicted data (2015 and 2020) in the calculation involving neural network models reveals that at two beaches, BH 3 and BH6, the total sandy area for the former may slightly exceed the limit, whereas the latter may significantly exceed the upper limit in 2020.

The results presented in this study may indicate that the erosion problem under current conditions is not acute in the beaches studied herein. However, the investigation period from 1990 to 2020 covers only 30 years. Presently, the effects of global warming and rising sea levels may still have influenced shoreline change in the Taiwan region; the shoreline must be monitored as often as possible to prevent negative impacts.

## 5. Conclusion

Natural disasters near coastline regions can include earth-quake-induced tsunamis, typhoons, and flooding. These disasters may cause instantaneous damage to structures and may inflict harm to humans. Conversely, shoreline erosion problems are gradual, which may cause loss of land area and may endanger the existence of a country that comprises mostly islands that do not rise much above sea level. Therefore, examining shoreline change is worthwhile when considering both global warming and local concerns.

Three methods were used in this study to examine shoreline change problems on the island of Taiwan: (1) comparing the difference in the shorelines by using multiperiod survey maps; (2) developing a neural network model according to digitised coordinates for predicting possible variations; and (3) performing an onsite investigation by using a GPS receiver. Based on the beaches studied, the results show that sand erosion and accretion exist in some local regions of each beach, but the total sandy area of each beach has not significantly changed under a $95 \%$ statistical confidence interval. However, the prediction results show that two beaches have the potential to experience an increase in their sand areas in future years.

By avoiding complex procedures, this study used the most basic method possible to examine shoreline change problems. Therefore, only the factor of time (i.e., multiperiod aerial survey maps) was considered in the comparison analysis and model development. The reliability of the results obtained might be questionable, but other influencing events on shoreline change, such as wave motion, sea current, tide rise and fall, and land use in watersheds, all occur over time and, hence, should be included in the time factor. Therefore, this study provides a valuable reference for the examined region and may be applicable to other coastlines of interest worldwide.
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The stability problem of pulse-width-modulated feedback systems with time-varying delays and stochastic perturbations is studied. With the help of an improved functional construction method, we establish a new Lyapunov-Krasovskii functional and derive several stability criteria about $p$ th moment exponential stability.

## 1. Introduction

PWM has been widely used in many fields, such as attitude control systems, adaptive control systems, signal processing, and modeling of neuron behavior [1-3]. In actual progress, it has always operated in all kinds of disturbances. At the same time, time-varying delays inevitably occur owing to the unavoidable finite switching speed of amplifiers. For some systems, the effect of time-varying delays can be ignored. How to keep the scheduled operation or work of the state running well, especially in engineering applications, is becoming more and more significant.

A growing number of scholars are devoting time to the PWM feedback systems; meanwhile a set of stability results has been established by a variety of methods [4-12]. Also, lots of scholars have researched some systems with delays [7, 13-19]. In [15], the authors investigated robust exponential stability and delayed-state-feedback stabilization of uncertain impulsive stochastic systems with time-varying delays. Sun and Cao [16] gave some definitions on the $p$ th moment exponential stability in mean and established several $p$ th moment globally stability criteria in mean. By using the Lyapunov technique and Razumikhin method, the authors in [17] investigated impulsive effects on stability analysis of high-order BAM neural networks with time delays. And in [18], they established the global exponential stability of the neural networks with its estimated exponential convergence
rate. The authors in [19] gave a time-varying delay-dependent criterion for impulsive synchronization to ensure the delayed discrete complex networks switching topology tending to a synchronous state.

To the best of the author's knowledge, there are a few (if any) results for the stability analysis of the critical case of PWM systems with time-varying delays and stochastic perturbations, most of the existing work only considers one condition $[7,8,15]$. In the present paper, we try to make a contribution to this issue. It is noted that the linear plant in this paper has one and only one pole at origin, and the rest of the poles are in the left side of the complex plane, which is more representative and more universal. Based on the references [7,13], the present paper will further study the stability of PWM feedback systems with timevarying delays and establish several new stability criteria. In Section 2, we give some definitions and lemmas. In Section 3, firstly, a criterion on mean square exponential stability of stochastic feedback systems with time-varying delays is given. Secondly, by introducing new variables, we will establish a new Lyapunov-Krasovskii functional with the help of an improved functional construction method. Then, associating with linear matrix inequalities, we will establish criteria for the $p$ th moment exponential stability and the $p$ th moment exponential asymptotic stability. Finally, we demonstrate the applicability of our results by means of an example.

## 2. Notations and Definitions

A pulse-width modulator is described by

$$
\begin{align*}
u(t) & =m(e(t)) \\
& = \begin{cases}M \operatorname{sgn}(e(k T)), & t \in\left[k T, k T+T_{k}\right), \\
0, & t \in\left[k T+T_{k}, k T+T\right),\end{cases} \tag{1}
\end{align*}
$$

with

$$
T_{k}= \begin{cases}\beta|e(k T)|, & |e(k T)| \leq \frac{T}{\beta}  \tag{2}\\ 0, & |e(k T)|>\frac{T}{\beta}\end{cases}
$$

where $e(t)=r(t)-f(t), r(t)$ is the external input and $f(t)$ is the system output and $T_{k}$ is the pulse-width for $k=0,1,2, \ldots$. The sampling period $T$, the amplitude of the pulse $M$, and $\beta$ are all assumed to be constants.

Consider the following stochastic PWM feedback system with time-varying delays:

$$
\begin{align*}
d x(t)= & A x(t) d t+A_{d} x(t-d) d t+H u(t) d t \\
& +D \vartheta(t, x(t), x(t-d)) d W_{t},  \tag{3}\\
& z(t)=C_{1} x(t)+C_{2} x(t-d),
\end{align*}
$$

where $x \in R^{n}, u, \vartheta \in R, u$ is the output of the pulsewidth modulator, $\vartheta$ is the nonlinear stochastic perturbations, $A, A_{d}, H, D$ are the matrices of appropriate dimensions, $H$ is the pulse-width control matrix, $0<d \leq T_{k}$, and $W_{t}$ is a scalar wiener process which is defined on the probability space $(\Omega, F, P)$.

Note that $x_{e}=0$ is an equilibrium point of stochastic PWM feedback systems.

Definition 1. Let $(X, d)$ be a metric space, $X \subset R^{n}, A \subset X$, and $T \subset R^{+}$. For any fixed $a \in A$ ( $a$ is called the initial state), $t_{0} \in$ $T$, a stochastic process $\left\{x\left(t, \omega, a, t_{0}\right), t \in T_{a, t_{0}}\right\}$ with domain $X$ is called a stochastic motion if $x\left(t_{0}, \omega, a, t_{0}\right)=a$ for all $\omega \in \Omega$, where $T_{a, t_{0}}=\left[t_{0}, t_{1}\right) \cap T, t_{1}>t_{0}$, and $t_{1}$ is finite or infinite.

Definition 2. Let $S$ be a family of stochastic motions with domain $X$ given by

$$
\begin{equation*}
S \subset\left\{x\left(\cdot, \cdot, a, t_{0}\right): x\left(t_{0}, \omega, a, t_{0}\right)=a, \omega \in \Omega, a \in A, t_{0} \in T\right\} . \tag{4}
\end{equation*}
$$

We call the four-tuple $\{T, X, A, S\}$ a stochastic dynamical system.

Definition 3 (see [20, 21]). For any fixed functional $V$, the infinitesimal generation operator $\mathscr{L} V(x(t), t)$ is

$$
\begin{align*}
\mathscr{L} V & (x(t), t) \\
& =\lim _{\Delta \rightarrow 0^{+}} \frac{1}{\Delta}[E(V(x(t+\Delta), t+\Delta)-V(x(t), t))] . \tag{5}
\end{align*}
$$

Definition 4 (see [20,21]). A stochastic system is $p$ th moment exponential stability. If for any fixed initial condition, there exist $\alpha>0$ and $\beta \geq 1$, then

$$
\begin{equation*}
E\|x(t)\|^{p} \leq \beta \exp (-\alpha t) \sup _{-d \leq \theta \leq 0} E\|\xi(\theta)\|^{p}, \quad \forall t \geq 0 \tag{6}
\end{equation*}
$$

Especially, when $p=2$, we called the system mean square exponential stability.

Definition 5 (see $[20,21]$ ). A stochastic system is $p$ th moment exponential asymptotic stability. If for any fixed initial condition, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} E\|x(t)\|^{p}=0 \tag{7}
\end{equation*}
$$

Especially, when $p=2$, we called the system mean square exponential asymptotic stability.

Lemma 6 (see [20, 21]). A stochastic system $u(t)=F y(t)$ is mean square stability if there exists a Lyapunov-Krasovskii functional $V(x(t), t)>0$ and its infinitesimal generation operator satisfies $\mathscr{L} V(x(t), t)<0$.

Lemma 7 (see [14]). For any constant matrix $M \in R^{m \times m}, M=$ $M^{T}>0$, scalar $\gamma>0$, and vector function $\omega:[0, \gamma] \rightarrow R^{m}$, the integrations in the following are well defined; then

$$
\begin{equation*}
\gamma \int_{0}^{\gamma} \omega^{T}(\beta) M \omega(\beta) d \beta \geq\left(\int_{0}^{\gamma} \omega(\beta) d \beta\right)^{T} M\left(\int_{0}^{\gamma} \omega(\beta) d \beta\right) . \tag{8}
\end{equation*}
$$

Lemma 8(a) (see [22] (Schur complement 1)). Given the Hermite matrix $S=\binom{S_{11} S_{12}}{s_{12}^{T} S_{22}}$, then $S<0$ is equivalent to any one of the following conditions:
(1) $S_{11}<0, S_{22}-S_{12}^{T} S_{11}^{-1} S_{12}<0$,
(2) $S_{22}<0, S_{11}-S_{12} S_{22}^{-1} S_{12}^{T}<0$.

Lemma 8(b) (see [23, 24] (Schur complement 2)). Assuming that $A=\left(\begin{array}{ll}A_{11} & A_{12} \\ A_{12}^{T} & A_{22}\end{array}\right)$ is a Hermite matrix, then
(1) $A>0 \Leftrightarrow A_{11}>0, A_{22}-A_{12}^{T} A_{11}^{-1} A_{12}>0$,
(2) If $A_{11}>0$, then $A \geq 0 \Leftrightarrow A_{22}-A_{12}^{T} A_{11}^{-1} A_{12} \geq 0$.

Lemma 9 (see [25] (Gronwall inequality)). If $x(t) \leq h(t)+$ $\int_{t_{0}}^{t} k(s) x(s) d s, t \in\left[t_{0}, T\right)$, where all the functions involved are continuous on $\left[t_{0}, T\right), T \leq+\infty$, and $k(t) \geq 0$, then $x(t)$ satisfies

$$
\begin{array}{r}
x(t) \leq h(t)+\int_{t_{0}}^{t} h(s) k(s) \exp \left[\int_{s}^{t} k(u) d u\right] d s  \tag{9}\\
t \in\left[t_{0}, T\right)
\end{array}
$$

If, in addition, $h(t)$ is nondecreasing, then

$$
\begin{equation*}
x(t) \leq h(t) \exp \left(\int_{t_{0}}^{t} k(s) d s\right), \quad t \in\left[t_{0}, T\right) \tag{10}
\end{equation*}
$$

## 3. Stability Analysis

The block diagram of the PWM feedback system (3) is shown in Figure 1.

Now, consider the following stochastic feedback system with time-varying delays:

$$
\begin{align*}
d x(t)= & A x(t) d t+A_{d} x(t-d) d t+B p(t) d t \\
& +g(t, x(t), x(t-d)) d W_{t} \tag{11}
\end{align*}
$$

where $x \in R^{n}, p(t)$ is a function of $x(t), x(t-d), g$ is the nonlinear stochastic perturbations, $A, A_{d}, B$ are matrices of appropriate dimensions, $0<d \leq T_{k}$, and $W_{t}$ is a scalar wiener process which is defined on the probability space $(\Omega, F, P)$.

For system (11), we let

$$
\begin{equation*}
g(t) \triangleq g(t, x(t), x(t-d)), \tag{12}
\end{equation*}
$$

which satisfies that

$$
\begin{equation*}
\operatorname{tr}\left[g^{T}(t) g(t)\right] \leq\left\|G_{1}(x(t))\right\|^{2}+\left\|G_{2}(x(t-d))\right\|^{2} \tag{13}
\end{equation*}
$$

where $G_{1}, G_{2}$ are constant matrices of appropriate dimensions.

We construct the Lyapunov-Krasovskii functional as follows:

$$
\begin{equation*}
V(x(t), t)=\sum_{i=1}^{5} V_{i}(x(t), t) \tag{14}
\end{equation*}
$$

with

$$
\begin{align*}
& V_{1}(x(t), t)=x^{T}(t) P x(t) \\
& V_{2}(x(t), t)=\int_{t-d}^{t} x^{T}(s) R_{1} x(s) d s \\
& V_{3}(x(t), t)=\int_{t-d}^{t} \int_{s}^{t} x^{T}(\gamma) R_{2} x(\gamma) d \gamma d s  \tag{15}\\
& V_{4}(x(t), t)=2 x^{T}(t) Z \int_{t-d}^{t} x(s) d s \\
& V_{5}(x(t), t)=\int_{-d}^{0} \int_{-d}^{0} x^{T}(t) Q x(t+\zeta) d \zeta d s
\end{align*}
$$

Denoting the parameter set as $\Phi:=\left\{P, R_{1}, R_{2}, Z, Q\right\}$, $P, R_{1}, R_{2}, Z, Q$ are Hermite matrices of appropriate dimensions.

Proposition 10 (see [13]). Lyapunov-Krasovskii functional (14) is positive definite if the parameter set $\Phi$ satisfies

$$
R_{1}>0, \quad R_{2}>0, \quad\left[\begin{array}{cc}
P & Z  \tag{16}\\
Z^{T} & d^{-1} R_{1}+Q
\end{array}\right]>0 .
$$

Theorem 11 (see [13]). For a fixed scalar $d>0$, the stochastic system (11) with time-varying delays is mean square exponential stability if there exist scalars $\rho>0, \varepsilon>0$, and


Figure 1: Block diagram of PWM feedback systems subjected to multiplicative disturbances.
the parameter set $\Phi$ satisfies Proposition 10, then there exists a linear matrix inequality

$$
\begin{align*}
\Theta & =\left[\begin{array}{cccc}
\Theta_{11} & P A_{d}-Z+\varepsilon E_{1}^{T} E_{2} & d A^{T} Z+d Q & P B \\
* & -R_{1}+\rho G_{2}^{T} G_{2}+\varepsilon E_{2}^{T} E_{2} & d A_{d}^{T} Z-d Q & 0 \\
* & * & -h^{-1} R_{2} & d Z^{T} B \\
* & * & * & -\varepsilon I
\end{array}\right] \\
& <0, \tag{17}
\end{align*}
$$

where $P \leq \rho I$ :

$$
\begin{align*}
\Theta_{11}= & P A+A^{T} P+R_{1}+d R_{2}+Z+Z^{T}  \tag{18}\\
& +\varepsilon E_{1}^{T} E_{1}+\rho G_{1}^{T} G_{1} .
\end{align*}
$$

From [13], one obtains that, for $t>0$,

$$
\begin{equation*}
E\|x(t)\|^{2} \leq \frac{\lambda_{\max }(P)+\Delta}{\lambda_{\min }(P)} \sup _{-d \leq \theta \leq 0} E\|\xi(\theta)\|^{2} \exp \left(-\frac{\mu t}{\lambda_{\min }(P)}\right) \tag{19}
\end{equation*}
$$

where $\Delta=\lambda_{\max }\left(Z^{T} Z\right)+d+\lambda_{\max }\left(R_{1}\right)+d \lambda_{\max }\left(R_{2}\right)+d \lambda_{\max }(Q)$.
Now, let us consider the stochastic PWM feedback system (3) with time-varying delays (Figure 2). After variable substitution, system (3) can be represented as

$$
\begin{align*}
& d x(t)=A x(t) d t+A_{d} x(t-d) d t+u^{\prime}(t) d t+g^{\prime}(t) d W_{t}, \\
& u^{\prime}(t)=H u(t), \\
& g^{\prime}(t)=G 9(t, x(t), x(t-d)), \\
& z(t)=C_{1} x(t)+C_{2} x(t) . \tag{20}
\end{align*}
$$

Note that in system (20),

$$
\begin{align*}
\left\|u^{\prime}(t)\right\| \leq\left\|M H \sum_{k=1}^{n} \operatorname{sgn}(e(k t))\right\| & \leq M\|\lambda H\|,  \tag{21}\\
& -n \leq \lambda \leq n,
\end{align*}
$$

where $n$ is the amount of the PWM period.
By choosing appropriate PWM, we can get $0 \leq \lambda \leq \varepsilon$. Then

$$
\begin{equation*}
\left\|u^{\prime}(t)\right\| \leq \lambda M\|H\| \tag{22}
\end{equation*}
$$



Figure 2: Sample response of system (3) with time-varying delays in Example 1 when $M=0.3$.

Associating with (13), we also assume that the stochastic perturbations $g^{\prime}(t)$ satisfy

$$
\begin{equation*}
\operatorname{tr}\left[g^{\prime T}(t) g^{\prime}(t)\right] \leq\left\|D G_{1}(x(t))\right\|^{2}+\left\|D G_{2}(x(t-d))\right\|^{2} . \tag{23}
\end{equation*}
$$

By simplifying functional (14), we get a new LyapunovKrasovskii functional

$$
\begin{equation*}
V(y(t), t)=\sum_{i=1}^{4} V_{i}(y(t), t) \tag{24}
\end{equation*}
$$

with

$$
\begin{align*}
& V_{1}(y(t), t)=y^{T}(t) P y(t) \\
& V_{2}(y(t), t)=\int_{t-d}^{t} y^{T}(s) R y(s) d s \\
& V_{3}(y(t), t)=2 y^{T}(t) Z \int_{t-d}^{t} y(s) d s  \tag{25}\\
& V_{4}(y(t), t)=\int_{-d}^{0} \int_{-d}^{0} y^{T}(t) Q y(t+\zeta) d \zeta d s
\end{align*}
$$

Denoting the parameter set as $\Phi_{1}:=\{P, R, Z, Q\}, R>0$, $y(t)=x^{p / 2}(t), p \in N_{+}, P, R, Z, Q$ are Hermite matrices of appropriate dimensions.

Let functional (24) satisfy Proposition 10, then it is positive definite.

Theorem 12. For time-varying delay $d>0$, the stochastic $P W M$ feedback system (3) with time-varying delays is pth moment exponential stability if there exist scalars $\rho>0, \varepsilon>0$, and the parameter set $\Phi_{1}$ and if the following linear matrix inequality holds:

$$
\Psi=\left[\begin{array}{cccc}
\Psi_{11} & P A_{d}-Z & d A^{T} Z+d Q & P  \tag{26}\\
* & -R+\rho D^{T} G_{2}^{T} G_{2} D+\lambda^{2} \varepsilon M^{2} H^{T} H & d A_{d}^{T} Z-d Q & 0 \\
* & * & 0 & d Z^{T} \\
* & * & * & -\varepsilon I
\end{array}\right]<0
$$

where $P \leq \rho I, \Psi_{11}=P A+A^{T} P+R+Z+Z^{T}+\lambda^{2} \varepsilon M^{2} H^{T} H+$ $\rho D^{T} G_{1}^{T} G_{1} D$.

Proof. Using the Itô isometry, we get infinitesimal generation operators of functional (20). Consider

$$
\begin{aligned}
& \mathscr{L} V_{1}( y(t), t) \\
&= \lim _{\Delta \rightarrow 0^{+}} \frac{1}{\Delta}\left[E\left(V_{1}(y(t+\Delta), t+\Delta)-V_{1}(y(t), t)\right)\right] \\
&= 2 y^{T}(t) P\left[A y(t)+A_{d} y(t-d)+u^{\prime}(t)\right] \\
&+\operatorname{Trace}\left[G^{T} W^{T}(t) P W(t) G\right] \\
& \leq 2 y^{T}(t) P\left[A y(t)+A_{d} t(t-d)+u^{\prime}(t)\right] \\
&+\left\|G W_{1}(y(t))\right\|^{2}+\left\|G W_{2}(y(t))\right\|^{2} \\
& \mathscr{L} V_{2}(y(t), t)=y^{T}(t) R y(t)-y^{T}(t-d) R y(t-d)
\end{aligned}
$$

$$
\begin{align*}
\mathscr{L} V_{3}(y(t), t)= & 2\left[A y(t)+A_{d} y(t-d)+u^{\prime}(t)\right]^{T} \\
& \times Z \int_{t-h}^{t} y(s) d s \\
& +2 y^{T}(t) Z[y(t)-y(t-d)] \\
\mathscr{L} V_{4}(y(t), t)= & 2 y^{T}(t) Q \int_{t-d}^{t} y(s) d s \\
& +2 y^{T}(t-d) Q \int_{t-d}^{t} y(s) d s \tag{27}
\end{align*}
$$

Based on (22), we can get $\lambda^{2} \varepsilon M^{2} H^{T} H-\varepsilon u^{\prime T} u^{\prime} \geq 0$.
Then

$$
\begin{align*}
\mathscr{L} V(y(t), t) & =\sum_{i=1}^{4} \mathscr{L} V_{i}(y(t), t)  \tag{28}\\
& \leq \frac{1}{d} \int_{t-d}^{t} \eta^{T}(t, s) \Psi \eta(t, s) d s
\end{align*}
$$

where $\eta^{T}(t, s)=\left[\begin{array}{llll}y^{T}(t) & y^{T}(t-d) & y^{T}(s) & u^{\prime T}(t)\end{array}\right]$. Consider

$$
\begin{equation*}
\mathscr{L} V(y(t), t)<0 \quad \text { if } \Psi \text { satisfies } \Psi<0 \tag{29}
\end{equation*}
$$

By Schur complement 1, there exists a scalar $\mu>0$, which makes

$$
\begin{equation*}
\mathscr{L} V(y(t), t) \leq-\mu\|y(t)\|^{2} \tag{30}
\end{equation*}
$$

Then, by Dynkin formula, one observes that

$$
\begin{align*}
& E V(y(t), t)=E V(y(0), 0)+E \int_{0}^{t} \mathscr{L} V(y(s), s) d s \\
& V_{2}(y(t), t) \leq \lambda_{\max }(R) \int_{-d}^{0}\|y(t+\theta)\|^{2} d \theta \\
& V_{3}(y(t), t) \leq \lambda_{\max }\left(Z^{T} Z\right)\|y(t)\|^{2}+d \int_{-d}^{0}\|y(t+\theta)\|^{2} d \theta \\
& V_{4}(y(t), t) \leq d \lambda_{\max }(Q) \int_{-d}^{0}\|y(t+\theta)\|^{2} d \theta \tag{31}
\end{align*}
$$

Then

$$
\begin{gather*}
E V(y(0), 0) \leq\left(\lambda_{\max }(P)+\nabla\right) \sup _{-d \leq \theta \leq 0} E\|\xi(\theta)\|^{2} \\
E V(y(t), t) \geq \lambda_{\min }(P) E\|y(t)\|^{2}  \tag{32}\\
\nabla=\lambda_{\max }\left(Z^{T} Z\right)+d+\lambda_{\max }(R)+d \lambda_{\max }(Q)
\end{gather*}
$$

Thus, by Lemma 9 (Gronwall inequality), we have that

$$
\begin{aligned}
E\|y(t)\|^{2}= & E\left\|x(t)^{p / 2}\right\|^{2} \\
= & E\|x(t)\|^{p} \leq \frac{\lambda_{\max }(P)+\nabla}{\lambda_{\min }(P)} \\
& \times \sup _{-d \leq \theta \leq 0} E\|\xi(\theta)\|^{2} \exp \left(-\frac{\mu t}{\lambda_{\min }(P)}\right) \\
E\|x(t)\|^{p} \leq & \frac{\lambda_{\max }(P)+\nabla}{\lambda_{\min }(P)} \\
& \times \sup _{-d \leq \theta \leq 0} E\|\varsigma(\theta)\|^{p} \exp \left(-\frac{\mu t}{\lambda_{\min }(P)}\right) \\
& \varsigma(\theta)=(\xi(\theta))^{p / 2}
\end{aligned}
$$

Associating with Definition 4, we know that the system (3) is $p$ th moment exponential stability.

Corollary 13. A stochastic PWM feedback system with timevarying delays which satisfies the conditions of Theorem 12 is pth moment exponential asymptotic stability.

Proof. From the above proof, we obtain

$$
\begin{equation*}
E\|x(t)\|^{p} \leq \frac{\lambda_{\max }(P)+\nabla}{\lambda_{\min }(P)} \sup _{-d \leq \theta \leq 0} E\left\|_{\varsigma}(\theta)\right\|^{p} \exp \left(-\frac{\mu t}{\lambda_{\min }(P)}\right) \tag{34}
\end{equation*}
$$

where $\lambda_{\max }(p), \lambda_{\min }(p), \nabla, \sup E\left\|_{\varsigma}(\theta)\right\|^{p}, \mu$ are all constants.
Similarly,

$$
\begin{equation*}
E\|x(t)\|^{p} \leq K_{1} K_{2} \exp \left(-K_{3} t\right) \tag{35}
\end{equation*}
$$

where $K_{1}, K_{2}, K_{3}$ are constants.
Then, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} E\|x(t)\|^{p} \leq \lim _{t \rightarrow \infty} K_{1} K_{2} \exp \left(-K_{3} t\right)=0 \tag{36}
\end{equation*}
$$

By Definition 5, the system (3) is $p$ th moment exponential asymptotic stability.

Then, we discuss the functional (24) based on its parameter set.

As the parameter set satisfies $R>0,\left[\begin{array}{cc}P & Z \\ Z^{T} & d^{-1} R+Q\end{array}\right]>0$, by Schur complement 2, we observe that

$$
\begin{equation*}
P>0, \quad d^{-1} R+Q-Z^{T} P^{-1} Z>0 \tag{37}
\end{equation*}
$$

Then we can obtain an estimate about matrix $P$, such that

$$
\begin{equation*}
P>0 \cap P<\left(Z^{T}\right)^{-1}\left(d^{-1} R+Q\right) Z^{-1} \tag{38}
\end{equation*}
$$

Remark 14. For system (3), only $H$ can be controlled easily in reality. So we may let $P=H$ and $H$ satisfies formula (38). Then we get another corollary which can be applied in reality.

Corollary 15. For time-varying delay $d>0$, the system (3) is pth moment exponential stability and pth moment exponential asymptotic stability if there exist scalars $\rho>0, \varepsilon>0$, and the parameter set $\Phi_{1}$ such that the following linear matrix inequality holds:

$$
\Psi=\left[\begin{array}{cccc}
\Psi_{11} & H A_{d}-Z & d A^{T} Z+d Q & H  \tag{39}\\
* & -R+\rho D^{T} G_{2}^{T} G_{2} D+\lambda^{2} \varepsilon M^{2} H^{T} H & d A_{d}^{T} Z-d Q & 0 \\
* & * & 0 & d Z^{T} \\
* & * & * & -\varepsilon I
\end{array}\right]<0
$$



Figure 3: Sample response of system (3) with time-varying delays in Example 1 when $M=0.4$.
where $H \leq \rho I, \Psi_{11}=H A+A^{T} H+R+Z+Z^{T}+\lambda^{2} \varepsilon M^{2} H^{T} H+$ $\rho D^{T} G_{1}^{T} G_{1} D$ (Figure 3).

## 4. Example

Example 1. Consider the system (3). Letting $A=\left[\begin{array}{cc}-2 & 0 \\ 0 & -1\end{array}\right]$, $A_{d}=\left[\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right], H=I$, the amplitude of the PWM $M=0.3$, the sampling period $T=1$, and the constant $\beta=1$, the perturbations satisfy $g^{\prime}(t)=\left[\begin{array}{cc}0.02 & 0 \\ 0 & 0.01\end{array}\right]$.

We assume the time accuracy is 0.01 seconds and the system has a tenfold lag; that is, $d=0.1$. And also at the system initial, there is no 0.1 second lag, while it has a 0.1 second lag at system shutdown. The perturbations function on the whole process. For initial-value $x(0)=(2,1)^{T}$, we observe that the system (3) is stable.

By modulating the pulse-width control matrix $H$, we set $M=0.4$. Then, we can get better result of the system (3).

## 5. Conclusions

In this paper, we studied the stochastic PWM feedback systems with time-varying delays and stochastic perturbations. Then, several criteria are established by employing the linear matrix inequality (LMI). Based on the result, an example is presented, which illustrates the effectiveness of the new criteria.
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#### Abstract

The model of thin film based biosensor is built based on COMSOL in order to simulate and optimize the electronic characteristic of dipolar electrodes system and tetrapolar electrodes system. Zones of negative sensitivity exist between current carrying electrodes and voltage measuring electrodes while the polarization occurs at the edges of electrodes. By changing the parameters embracing distance between electrodes, thickness of electrodes, and the width of inner electrodes (for tetrapolar electrodes system only), the polarization and zones of negative sensitivity can be receded to some extent, which improves the system's performance. Tetrapolar electrodes system has less polarization but more negative-sensitivity zones compared to dipolar electrodes system and different setups response differently to these changing parameters.


## 1. Introduction

Biological detection techniques exist in multitudes of aspects of human's daily life, especially in the area of chemistry and biology. Numerous devices have already been demonstrated using CMOS technology, such as DNA detection [1,2] and ion sensitive field effect transistor arrays [3]. However, there are postprocessing problems associated with CMOS, for example, circuit passivation [4] and biocompatible electrode deposition, which increase cost and manufacturing complexity. Thin film transistor based devices have the potential to solve some of these issues. For salient instance, they are low cost and use low temperature fabrication processes [5] using glass, flexible plastic, and eventually paper substrates, with no addition processing required. Large TFT arrays have already been demonstrated for flat panel displays so could easily be translated into sensor pixels for massively parallel measurement.

Thin film based biosensor is a kind of cutting-edge technology which can be applied in electronic system for biological sensing. The chip used electrochemical impedance spectroscopy (EIS) as a sensing technique [6-10]. EIS has shown potential to be a sensitive method for label-free sensing. Here, direct electrochemistry of the target analyses is
used, with no immobilised enzymes or mediators. At present, bipolar setup with two electrodes which both carry current and measure voltage is widely used. However, this setup can lead to unwanted phenomenon embracing polarization and zones of negative sensitivity [11] which affect the accuracy to some extent. It is essential to design an appropriate thin film sensor in order to reduce the polarization and zones of negative sensitivity as greatly as possible.

This paper concentrates on how three factors embracing geometry, dimension, and configuration for electrodes will affect those two parameters which are mentioned above. At the end of this paper, a better setup of electrodes together with several solutions to improving the performance pertinent to thin-film sensor will be worked out.

## 2. Modeling and Experimental Design

The model of electrodes is based on COMSOL Multiphysics [12] which is a finite element analysis, solver and simulation software package for various physics and engineering applications. In the model, the substrate is made of silica glass while the material of electrodes is gold. The system is studied in NaCl solution, which is the standard solution for the calibration of electrochemical system. The domain
frequency is chosen to be 10000 Hz and the concentration relevant to the solution is $1.76 \mathrm{~S} / \mathrm{m}$ which are bilateral typical values in biosensor test. Three typical types of geometry with regard to electrodes are included in this paper, which are horizontal rectangle, vertical rectangle, and horizontal ring. On the other hand, three factors are taken with reference to dimension, embracing electrode-wise thickness, the distance between electrodes, and the condition where the pair for carrying current and the other for measuring voltage have different size (for tetrapolar electrode system) into consideration, which share affect the polarization and zones of negative sensitivity to some extent. In addition, it is substantial to find out how a tetrapolar electrode system improves the performance compared to the corresponding dipolar one.

In accordance to the simulation results, the strongest polarization appears at the edges of electrodes. As a result, the highest degree is extracted in the case of polarization at edges to access its degree. The sensitivity is a measure of how different component in the measured biomaterial contributes to the total measure impedance, provided that resistivity is uniform throughout the material. The sensitivity $S$ is derived as

$$
\begin{equation*}
S=\frac{J_{1} \cdot J_{2}}{I^{2}} \tag{1}
\end{equation*}
$$

where $J_{1}$ is the current density measure when a current is injected $I$ between the electrodes for carrying current while $J_{2}$ is the current density measure when the current is injected between the voltage measuring electrodes. A positive value for the sensitivity means that if the resistivity of this volume element is increased, a higher total resistance will be measured. A negative value for the sensitivity, on the other hand, means that increased resistivity in that volume gives a lower total measured resistance, which will lead to errors of measurement. The research on sensitivity is on the basis of the 2D picture in the light of the distribution of sensitivity. For two-electrode system the sensitivity is always positive in that the two electrodes carry the current and measure the voltage at the same time. For tetrapolar electrode system, the current carrying electrode pair and the voltage measuring pair should be arranged as shown in Figure 1; otherwise sensitivity of most volumes will be negative which is unacceptable [13].

## 3. Experimental Tests

3.1. Electrode Polarization. Polarization is a kind of phenomenon which widely exists in biosensor system. The existence of polarization will lead to additional impedance which will affect the accuracy to some extent. The strongest polarization exists at different position for diversity setups. For dipolar electrode system, the edge of terminal electrode always has the highest degree of polarization while the situation becomes complicated for tetrapolar electrode system. To be more precise, the point polarized mostly of tetrepolar horizontal rectangle electrode system is the edge of inner terminal one while the point changes to the edge of outer terminal electrode when it turns to tetrapolar vertical rectangle one. Additionally, the edge of electrode 1 has the strongest polarization for tetrapolar horizontal
ring electrode system. In this paper strongest polarization is called "leading polarization." Virtually, electrode polarization cannot be overcome completely but some measures can be done to minimize it. Three factors of dimension are taken into consideration here, embracing thickness, distance between electrodes, and width of inner electrode pair (for tetrapolar electrode system). According to the simulation, diverse setups of electrode system respond differently to those parameters.

For horizontal rectangle electrode system, the variation of polarization is not regular, which means it is not effective to improve the performance by changing those two factors. It is a bit different when it turns to vertical rectangle electrode system. The degree of leading polarization almost keeps steady as the distance increases while it decreases gradually as the electrodes get thicker. As to horizontal ring electrode system, it is the other way round. In accordance with experiments, it is certain that the increase of distance and thickness make the degree of polarization go down. What is identical in those pictures is that the employment of tetrapolar electrode relieves the effects of polarization greatly. That is to say, using four-electrode system instead of two-electrode system is a brilliant alternative to minimize the effects of polarization.

There are some special results in the condition where the inner electrode pair has a different size from the outer pair. In accordance to Figure 2, the leading polarization pertaining to horizontal rectangle tetrapolar electrode system drops remarkably as the width of inner electrode pair increases. Meanwhile, the leading polarization with regard to vertical rectangle tetrapolar electrode system drops dramatically once the inner pair's height exceeds the outer pair's.
3.2. Zones of Negative Sensitivity and Uniformity of Sensitivity. It is nevertheless a fact that tetrapolar systems are more vulnerable to errors than bipolar system [14]. A fourelectrode system will typically have small volumes with negative sensitivity between current carrying electrodes and voltage measuring ones. As demonstrated in Figure 3, it can be seen explicitly how the zones of negative sensitivity distribute among the space. There are two main negativesensitivity zones for horizontal and vertical rectangle fourelectrode systems while there are four of them. Besides, another factor which is the lowest value of sensitivity is taken into consideration to assess the uniformity of sensitivity. Figure 4 demonstrates how the lowest values relevant to sensitivity of three systems response to the change of distance between electrodes and the width of inner electrode pair. Thickness is not included here in that it nearly has no effect on sensitivity. It can be seen clearly that the lowest values of sensitivity are raised by increasing the distance or the width of inner electrode pair, which means the uniformity is improved to some extent. However, the area of negative-sensitivity zones increases when the distance between electrodes gets larger. The area of negative-sensitive zones mainly depends on the lateral area of current carrying electrode and voltage measuring electrode together with the distance between them. As a result, those two factors can be reduced in order to minimize the volumes of negative sensitivity. On the other


Figure 1: Arrangement for electrodes of (a) tetrapolar horizontal or vertical rectangle electrode system and (b) tetrapolar horizontal ring electrode system.


Figure 2: The response of leading polarization pertinent to (a) tetrapolar horizontal rectangle electrode system and (b) tetrapolar vertical rectangle electrode system to the change of width of inner electrode pair (width of outer electrodes: $5 \mu \mathrm{~m}$; thickness of electrodes: 100 nm ; length of electrodes: $20 \mu \mathrm{~m}$; distance between electrodes: $10 \mu \mathrm{~m}$ ).
hand, although horizontal ring tetrapolar electrode system has more zones of negative sensitivity than the other two kinds, its degree of uniformity is the highest among them.

## 4. Comparison and Analysis

In order to find out the best setup of electrode system, it is essential to make comparison on polarization and sensitivity
between diversity types of electrode system. It can be seen explicitly from what has been mentioned above that the employment of tetrepolar electrode system instead of dipolar electrode system can relieve the phenomenon of polarization to a large extent, which means if the device mainly focuses on lowering the degree of polarization, four-electrode system will be the better alternative. Unfortunately, two-electrode electrode system does have its advantage in sensitivity. There are no zones of negative sensitivity for dipolar electrode


Figure 3: Sensitivity distribution of (a) tetrapolar horizontal rectangle electrode system, (b) tetrapolar vertical rectangle electrode system, and (c) tetrapolar horizontal ring electrode system.
system in that its electrodes function as current carrying electrodes and voltage measuring electrodes at the same time, which makes the product of $J_{1}$ and $J_{2}$ always positive. As for the factor of geometry, it can be seen clearly from Figure 5 that vertical rectangle electrode system has the highest degree of polarization at the case of two-electrode systems and four-electrode systems. For dipolar electrode system, the degree of polarization pertaining to horizontal ring electrode system is second to that of vertical rectangle electrode system while horizontal rectangle electrode system has the weakest electrode polarization. But the polarization degree in the case of horizontal rectangle and horizontal ring electrode system keeps at the same level. Diversity systems respond differently to the change of dimension and the simulation results relevant to polarization are listed in Table 1. As a result, horizontal rectangle electrode system is much likely to be
the best option for two-electrode system. It is substantial to take the factor of sensitivity when trying to work out the best setup of electrode system when it turns to fourelectrode systems. Meanwhile, the electrode of polarization can be relieved by increasing the distance between electrodes, which will optimize its performance to some extent. From what has been mentioned previously, tetrapolar horizontal rectangle electrode system has the smallest area of negativesensitivity zones although its uniformity of sensitivity is not as good as tetrapolar horizontal ring electrode system. That is to say, horizontal rectangle electrode system may be the best option, of which performance can be improved by increasing the width of inner electrode pair and reducing the distance between current carrying electrode and voltage measuring electrode.


FIgURe 4: The response of lowest sensitivity pertinent to tetrapolar electrode system to the change of (a) distance between electrodes (width of electrodes: $5 \mu \mathrm{~m}$; length of electrodes: $20 \mu \mathrm{~m}$; thickness of electrodes: 100 nm ) and (b) width of inner electrodes (width of outer electrodes: $5 \mu \mathrm{~m}$; thickness of electrodes: 100 nm ; length of electrodes: $20 \mu \mathrm{~m}$; distance between electrodes: $10 \mu \mathrm{~m}$ ).


Figure 5: The response of leading polarization pertinent to (a) dipolar and (b) tetrapolar electrode system to the change of distance between electrodes (width of electrodes: $5 \mu \mathrm{~m}$; length of electrodes: $20 \mu \mathrm{~m}$; thickness of electrodes: 100 nm ).

## 5. Conclusion

(1) Terapolar electrodes system has less polarization than dipolar electrodes system.
(2) For tetrapolar electrodes system, zones of negative sensitivity exist between current carrying electrodes and voltage measuring electrodes.
(3) For tetrapolar vertical electrodes system, the degree of leading polarization drops remarkably when the width of inner electrodes is larger than the outer ones.
(4) With respect to the polarization of dipolar electrodes system, horizontal rectangle system has the lowest degree.

TABLE 1: Relief of polarization due to encreasing parameters.

| Increasing <br> parameters | Dipolar <br> horizontal <br> rectangle | Dipolar vertical <br> rectangle | Dipolar <br> horizontal ring | Tetrapolar <br> horizontal <br> rectangle | Tetrapolar <br> vertical rectangle |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Distance | $\sqrt{ }$ |  | $\sqrt{2}$ |  | $\sqrt{ }$ |
| Thickness <br> Width of inner <br> electrodes | - | - |  | $\sqrt{ }$ | $\sqrt{ }$ |

(5) As to the polarization of tetrapolar electrodes system, horizontal electrodes systems are better than vertical one.
(6) For tetrapolar electrodes system, the degree of nega-tive-sensitivity zones regarding horizontal ring electrodes system is the lowest among the three setups.
(7) By increasing the corresponding parameters listed in Table 1, the performance of the biosensor can be improved to some extent.

## Conflict of Interests

The author declares that there is no conflict of interests regarding the publication of this paper.

## References

[1] H. Mazhab-Jafari, L. Soleymani, and R. Genov, "16-channel CMOS impedance spectroscopy DNA analyzer with dual-slope multiplying ADCs," IEEE Transactions on Biomedical Circuits and Systems, vol. 6, no. 5, pp. 468-478, 2012.
[2] D. M. Garner, H. Bai, P. Georgiou et al., "A multichannel DNA SoC for rapid point-of-care gene detection," in Proceedings of the IEEE International Solid-State Circuits Conference (ISSCC '10), pp. 492-493, February 2010.
[3] J. M. Rothberg, W. Hinz, T. M. Rearick et al., "An integrated semiconductor device enabling non-optical genome sequencing," Nature, vol. 475, no. 7356, pp. 348-352, 2011.
[4] M. Schindler, S. K. Kim, C. S. Hwang, C. Schindler, A. Offenhäusser, and S. Ingebrandt, "Novel post-process for the passivation of a CMOS biosensor," Physica Status Solidi-Rapid Research Letters, vol. 2, no. 1, pp. 4-6, 2008.
[5] D. Gonçalves, D. M. F. Prazeres, V. Chu, and J. P. Conde, "Detection of DNA and proteins using amorphous silicon ion-sensitive thin-film field effect transistors," Biosensors and Bioelectronics, vol. 24, no. 4, pp. 545-551, 2008.
[6] F. Lisdat and D. Schäfer, "The use of electrochemical impedance spectroscopy for biosensing," Analytical and Bioanalytical Chemistry, vol. 391, no. 5, pp. 1555-1567, 2008.
[7] L. Añorga, A. Rebollo, J. Herrán, S. Arana, E. Bandrés, and J. García-Foncillas, "Development of a DNA microelectrochemical biosensor for CEACAM5 detection," IEEE Sensors Journal, vol. 10, no. 8, pp. 1368-1374, 2010.
[8] H. Liu, R. Malhotra, M. W. Peczuh, and J. F. Rusling, "Electrochemical immunosensors for antibodies to peanut allergen Ara h2 using gold nanoparticle-peptide films," Analytical Chemistry, vol. 82, no. 13, pp. 5865-5871, 2010.
[9] O. Pänke, W. Weigel, S. Schmidt, A. Steude, and A. A. Robitzki, "A cell-based impedance assay for monitoring transient
receptor potential (TRP) ion channel activity," Biosensors and Bioelectronics, vol. 26, no. 5, pp. 2376-2382, 2011.
[10] A. Manickam, C. A. Johnson, S. Kavusi, and A. Hassibi, "Interface design for CMOS-integrated electrochemical impedance spectroscopy (EIS) biosensors," Sensors, vol. 12, no. 11, pp. 14446-14488, 2012.
[11] S. Grimnes and $\emptyset$. G. Martinsen, "Sources of error in tetrapolar impedance measurements on biomaterials and other ionic conductors," Journal of Physics D: Applied Physics, vol. 40, no. 1, pp. 9-14, 2007.
[12] COMSOL, "Product Suite[DB/OL]," 2013, http://www.comsol .com/products.
[13] B.V. Metrohm Autolab, "Fuel cells part 3-characterization using EIS," Autolab Application Note FC03, http://www.ecoch-emie.nl/download/Applicationnotes/Autolab_Application_Note_FC03.pdf.
[14] S. Grimnes and $\emptyset$. G. Martinsen, "Positive phase bioimpedance and system inductive properties," in Proceedings of the World Congress in Medical Physics and Biomedical Engineering, Sydney, Australia, 2003.


[^0]:    $H=\left\langle k^{2}\right\rangle /\langle k\rangle^{2}$ ，degree heterogeneity［32］．
    $\beta_{\text {thd }}=\langle k\rangle /\left\langle k^{2}\right\rangle$ ，theoretical epidemic threshold［33］．

[^1]:    *Network result shown in Figure 1.
    Bold: measurement result is inside the leading network group.

