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Natural leather is a durable, breathable, stretchable, and pliable material that comes in various styles, colors, finishes, and prices. It
is an ideal raw material to manufacture luxury products such as shoes, dresses, and luggage. .e leather will be categorized into
different grades that are determined by visual appearance, softness, and natural defects. .is grading process requires a manual
visual inspection from experienced experts to ensure proper quality assurance and quality control. To facilitate the inspection
process, this paper introduces an efficient automated defect classification framework that is capable to evaluate if the sample
patches contain defective segments. A six-step preprocessing procedure is introduced to enhance the quality of the leather image
in terms of visibility and to preserve important features representation. .en, multiple classifiers are utilized to differentiate
between defective and nondefective leather patches. .e proposed framework is capable to generate a classification accuracy rate
of 94% from a collection of samples of 1600 pieces of calf leather patches.

1. Introduction

Leather is the most popular raw material made from animal
skins (i.e., cow, lamb, deer, elk, pig, etc.) Amongst them, most
leather is made from cowhide as it is relatively easier to acquire
in large quantities and its thick characteristics make it desirable
for various types of products. Nevertheless, each leather piece
comes with some imperfections that may result in the grain
surface or structure of a hide. Common unsightly appearance
existing on natural leather surfaces include scars, flay cuts,
vainness, and irregular coloring. .e surface appearance of a
leather piece is an important indicator to determine its grading
and hence affecting the selling price. To date, the conventional
method to manually inspect the quality of the leather pieces is
still adopted in the industrial manufacturing process.

In brief, the basic procedures to convert the raw animal
hides into leather are as follows: (1) Soaking: to remove the
dirt and curing salts by immersing the leather in water for
several hours to several days; (2) liming: to remove the

epidermis, hair, and subcutaneous materials; (3) tanning: to
create the protein cross-links in the collagen by penetrating
the chemicals into the hides; (4) drying: to get rid of excess
water; and (5) dyeing: to produce the desired custom color.
Some of the natural defects are inconspicuous before the
tanning process and they gradually appear to be apparent
during the leather finishing process. On the other hand,
those defective areas withminor damage will be repaired and
roughed up with fillers to create a smooth and even surface.
Finally, the finishing leather pieces will be graded before
shipping to the customer.

.e grading process is one of the most critical and
exhausting procedures because it involves a manual as-
sessment to visually inspect the defective parts of the leather.
Particularly, the type of defect (i.e., cuts, wrinkles, and
scabies), the defective size, and the severity level (i.e., critical,
major, minor, or trivial) are the major aspects of quality
control. .e inspectors require to conduct a thorough
manual evaluation on the same piece of leather multiple
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times, viewing from multiple angles, distances, and lighting
conditions to ensure the correctness and completeness.
However, it should be noted that each judgment is subjective
as it highly relies on the individual. .us, human inspection
is costly, time-consuming, inefficient, and inconsistent. It
can prone to human mistakes or errors due to this boring
and repetitive task, or when the labor is feeling stressed and
rushing to complete the task. .erefore, there is vital to
design an automatic leather defect inspection system in
order to improve the grading and inspection processes, in
the meantime cutting off unnecessary costs.

.e final goal of this paper is to classify the leather
sample into either defective and nondefective classes. In
brief, the four primarily contributions of this research work
are summarized as follows:

(1) Proposal of six preprocessing steps and XBoost ANN
classifier to categorize the defective leather patch

(2) Verification the robustness of the proposed algo-
rithm by validating them on several distinct machine
learning classifiers

(3) Comprehensive experimental evaluation and com-
parative analysis are carried out on over 1600 leather
images

(4) Demonstration of the promising classification results
by reporting both the qualitative and quantitative
findings

.e subsequent sections of the paper are arranged as fol-
lows. A review of related literature is presented in Section 2.
.en, Section 3 describes the proposed framework in detail
which includes the intuition and explanation of the principal
image processing techniques exploited..e experimental design
such as the details of the database used, performance metrics,
and the configuration of the parameters in the experiment are
presented in Section 4. .e classification performance is pre-
sented and discussed in Section 5 with further analysis. Finally,
the conclusion is drawn in Section 6, accompanied by meth-
odological recommendations for future research.

2. Literature Review

To date, the literature that carried out the automatic clas-
sification or segmentation tasks on the leather pieces is yet
limited [1–3]. Besides, the experimental data are varied and
hence it is difficult to make a fair test of performance to
verify the effectiveness of the proposed methods. For in-
stance, reference [4] collects the leather patch dataset using a
robot arm such that each image is captured under consistent
lighting source, same viewing angle, and distance. In total,
the dataset contains 584 images. .en, a series of procedures
are introduced to localize the tick-bite defects on leather
patches. Succinctly, a segmentation algorithm, namely,
Mask Region-based Convolutional Neural Network (Mask
R-CNN) is adopted to learn the local features from 84
defective images. As a result, a classification accuracy
of∼ 70% is obtained when evaluated on 500 testing images.

Later, reference [5] employs the same data elicitation
process to collect a different piece of calf leather. In brief, 27

images are collected and each piece is partitioned into 24
small patches. .us, in total, 648 images are used in the
experiment. Different from reference [4, 5] conducts both
the classification and segmentation processes to predict two
types of defects, namely, black lines and wrinkle. A transfer
learning technique is adopted to fine-tune the parameters in
AlexNet architecture for the classification task, whereas
UNet architecture is employed for the segmentation task. As
a result, the classification performance attained is 95% and
the segmentation task obtained an Intersection over Union
rate of close to 100%. However, it should be noted that the
black line and wrinkle defects are relatively obvious and
occupy a larger region. .us, a reasonably higher classifi-
cation result can be achieved.

Reference [6] designs a statistical approach based on the
image intensity to tackle the classification task for both the
datasets released by references [4, 5]. Briefly, this work
adopts simple statistical features operations such as mean,
variance, variance, skewness, kurtosis, lower, and upper
quartile values. .en a feature selection method of the
2-sample Kolmogorov–Smirnov test is exploited to deter-
mine meaningful features. .en, three methods are applied
to eliminate redundant features: percentile thresholding,
Gaussian mixture model (GMM), and K-means clustering.
Finally, seven types of classifiers are adopted to differentiate
between the defective and nondefective leather patches. .e
best classification accuracy generated are 99% and 77% on
two different datasets (i.e., [4, 5]), respectively. In short, this
paper successfully outperforms reference [4] by 7% while
obtaining a comparable performance with reference [5].

On the other hand, conventional methods such as fea-
ture extraction and reduction are adopted for leather defect
detection task in which deep learning methods are not
applied. For example, reference [7] utilizes the FisherFace
feature reduction technique to project the local features of
the leather images from high-dimensional image space to a
lower-dimensional feature space in order to effectively
distinguish the targeted classes. Concisely, the feature size of
each image sample has been reduced from 4202 to 160. .e
extracted features include the attributes of color details,
histograms of the color, co-occurrence matrix, Gabor filters,
and the original pixels. To validate the effectiveness of the
proposed method, the experiment was tested on 2000
samples that are composed of seven defective classes. .en,
three types of classifiers are employed to predict the defective
type. .e best classification accuracies obtained are ∼ 88%
for wet blue and ∼ 92% for rawhide images.

On the other hand, a leather type classification task was
performed by reference [8] that evaluated 1000 leather
sample images to differentiate among monitor lizard,
crocodile, sheep, goat, and cow. Despite each leather type
may contain samples with different colors, the proposed
method is capable to distinguish the texture and charac-
teristics of each leather type. .us, a 99.9% classification
accuracy was achieved by adopting the pretrained AlexNet
architecture. However, no defect inspection or defect clas-
sification task is involved in the experiment.

Based on the aforementioned discussion, the research
works conducted thus far are manageably finite. Inspired by
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reference [4, 6], this paper aims to enhance the classification
performance by introducing a simple yet effective solution.
Particularly, the type of defect class in this classification task
is strictly limited to only the tick bite. In brief, six pre-
processing steps are applied to improve the images and to
extract the local information of the leather patches. Next, the
feature sets are fed into several two-class classifier models
independently by exposing the relationships between the
encoded features, in order to generate corresponding pre-
dicted labels. .e classifiers involved in the experiment
herein include decision tree, SVM, k-NN, Artificial Neural
Network (ANN), XBoost ANN, and others which are
employed to categorize the testing data.

3. Proposed Method

.ere are two major steps proposed in the algorithm,
namely, the preprocessing and classification. .e flowchart
of the process is portrayed in Figure 1. Concisely, the images
are first passed to a series of preprocessing steps, such as
histogram matching, resizing, grayscale, Canny edge de-
tection, Gaussian blurring, and histogram of the gradient.
On the other hand, the classification task employs state-of-
the-art supervised classifiers such as decision tree [9], dis-
criminant analysis [10], SVM [11], k-Nearest Neighbor (NN)
[12], Artificial Neural Network (ANN), XBoost Artificial
Neural Network, and others.

.e details of mathematical derivations of the afore-
mentioned preprocessing methods and classifiers are elab-
orated in Section 3.1 and Section 3.2, respectively.

3.1. Preprocessing Procedure. .e six preprocessing tech-
niques employed in the experiment are shown in Figure 2
and each step is described as follows. In addition, sample
images are shown in Figure 3 to illustrate the effect in each
preprocessing step.

Step 1. Histogram Matching
.e images have performed a histogram matching with

the ground truth template image to standardize the new
image so that to eliminate the difference of brightness or
contract due to the environmental situation. .e idea is to
map the probability density function Pr(r) of the original
image into the desired output Pz(z), where r and z are
intensity values of color spaces such as HSV/HLS, YUV, and
YCbCr. .e mapping is built by finding the best matches
Pz(z) for each input in Pr(r) such that satisfied the fol-
lowing equation:

Pr(r) − Pz(z)


 � mink Pr(r) − Pz(k)


. (1)

Step 2. Resizing
.e image is then resized from 400 × 400 to 100 × 100.

.is downsampling step is to minimize the computational
complexity; meanwhile, the execution speed is increased.
Besides, it reduces the background noise.

Step 3. Gray Scale

.e image is converted from color into a grayscale
image. It canminimize redundancy and dimensionality; thus
the computational requirements are also reduced.

Step 4. Gaussian Filter
A Gaussian blur is applied to smooth the background

area and the defective area. Gaussian blur transforms each
pixel in the image to produce normally distributed pixel
values by its local neighbor through a mathematical function
defined as follows:

G(x, y) �
1

2πσ2
e

− x2+y2/2σ2
, (2)

where x is the distance from the center to the horizontal axis,
y is the distance from the center to the vertical axis, and σ is
the standard deviation of the Gaussian distribution. .e
values from this distribution are used to build a convolution
matrix that is applied to the original image. Furthermore, by
using a suitable filter size, it will produce more vulnerability
intensity of new pictures. If the areas in an image are the same,
it will generate a similar intensity. Hence, it increases the
discriminant effect of the defective and nondefective areas.

Step 5. Canny Edge Detection:
Up to this step, the defective and nondefective areas

should be easier to differentiate. .e image is then enhanced
by focusing on the gradient difference in the intensity of
images. Succinctly, the process of the Canny edge detection
algorithm can be implemented using these five steps:

(i) A Gaussian filter is adopted to remove the image
noise and suppress the meaningless information.

(ii) .e intensity gradients of the image are obtained by
applying the edge detector operators like Sobel,
Prewitt, and Robert.

(iii) A nonmaximum suppression is employed to
eliminate the spurious response such as spikes or
noises.

(iv) .e lower and upper threshold values are specified
to identify potential edges.

(v) .e edges are tracked by hysteresis whereby the
weak edges that are not connected to strong edges
are minimized.

.e experiment conducted in this paper considers the
Sobel operator. It applies convolution on the image with a
separable, integer, and small-valued filter in the horizontal/
vertical directions. Particularly, the Sobel operator ap-
proximates the gradient of the image by applying convo-
lution on the image with a separable kernel in either
horizontal or vertical directions. In general, 3 × 3 kernels are
used on both the horizontal and vertical derivative ap-
proximation that are denoted as Gx and Gy, respectively:

Gx �

−1 0 1

−2 0 2

−1 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, Gy �

1 2 1

0 0 0

−1 −2 −1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)
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At each regularly spaced sample points, the gradient
approximations can be derived and represented to the
gradient’s magnitude (ρ) and gradient’s direction (θ):

ρ �

�������

G
2
x + G

2
y



. (4)

θ � tan− 1 Gy

Gx

 . (5)

Step 6. Histogram of Gradient

.e Canny edge detector in Step 5 returns a binary
image. It is then split into 8 × 8 pixels per cell to calculate the
histogram of gradient of the binary images. .is reveals the
frequency histogram gradient of the orientation of the edges
at each local patch, especially for the defective areas. On a
uniform grid of cells, HOG summarizes the intensity gra-
dients based on their respective directions to derive the local
appearance features that describe the focus information of
the corresponding image. .en, the histogram of gradient
directions within the connected cells is concatenated such
that an enriched resultant feature vector is constructed.
Owing to the advantages of the HOG descriptor such as fast

(a)

(b)

Figure 3: Sample leather images that contain (a) defect and (b) no defect.
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Figure 1: .e proposed tick-bite defect classification system.
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Figure 2: .e example of after applying the steps of preprocessing methods: (a) original image; (b) histogram matching; (c) resizing;
(d) grayscale; (e) Gaussian blur; (f ) Canny edge detection; and (g) histogram of gradient.

4 Mathematical Problems in Engineering



computation speed and effectiveness in encoding the local
shape information, it is one of the feature extractors that had
been widely adopted in the research community. Specifi-
cally, the steps to realize the HOG algorithm are as follows.

3.1.1. Gradient Image Generation. .e image filtering
method can be applied by utilizing the kernels that contain
both the horizontal and vertical kernels, namely, [−1 0 1]

and [−1 0 1]T sliding window. Concisely, the kernel con-
volutes with the original image from left-right, to top-
bottom..en, (4) and (5) is applied to acquire the pixel-wise
magnitude and orientation maps. As a result, the regions
with constant and similar color intensity are eliminated from
the image; in the meantime, the important outlines or edges
are kept without change.

3.1.2. HOG Computation in m × n Cells. Each image is
partitioned into m × n cells such that a more compact feature
representation can be constructed. .us, a 9-bin histogram
that falls in the angles range of 0, 20, 40, 60, . . . , 180 is
computed.

3.1.3. Cell’s Blocks Normalization. .emagnitude computed
may be vulnerable and sensitive to changes in illumination.
.erefore, a simple normalization operation is implemented
locally for each block. Finally, the resultant feature vector is
enriched by concatenating all the histograms.

3.2. Classifier. .is subsection briefly elaborates on the
characteristics of classifiers. Concretely, both the functions
of the conventional classifiers (i.e., decision tree, SVM, NN,
discriminant analysis, etc.) and the ANN are stated in
Subsections 3.2.1 and 3.2.2.

3.2.1. Conventional Classifier. After attaining the feature
vectors from the feature descriptors discussed in the pre-
vious section, they are then processed by the classifiers to
distinguish the defective status. Some widely known clas-
sifiers that available in Sklearn Package are utilized, namely,
decision tree, SVM, NN, and ensemble classifier. Note that
the classifiers adopted herein are supervised machine
learning approach:

(1) k-Nearest Neighbor (k-NN) [12]: this is one of the
simplest classifiers as it is easy to implement and no
training time is required. .e predicted outcome is
identified based on the simple majority vote system
and determination of the number of nearest
neighbors.

(2) Support Vector Classification (SVC) [13]: it can be
used for either the classification or regression
analysis. It involves at least a quadratically fitting
scale with the number of samples.

(3) Linear Support Vector Machine (SVM) [11]: a linear
kernel is utilized to project the input data to a higher

dimensional space. .is data transformation process
finds an optimal boundary between the possible
outcomes.

(4) Decision tree [9]: it builds a classification model by
adopting simple decision rules. A tree-structured
model is created by outlining all the possible con-
sequences. In brief, the decision tree consists of the
root, nodes, branches, and leaves. .e predicted
response is generated by following the decision from
the root node down to the leaf node.

(5) Random forest [14]: it is a collection of simple tree
estimator that process various subsamples of the
dataset and obtain the average values to boost the
classification accuracy and prevent over-fitting.

(6) Multilayer perceptron (MLP) [15]: it composes three
basic layers, namely, the input, hidden, and output
layers. Each layer may contain a different number of
the neuron. Specifically, the neurons in the input
layer depend on the dimension of the input data..e
number of neurons in the hidden layer is subjective
as it relies on the function’s complexity and the
attribute properties of the targeted classes. Finally,
the number of neurons in the output layer is the
number of output classes.

(7) Adaptive Boosting (AdaBoost) [16]: it is a meta-
estimator that learns a single “strong classifier” from
several “weak” classifiers. It produces a set of optimal
features that consider the weights factor before the
combination of the classifiers.

(8) Discriminant analysis [10]: it has a quadratic deci-
sion boundary to develop discriminant functions to
examine the difference between the predictor
variables.

(9) Extreme gradient boosting [17]: it trains many weak
prediction models sequentially and ensembles them.
.e typical models are decision trees and the
learning procedure generalizes the new model to
provide a more accurate and optimized predictor.

3.2.2. Artificial Neural Network (ANN) Learning Features.
ANN is a significant part of artificial intelligence as it mimics
the computational principles of neural networks of an an-
imal. Owing to its remarkable generalization capability and
promising correlation-based feature selector, it has been
extensively used in the research field such as handwritten
text recognition [18], weather forecasting [19], financial
economics [20], and agricultural land assessment [21].

Basically, ANN incorporates three layers, namely, the
input, hidden, and output layers. Concisely, the neurons in
both the hidden and output layers adopt the sigmoid acti-
vation functions in performing the backpropagation oper-
ation. .e output of the ANN can be acquired by the
following equation:

youtput �
1

1 + exp− b2+W2 max 0,b1+W1∗Xn( )( )( )′
, (6)
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where W1, W2, b1, b2 are weights and biases parameters and
Xn refers to the data input. .e Adam optimization algo-
rithm [22] is adopted to adaptively update the learning rates
during the model training. In addition, we propose the
“XBoosting ANN” by implementing an extreme gradient
boosting method onto the ANN outputs.

4. Experiment

4.1. Database. .e experimental data adopt the database
released by reference [4]. Concretely, the database consists of
1605 leather patches that have the size of 90 × 60 mm2

(width × length). Amongst them, 503 images contain one or
more tick-bite defects, whereas the remaining 1102 images
are nondefective images. In brief, all the images are collected
using a 6-axis articulated robot arm DRV70L from Delta,
which load-bearing capacity is 5 kg. .e robot arm is
equipped with a Canon 77D camera fitted with a 135mm
focal length lens. Each captured data has an image resolution
of 2400 × 1600 pixels2. A lightning source is utilized to
guarantee a consistent brightness distribution on the leather
pieces. A screenshot of the experimental setup is illustrated
in Figures 3 and 4 which shows the samples for the defective
and nondefective images.

An illustrative example that describes the bounding box
with the estimated size is shown in Figure 5. Besides, the
largest and the smallest defect samples are depicted in
Figure 6.

4.2. Experiment Configuration. In the classification stage,
5-fold cross-validation is applied to test the unseen data. .e
dataset is by the first split to a ratio of 7 : 3 for the train: test
subsets. .en, the training subset is further partitioned into
7 : 3 into train and validation subsets. .erefore, the final
division of the dataset is about a ratio of 5 : 3:2 for the train:
test:validation subsets, which consists of 785 : 483 : 337 im-
ages, respectively. Concretely, the train features will be fed
into the classification model; in the meantime, the validation
images are utilized in order to determine the optimal ex-
perimental configuration and parameter settings (i.e., filter
size of the Gaussian filter and threshold value for the Canny
edge detector). Finally, the refined model is used to validate
the test images, and the performance metrics are described
in the following subsection.

4.3. Performance Metrics. .is is a binary classification
problem where the output should produce the label of
“defect” or “no defect.” .us, the following four metrics can
be derived from the 2 × 2 confusion matrix:

Accuracy ≔
TP + TN

TP + FP + TN + FN
, (7)

where TP is the predicted pixel that has correctly identified
the defective pixel; TN is the nondefective pixel that has been
correctly predicted; FP is the pixel that is incorrectly predicted
as defective pixel; and FN is the undetected defective pixels.

On the other hand, F1-score performance metric is
computed:

F1 − score :� 2 ×
Precision × Recall
Precision + Recall

, (8)

for

recall :�
TP

TP + FN
, (9)

and

precision :�
TP

TP + FP
. (10)

.ere are two types of F1-score, namely, macro-averaged
and weighted-average. .e former is simply the mean of per
class F1-score, which is similar to the macro-averaged
precision andmacro-averaged recall, which are calculated by
the mean of precision and recall, respectively. For the
weighted-average F1-score, the weighted-precision and
weighted-recall are calculated by considering the weights to
each class:

Figure 4: Illustration of the experimental setup.

Figure 5: .e surface area of the defect with a bounding box.
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weighted − averageF1 − score �
w1S1 + w2S2 + · · · + wnSn( 

w1 + w2 + · · · + wn( 
,

(11)

where wi is the number of samples for class i and Si belongs
to F1-score, precision, and recall for each class i.

5. Result and Discussion

It should be noted that for the Canny edge detector, different
size of Gaussian filters will detect differently sized features in
the input image and producing distinct-sized feature maps.
To seek an optimal configuration of the edge detector, its
kernel size is first fixed to the common sizes, namely, (5,5),
(7,7), and (9,9), respectively..en, the range of the threshold
values is set to [80, 230]. .e validation accuracy of the
classification accuracy against the threshold parameter in the
Canny edge detector is portrayed in Figure 7. .ere is a
similar trend for the kernel sizes of 7 and 9, whereby the best
results are obtained when the threshold is minimal (i.e., 84 to
104). In contrast, when kernel size� 5, a low threshold did
not outperform, compared to that of the kernel of 7 and 9. In
addition, it can also be observed that when kernel size� 5,
the highest accuracy (when threshold� 160) obtained is
relatively lower.

From the preliminary result performed in Figure 7, we
opt to select the optimal threshold of 92 for all the kernel
sizes throughout the remaining of the experiments. .e
results of the accuracy when adopting ANN and XBoost
ANN are shown tabulated in Table 1, with the detailed TP,
FP, FN, TN, and F1-score. It can be seen that when the
preprocessing steps do not involve HoG (the first three
rows), the accuracy in the ANN classifier is 69%, while
higher accuracy is attained when utilizing XBoost ANN (up
to 82%). On the contrary, when HoG is added as one of the
preprocessing steps, all the accuracies in both the ANN and
XBoost ANN improved. Specifically, a promising classifi-
cation result of 94% is exhibited when kernel size� 7.

To further analyze the impact of the HoG in the pre-
processing step, a receiver operating characteristic (ROC)
can illustrate the effectiveness of the statistical model of the
classifier. Particularly, when HoG is not applied as one of the
preprocessing steps, the ROC curve is shown in Figure 8. It is
observed that the accuracy of themicro-average ROC is 69%,
whereas the macro-average ROC is 50%. On the other hand,
when HoG is included in the proposed method, the accu-
racies of the ROC improved up to 95%, as demonstrated in
Figure 9.

In addition, we opt for ANN and Xboost ANN as the
classifiers in our experiment. .e reason being is because
other classifiers are not outperforming based on the features
extracted, especially in this binary classification task. .e
classification results are summarized in Figure 10. It can be
seen that both the ANN and Xboost ANN achieve an ac-
curacy of more than 90%. For SVM with linear kernel and
random forest classifiers, their results are promising as well
( ∼ 90%). Other classifiers like k-NN, SVC, decision tree,
AdaBoost, gradient boosting, and discriminant analysis
seem not suitable to be adopted in this experiment.

.e proposed framework is compared to three other
works that performed the binary classification on the same
leather dataset. Concretely, the three other methods utilized
the ANN [4], AlexNet [4], and statistical analysis [6] as the
key feature descriptors. .e results comparison is summa-
rized in Table 2 whereby the metrics presented are accuracy
and F1-score. It is interesting to highlight that the deep
learning network such as AlexNet does not perform well in
this classification task. .is may in part due to the overfitting
phenomena. With a relatively small dataset and highly im-
balanced data, where the number of the nondefective images
is doubled of the defective ones, the network is not able to
generalize well and thus leads to a poor classification result.
Notably, the results generated in this paper outperform the
state-of-the-art, in which the accuracy and F1-score reported
are both 94%. However, it should be noted that the training
images considered in the experiment herein are almost half of

(a) (b)

Figure 6: .e defective samples that has the (a) largest and (b) smallest tick-bite defects.
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the dataset. Nonetheless, with the utilization of neural net-
work architecture and gradient features, it achieves unprec-
edented improvements in the classification results.

In a nutshell, this paper proposes a new feature en-
hancement pipeline in classifying the defective leather im-
age. Specifically, a large portion of the contribution is
attributed to the preprocessing stage, in which the processes
include histogram matching, resizing, grayscale normali-
zation, Gaussian blurring, and Canny edge detection.
.ereafter, the defective region becomes clearer and

noticeable. .e HOG descriptor is utilized to convert the
image into a 1D feature vector. Finally, multiple classifiers
are employed to evaluate the robustness of the proposed
mechanism. As a whole, the proposed method requires
relatively lower computational resources whilst achieving
promising classification accuracy of up to 94%. A brief
comparison of the state-of-the-arts is provided in Table 3 to
show the primary difference in tackling this leather defective
classification problem. Note that the total number of leather
samples for the experiments is slightly different.

Table 1: Comparison of results when employing ANN (A) and XBoost ANN (X) as the classifiers.

Methods
TP FP FN TN Accuracy

Macro-avg Weighted-
avg

F1-score F1-score
A X A X A X A X A X A X A X

w/o HoG 331 266 0 65 151 114 0 37 0.69 0.63 0.41 0.52 0.56 0.61(5,5)
w/o HoG 331 274 0 57 151 48 0 103 0.69 0.78 0.41 0.75 0.56 0.78(7,7)
w/o HoG 331 281 0 50 151 35 0 116 0.69 0.82 0.41 0.8 0.56 0.83(9,9)
With HoG 314 313 17 18 50 49 101 102 0.86 0.86 0.83 0.83 0.86 0.86(5,5)
With HoG 325 325 6 6 21 25 130 126 0.94 0.94 0.93 0.92 0.94 0.93(7,7)
With HoG 323 323 8 8 41 41 110 110 0.90 0.90 0.87 0.87 0.89 0.89(9,9)
.e bold numbers represent the highest values within the experimental results presented.
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Figure 7: .e validation accuracy of the classification accuracy against the threshold parameter in the Canny edge detector.
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Figure 9: Continued.
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Figure 8: ROC curve when histogram of gradient is not included as one of the preprocessing steps, when evaluated on (a) validation set and
(b) testing set.
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Figure 10: Classification performance of the proposed method when employing different classifiers.
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Figure 9: ROC curve when applying histogram of gradient as one of the preprocessing steps, when evaluated on (a) validation set and
(b) testing set.

Table 2: Classification performance comparison to the state-of-the-arts on the same dataset.

Method Defective: nondefective Train: validation: testing split Method Accuracy (%) F1-score (%)
[4] 370 :1527 60 : 5:35 ANN 80 89
[4] 233 : 699 90 : 0:10 AlexNet 74 84
[6] 503 :1102 70 : 0: 30 Statistical analysis + SVM 74 97
Ours 503 :1102 49 : 21: 30 XBoost ANN+HOG 94 94
.e bold numbers represent the highest values within the experimental results presented.
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6. Conclusion

.is study introduced a binary classification system to
distinguish if a leather image contain tick-bite defect.
.orough experiments and analyses have been conducted to
verify the robustness of the proposed algorithm. Overall,
promising results are exhibited when exploiting a series of
preprocessing methods and two neural network classifiers.
As a result, the best classification accuracy obtained is 94%
when employing ANN and XBoost ANN as the classifiers. As
this experiment strictly limited to the defect type of tick-bite
defect, potential direction for future research in this area
includes the development of classification or segmentation
system to determine the defect types such as open cuts,
closed cuts, wrinkles, holes, and scabies. Apart from in-
vestigating the defect type, the experiment can be extended
to evaluate on other leather type such as the hides of other
animals lamb, crocodile, and snakes. Ultimately, a fully
automated hardware setup that consists of the functions of
capturing leather image patches, identifying the defective
areas, and of laser cutting of the leather can be developed in
the future.

Data Availability

.e nature of the data in an Excel File, and the data and the
code can be accessed on the following website: https://
github.com/christy1206/XBoost-leather. .ere are no re-
strictions on data access. .e [Excel File] data used to
support the findings of this study are included in the article.
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In recent years, vehicle detection and classification have become essential tasks of intelligent transportation systems, and real-time,
accurate vehicle detection from image and video data for traffic monitoring remains challenging.+emost noteworthy challenges
are real-time system operation to accurately locate and classify vehicles in traffic flows and working around total occlusions that
hinder vehicle tracking. For real-time traffic monitoring, we present a traffic monitoring approach that overcomes the
abovementioned challenges by employing convolutional neural networks that utilize You Only Look Once (YOLO). A real-time
traffic monitoring system has been developed, and it has attracted significant attention from traffic management departments.
Digitally processing and analyzing these videos in real time is crucial for extracting reliable data on traffic flow. +erefore, this
study presents a real-time traffic monitoring system based on a virtual detection zone, Gaussian mixture model (GMM), and
YOLO to increase the vehicle counting and classification efficiency. GMM and a virtual detection zone are used for vehicle
counting, and YOLO is used to classify vehicles. Moreover, the distance and time traveled by a vehicle are used to estimate the
speed of the vehicle. In this study, the Montevideo Audio and Video Dataset (MAVD), the GARM Road-Traffic Monitoring data
set (GRAM-RTM), and our collection data sets are used to verify the proposed method. Experimental results indicate that the
proposed method with YOLOv4 achieved the highest classification accuracy of 98.91% and 99.5% in MAVD and GRAM-RTM
data sets, respectively. Moreover, the proposed method with YOLOv4 also achieves the highest classification accuracy of 99.1%,
98.6%, and 98% in daytime, night time, and rainy day, respectively. In addition, the average absolute percentage error of vehicle
speed estimation with the proposed method is about 7.6%.

1. Introduction

Traffic monitoring with an intelligent transportation system
provides solutions to various challenges, such as vehicle
counting, speed estimation, accident detection, and assisted
traffic surveillance [1–5]. A traffic monitoring system es-
sentially serves as a framework to detect the vehicles that
appear on a video image and estimate their position while
they remain in the scene. In the case of complex scenes with
various vehicle models and high vehicle density, accurately
locating and classifying vehicles in traffic flows is difficult
[6, 7]. Moreover, limitations occur in vehicle detection due
to environmental changes, different vehicle features, and

relatively low detection speeds [8]. +erefore, an algorithm
must be developed for a real-time traffic monitoring system
with the capabilities of real-time computation and accurate
vehicle detection. +erefore, the accurate and quick detec-
tion of vehicles from traffic images or videos has theoretical
and practical significance.

With the rapid development of computer vision and
artificial intelligence technologies, object detection algo-
rithms based on deep learning have been widely investigated.
Such algorithms can extract features automatically through
machine learning; thus, they possess a powerful image ab-
straction ability and an automatic high-level feature rep-
resentation capability. A few excellent object detection
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networks, such as single-shot detection (SSD) [9], Fast
R-CNN [10], YOLOv3 [11], and YOLOv4 [12], have been
implemented for traffic detection using deep learning object
detectors [13]. For example, Biswas et al. [14] implemented
SSD to estimate traffic density. Yang et al. [15] proposed a
multitasking-capable Faster R-CNN method that uses a
single image to generate three-dimensional (3D) space co-
ordinate information for an object with monocular vision to
facilitate autonomous driving. Huang et al. [8] proposed a
single-stage deep neural network called YOLOv3 and ap-
plied it to data sets generated in different environments to
improve its real-time detection accuracy. Hu et al. [16]
proposed an improved YOLOv4-based video stream vehicle
target detection algorithm to solve the problem in the de-
tection speed. In addition, the most noteworthy challenges
associated with traffic monitoring systems are real-time
operation for accurately locating and classifying vehicles in
traffic flows and total occlusions that hinder vehicle tracking.
+erefore, YOLOwas developed as a regression-based, high-
performance algorithm for the real-time detection of and
statistics collection from vehicle flows.

+e robustness of YOLOv3 and YOLOv4 to road
marking detection improves its accuracy in small target
detection. +e model that is based on the TensorFlow
framework, to enhance the real-time monitoring of traffic-
flow problems by an intelligent transportation system [17].
+e YOLOv3 network comprises 53 layers. It uses the
Feature Pyramid Network for pedestrian detection to handle
general multiscale object detection problems and the deep
residual network (ResNet) ideas to extract image features for
achieving a trade-off between detection speed and detection
accuracy [18]. In addition to leveraging anchor boxes with
predesigned scales and aspect ratios to predict vehicles of
different sizes, YOLOv3 and YOLOv4 can realize real-time
vehicle detection with a top-down architecture [19].
Moreover, a real-time vehicle detection and classification
system can perform foreground extraction, vehicle detec-
tion, vehicle feature extraction, and vehicle classification
[20]. To test the proposed method for vehicle classification, a
vehicle-feature-based virtual detection zone and virtual
detection line, which are predefined for each frame in a
video, are used for vehicle feature computation [21]. Grents
et al. [22] proposed a video-based system that uses a con-
volutional neural network to count vehicles, classify vehicles,
and determine the vehicle speed. Tabassum et al. [23, 24]
applied YOLO and a transfer learning approach to recognize
native vehicles and vehicle classification on Bangladeshi
Roads. +erefore, YOLO can be used to obtain a better
matching map.

To increase vehicle counting and classification problems
in real-time traffic monitoring, this study presents a real-time
traffic monitoring system based on a virtual detection zone,
Gaussian mixture model (GMM), and YOLO to increase the
vehicle counting and classification efficiency. GMM and a
virtual detection zone are used for vehicle counting, and
YOLO is used to classify vehicles. Moreover, the distance and
time traveled by a vehicle are used to estimate the speed of the
vehicle.+emajor contributions of this study are described as
follows: (1) A real-time trafficmonitoring system is developed

to perform real-time vehicle counting, vehicle speed esti-
mation, and vehicle classification; (2) the virtual detection
zone, GMM, and YOLO are used to increase vehicle counting
and classification efficiency; (3) the distance and time traveled
by a vehicle is proposed to estimate the vehicle speed; and (4)
the MAVD, GRAM-RTM, and our collection data sets are
used to verify various methods and the proposedmethod with
YOLOv4 achieving the highest classification accuracy in the
three data sets.

+e remainder of this study is organized as follows.
Section 2 describes the materials and methods, including
data set preparation, vehicle counting method, and vehicle
classification method. Section 3 presents the results of and a
discussion on the proposed real-time vehicle counting, speed
estimation, and classification system based on a virtual
detection zone and YOLO. Finally, Section 4 presents a few
concluding remarks and an outline for future research on
real-time traffic monitoring.

2. Materials and Methods

To count vehicles from traffic videos, this study proposes a
real-time vehicle counting, speed estimation, and classifi-
cation system based on the virtual detection zone and
YOLO. We combined a vehicle detection method with a
classification system on the basis of two conditions between
the virtual detection zone and the virtual detection lane line.
To detect vehicles, a Gaussian mixture model (GMM) is
applied to detect moving objects in each frame of a traffic
video. Figure 1 shows a flowchart of the vehicle counting and
classification process used in the proposed real-time vehicle
counting, speed estimation, and classification system. In this
study, first, traffic videos are collected to train the image data
and used to perform vehicle classification verification. Next,
GMM and virtual detection zone are used for vehicle
counting. Finally, YOLO is used to perform vehicle classi-
fication in real time. In this study, the three steps are de-
scribed as follows:

Part 1: Collect traffic videos from online cameras.

In this study, traffic videos were collected from online
cameras and used for image data training and vehicle
classification verification, as described in Section 2.1.

Part 2: Perform vehicle counting using GMM and
virtual detection zone.

To realize real-time vehicle counting, object detection
and recognition are performed. A virtual detection lane line
and virtual detection zone are used to perform vehicle
counting and speed estimation, respectively, as described in
Section 2.2 and Section 2.4, respectively.

Part 3: Perform vehicle classification and speed esti-
mation using the YOLOv3 and YOLOv4 algorithms.

2.1.Data Set Preparation. +e data set used in this study was
prepared by collecting traffic videos recorded with online
cameras installed along various roads in Taiwan. Image data
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were extracted from the traffic videos using a script, and
labeling was performed using an open-source software
application called “labeling” [25]. According to the common
types of vehicles on the road are announced by the Direc-
torate General of Highways, Ministry of Transportation and
Communications (MOTC) in Taiwan, this study divides six
different sizes, such as sedans, trucks, scooters, buses,
hlinkcars, and flinkcars, in the training process, and the
vehicle lengths of these six vehicle classes are listed in Ta-
ble 1. In this study, we used YOLO to perform vehicle
classification without using the length of the vehicle.

2.2. Vehicle Counting. To count vehicles, a GMM is used for
the background subtraction in the complex environment to
identify the regions of moving objects. +e GMM is quite
reliable in the background extraction and foreground seg-
mentation process, so the characteristics of a moving object
in video surveillance are easier to detect [26, 27]. +e virtual
detection zone is predefined in each video and used for
vehicle feature computation. When the vehicle enters a
virtual detection zone and virtual detection lane line, the
GMM is used for vehicle counting. +e vehicle counting
window is depicted in Figure 2.

2.3. Vehicle Detection and Classification. +is study uses the
YOLO algorithm to classify vehicles into six classes. +e
validation method is used for verifying the vehicle

classification in the collected videos. A visual classifier based
on the YOLO algorithm is used to verify the vehicle clas-
sification capability. Figure 3 depicts the architecture of the
visual classifier based on the YOLO algorithm that is used for
classifying each vehicle into one of six classes. In the training
process, when a vehicle belonging to one of the six classes is
detected, all bounding boxes are extracted, their classes are
manually labeled, and the labeled data are passed to the
YOLO model for classifying the vehicle.

+e YOLOv3 model architecture displayed in Figure 4
was used in this study. Images of size 416× 416 px were input
into the Darknet-53 network. +is feature extraction net-
work comprises 53 convolutional layers, and thus, it is called

Table 1: Vehicle classification.

Class Vehicle Length (m) Image

1 Sedan 3.6–5.5

2 Truck >5.5–11

3 Scooter 1–2.5

4 Bus 7–12.2

5 Hlinkcar 15–18

6 Flinkcar 18–20

Start

Online
camera

Part1
Collect traffic video

Train image data

Part 2
Use GMM and virtual detection zone

for vehicle counting

Part 3
Use YOLO for vehicle

classification

Estimate vehicle speed

End

Figure 1: Flowchart of the vehicle counting and classification
process.
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Darknet-53 [11]. In Darknet-53, alternating convolution
kernels are used, and after each convolution layer, a batch
normalization layer is used for normalization. +e leaky
rectified linear unit function is used as the activation
function, the pooling layer is discarded, and the step size of
the convolution kernel is increased to reduce the size of the
feature map. +e YOLOv3 model uses ResNet for feature

extraction and subsequently uses the feature pyramid top-
down and lateral connections to generate three features with
sizes of 13×13×1024, 26× 26× 512, and 52× 52× 256 px.
+e final output depth is (5 + class)× 3, which indicates that
the following parameters are predicted: four basic param-
eters and the credibility of a box across three regression
bounding boxes as well as the possibility of each class being

virtual detection zone

virtual detection lane line

Figure 2: Object detection window.

Class1:sedan

YOLO

Class6:flinkcar

Class5:hlinkcar

Class4:bus

Class3:scooter

Class2:truck

Figure 3: Architecture of visual classifier based on the YOLO algorithm for verifying the vehicle classification.
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Figure 4: YOLOv3 model architecture.
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contained in the bounding box. YOLOv3 uses the sigmoid
function to score each class. When the class score is higher
than the threshold, the object is considered to belong to a
given category, and any object can simultaneously have
multiple class identities without conflict.

+e loss function of YOLOv3 is mainly divided into four
parts. A denotes the loss of the identified center coordinates
that is used to predict (x, y) in the bounding box to ensure
that it is only valid for the highest predicted target. B is the
loss of (w, h) width and height in the predicted bounding
box, and the error value reflects the bounding box of dif-
ferent sizes in the object to predict the square root of the
width and height instead of directly predicting the width and
height of the bounding box. C is the loss of the predicted
object category, assuming that each box is a cell; if the center
of the object detection is in this cell, then mark the cell with
bounding box (x, y, w, h), and there is also category in-
formation to meet which object in the image to predict in the
cell. D denotes the loss of the credibility of the predicted
object to calculate the credibility in each bounding box to
know that when the bounding box predicts the object. When
the object is not predicted, there will be a credibility pre-
diction penalty λnoobj � 0.5, and it is defined as follows:
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(1)

where xi, yi is the location of the centroid of the anchor box
and wi, hi is the width and height of the anchor box. Ci is the
Objectness, i.e., confidence score of whether there is an object
or not, and pi(c) is the classification loss.

YOLOv4 is the latest algorithm of YOLO series, which is
the basis of YOLOv3, scales both up and down and is ap-
plicable to small and large networks while maintaining op-
timal speed and accuracy, and the network architecture is
shown in Figure 5. Compared with YOLOv3, YOLOv4-tiny is
an extended version of YOLOv3. +e original Darknet53
network is added with a CSP network. Backbone is CSPO-
SANet proposed by Cross Stage Partial Network
(CSPNet) +One-Shot Aggregation Network (OSANet), plus
Partial in Computational Blocks (PCB) technology. CSPNet
can be applied to different CNN architectures to reduce the
amount of parameters and calculations while improving
accuracy. OSANet is derived from theOSAmodel in VoVNet.
Its central idea is improved by the DenseNet module. At the
end, all layers are connected to allow input consistent with the

number of output channels; PCB technology can make the
model more flexible because it can be adjusted according to
the structure to achieve the best accuracy-speed balance.

+e loss function remains the same as the YOLOv4
model, which consists of three parts: classification loss,
regression loss, and confidence loss [28]. Classification loss
and confidence loss remain the same as the YOLOv3 model,
but complete intersection over union (CIoU) is used to
replace mean-squared error (MSE) to optimize the regres-
sion loss [29]. +e CIoU loss function is shown as follows:
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where S2 represents S× S grids; each grid generates B can-
didate boxes, and each candidate box gets corresponding
bounding boxes through the network; finally, S× S×B
bounding boxes are formed. If there is no object (noobj) in
the box, only the confidence loss of the box is calculated.+e
confidence loss function uses cross entropy error and is
divided into two parts: there is the object (obj) and noobj.
+e loss of noobj increases the weight coefficient λ, which is
to reduce the contribution weight of the noobj calculation
part. +e classification loss function also uses cross entropy
error. When the j-th anchor box of the i-th grid is re-
sponsible for certain ground truth, then the bounding box
generated by this anchor box will calculate the classification
loss function.

2.4. Speed Estimation. +e real-time vehicle speed is also
calculated in this study. Figure 6 shows the video images
taken along the direction parallel to the length of the car
(defined as the y-axis) and parallel to the width of the car
(defined as the x-axis). First, as per the scale in the video, the
yellow line (referred to as L) in the red circle has a length of
4m in accordance with traffic laws. A GMM is used to draw a
virtual detection zone (blue box) on the road to be tested
(referred to asQ). +e green box is the car frame (referred to
as C), and the midpoint of the car is Ct.

u0 �
LAB(px)

LAB(m)
,

α �
u0

u0′
,

(3)

If α> 1, ui � u0α
i
, uj �

u0

αj
, (4)
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where u0 is the scale, i is the scale of the blue box, j is the scale
of the green box, px is the length of the video, and m is the
actual length. +e parameter α denotes the increase or de-
crease in relationship of the scale per unit length on the y-axis.
If α> 1, the speed calculation is performed using equation (4).

To calculate the parallel L line segment of Ct (referred to
as L∗), the algorithm computes the L∗ distance y between A
and B. +en, it restores y from its scale relationship with the
actual line segment length x, where x denotes the distance
traveled by the vehicle in Q.

x � y0u0 + 

p

i�1
yiui 

p

j�1
yjuj. (5)

In the calculation process, the program is used to de-
termine the frame rate of the video and calculate the number
of frames for which the vehicle travels inQ (referred to as p).
Equation (6) is used to find the travel time of the vehicle
from A to B in Q.

t �
p

fps
, (6)

v �
x

t
, (7)

v′ � x ×
3.6
t

. (8)

Equation (7) is used for calculating vehicle speed. After
unit conversion (m/s to km/h), Equation (8) provides the
vehicle speed.

3. Results and Discussion

All experiments in this study were performed using the YOLO
algorithm under the Darknet framework, and the program
was written in Python 2.7. To validate the real-time traffic
monitoring system, we used a real-world data set to perform
vehicle detection, vehicle counting, speed estimation, and
classification. In this study, three test data sets were used to
evaluate the proposed method. One of these data sets was
mainly derived from traffic video images of online cameras on
various roads in Taiwan, and it contains 12,761 training
images and 3,190 testing images. Second, the Montevideo
Audio and Video Dataset (MAVD), which contains data on
different levels of traffic activity and social use characteristics
inMontevideo city, Uruguay, was used as the other traffic data
set [30]. Finally, GARM Road-Traffic Monitoring (GRAM-
RTM) data set [21] has four categories (i.e., cars, trucks, vans,

(a) (b)

Figure 6: Diagram of speed estimation ((a): real picture on the video; (b): control scale).
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Figure 5: YOLOv4 model architecture.
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and big-trucks). +e total number of different objects in each
sequence is 256 for M-30, 235 for M-30-HD, and 237 for
Urban 1. In this study, the definition of accuracy is based on
the classification of vehicles in the database. In the video
verification, if the results of manual and proposed system
classification of the vehicles are the same, it means that the
count is correct; otherwise, it is the wrong vehicle counting.

3.1. Vehicle Counting. Seven input videos of the road, each
ranging in length between 3 and 5 minutes, were recorded
at 10 am and 8 pm. In addition, eleven input videos of the
road in the rain were also recorded for testing. Each frame
in these traffic videos was captured at 30 fps. +e first
experimental results of real-time vehicle counting using the
proposed method during the day are summarized in Ta-
ble 2. +e symbols S and L denote small and large vehicles,
respectively. +e vehicle counting accuracy of the proposed
method at 10 am was 95.5%. +e second experimental
results of real-time vehicle counting using the proposed
method during the night are summarized in Table 3. +e
vehicle counting accuracy of the proposed method at 8 pm
was 98.5%. In addition, the third experimental results of
real-time vehicle counting using the proposed method in
the rain are summarized in Table 4. +e vehicle counting
accuracy of the proposed method was 94%. Screenshots of
vehicle detection with the proposed real-time vehicle
counting and classification system are depicted in Figure 7,
where the detected vehicles are represented as green
rectangles.

Vehicle counting in online videos is delayed due to
network stoppages or because the target vehicle may be
blocked by other vehicles on the screen, which causes the
count to be missed. In addition, poor lighting in the rain and
night affects the vehicle recognition capabilities of YOLOv3
and YOLOv4. +ese challenges can be overcome using a
stable network connection and adjusting the camera
brightness, respectively. +erefore, the novelty of this study
is to solve the problem of unclear recognition in the rain.

3.2. Speed Estimation. In this subsection, the vehicle speed
can be estimated using the proposed method. Table 5 lists
the actual and the estimated speeds of the vehicles. +e
results indicate that the average absolute percentage error
of vehicle speed estimation was about 7.6%. +e use of
online video for vehicle speed estimation will cause large
speed errors due to network delays. +erefore, network
stability is essential to reduce the percentage error in the
speed estimation.

3.3. Comparison Results Using the MAVD and GRAM-RTM
Data Sets. MAVD traffic data set [30] and GARM Road-
Traffic Monitoring (GRAM-RTM) data set [21] were used
for evaluating the vehicle counting performance of the
proposed method. +e videos were recorded with a GoPro
Hero 3 camera at a frame rate of 30 fps and a resolution of
1920×1080 px. We analyzed 10 videos, and the vehicle
counting accuracy of the proposed method at 10 am for the

MAVD traffic data set was 93.84%. Vehicle classification
results of the proposed method using MAVD traffic data set
are listed in Table 6.

In summary, three data sets, namely, MAVD, GRAM-
RTM, and our collection data sets, were used to verify the
proposed method and Fast RCNN method [10]. +e MAVD
training and testing samples contains vehicles belonging to
four categories (i.e., cars, buses, motorcycles, and trucks). +e
GRAM-RTM data set has four categories (i.e., cars, trucks,
vans, and big-trucks). +e total number of different objects in
each sequence is as follows: 256 for M-30, 235 for M-30-HD,
and 237 for Urban 1. Table 7 shows the classification accuracy
results of three data sets using variousmethods. In Table 7, the

Table 2:+e real-time vehicle counting using the proposedmethod
in the daytime.

Video no.
Actual number of

vehicles
Estimated number of

vehicles
S L Total S L Total

1 31 7 38 29 6 35
2 18 0 18 18 0 18
3 16 5 21 16 5 21
4 28 0 28 25 0 25
5 22 3 25 20 3 23
6 11 0 11 11 0 11
7 11 1 12 9 0 9

Table 3:+e real-time vehicle counting using the proposedmethod
in the night time.

Video no.
Actual number of

vehicles
Estimated number of

vehicles
S L Total S L Total

1 23 8 31 23 7 30
2 31 5 36 29 5 34
3 15 2 17 14 1 15
4 10 3 13 9 3 12
5 19 4 23 19 4 23
6 11 2 13 11 2 13
7 35 5 38 34 3 37

Table 4:+e real-time vehicle counting using the proposedmethod
in the raining day.

Video no.
Actual number of

vehicles
Estimated number of

vehicles
S L Total S L Total

1 9 0 9 9 0 9
2 12 0 12 10 1 11
3 13 0 13 13 0 13
4 7 0 7 8 0 8
5 11 1 12 14 1 15
6 15 0 15 17 0 17
7 10 0 10 13 0 13
8 7 0 7 10 0 10
9 12 0 12 15 0 15
10 12 0 12 14 0 14
11 17 0 17 19 0 19
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proposed method with YOLOv4 achieved the highest clas-
sification accuracy of 98.91% and 99.5% in MAVD and
GRAM-RTMdata sets, respectively. Moreover, three different
environments (i.e., daytime, night time, and rainy day) are
used verify the proposed method. Experimental results in-
dicate that the proposed method with YOLOv4 also achieves
the highest classification accuracy of 99.1%, 98.6%, and 98% in
daytime, night time, and rainy day, respectively.

Recently, some researchers have adopted various
methods for vehicle classification using GRAM-RTM data
set, such as Faster RCNN [10], CNN [31], and DNN [32].
+erefore, we use the same GRAM-RTMdata set to compare
the proposed method with other methods. Table 8 shows the
comparison results. In Table 8, the results show that the
proposed method with YOLOv4 can perform better than the
other methods.

Figure 7: Screenshots from the proposed real-time vehicle counting, speed estimation, and classification system.

Table 5: +e actual and the estimated vehicle speeds using the proposed method.

Vehicle ID Actual speed Estimated speed Difference Error (%)
1 60 63 3 5
2 70 75 5 7
3 72 63 −9 12.5
4 99 100 1 1
5 84 85 1 1
6 67 60 −7 10
7 73 71 −2 2.7
8 67 64 −3 4.4
9 37 43 6 16
10 73 77 4 5
11 55 50 −5 9
12 48 54 6 12.5
13 111 127 16 14.4
14 79 75 −4 5
15 69 71 2 2.8
16 82 75 −7 8.5
17 83 73 −10 12

Average error 7.6

Table 6: Vehicle classification results of the proposedmethod using
MAVD traffic data set.

Video no.
Total number of

vehicles
Number of counted

vehicles
S L Total S L Total

1 8 0 8 8 0 8
2 5 0 5 4 0 4
3 4 2 6 3 2 5
4 4 0 4 3 0 3
5 3 0 3 3 1 4
6 1 0 1 1 0 1
7 7 2 9 7 2 9
8 11 0 11 10 0 10
9 9 0 9 9 0 9
10 9 0 9 8 0 8
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4. Conclusions

In this study, a real-time traffic monitoring system based on
a virtual detection zone, GMM, and YOLO is proposed for
increasing the vehicle counting and classification efficiency.
GMM and a virtual detection zone are used for vehicle
counting, and YOLO is used to classify vehicles. Moreover,
the distance and time traveled by a vehicle are used to es-
timate the speed of the vehicle. In this study, MAVD,
GRAM-RTM, and our collection data sets are used to verify
the proposed method. Experimental results indicate that the
proposed method with YOLOv4 achieved the highest
classification accuracy of 98.91% and 99.5% in MAVD and
GRAM-RTMdata sets, respectively. Moreover, the proposed
method with YOLOv4 also achieves the highest classification
accuracy of 99.1%, 98.6%, and 98% in daytime, night time,
and rainy day, respectively. In addition, the average absolute
percentage error of vehicle speed estimation with the pro-
posed method is about 7.6%. +erefore, the proposed
method can be applied to vehicle counting, speed estimation,
and classification in real time.

However, the proposed method has a few limitations.
+e vehicles appearing in the video are assumed to be inside
the virtual detection zone; thus, the width of the virtual
detection zone should be sufficiently large for counting the
vehicles. In the future work, we will focus on algorithm
acceleration and model simplification.
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Image recognition tasks involve an increasingly high amount of symmetric positive definite (SPD) matrices data. SPD manifolds
exhibit nonlinear geometry, and Euclidean machine learning methods cannot be directly applied to SPD manifolds. +e kernel
trick of SPDmanifolds is based on the concept of projecting data onto a reproducing kernel Hilbert space. Unfortunately, existing
kernel methods do not consider the connection of SPD matrices and linear projections. +us, a framework that uses the
correlation between SPD matrices and projections to model the kernel map is proposed herein. To realize this, this paper
formulates a Hilbert–Schmidt independence criterion (HSIC) regularization framework based on the kernel trick, where HSIC is
usually used to express the interconnectedness of two datasets. +e proposed framework allows us to extend the existing kernel
methods to new HSIC regularization kernel methods. Additionally, this paper proposes an algorithm called HSIC regularized
graph discriminant analysis (HRGDA) for SPD manifolds based on the HSIC regularization framework. +e proposed HSIC
regularization framework and HRGDA are highly accurate and valid based on experimental results on several classification tasks.

1. Introduction

Vision recognition tasks are often encountered in real-life
application [1–3]. Most traditional image recognition al-
gorithms are constructed in the Euclidean space [4, 5].
Recently, symmetric positive definite (SPD) matrices [6]
have received more and more attention in terms of region
covariance descriptor [7–9], Gaussian mixture model
(GMM) [10], diffusion tensors [11, 12], and structure tensors
[13, 14]. +ese descriptors utilize second-order statistical
information to capture the correlation between different
features and are effective in various applications [15–19].+e
SPDmatrices lie on an SPDmanifold when endowed with an
appropriate Riemannianmetric. It is not adequate to directly
use most of the conventional machine learning methods on
SPD manifolds [20, 21]. +erefore, developing methods for
classifying the points on SPD manifolds is of significant
interest.

Most existing classification methods on SPD manifolds
employ Riemannian metrics and matrix divergences as the

dissimilarity measurement [22–26], e.g., the log-Euclidean
Riemannian metric (LERM) [21] and the affine-invariance
Riemannian metric (AIRM) [20], and Jensen–Bregman
LogDet divergence (JBLD) [27, 28] is not a real Riemannian
metric, it facilitates a quick and approximate computation
of the distance. However, these methods cannot be de-
veloped to other manifolds owing to specific metrics.
Another common approach maps the points of a manifold
to the tangent space of a specific matrix. Under this ap-
proach, traditional dimensionality reduction methods have
been extended to Riemannian manifolds [29]. Tuzel et al.
applied LogitBoost for classifying SPD manifolds [30], and
the method employed in this case was generalized to
multiclass classification [31]. Tangent space approxima-
tions could preserve the manifold geometry to some extent.
However, mapping the points to the tangent space may
bring inaccurate distance measurement, particularly for
points far away from the center. In [32], sparse coding by
embedding the SPD matrices to the unified tangent space
was proposed.
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More recent studies have addressed the nonlinearity by
adopting the kernel trick. Kernel methods project the SPD
manifold to a reproducing kernel Hilbert space (RKHS) and
further project the points to linear spaces. +us, classifica-
tion algorithms can be extended to SPD manifolds [33–36].
However, mapping from the RKHS to the Euclidean space is
based on a linear assumption; the intrinsic relationship of
input data and projections is not considered.

In this study, a novel kernel framework of SPD mani-
folds by considering the connection of SPD matrices and
linear projections is proposed to address the problem. An
intrinsic relationship between SPD matrix and low-di-
mensional representation is introduced herein to make the
low-dimensional representations more respectful to the
intrinsic feature of the input data. In the proposed frame-
work, the relationship of the SPD matrices and projections
can be reflected by the Hilbert–Schmidt independence
criterion (HSIC), and an HSIC regularization term is added
to the traditional kernel framework. HSIC is usually used to
express the statistical correlation between two datasets; it has
been extended to supervised sparse learning feature selection
[37–39], dictionary learning [40, 41], subspace learning [42],
and nonlinear dimensionality reduction [43]. Although
HSIC has been found in many applications, it seems not to
have been directly applied on SPD manifolds. +is study is
an extension of our previously published work [44]. In [44],
we proposed a method named HSIC subspace learning
(HSIC-SL) by using global HSIC maximization. Compared
with HSIC-SL, we use HSIC herein in the form of regula-
rization term to build a novel kernel framework on SPD
manifolds. +e most significant aspect of the proposed
framework is that it allows us to extend the traditional kernel
methods to new HSIC regularization kernel methods, and
the effectiveness of new methods can be improved. Addi-
tionally, this paper proposes an algorithm based on the HSIC
regularization framework and graph embedding. Our pri-
mary contributions are summarized as follows:

(1) +e HSIC is applied to the kernel framework, and
an HSIC regularization kernel framework is pro-
posed. +e application of the proposed framework
to most of the existing kernel methods on SPD
manifolds improves the effectiveness of these
methods. +is work can provide important con-
tributions to the development of kernel methods on
SPD manifolds.

(2) +ree kernel functions involved in HSIC regulari-
zation are presented. +e most appropriate kernel
function can be selected based on the target appli-
cation, which increases the flexibility of the proposed
framework.

(3) A method called HSIC regularized graph discrimi-
nant analysis (HRGDA) on SPD manifolds is pro-
posed based on the HSIC regularization kernel
framework. HRGDA uses a LogDet divergence
kernel for embedding and a variant of kernel linear
discriminant analysis (LDA) for learning.

2. Related Work

As mentioned previously, the kernel trick is the most
common method for addressing the nonlinearity of SPD
manifolds. Riemannian locality preserving projections
(RLPP) [45] embed Riemannian manifold in vector space via
a Riemannian kernel; however, their time cost is high and
the kernel is not always SPD. Jayasumana et al. [46] pre-
sented a theorem to judge the SPD of Gaussian radial basis
function (RBF) kernels. Harandi et al. executed sparse
coding by embedding SPD matrices into RKHS through
matrix divergences [47]. Zhuang et al. proposed kernel
learning and Riemannian metric (KLRM) based on data-
dependent kernel learning [48]. Covariance discriminative
learning (CDL) [8] maps the SPD matrices to a vector space
by using matrix logarithm. Kernel-based subspace learning
(KSLR) [19] defines an improved log-Euclidean RBF kernel
and seeks the optimal subspace by using linear discriminant
analysis (LDA).

2.1. Kernelized Schemes. +e framework of kernel methods
on SPD manifolds is presented in Figure 1. Here, let X �

X1, X2, . . . , XN ⊆M be N samples on an SPD manifold M.
First, the input SPD matrices on the SPD manifold M are
embedded onto a high-dimensional RKHS H with a pre-
defined kernel function k(Xi, Xj). Second, the data are
further projected on an m-dimensional linear subspace H′,
which is isomorphic to a vector space Rm. Under the iso-
morphism assumption of kernel mapping, the projection
yi ∈ Rm of Xi ∈ M is obtained using yi � AKT

i , where A is
the transformational matrix and Ki � ki1 · · · kiN ,
kij � k(Xi, Xj). Furthermore, we have Y � AX. +ird, the
transformation matrix A is learned using the training data.
To this end, manifold learning methods are performed on
the low-dimensional Euclidean space. +erefore, the
learning methods transform into the following optimization
problem:

A � argmax
A

f(A), (1)

where f(A) is a cost function. Occasionally, the optimi-
zation problem is a minimum optimization problem
[45, 46]. Finally, cluster and classification tasks can be re-
alized in the vector space.

+e optimization problem of equation (1) is customary
to be designed as the cost function in many methods such
that the optimization problem can be solved by eigenvalue
decomposition [8, 19, 45]. +en, the objective functions of
these methods can be constructed as

A � argmax
A

A
T
FA . (2)

+e proposed HSIC regularization kernel framework is
designed to improve the performance of these methods, e.g.,
RLPP, CDL, and KSLR, in the form of equation (2).
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2.2. RLPP. RLPP exploits locality preserving projections for
discriminative learning; it tries to seek the optimal A by
preserving the local geometry of Riemannian manifolds,
which is reflected by a similarity matrix. Here, the binary
matrix provides a penalty if adjacent points from the same
class are mapped far away.+e binary matrix W is defined as
follows:

Wij �
1, if li � lj,

0, otherwise,
 (3)

where li and lj are the labels.
+e objective function is obtained using the following

minimum optimization problem:

1
2


i,j

yi − yj 
2
Wij � 

i

A
T
KiK

T
i AWii − 

i,j

A
T
KiK

T
i AWij,

� A
T
K DK

T
A − A

T
KWK

T
A � A

T
KLK

T
A,

(4)

where K is the kernel matrix, Dii � jWij, and L � D − W.
+erefore, the minimization problem is reduced to solve

the following:

A � argmin
A

A
T
KLK

T
A. (5)

2.3. CDL. CDL uses the matrix logarithm operator to define
the kernel function. Moreover, the objective function of
CDL is provided as follows:

A � argmax
A

A
TKWK

KK
A, (6)

where W is the connection matrix defined as

Wij �

1
qc

if li � lj,

0, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(7)

Both RLPP and CDL are constructed based on the
traditional kernel framework, which means that the map
from the input space to the projective space is a linear as-
sumption.+us, this paper proposes the HSIC regularization
kernel framework by introducing statistical correlation
between SPD matrices and low-dimensional representa-
tions. In the HSIC regularization kernel framework, the
intrinsic connection of SPD matrices and low-dimensional
projections is measured by HSIC. Under this framework,
some existing algorithms based on kernel trick can be de-
veloped into new HSIC regularization kernel algorithms. As
for the subspace learning methods in these algorithms, both
RLPP and CDL only consider local geometric features and
ignore the discriminative information. +is paper proposes
HRGDA based on the HSIC regularization framework.
HRGDA combines local geometry and label information to
learn the transformational matrix.

3. Preliminaries

3.1. Geometry of SPD Manifolds. Let Sd be a d × d real
symmetric matrix space. A symmetric matrix A is consid-
ered to be positive semidefinite if xTAx≥ 0 holds for all
nonzero vectors, which is denoted as A≥ 0. Let λ(X) be the
eigenvalues of A; thus, λ(X) has nonnegative values. +is
property is derived from the implicit structure of matrix A. If
the eigenvalues of A are positive, then A is an SPD matrix.
Correspondingly, the inequality xTAx> 0 holds for any
nonzero x, which is also denoted asA> 0.+e d × d real SPD
matrix space is denoted as Sd

++, and the space forms an SPD

H

H’

Rm

M

Figure 1: Framework of kernel methods on SPD manifolds.
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manifold when endowed with a Riemannian metric. Man-
ifolds are Hausdorff topological spaces with countable basis.
For every point, there is an open set neighborhood local
homeomorphism to the n-dimensional vector space. For
differentiable manifolds, all tangent vectors at a specific
point are included in the tangent space of that point. +e
inner product is called the Riemannian metric. +e norm of
a tangent vector v can be derived from the inner product, i.e.,
‖v‖2X � 〈v, v〉X.

Let Xi ∈M be the point of manifold and X
→

i X
→

j be a
tangent vector of Xi. Here, there exists exactly one geodesic
corresponding to the tangent vector X

→
i X
→

j. +e geodesic
connecting Xi and Xj is transformed into a straight line, and
the distance of the geodesic is equal to the length of the line.
+e Riemannian distance between Xi and Xj on the
manifold is obtained using the geodesic from Xi to Xj, and
this relation is illustrated in Figure 2.

Furthermore, the exponential map maps X
→

i X
→

j to Xj,
i.e., Xj � expXi

(X
→

i X
→

j).+e inverse operation of expX is the

logarithmic map, i.e., X
→

i X
→

j � logXi
(Xj). +e definition of

exponential and logarithmic maps is given as follows:

expXi
(v) � X

(1/2)
i exp X

− (1/2)
i vX

− (1/2)
i X

(1/2)
i ,

logXi
Xj  � X

(1/2)
i log X

− (1/2)
i XjX

− (1/2)
i X

(1/2)
i .

(8)

In the symmetric matrix case, the exponential and
logarithmic maps can be computed using the eigenvalue
decomposition.+e symmetric matrix Σ can be decomposed
as Σ � UΛUT. +us, expX and logX can be, respectively,
computed as follows:

exp(Σ) � UDIAG exp di( ( U
T
,

log(Σ) � UDIAG log di( ( U
T
.

(9)

3.2. Riemannian Metrics. +e geodesic distance is the most
common distance measure for two SPDmatrices.+e affine-
invariant distance defined by AIRM [20] can be obtained as
follows:

DAI Xi, Xj  ≔ log X
− (1/2)
i XjX

− (1/2)
i 

�����

�����F
, (10)

where ‖ · ‖F is the Frobenius norm. +is metric inherits the
characters of invariant distance; however, it exhibits high
time complexity when practically implemented.

Another approach for measuring the geodesic distance is
LERM [21]. +e log-Euclidean distance can be defined as

DLE Xi, Xj  ≔ log Xi(  − log Xj 
�����

�����F
. (11)

+e log-Euclidean distance is close to the actual geodesic
distance and is easier to be computed than AIRM. However,
the computational cost can be high for applications with
numerous input matrices owing to matrix logarithms.

Driven by concerns regarding simple calculations, the
matrix divergence is a fast and approximate candidate of the
geodesic distance. Maher et al. introduced Jeffreys Kull-
back–Leibler divergence (JKLD) as

Djkl Xi, Xj  ≔
1
2
Tr X

− 1
Y + Y

− 1
X − 2Γ  

(1/2)

, (12)

where Tr(·) is the matrix trace.+ismeasure is fast; however,
it can overestimate the geodesic distance.

Recently, the JBLD has been discussed as a proxy for the
Riemannian distance. +e JBLD is defined as follows:

Dl d Xi, Xj  � log
Xi + Xj

2




−
1
2
log XiXj



 

1/2

, (13)

where | · | is the matrix determinant. +is divergence is
efficient because it does not require matrix logarithms.

4. HSIC Regularization

4.1. HSIC Regularization Kernel Framework. HSIC [49] is
used to characterize the internal connection between two
random vectors. +e theoretical basis of HSIC is a bit
complex. +e derivation of HSIC relies on complex math-
ematical theories such as HS operators [50], cross-covari-
ance operator, mean function [51], and functional analysis.
However, HSIC can be calculated by an empiric HSIC. +e
empiric HSIC can be calculated as

HSIC(X, Y) ≈
1

N
2 tr KYCNKXCN( , (14)

where CN � IN − (1/N)ΓNΓTN is the centralizing matrix and
KX and KY are the kernel matrices of X and Y, respectively.
We have summarized the relevant theories of HSIC in [44].
For detailed derivation, please refer to our previously
published work.

+e HSIC of the SPD matrices X and the low-dimen-
sional representations Y is denoted by HSIC(X, Y). To fa-
cilitate easy calculation, we select the linear kernel as the
kernel function of Y, i.e., kY(y′, y″) � y′Ty″. +en, the
kernel matrix KY of Y can be computed as

KY �

y
T
1 y1 · · · y

T
1 yN

⋮ ⋱ ⋮

y
T
Ny1 · · · y

T
NyN

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� Y

T
Y. (15)

+us, HSIC(X, Y) can be computed as

TXi M

Xi

Xj

XiXj

Figure 2: Illustration of tangent space TXi
M at point Xi.
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HSIC(X, Y) �
1

N
2 tr Y

T
YCNKΧCN 

�
1

N
2 tr YCNKΧCNY

T
 .

(16)

Since N has no relation with Y, we ignore the coefficient
(1/N2) in equation (16). We obtain

HSIC(X, Y) � tr AKXCNKXCNK
T
XA

T
  � tr ALHA

T
 ,

(17)

where LH � KXCNKXCNKT
X.

As described in Figure 1, to address non-Euclidean
geometry of SPD manifolds, the traditional kernel-based
framework first embeds the input SPDmatrices onto a high-
dimensional RKHS H with a predefined kernel and then
projects them into a low-dimensional linear subspace. +e
relationship between low-dimensional projection yi ∈ Rm

and SPD matrix Xi ∈M is actually a linear assumption.
Under this assumption of the traditional kernel framework,
the intrinsic connection of yi and Xi is ignored. +e sta-
tistical correlation of input data and projective data should
be taken into account during transformation. +us, HSIC of
SPD matrices and low-dimensional representations is in-
troduced herein to align the low-dimensional representation
with the intrinsic features of input data, where HSIC is
typically used to measure the statistical dependence between
two datasets. In order to make the proposed kernel
framework applicable to the traditional kernel-based
methods, this paper proposes to add the HSIC regularization
term to equation (1). +en, we have

A � argmax
A

(f(A) + λHSIC(X, Y)), (18)

where λ is a regular term coefficient.
In summary, the objective function is formulated as

A � argmax
A

(f(A) + λHSIC(X, Y)) � argmax
A

A F + λLH( A
T

 ,

(19)

where F depends on the traditional method.

4.2.Kernel Pool. In the calculation of HSIC, the reproducing
kernel kY of HY is fixed; however, the kernel function kX is
alternative. It can be selected from the kernel pool based on
specific practical applications. To generate a valid Hilbert
space, the kernel function must be SPD [45]. Here, we
discuss three alternative kernels.

4.2.1. Log-Linear Kernel. +e log-linear kernel is generalized
using the polynomial kernel in a Euclidean space. It is
defined as follows:

kLL Xi, Xj  � tr log Xi( log Xj  . (20)

4.2.2. Log-Gaussian Kernel. +e log-Gaussian kernel is
expressed as

kLE Xi, Xj  � exp −
D

2
LE Xi, Xj 

2σ2
⎧⎨

⎩

⎫⎬

⎭. (21)

It replaces the Euclidean distance between xi and xj with
the LERM in the popular Gaussian RBF kernel.

4.2.3. LogDet Divergence Kernel. +e LogDet divergence
kernel is defined as

kL D Xi, Xj  � exp − βD
2
L D Xi, Xj  . (22)

+e kernel is a conditionally positive kernel [47], and it is
guaranteed to be an SPD kernel for the following:

β ∈
1
2
,
2
2
, . . . ,

n − 1
2

 ∪ τ ∈ R: τ >
1
2

(n − 1) . (23)

4.3. HSIC Regularization Graph Discriminant Analysis.
+e HRGDA is proposed based on the HSIC regularization
framework. +is method uses the LogDet divergence kernel in
equation (22) for embedding and a variant of kernel LDA for
learning. In kernel-based methods on SPD manifolds, the log-
linear and log-Gaussian kernels are commonly used for Hilbert
space embedding. Specifically, the log-linear kernel is used in
CDL and the log-Gaussian kernel is adopted in KPCA and
KSLR. +e LogDet divergence kernel used in HRGDA is an
effective kernel, since the computation complex of JBLD is
lower than LERM and AIRM. +e HRGDA seeks for a
transformation matrix which maximized the between-class
graph matrix and minimized the within-class graph matrix.
+e graph discriminant analysis is defined as follows:

A � argmax
A

ASBA
T

ASWA
T
, (24)

where A is the transformational matrix and SB and SW are the
between-class and within-class graph matrices, respectively.

+e within-class graph matrix SW is defined from the
following function:

min
i,j

yi − yj 
2
Wij. (25)

+e adjacency graph Wij contains local geometry and is
defined as

Wij �

exp −
d
2
l d Xi, Xj 

2σ2
⎛⎝ ⎞⎠, if class label li � lj,

0, else.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(26)

By substituting equation (26) into equation (25), we
obtain the following:

Mathematical Problems in Engineering 5




i,j

yi − yj 
2
Wij � 

i,j

y
2
i + y

2
j − 2yiyj Wij

� 
i

y
2
i D

W
ii + 

j

y
2
jD

W
jj − 2

i,j

yiyjWij
⎛⎝ ⎞⎠

� 2Y D
W

− W Y
T

� 2AK D
W

− W K
T
A

T
,

(27)

where the element on the diagonal of DW is row sums of A,
DW

ii � jWij. +us, SW can be defined as

SW � K D
W

− W K
T
. (28)

+e between-class scatter SB is defined from

max 
c

p�1,q�1
mp − mq 

2
Bpq, (29)

where c is the number of classes, mp is the center of the p-th
class, and Bpq � exp(− d2

l d(mp, mq)/2σ2).
Similarly, SB can be defined as

SB � K D
B

− B K
T
, (30)

where DB is a diagonal matrix and DB
pp � qBpq.

To sum up, the HRGDA can be formulated as

A � argmax
A

ASBA
T

ASWA
T

+ λALHA
T

 

� argmax
A

A
SB

SW

+ λLH A
T
.

(31)

+e optimal problem can be solved through eigenvalue
decomposition.

4.4. Computational Complexity. +e time complexity of
HSIC regularization kernel framework contains three main
parts: (1) calculating the learning function, i.e., f(A); (2)
calculating the HSIC, i.e., HSIC(X, Y); and (3) conducting
eigenvalue decomposition of optimization problem.

+e computational complexity for calculating the
learning function f(A) is the same as the traditional
methods. Besides, the cost of eigenvalue decomposition is
O(N3). +us, the proposed framework brings no additional
calculations of parts (1) and (3). Part (2) is an additional
calculation. It can be seen from equation (17) that the
computational complexity of HSIC(X, Y) is mainly in the
calculation of kernel matrix KX. +e kernel pool provides
three useful kernel functions. +e computational complexity
of log-linear, log-Gaussian, and LogDet divergence kernel is
O(N(d3 + 2d2)), O((N(N + 1)/2)(d3 + 2d2)), and O(N d

(N + 1)(d + 1)), respectively. Among the three kernel
functions, the LogDet divergence kernel has the lowest
computational complexity. +e reason is that the compu-
tational complexity of matrix determinant is lower than
matrix logarithm.

5. Experiments

+e effectiveness of HSIC regularization framework is tes-
tified in the experiments. Here, we consider four widely used
datasets for performing visual recognition tasks, i.e., the
QMUL [52], FERET [53], COIL-20 [54], and ETH80 [55]
datasets.

5.1. Datasets and Settings. +e QMUL dataset comprises a
set of 20,005 images of human heads captured by using
cameras at an airport terminal. +is dataset is split into
different sets according to the direction of the head, namely,
“back,” “front,” “left,” “right,” and “background.” Sample
images are presented in Figure 3.+e images are divided into
training and testing sets beforehand. To compute the region
covariance descriptor of each image, the feature vector is
expressed as follows:

F(x, y) � IL, Ia, Ib,

������

I
2
x + I

2
y



, arctan
I
2
x




I
2
y





⎛⎝ ⎞⎠, G1, . . . , G8
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

(32)

where IL, Ia, and Ib are the values of the CIELAB color space,
Ix and Iy are the first-order gradients of IL, respectively, and
Gi is the response of eight difference-of-Gaussians filters. We
randomly select 200 and 100 images of each class as training
and testing data, respectively.

We choose the “b” subset of the FERET dataset for face
recognition experiments. +e FERET contains 2000 face
images of 200 people. +e size of pictures is 64× 64 pixels.
+e training set comprises images of “ba,” “bc,” “bh,” and
“bk” classes. +e remaining constitutes the test data. +e
feature vector is expressed as F(x, y) � [x, y, I, |

G00|, . . . , |G47|], where I is the gray scale and Guv are the
response values of Gabor filter. +e values of u and v are 0–4
and 0–7, respectively.

+e COIL-20 dataset consists of 20 objects, each com-
prises 72 pictures with a size of 128×128 pixels. +e sample
images are presented in Figure 4. Gray scale, first- and
second-order gradients are used to compute the region
covariance descriptor. Hence, the region covariance de-
scriptor of an image is a 5 × 5 matrix. 10 images are ran-
domly selected to the training data, and the remaining
images are the testing data.

ETH80 is an object dataset, including images of apples,
pears, cars, and dogs. +e dataset contains a total of 410
images from 10 instances. +e size of images in ETH80 is
128×128 pixels (Figure 5). For the region covariance de-
scriptor, we extract the following features:

F(x, y) � x, y, R, G, B, I, Ix


, I

y


, I

xx


, I

yy


 ,

(33)

where R, G, and B represent red, green, and blue color scale,
respectively, I is the gray scale, and |Ix|, |Iy|, |Ixx|, and |Iyy|

are the first- and second-order gradients of gray scale. +e
dimensionality of region covariance descriptor is 10×10. In
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each object, half of the instances are randomly selected for
training and the remaining are used for testing. 100 images
are randomly selected for each instance.

5.2. Compared Methods. To verify the performance of the
HRGDA and HSIC regularization framework, RLPP [45],
KSLR [19], and CDL [8] were combined with the proposed
HSIC regularization, denoted as RLPP-HR, KSLR-HR, and
CDL-HR, respectively. +e kernel used in HSIC(X, Y) is the
log-Gaussian kernel. +e methods for HSIC regularization
are compared with several recognition methods on SPD
manifolds, namely, HSIC-SL [44], KPCA [46], RSR [47],
TSC [2], Riem-DLSC [22], logEuc-SC [32], and KLRM-DL
[48]. All the parameters of the compared algorithms are set
based on the recommendation provided in the corre-
sponding literature. +e kernel function in HSIC-SL is log-
Gaussian kernel. +e recognition accuracies of the QMUL
and FERETdatasets are given in Tables 1 and 2, respectively.

5.3. Comparison of Kernels in HSIC Regularization. In this
experiment, three kernel functions are used to compute
HSIC regularization, namely, the log-linear, log-Gaussian,
and LogDet divergence kernel; here, the HSIC regularization
is presented as HR (log-linear), HR (log-Gaussian), and HR
(LogDet divergence), respectively. Table 3 lists the recog-
nition results of different kernels on the COIL-20 and
ETH80 datasets.

5.4. Discussion. +e detailed classification results of all
methods on four image datasets (i.e., QMUL, FERET, COIL-
20, and ETH80 datasets) are presented in Tables 1–3. +e
discussion was presented as follows:

(1) To show that the proposed HSIC regularization
kernel framework improves the effectiveness of
traditional kernel framework, we compare the
classification accuracy of the HSIC regularization
kernel methods with that of the traditional kernel
methods. RLPP-HR, CDL-HR, and KSLR-HR are the
HSIC regularization kernel methods corresponding
to RLPP, CDL, and KSLR, respectively. As shown in
Tables 1 and 2, the classification accuracy of RLPP-
HR is higher than that of RLPP. Similarly, CDL-HR
and KSLR-HR achieve better classification accuracy
than CDL and KSLR, respectively. +is conclusion is
more obvious in Table 3. Irrespective of the type of
kernel function employed in HSIC, the classification
accuracy of the HSIC regularization kernel methods
is better than that of the traditional methods. +ese
results indicate that HSIC regularization consider-
ably improves the performance of traditional algo-
rithms. Moreover, the proposed HSIC regularization
kernel framework is superior to the traditional kernel
framework because the former considers the in-
trinsic connection of SPD matrices and low-di-
mensional projections.

(2) Based on the proposed HSIC regularization kernel
framework, this study presents a new method called
HRGDA. As shown in Table 1, the recognition ac-
curacy of HRGDA is the best on the QMUL dataset.
Table 2 presents the performances of all methods on
FERET. +e recognition accuracy of HRGDA on

Figure 5: Example images from the ETH80 dataset.

Back

Background

Front

Left

Right

Figure 3: Example images from the QMUL dataset.

Figure 4: Example images from the COIL-20 dataset.
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“bd” and “bg” is higher than those of the other
methods; however, in the case of average accuracy,
the proposed HRGDA is the second. +e reason

might be that FERET is a face recognition dataset
which contains subtle features. +e HRGDA per-
forms slightly worse when classifying datasets
comprising subtle features. Table 3 gives the classi-
fication accuracy of all methods for the COIL-20 and
ETH80 datasets. +e HRGDA method is superior to
the compared methods for the COIL-20 dataset. In
the case of ETH80, the performance of HRGDA is
slightly worse than that of KSLR-HR (log-linear). It
is worth noting that the KSLR-HR (log-linear) is a
new method generated from the proposed HSIC
regularization kernel framework. In other words, the
HRGDA is still better than the traditional methods
for the ETH80 dataset. Among the four classification
experiments, the classification accuracy of HRGDA
is the best in the case of QMUL, COIL-20, and
ETH80 datasets and the second in the case of FERET.
In general, the HRGDA is indeed an excellent al-
gorithm on SPD manifolds.

(3) We compare the effectiveness of the kernel functions
for computing HSIC in Table 3. It is shown that the
selection of the kernel function affects the perfor-
mance of HSIC regularization. +e performance of
different kernels is diverse across different datasets.
However, irrespective of the type of kernel functions
employed in HSIC, the classification accuracy in-
creases by 2–8% on the basis of the traditional
methods. User can compare the result of different
kernels and select the most appropriate one.

Overall, we consider that the experimental results verify
the proposed HSIC regularization framework as an effective
framework for kernel methods on SPD manifolds. Also, the
proposed HRGDA is an accurate and valid learning method
of SPD manifolds.

6. Conclusions

Herein, we propose an HSIC regularization kernel learning
framework to improve traditional kernel framework on SPD
manifolds by introducing the HSIC of SPD matrices and
low-dimensional projections. Traditional kernel framework
neglects the connection of SPD matrices and linear pro-
jections. To solve this problem, the proposed framework uses
HSIC to measure the statistical correlation between SPD
matrices and projections. +e proposed framework can be
applied to some specific forms of kernel methods on SPD
manifolds, such as RLPP, CDL, and KSLR. Moreover, HSIC
regularization consistently improves the classification ac-
curacy of the traditional methods. To improve the applicable
scenarios of this framework, we investigate different kernel
functions to calculate the HSIC, i.e., log-linear, log-Gauss-
ian, and LogDet divergence kernels. Additionally, we pro-
pose a method on the basis of the HSIC regularization kernel
framework. Experiments demonstrate that the HSIC regu-
larization consistently improves the classification accuracy
of the traditional algorithms. We believe that the finding of
this work can provide important contributions to the de-
velopment of kernel methods on SPD manifolds.

Table 1: Classification accuracy on the QMUL dataset.

Method Accuracy (%)
KPCA 42.5
logEuc-SC 66.3
RSR 73.2
TSC 61.7
Riem-DLSC 36.6
KLRM-DL 70.74
HSIC-SL 76.22
CDL 76
CDL-HR 77.4
RLPP 58.4
RLPP-HR 60.4
KSLR 77.4
KSLR-HR 80
HRGDA 80.8

Table 2: Classification accuracy on the FERET dataset.

Methods bd be bf bg Average
logEuc-SC 74.00 94.00 97.50 80.50 86.50
RSR-S 82.50 94.50 98.00 83.50 89.63
RSR-J 79.50 96.50 97.50 86.00 89.88
TSC 36.00 73.00 73.50 44.50 56.75
Riem-DLSC 88.25 93.50 96.50 91.75 92.50
KLRM-DL 89.50 96.00 97.00 94.00 94.13
HSIC-SL 88.00 88.50 95.00 93.00 91.13
CDL 76.50 75.00 88.50 84.50 81.13
CDL-HR 81.5 83 95 90.5 87.5
RLPP 58.40 60.00 67.00 60.50 61.48
RLPP-HR 63.50 62.00 74.50 71.50 67.88
KSLR 83.00 90.00 96.00 91.00 90.00
KSLR-HR 86.00 90.00 97.50 92.00 91.38
HRGDA 89.50 93.00 96.50 94.50 93.38

Table 3: Classification accuracy (%) of different kernels.

Method COIL-20 ETH80
KPCA 81.05 72.61
logEuc-SC 89.76 73.75
RSR 93.95 77.74
TSC 80.16 65.88
Riem-DLSC 87.74 75.63
KLRM-DL 97.33 80.13
HSIC-SL 96.87 82.40
RLPP 85.89 74.08
RLPP-HR (log-linear) 87.58 77.88
RLPP-HR (log-Gaussian) 88.55 77.25
RLPP-HR (LogDet divergence) 87.58 74.38
CDL 94.54 79.92
CDL-HR (log-linear) 97.58 82.63
CDL-HR (log-Gaussian) 97.26 81.38
CDL-HR (LogDet divergence) 97.18 82.5
KSLR 96.24 81.66
KSLR-HR (log-linear) 97.98 85
KSLR-HR (log-Gaussian) 98.87 84.5
KSLR-HR (LogDet divergence) 97.82 84.88
HRGDA 98.87 84.88
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Furthermore, the proposed HRGDA is also found to be an
effective method on SPD manifolds.

However, there are still several deficiencies in applica-
tions. +e performance of HRGDA is slightly worse than
that of other methods in the classification of subtle texture.
We will develop additional kernel functions on SPD man-
ifolds for this framework because having access to diverse
kernel functions will increase the flexibility and applicability
of HSIC regularization.
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Various services through smartphones or personal computers have become common nowadays. Accordingly, embedded malware
is rapidly increasing. *e malware is infiltrated by using short message service (SMS), wireless networks, and random calling and
makes smartphones bots in botnets.*erefore, in a system without an appropriate deterrent, smartphones are infiltrated easily. In
the security threats by malware, random calling has become serious nowadays. To develop the defensive system against random
calling and prevent the infiltration of the malware through random calling, it is required to understand the exact process of how to
make bots in the botnet. *us, this research develops a simple and ingenious mobile botnet covert network based on adjustable ID
units (SIMBAIDU) to investigate how a botnet network is established by using phone numbers. Perfect octave coding (P8 coding)
turns out to be effective in infiltrating smartphones and executing commands, which is used for botnets. *e results provide the
basic process of P8 coding which is useful for developing defensive systems of smartphones.

1. Introduction

*e information era has brought many conveniences into
people’s lives. *e internet allows fast information trans-
mission that makes the way of communication significantly
different from the past. However, the increasing use of
smartphones or personal computers for such purposes also
causes malware embedding increasingly. As the smartphone
combines the properties of computers and telephones and is
always connected to the network, personal and financial
information in them is vulnerable. *us, a botnet easily
threatens security as involving substantial economic loss [1].
It remotely controls the operating system (OS) by back-
dooring the system and embedding malware, which allows
cyberattackers to steal any information from the system.*e
botnet is different from traditional computer viruses as it is
always hidden. *erefore, users do not recognize that their
systems are included in the botnet. Malware such as Trojan
horse backdoors on the device and configures it to autostart

without the user’s acknowledgment. *e botnet is easily
infiltrated into smartphones as making them the bots for
control. *e obscurity and complexity of the botnet are
critical issues as it bypasses the phone’s commands in their
OSs.

Many researchers have tried to find a way to protect from
botnet infiltration and its cyberattacks with the aims of
reinforcing security and preventing malicious attacks [2].
Earlier, the research focused on how to detect the botnet [3]
using a system such as a honeypot. Later on, an additional
passive system was added for web traffic diagnostics [4].
*ese technologies were based on several different types
such as signature-, anomaly-, DNS-, and mining-based
approaches.

In the honeypot, the higher the ability to attract mali-
cious attacks, the more efficient to collect information and
find new episodes. Whether low or high interactivity, the
honeypot increases the probability of being attacked asmuch
as possible and then collects the expected information.
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Several honeypots comprise a whole honeynet that spreads
the honeynet spots and integrates the honeypot data for
malicious behavior analysis. *e honeypot help understands
the techniques and features of the botnet. However, it
usually takes a long time. *e web traffic surveillance pin-
points the botnet’s existence in the passive monitoring and
the analysis of network traffic. However, the mining-based
diagnostic [4] only spots well-known botnets; signature-,
anomaly-, and DNS-based diagnostics detect the bots or
botnets that have not been discovered before. When an
attacker modifies the network architecture or protocol into a
botnet, the users can use DNS and mining-based diagnostic
detection technology to detect botnets. *ese diagnostics
make it easy to identify botnets, regardless of whether the
attacker is adjusting its process or designing [4] the potential
for information security in both methods.

*e botnet diagnostics are based on the peer-to-peer
(P2P) or hybrid system [5]. As it processes Internet relay
chat (IRC) and hypertext transfer protocol (HTTP), P2P is
regarded to be relatively good for the detection of botnet
infiltration [6]. However, due to the limitation of the power
and memory of the smartphone, antivirus software is not
appropriate for botnet diagnostics of the smartphone. As
smartphones are using various applications, the botnet
causes severer security problems for the smartphone than
any other operating system [7]. *erefore, there has been
much research on the mobile botnet. How to detect and
prevent the related cyberattacks, the new covert channel, and
the botnet control mode are critical issues nowadays.
However, as the mobile botnet is originated from the tra-
ditional botnet of personal computers, its details have not
been discussed considerably [8–11].

Zeng et al. [12] showed that the botnet is more vigorous
on personal computers than the mobile devices. For the
mobile botnet, technologies related to BlueTooth, short
message service (SMS), and commands and control (C&C)
are required to consider [8, 10, 13–15]. Recent research has
been focused on the Android botnet such as DroidDream
[16] as the use of SMS as a covert channel in the mobile
botnet was found. To prevent such incidents, modifying
caller ID numbers is recommended, which solves the en-
countered problems on many mobile OSs. As the caller ID
numbers keep changing, the attacker cannot decide which
data or command to transmit. *ey also need to start
networking services whenever trying to manipulate the
callee. As long as the victim’s smartphone is turned on and
infected by malware, the attacker uses caller ID numbers for
including them as bots without the limits of cost and lo-
cation. However, when the caller ID numbers keep
changing, the smartphone becomes self-protecting and
concealment. Despite the easiness and effectiveness, there
are not many research results on the use of the caller ID
number for preventing mobile botnet infiltration. *us, this
paper focuses on hidden communication and the control
model on the smartphone with the following research
objectives.

We aim to propose a hidden communication model by
using caller IDs to transmit the binary file, a simple and
ingenious mobile botnet covert network based on

adjustable ID units (SIMBAIDU). *is applies to any
platform regardless of its operating system. *rough the
test of the proposed model on Windows Mobile 6 (WM6),
we also intend to use caller IDs to send binary executable
files, which proves that using caller IDs is used for pre-
venting covert channel controls. As the maximum
number of digits of caller IDs is 15 according to the E.164
standard, the experiment results provide a compression
method in encoding transferring files and the permuta-
tions and combinations of the caller IDs. *e model
enables sending commands at different times by using
changing caller IDs. *e proposed model prevents the
infiltration of the mobile botnet, which is applied to the
networks such as general packet radio service (GPRS),
4 G, 5 G, and Wi-Fi for the concealed communication by
modifying the caller IDs.

2. Proposed System and Simulation

2.1. System Structure. *e structure of the proposed system
is shown in Figure 1. *e botmaster or botherder is the
master and manipulator of a botnet. *e victim is the person
with an infiltrated mobile device by malware. Generally, the
attacker makes the bot program that runs automatically after
each reboot and is hidden by the bot program.*e proposed
system uses P8 coding for changing the original caller IDs.
*e caller mechanism here assumes the attacker’s infiltration
and spoofing by using the caller IDs. Any command or
binary execution file is sent through different phone
numbers (caller IDs) and caller ID modification. In the
proposed model, we cooperated with a telecommunication
operator to change the caller IDs.

2.2. Operation of Malware. In hidden communication, the
attacker downloads and sets up malware through social
engineering as unnoticed by the user. *e attacker uses
malicious code for calling which sends binary files and then
issues a command to execute calling. *is is a typical process
of making a botnet. If the malware gives an instruction, it
executes the corresponding operation. With a part of a
binary file, it is hidden in the device. By executing the files,
the malware operates the mobile device as the attacker
wants. Without knowing, the victim may pay extra charges
and start specific programs that delete the data remotely.*e
attacker turns the victim’s device to be a springboard to call
others and tries to infiltrate other devices that are connected
to the victim’s device. *is approach has three essential
features, so-called, three zeros: zero cost to spend, zero
packets to use, and zero chance to be revealed.

In sending binary executable files, Win32 API and the
registry keys are used to capture caller IDs. Caller IDs, in
general, have phone numbers with up to nine digits, ten
different names, and decimal separators. We used phone
numbers as caller IDs in this study. As computers commonly
use hexadecimal from zero to F, using binary files requires
changing caller IDs based on P8 coding. Sending commands
and files demands changing phone numbers as the malware
uses different arrangements and frequencies of the numbers
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based on P8 coding.*e implementation of the arrangement
is a permutation with or without repetition as follows:

permutationswith repetition : n
r commands, (1)

permutationswithout repetition : P(n, r) �
n!

(n − r)!
commands, (2)

where n is the total number of phone numbers and r is the
number of the phone numbers for finding victims. r is
usually determined when the attacker programs the bot
malware. Equations (1) and (2) present the total number of
commands that the attacker issues. To reduce the complexity
of communications when controlling and avoid annoyance,
permutations without repetition are usually used. With
permutations without repetition, the attacker uses one
command for one device or one command for several de-
vices according to the designed order. For instance, six IDs
create 30 available commands (6!/4!� 30). *erefore, it is
enough to use 2 or 3 numbers to issue commands to control
simple malicious behavior.

*e history of calls is recorded by the telecommunication
carrier as long as the callee answers in Taiwan. *us, the
carrier does not have any record of when the attacker in-
filtrates without the callee’s answer. *erefore, the attacker
then hides the identity, and the infiltrated device as a bot
executes any given commands.

2.3. Compression and Encoding

2.3.1. Compression and Decompresssion. *ere are a huge
number of applications that implement on the victim’s
smartphone through the attacker’s call. *e binary exe-
cutable files are sent in general.*us, octal is used to code the
related program and confirm the loss-less data compression.

In the Perfect Octave Coding (P8 Coding), octal couples
with clefs (eight and nine) and a run-length approach. *is
method is based on encoding numbers into musical notes. In
sending, the sender needs to convert the hexadecimal data

into a phone number. As the first step, three bytes of
hexadecimal data are read as shown in Figure 2. At the
second step, hexadecimal codes are converted into binary
codes (Figure 3). *en, the binary codes are packaged into
octal codes (Figure 4). Finally, the codes are compressed to
obtain the second sequence. To packet the second sequence
and to group 15 digits of a phone number, phone numbers
are used as caller IDs for calling the victim’s device.

2.3.2. P8 Coding. When the malware of the victim’s device
receives the decompressed command, its binary executable
file does not appear on the device. Its conversion is carried
out in the reverse order of the sender’s process. *e data
compression uses a run-length encoding method that
combines octal numbers and the number of conversions to
decompress them without error.

A sample of the syntax of P8 coding is similar to music
scores. A clef is used as a flag, and key signatures present the
number of repetitions. Time signatures represent the name
of exact repeating times for coding patterns. Notes are the
numbers from zero to seven. *is system uses the clef, time
signature, notes, and key signatures depending on actual
compression requirements. *e brackets in Figure 5
showing the syntax of the compression represent the op-
tion fields that are optional in compression.

According to the syntax, Figures 6 and 7 show examples
of P8 codings. When a clef is eight, the number of repetitions
is defined from 5 (one digit) to 99 (two digits). When a clef is
9, the number of repetitions is greater than 99. It contin-
uously squeezes adjacent repeating fingers into six or more
numeric characters. As previously described, the number of

Botmaster (botherder)

Caller Mechansim

2. Call

3. Do somthing...
1. Download and setup

(through social engineering)

Internet

Client Bot

Victim

Something

Figure 1: *e structure of the proposed system.
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repetitions is greater than 100, a clef digit is 9. When a key
signature digit indicates the number of repetitions to be 3,
then repeating times are in three digits. For example, in case
of “931342,” “9” is for the number of repetitions greater than
100, “3” indicates the number in three digits, “134” is the
number, and “2” is for repeating the process twice. In the
case of “9410003,” “4” indicates the number in four digits
and the repetition occurs 1000 times. As we use octal codes,
the used numbers 8 and 9 are the signs for information. If a
time signature has only one digit, we need “8” as an end
code.

If the location of bi+1 is 8, then bi must be 0 to 7,
indicating that the number of exact times (bi−1, time
signature) is five to nine. If bi+1 is zero to seven, then bi must
be zero to nine. bi−1 and bi represent ten and nine digits of
the exact times. bi+1 represents the number of digits (in
Figure 8).

*e role of clefs is shown in Figure 9 that represents a
mutually exclusive relation. When the exact time is great
than 100, it resolves the digit of the number of actual times.
*en, that will use the clef of 9 as shown in Figure 7. “8” on

the left is a sign to reveal the meaning of the following digits.
*e purpose of the design is to reduce the amount of data
and for loss-less transmission. “9” as the first digit signals
another encoding rule for “key signature” as follows: “9,”
“the digits of duplicate times,” “duplicate times,” “octal
number.” *is is generalized as the following syntax of P8
coding: “clef 9,” “key signature,” “time signature,” and
“note.”

*erefore, the syntax needs onemore field to indicate the
number of digits of exact times (key signature). *e exact
times from five to nine have a single digit. *en, the file is
compressed with a clef of eight or nine. When the adjacent
number is seven, and the number of exact duplicate times is
nine, as shown in Figure 10. As discussed before, the
compressed length by a duplicate time of 8 or 9 is the same.
We use a clef of 9 for a duplicate time of over 100 and 8 for
that of below 99.

2.4. Simulation. *e experiment was simulating the syntax
on the desktop computer in the Windows 7 operating
system. *e computer was equipped with a 3.00 GHz AMD
Athlon(TM) II X2 250 processor and 2GB of random
access memory (RAM). *e binary files corresponding to
P8 coding were compressed and analyzed by using several
caller IDs. We created a program called “hello-world binary
executable file” whose size was 3500 bytes. *e file displays
the word “hi” in a message box when it modifies or
overrides the function of the smartphone or uses another
Windows API. With the file, we created the other binary
executable file for calling other smartphones.*e size of the
original file was 7680 bytes. *e files were extracted and
converted to a binary file by using a mobile device of HP
iPAQ. *ey used specific phone numbers to execute con-
version and data-saving commands. Windows Mobile 6
Professional Emulator displayed the particular phone
number which they want to release. *e files were pro-
grammed to appear in a specific dictionary by the attacker
and operate.

*e experiment included the following steps: (1) mas-
tering several groups of available phone numbers, (2) calling
the victim’s smartphone to make it a bot, (3) infiltrating into
other smartphones by calling from the smartphone, and (4)
running a simple executable file. As calling and infiltrating
into random smartphones is illegal, we simulated the process
by using Windows Mobile 6 Professional Emulator.

3. Results and Discussion

In the simulation, sending the file to the victim’s smartphone
numbers from calling to executing the file took about 7.8 s on
average. Sending the file to 212 smartphones took 27.5m to
complete the operation. When the file was octal coded, the
size of the file was 9559 bytes which was 2.7 times larger than
the original file. *e compressed file with P8 coding had a
reduced size of 3135 bytes in the second sequence. *e file
compression ratio of the octal coding was 32.8%, while that
of the P8 coding was 87.5%. *is result reveals the com-
pression ability of P8 coding.

CF 0A 30

Figure 2: *e original hexadecimal code.

CF 0A 30

Figure 3: Converted binary codes from the hexadecimal codes.

CF

6 03 6 0 6 05

0A 30

Figure 4: *e octal codes are converted from the binary codes.
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In the process, the data need to be expanded to octal
numbers first. Since P8 coding compresses the file, it is
important to consider the compression ratio in the following
process: another customized binary executable of the file
function, for example, is calling with some of the related
operations. *is original file is 7680 bytes. Octal coding
increased the size to 20482 bytes. After compression by P8

Clef (Clef)Time signature Note
Key
sign.

(a) (b)

Figure 5: *e (a) syntax of P8 coding and (b) music notes.

Duplicate times: 5~99

8 8duplicate times

(‘5’ ~ ‘9’)

number

(‘0’ ~ ‘7’)

(a)

number

(‘0’ ~ ‘7’)
8 duplicate times

(tens digit)

(‘1’ ~ ‘9’)
duplicate times

(units digit)

(‘1’ ~ ‘9’)

(b)

Figure 6: Examples of P8 coding with the clef of 8. (a) Duplicate times of 5 to 9. (b) Duplicate times of 10 to 99.

(‘0’ ~ ‘7’)

9

Duplicate times: above 100

digits

(above ‘3’)

duplicate times
(∗∗∗digit)

duplicate times
(∗∗digit)

3, 4, 5 digit, ... or above

(‘1’ ~ ‘9’)

duplicate times
(∗digit)

(‘0’ ~ ‘9’)

number

(’0’ ~ ‘7’)

Figure 7: Examples of P8 coding with the clef of 9.

bi–1 bi+1bi 

88

(a)

bi–1 bi+1bi 

8 tens
digit

(‘1’ ~ ‘9’) (‘0’ ~ ‘9’) (‘0’ ~ ‘7’)

units
digit

(b)

Figure 8: Compression format of P8 coding.

(if bi+1 == ‘8 ’)

(if bi+1 == ‘0’ ~ ‘7’ )

(Done => bi == ‘0’ ~ ‘7’ )
(Done =>

bi == ‘0’ ~ ‘9’ && (bi–1, bi) = (tens digit, units digit))

Figure 9: Using clefs in P8 coding that is coded by using C++.

8

9

8

9

Duplicate
times

9

Duplicate
times

1

Digits

7

Number

7

Number

Figure 10:*e syntax with a duplicate time of a single digit (5 to 9).
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coding, it decreased to 13446 bytes.*e compression ratio of
the P8 coding was 65.6%. When compared to the size of the
original file, no compression effect was observed.*e file size
was increased by 2.7 times by the octal coding when mul-
tiplying by eight and dividing by three. *e compression
process opened the sequence of octal codes rather than the
original data in the coding method of this study. *us, there
is an indirect compression of the original file. If an improved
compression ratio of the original file is needed, the com-
pression ratio needs to be increased in octal coding. *en,
the compression effect is enhanced. Antivirus software such
as Airscanner Antivirus for Windows Mobile and Trend
Micro Mobile Security Enterprise 5.5 scanning did not
detect the files in the mobile device for the experiment.

4. Conclusions

*is paper proposes a botnet that regulates caller IDs, es-
pecially phone numbers, as a simple and ingenious mobile
botnet covert network based on adjustable ID units (SIM-
BAIDU). SIMBAIDU is the first systematic way to establish
malicious attacks. By using perfect octave coding (P8 cod-
ing), hexadecimal codes are converted into binary codes and
then into octal codes to call and execute a command to
control the infiltrated smartphone. After calling the phone
numbers stored in the victim’s smartphones, a bot program
decompresses the caller IDs of the smartphone and sends
binary executable files. *is process allows manipulating the
victims’ smartphones remotely and establishing covert
channels.

For preventing this approach of establishing the covert
channel, the VoIP carriers need to offer the users the right to
change their caller IDs frequently. Potential threats by
mobile botnets are regarded to be through SMS and wireless
networks yet, but this study proves that caller IDs are also a
covert channel. *e fraudsters from overseas keep trying to
call with modified phone numbers and some websites
provide a tool for changing them. In this situation, the
results of this study show how caller IDs are used as a
channel for cyberattacks using the botnet. As P8 coding is
used for making botnets, the proposed process provides the
basis for suggesting possible defenses to prevent such
threats.
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Most of the existing influence maximization algorithms are not suitable for large-scale social networks due to their high time
complexity or limited influence propagation range. +erefore, a D-RIS (dynamic-reverse reachable set) influence maximization
algorithm is proposed based on the independent cascade model and combined with the reverse reachable set sampling. Under the
premise that the influence propagation function satisfies monotonicity and submodularity, the D-RIS algorithm uses an automatic
debuggingmethod to determine the critical value of the number of reverse reachable sets, which not only obtains a better influence
propagation range but also greatly reduces the time complexity. +e experimental results on the two real datasets of Slashdot and
Epinions show that D-RIS algorithm is close to the CELF (cost-effective lazy-forward) algorithm and higher than RIS algorithm,
HighDegree algorithm, LIR algorithm, and pBmH (population-based metaheuristics) algorithm in influence propagation range.
At the same time, it is significantly better than the CELF algorithm and RIS algorithm in running time, which indicates that D-RIS
algorithm is more suitable for large-scale social network.

1. Introduction

Because the rapid development of social networks, the
number of users, and the scale of information dissemination
continue to expand, the problem of maximizing influence
has received more and more attention. It is widely used in
“viral marketing” [1, 2]. “Viral marketing” is a way to
maximize brand awareness through word-of-mouth effects
among users. +erefore, with limited resources, the key to
maximizing influence is to select the appropriate initial
communication users to maximize the final communication
effect.

Richardson et al. [1] regard the problem of maximizing
influence as an algorithmic problem; that is, under a specific
information dissemination model, select k initial seed node
sets from a social network to maximize the final influence
dissemination range. Kempe et al. [3] proved for the first
time that impact maximization is an NP-hard subject based

on the Independent Cascade model (IC model) [4] and the
Linear +reshold model (LTmodel) [5]. At the same time, a
greedy algorithm (GA) is proposed. +e algorithm selects
the node with the most considerable marginal effect by it-
eration to ensure that it is close to the optimal solution
within the range of (1 − (1/e) − ε). Due to the high time
complexity, this algorithm is not suitable for large-scale
social networks. +erefore, many researchers have proposed
some optimization algorithms for the low efficiency of
greedy algorithms. In 2007, Leskovec et al. [6] proposed the
Cost-Effective Lazy Forwards (CELF) algorithm. It uses the
characteristics of the inter-node influence propagation
function to satisfy the submodularity, which increases the
running speed of the greedy algorithm by 700 times. In 2011,
Goyal et al. [7] proposed the CELF++ algorithm, which
further reduced the time complexity of the CELF algorithm.
+ese algorithms have achieved a certain degree of speed
improvement. However, each time a node is selected to join
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the node set, the increase in the influence of the node is
calculated, so the operating efficiency is still very low, and it
is difficult to apply to large-scale social networks. At present,
most scholars use heuristic algorithms to improve the
running speed. Literature [8, 9] proposed different influence
maximization algorithms on the basis of degree centrality. In
2010, Chen et al. [10] proposed the PMIA algorithm based
on the maximum influence propagation path between
nodes. In 2012, Jung et al. [11] proposed the IRIE heuristic
algorithm for the IC model. In addition, heuristic influence
maximization algorithms based on network topology have
been proposed successively [12–14]. In 2016, Xie et al. [15]
proposed a new heuristic algorithm to improve operational
efficiency. Cao et al. [16] proposed a CCA algorithm based
on K core. Still, these algorithms only focus on the topo-
logical structure of the network and lack a specific theoretical
guarantee, which may cause the algorithm to fail to obtain
the optimal solution. Based on the above problems, Sun et al.
[13] proposed a RIS algorithm that combines theory and
actual efficiency.+e algorithm selects nodes by generating a
certain number of reverse reachable sets and then calculates
node influence many times so that the time complexity is
close to linear, and there is a specific theoretical guarantee.
Although the RIS algorithm has many advantages, it still has
disadvantages such as insufficient accuracy and stability in
selecting the number of the reverse reachable sets.+erefore,
a lot of calculation costs are required in practice.

Any social animal has mutual influence between groups
and individuals. As an advanced social animal with complex
means of communication, interpersonal and social influence
are everywhere in our social life. In-depth understanding of
the generation and transmission mode of influence helps us
understand the behavior of human groups and individuals,
so as to predict people’s behavior and provide reliable basis
and suggestions for the decision-making of government,
institutions, enterprises, and other departments.

In this paper, we propose a dynamic-reverse reachable
set (D-RIS) algorithm based on reverse reachable set. +e
algorithm does not need to preset the theoretical threshold
of the number of reverse reachable sets in advance but based
on the monotonicity and submodularity of the influence
propagation function, set the judgment conditions for
generating the critical value of the random reverse reachable
set, and automatically debugs the generation A certain
number of reverse reachable sets can avoid time wastage
while obtaining a better influence spread range.

2. Influence Maximization Algorithm Based on
Reverse Reachable Set

+e social network is abstracted as a network graph G with a
node-set V (user) and a directed edge set E (the relationship
between users), with G � (V, P, E), |V| � n, |E| � m, and
p ∈ (0, 1). Assume that each edge e in G has a propagation
probability p(E) ∈ (0, 1); then, p(u, v) ∈ p(u, v ∈ V) rep-
resents the probability that node u activates node v. For the
convenience of presentation, Table 1 lists the symbols
commonly used in this article.

2.1. Communication Model and Question Description.
When looking for a specific set of seed nodes with the most
significant influence in social networks, it is necessary to use
a particular spread model to simulate the rules of spreading
information on the network.+e current classic information
dissemination models include the IC model and the LT
model.

+e experiment in this article uses the IC model to
simulate the maximum spread of user influence. In this
model, a directed weighted graph G with n nodes and m
edges is given to represent the underlying network. +e
weight of edge e � (v, u) represents the probability P that
node v propagates to node u along edge e. Nodes in the IC
model are divided into three states: activated state, newly
activated state, and inactive state. Each newly activated node
has one and only one chance to try to start adjacent nodes
that are not activated with probability P. +e higher the
value of P, the greater the possibility of activation. When
there are no influential active nodes in G, the propagation
process ends.+e influence of propagation simulation on the
IC model is started by random propagation from a set of
seed nodes. Let I(S) be the number of random nodes
eventually infected by the propagation simulation process
and E[I(S)] be the ultimate propagation impact of the node
sets. +is model simulates the propagation process of the
infectious disease model [15, 16].+e seed set S is similar to a
group of infected individuals, and the propagation simu-
lation process of activating its adjacent nodes is identical to
the spread of disease from one individual to another.

+e following example describes how influence spreads
in the IC model.

Figure 1 is an initial graph of a social network composed
of four nodes, and the weight on each edge represents the
propagation probability from the outside node to the in-side
node. +e activation probability of all nodes in the social
network is defined as 0.5. +e information propagation
process of the social network is simulated as in Figure 1. S �

a{ } is the initial seed set. Node a is activated at time T1.+en,
at time T2, node a has a probability of 0.2 to activate node c

and probability of 0.8 to activate node d, because of
pac � 0.5>p � 0.2. At time T2, node d is activated,
S � a, d{ }. At time T3, node c and node b have a probability
of 1 being activated by node d. Suppose that node d activates
node c but not node b, which affects the end of the prop-
agation process. Because no new nodes on the network can
be activated, the total number of nodes activated in the
propagation process is 3; that is, I(S) � 3, S� {a, b, c}. If node
b is activated at time node b, then I(S) � 4, S � a, b, c, d{ }.
Since the IC model is a probability model [17], the prop-
agation process and the final propagation result are not
necessarily. +e Monte Carlo method [14] is often used in
experiments to take the average of multiple runs to ensure
the accuracy of the results.

Given the social network G and a constant k, the
problem of maximizing influence is to find a set of seed
nodes S in G so that it has the widest range of influence
under the IC propagation model, that is, finding the node set
S ∈ V and |S| � k such that E[I(S)] is maximum.
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2.2. RIS Algorithm. Borgs et al. [18] proposed the Reverse
Influence Sampling (RIS) algorithm based on the IC model,
which is a completely different influence maximization al-
gorithm from other classic algorithms. +e algorithm in-
troduces a novel reverse reachable set (reverse reachable set,
referred to as RR set) sampling method to replace the Monte
Carlo method to calculate the influence of the expected
propagation of nodes. +e main idea is to generate as few
reverse reachable set samples as possible and, finally, obtain
a near-optimal solution in the range of (1 − (1/e) − ε). +is
algorithm proves that for any ε> 0, it can run in the time of
o(β(m + n)k logn), and the time complexity is approxi-
mately linear time (β is the number of steps to select the
reverse reachable centralized operation).

+e RIS algorithm avoids the limitation of the high time
complexity of the greedy algorithm and also solves the
problem that the heuristic algorithm lacks theoretical
guarantee and cannot obtain the optimal solution. But this
algorithm cannot effectively control the number of random
RR sets. +ey proposed a threshold-based method to gen-
erate random RR sets: when the total number of generated
nodes and edges reaches a predetermined theoretical
threshold, they stop generating random RR sets. Although
this method has approximately linear time complexity, there
is a great correlation between the generation of reverse
reachable sets of fixed theoretical thresholds, and the hidden
constants in practice are large, resulting in two shortcomings
in the RIS algorithm. (1) +e actual RR set sample size
generated is greater than the theoretical threshold. (2) +ere
is no guarantee that the theoretical threshold is the mini-
mum number of samples generated in the RR set. +erefore,

the sample size of the RR set selected by this algorithm is not
accurate, and it is not well suited for solving large-scale social
networks.

2.3. Based on Reverse Reachable Set: D-RIS Algorithm. For
most of the classic influence maximization algorithms, the
time complexity is too high or the optimal solution cannot
be obtained. Based on the IC model and combined with the
reverse reachable set sampling method, we propose a D-RIS
(Dynamic-Reverse Influence Sampling) algorithm for
maximizing influence.

+e D-RIS algorithm is divided into two steps:

(1) Generate a reverse reachable set (RR set): randomly
select n nodes with replacement and generate a set R
of θ node RR sets by performing propagation sim-
ulation on a random graph g. +e value of θ is
determined by the method in Section 2.3.1.

(2) Node selection: use the maximum coverage method
to find k nodes that cover the most RR sets and
return the node set S.

Analyzing the theory of the RIS algorithm, it can be
known that if the sampling number of the random RR sets is
too small, the algorithm will not get the optimal solution due
to insufficient selection of nodes. If the sampling number of
the random RR set is too large, although the error is reduced,
the time complexity will be too high. +erefore, the accuracy
of selecting the seed node set determines the final influence
spread range and time efficiency. +erefore, the research
focus of the algorithm in this paper is how to select the

Table 1: Frequently used notations.

Notation Description
G A social network
n +e number of nodes in G

m +e number of edges in G

k +e size of the seed set of influence maximization
P(E) +e propagation probability of an edge e
S A node set
I(S) +e spread of a node set S in an influence propagation process on G
E[I(S)] +e maximum propagation expectation for a node set
R +e set of all RR sets generated
Rj A random RR set
θ +e critical value of the number of RR sets
α +e ratio of the RR sets

a

c

b

d

0.8

0.2

1

0.2

1

Figure 1: Initial diagram of the influence propagation social network based on the independent cascade model (IC model) seed node set.
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smallest possible RR set sample size, so that the algorithm
can achieve a better balance between the spread of influence
and operating efficiency.

+is paper firstly refers to the sampling method in [17] to
define a unified reverse reachable set sampling framework.
On this basis, Section 2.3.1 puts forward a new critical value
judgment method, which can dynamically select as few RR
set samples as possible. Finally, Section 2.3.2 uses the
maximum coverage method to select the seed node set.

Given a network G � V, E, P, the algorithm captures the
influence propagation process of nodes in G by generating a
set R of random RR sets. Let Rz be a subset of the RR set of
node v, that is, the random RR set of the node. Graph g is a
random graph obtained by removing edge e in G with a
probability of 1 − P(E). +e specific definition and sampling
process are as follows.

Definition 1. Reverse reachable set (RR set)
+e set of reachable nodes in the random graph g (for each

node u in the RR set, there is a directed path from u to v in g).
Sampling process is as follows. (1) Randomly select a

node v ∈ V. (2) Generate a sample random graph g on the
network G. (3) Return the reverse reachable set Rz of node v

in the random graph g.
+e node v in the above sampling process is called the

source in Rz, and all nodes in Rz have a certain probability to
activate the source node v. +erefore, the presence of a
certain node in more RR sets means that more nodes can be
activated, and, at the same time, this node can produce a
larger influence spread range. Based on the same inference, if
the node set S with k nodes covers a large number of RR sets,
the k nodes in the network G have strong propagation ability
to spread to the maximum range; that is,
IS � nPr[SCoversRz]. +erefore, the influence of the node
set S is proportional to the probability that S and the RR set
intersect. So, to solve the problem of maximizing influence,
we determine the lower bound of the R set. Section 2.3.1,
based on this reverse reachable set sampling framework, sets
up a dynamic debugging method to determine the minimum
number of R sets.

Use an example to illustrate the process of generating a
reverse reachable set for the social network G in Figure 1
under the IC model, and set k � 1. Figure 2 shows three
random RR sets g1, g2, g3 generated on G. +ree random RR
sets, R1 � c, a{ }, R2 � d, a{ }, and R3 � b, c, a{ }, generated for
three randomly selected source nodes c, b, and d, respec-
tively. Because node a appears in three randomRR sets, node
a is the most influential node. +erefore, the final return
result is S � a{ }.

2.3.1. Determination of the Number of Reverse Reachable Sets.
Analysis of the selection of the number of random RR sets in
the RIS algorithm shows that the more the number (the
larger the R set), the more accurate the selected seed node
set, but it will cause a waste of time. +erefore, this section
proposes a method to control the number of generated R sets
as small as possible without affecting the final influence
spread.

In the experiment of Section 3.2.1, we found that as the
number of random RR sets increases, the increase in the
spread of influence is not linear but diminishing in utility.
+erefore, the relationship between the number of RR sets
and the influence propagation range function satisfies both
monotonicity and submodularity (diminishing marginal
utility), which is defined as follows.

(1) Monotonicity: set the influence propagation range
function f; for any number of reverse reachable sets
q1 < q2, there are f(q1)≤f(q2)

(2) Submodularity: for the total number of nodes in the
graph t, set the influence propagation range function
f; for the number of reverse reachable sets q1 < q2,
and all a> 0, if q1 < q2 < t, there are
f(q1 + a)≤f(q2 + a)

Based on the above theory, for a given G, the algorithm
sets a critical value θ for the number of randomRR sets, where
θ � n × α (� α is the randomRR set selection ratio).When the
number of random RR sets is less than θ, the maximum
influence spread range cannot be achieved because the
number of random RR sets selected is not enough. When the
number of random RR sets is greater than θ, due to di-
minishing marginal benefits, the range of influence increases
too slowly or no longer increases, resulting in a waste of time.
+erefore, based on the current propagation situation of the
nodes in the network, the algorithm automatically doubles the
generation of reverse reachable sets in each round until the
critical value judgment condition set in Algorithm 1 (line 7) is
met three times, and the number of RR sets generated by the
algorithm is considered to be infinitely close to critical value.
+e specific description is as follows.

Set the influence spread range of this round to fc and the
influence spread range of the last round to fp. Algorithm 1
gives the pseudocode in the process of generating the reverse
reachable set of the D-RIS algorithm. +e specific process is
as follows:

(1) Set the initial reverse reachable set number ratio to a
very small value α (e.g., in Algorithm 1, the value of α
is 0.001; then θ � 0.001n), randomly select nodes
with a ratio of α from the node set S in the graph G to
generate an RR set, and calculate the impact Power
transmission range fc (Algorithm 1: Lines 4–6).

(2) Each round doubles the value of α and calculates the
increase in the spread of influence in this round IC,
which is IC � fc − fp. +e following will make an
effective judgment on the increase in the scope of
influence in this round (Algorithm 1: Line 7); if the
conditions are met, it is determined that this round
of α doubling has no effect on the growth of influence
and may have been close to the critical value:

Judgment condition is as follows: if IC ≤ 0 or
Ic <math · log(Ip, 2). +at is, the increase in the
range of influence of this round is less than or equal
to 0 or less than the result of the root sign of the
increase in the range of influence of the previous
round.
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(3) Repeat the above steps until three consecutives α
doublings are invalid or when the value of α is greater
than or equal to 1 and stop generating reverse
reachable sets. At this time, the number of random
RR sets generated by the algorithm approaches the
critical value.

Suppose the final inverse reachable set ratio is α1, at this
time, a relatively stable and effective critical value of inverse
reachable set θ is obtained, and at this time θ � n × α1.

In the process of dynamic debugging to determine the
value of α, the value of α rises gradually until it approaches
the critical value. Except for the first round, each cycle does
not generate α proportional reverse reachable sets but
generates α/2 proportional reverse reachable sets. We will
scale the previous round α/2 to reverse reachable sets. +e
reached set is stored to combine the reverse reachable set of
the α ratio of the cost round. +at is, the same number of
reverse reachable sets are generated based on the original
reverse reachable sets to double the effect. +erefore, the
time efficiency of the algorithm is greatly improved.

In short, this section proposes a method to determine the
critical value θ of a random RR set based on the monoto-
nicity and submodularity of the influence propagation
function, according to the real-time propagation of nodes in
the network, and follows the reverse reachable set sampling
framework to generate θ reverse reachable sets. Next, the
D-RIS algorithm calls Algorithm 2 in Section 2.3.2 to find
the set of seed nodes S.

2.3.2. Seed Node Selection. +e D-RIS algorithm uses the
maximum coverage method for seed node selection. Al-
gorithm 2 gives the pseudocode at this stage. Given G, k and
the number of reverse reachable sets θ, first, insert the θ
random RR sets generated in Algorithm 1 into the set R. If
S∩Rj ≠∅, the seed set S covers a random RR set Rj and
define CoverR(S) � Rj∈Rmin |S∩Rj|, 1 . +en, define the
approximate value of IS as I(S) � IRS � CoverR(S)/|R|. So,
the specific k iteration process is as follows:

(1) Each time, the algorithm greedily selects a node v

that covers the greatest number of nodes in the R set
(2) Delete all the nodes v in the R set in reverse reachable

set (i.e., the node v in the deleted reverse reachable
set has a path that can be reached through the node)

(3) Add the node v to the set S, update the R set, and
proceed to the next iteration

(4) Selected node set S � k iteration ends

In the process of using the maximum coverage method
to select k node sets, the greedy algorithm is used to re-
peatedly select the nodes that cover the largest marginal
revenue to join the node set S, so the approximate solution of
(1 − (1/e) − ε) can be returned, and the nearly linear time
complexity can be obtained.

+e D-RIS algorithm mainly includes two stages. In the
first stage, n nodes are randomly selected to generate θ
reverse reachable sets, among which θ � n × α (α< 1) and
the time complexity is o(θ). For any randomly selected node
vj, suppose the time complexity of the reverse reachable set
generated by propagation simulation based on a certain
propagation model is o(θ), where EVP is the width of the
random RR set (i.e., the number of directed edges pointing
to the node vj in the random graph g), and the time
complexity of the first stage of the D-RIS algorithm is
o(θ × EPV). +e maximum coverage method used in the
second stage selects k nodes using greedy thinking, which
can get linear time complexity. So, the time complexity of the
D-RIS algorithm is o(θ × EPV). We have the time com-
plexity of the greedy algorithm o(kmnr), with r representing
the number of times Monte Carlo sampling is used, and n

and m represent the total number of nodes and edges in the
network G, respectively. +e values of n, m, r are commonly
very large. In contrast, D-RIS algorithm has better time
complexity. Besides, compared with the RIS algorithm that
can also achieve linear time complexity, the D-RIS algorithm
is more accurate and reasonable in the selection of the
number of reverse reachable sets.+e experiment also shows
that the operating efficiency of the D-RIS algorithm has a
better advantage. According to the above analysis, it can be
concluded that the D-RIS algorithm is more suitable for
large-scale social networks.

3. Experiments and Results

3.1. Datasets. In order to verify the timeliness of the D-RIS
influence maximization algorithm, we use two real datasets
for experiments. As shown in Table 2, the first Slashdot
dataset [19] is a dataset of friends sharing technology in-
formation websites. +e site allows users to mark each other
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Figure 2:+ree random graphs generated based on the social network in Figure 1. (a) Random graph g1, (b) Random graph g2, (c) Random
graph g3.
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as “friends” or “enemies.” Of these, 76.7% of the nodes are in
“friend” relationships. Some nodes with few or isolated
social relationships are meaningless for the study of influ-
ence maximization. +erefore, we need to preprocess the
original dataset and only select the nodes with a large
number of social relationships.

In order to facilitate the comparison between different
algorithms, in this paper, we processed the dataset and kept
the friendship between 10,000 nodes. +e number of friends
after preprocessing is 36,338. +e second dataset, Epinions
[19], is an online social network based on trust. It is a dataset
containing multiple relationships. If there is a directed edge
from node to node, the node trusts the node. In this paper,
we preserved the trust relationship of 10,000 nodes after
preprocessing this dataset, which can be downloaded from
the Stanford large network dataset website.

3.2. Experimental Results and Analysis. +e information
dissemination model used in the experiment is the

independent cascade (IC) model, and the dissemination
probability is set to 0.08. +e experiment was run 10,000
times in Monte Carlo and averaged to obtain the influence
propagation range of the simulated propagation process. In
order to verify the rationality and timeliness of the D-RIS
algorithm, the comparative experiment algorithms we se-
lected are currently five representative algorithms:

CELF algorithm is an improved algorithm of greedy
algorithm. +e core idea is basically the same, and the
efficiency is improved by hundredfold. +erefore, this
paper selects the CELF algorithm as a contrast algo-
rithm with greedy thinking.
HighDegree algorithm [20] is the most classic heuristic
algorithm based on node centrality; K nodes with the
largest degree value are selected as the seed node set.
LIR algorithm [13] is a heuristic algorithm based on
topological structure. +is algorithm selects the node
with the largest local degree value and sorts it and then
selects the seed node set.

Input: G � (V, P, E), k

Output: S, α
R � ∅, α � 0.001, Ip � 0, fp � 0
While (α< 1&& flag< 3)

Generate a set of seed nodes with α ratio
z←Simulate influence spread()

generate θ random RR sets and add all Rz to R

fc � Cnt fc(), Ic � fc − fp

if Ic ≤ 0 or (Ip > 0 and Ic <math · log(Ip, 2))
flag � flag + 1

else flag � 0, fp � fc

if flag � 2
break

proportion � proportion∗ 2
return S, α

ALGORITHM 1: D-RIS algorithm (generate reverse reachable set).

Input: G � (V, P, E), k, number of RR sets
Output: S

S←∅
for i � 1 to k do
v � max coverage()

add v to S

for RR sets contain v

remove all RR Sets fromR

return S

ALGORITHM 2: D-RIS algorithm (node selection).

Table 2: Dataset information.

No. Dataset Nodes Edges
1 Slashdot 77357 516575
2 Epinions 75879 508837
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pBmH algorithm [14] is a heuristic algorithm, which is
based on topological structure; this algorithm takes into
account the influence of nodes by multiple neighbor
nodes and avoids the phenomenon of rich clubs.
RIS algorithm [17] is an algorithm based on reverse
reachable set sampling that generates a certain theo-
retical threshold number of reverse reachable sets and
then selects the seed node set.

We set up the simulation experiment as follows:

D-RIS algorithm rule verification uses the Slashdot
dataset to verify and analyze the monotonicity and
submodality of the influence propagation function in
the RIS algorithm and test this rule on the D-RIS
algorithm.
D-RIS algorithm and RIS algorithm comparison ex-
periment verification, the number of reverse reachable
sets of different ratios of the RIS algorithm is set on the
two datasets of Slashdot and Epinions, which will affect
the D-RIS algorithm separately. +e influence propa-
gation range and running time are compared and
analyzed
Comparison of D-RIS algorithm with other four classic
algorithms: Section 3.2.3 of the experiment compares
D-RIS algorithm with CELF algorithm, HighDegree
algorithm, LIR algorithm, and pBmH algorithm on two
different real datasets for influence propagation range,
and the comparative analysis of running time verifies
that the D-RIS algorithm has better timeliness than that
of existing algorithms.

3.2.1. D-RIS Algorithm Rule Verification. Set k � 5; the RIS
algorithm starts to iterate from α � 0.001 and double the
ratio of the reverse reachable set in each round until three
consecutive doublings are invalid or stop.

It can be seen from Figure 3 that as the reverse reachable
set ratio becomes larger, the front part of the curve shows an
upward trend. +e spread of influence continues to increase,
which shows that the spread of influence of the RIS algorithm
and the D-RIS algorithm is monotonic. In the RIS algorithm,
when the reverse reachable set ratio is more significant than
0.01, the upward curve with the number of reverse reachable
sets tends to be flat. +is shows that the influence spreading
function has the property of diminishing marginal effects due
to the submodularity. From the curve in the figure, it can be
seen that the expansion of the influence range gradually
weakens. When the reverse reachable set ratio is 0.03, the
curve’s downward trend is slow, which is in line with the
actual situation. +eoretically, the influence propagation
range of the algorithm is monotonic. Due to the probability
model’s use as the propagation model, there are inevitable
fluctuations in the experiment.

Figure 3 verifies that the basic reverse reachable sets
influence propagation function has certain rules based on
monotonicity and submodularity. With this rule, the RIS
algorithm can be improved, which is also the theoretical
basis of the D-RIS algorithm proposed in this paper. In the

figure, the D-RIS algorithm is also verified on the real
dataset, and the result shows that the upward trend of the
curve increases with the increase of the number of reverse
reachable sets and then becomes flat. +e D-RIS algorithm
only needs to preset a smaller reverse reachable set ratio,
and it can automatically double the debugging ratio until
the condition is met. It avoids the problem that the un-
reasonable selection of the reverse reachable set ratio in
the RIS algorithm leads to the failure of the optimal
propagation range or the wasted time. +is experiment
shows that the D-RIS algorithm has certain rationality and
practical significance.

3.2.2. D-RIS Algorithm and RIS Algorithm Comparison
Experiment Verification. Set the reverse reachable set ratio
of the RIS algorithm to 0.001, 0.2, and 0.5. Compare the
influence spread range and running time with the D-RIS
algorithm on two different datasets. Figures 4–9 are the
comparative experimental results of the two algorithms on
two different datasets.

(1) Set the reverse reachable set ratio of the RIS algo-
rithm to 0.001: when the RIS algorithm’s reverse
reachable set ratio is 0.001 (Figures 4 and 5), the RIS
algorithm runs fast, but the influence spread is
smaller than the D-RIS algorithm. Especially when
the k value is low, there is a doubled gap in the spread
of influence between the two. +is is because the
threshold of the number of reverse reachable sets in
the RIS algorithm is too small, which results in the
insufficient number of seed nodes selected, which
affects the final propagation range of the algorithm.

(2) Set the reverse reachable set ratio of the RIS algo-
rithm to 0.2: as shown in Figures 6 and 7, when the
reverse reachable set ratio of the RIS algorithm is 0.2.
In the Slashdot dataset, the influence spread of the
two algorithms is close, but the time efficiency of the
D-RIS algorithm is higher than that of the RIS al-
gorithm. In the Epinions dataset, the D-RIS algo-
rithm greatly improves the running time under the
premise of obtaining a larger influence spread range,
and the larger the selected seed node set, the more
obvious the advantage.

(3) Set the reverse reachable set ratio of the RIS algo-
rithm to 0.5: as shown in Figures 8 and 9, the RIS
algorithm sets the reverse reachable set ratio to 0.5.
On the two datasets, the D-RIS algorithm has a better
spread range of influence, and the operating effi-
ciency is much higher than that of the RIS algorithm.
It can be seen that a too large reverse reachable set
ratio will result in a waste of the final time cost of the
algorithm. For the Slashdot dataset, the running time
of the RIS algorithm is more than twice that of the
D-RIS algorithm. For the Epinions dataset, the
running time of the RIS algorithm is more than 7
times that of the D-RIS algorithm. +erefore, the
D-RIS algorithm in this article is in the running time.
+e advantages are more obvious.
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Figure 5: Comparisons of the experimental results of the RIS algorithm (reverse reachable set ratio is 0.001) and the D-RIS algorithm on the
Epinions. (a) Comparisons of influence spread range and (b) comparisons of running time.
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Figure 4: Comparisons of the experimental results of the RIS algorithm (reverse reachable set ratio is 0.001) and the D-RIS algorithm on the
Slashdot. (a) Comparisons of influence spread range and (b) comparisons of running time.
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Figure 3: Relation between influence spread range and reverse reachable sets of the RIS algorithm and the D-RIS algorithm on Slashdot.
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In summary, through experimental verification on two
real datasets, it can be seen that when the theoretical
threshold of the reverse reachable set of the RIS algorithm
is set too small, the influence propagation range is small.
When the theoretical threshold of the reverse reachable
set is too large, the time efficiency of the RIS algorithm is
too poor. +e D-RIS algorithm can achieve a better in-
fluence spreading range and at the same time run more
efficiently.

In addition, compared with the RIS algorithm, the D-RIS
algorithm avoids the inaccurate setting of the theoretical
threshold of the number of reverse reachable sets, which
leads to the problem of not reaching the optimal influence
propagation range or causing a large waste of time. For the

current complex social networks, the D-RIS algorithm does
not require repeated calculations, and the algorithm auto-
matically debugs to generate a certain ratio of reverse
reachable set that is also more suitable for subsequent
network structure changes. +erefore, the D-RIS algorithm
has certain practical significance.

3.2.3. Comparison of D-RIS Algorithm with Other Four
Classic Algorithms. On two different data sets, the D-RIS
algorithm is compared with the heuristic HighDegree al-
gorithm, LIR algorithm, and pBmH algorithm and the
greedy-based CELF algorithm to compare the influence
propagation range and running time.
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Figure 7: Comparisons of the experimental results of the RIS algorithm (reverse reachable set ratio is 0.2) and the D-RIS algorithm on the
Epinions. (a) Comparisons of influence spread range and (b) comparisons of running time.
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Figure 6: Comparisons of the experimental results of the RIS algorithm (reverse reachable set ratio is 0.2) and the D-RIS algorithm on the
Slashdot. (a) Comparisons of influence spread range and (b) comparisons of running time.
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According to the analysis of the experimental results in
Figure 10 (Slashdot dataset) and Figure 11 (Epinions
dataset), we have the following:

(a) +e influence propagation range of the D-RIS al-
gorithm is basically similar to the CELF algorithm
which is close to the optimal solution within the (1 −

(1/e) − ε) range. But D-RIS runs faster, and the
larger the seed node set, the more obvious the ad-
vantage; the difference is close to hundreds of times;
this is because the CELF algorithm uses the Monte

Carlo method for calculations, resulting in extremely
high time complexity, so D-RIS algorithm is more
suitable for large-scale social networks.

(b) Compared with heuristic algorithms (HighDegree
algorithm, LIR algorithm, and pBmH algorithm),
although the D-RIS algorithm performs poorly in
terms of running speed, the spread of the algorithm’s
influence is much higher than these heuristic algo-
rithms. In the Epinions dataset, the influence spread
of the heuristic algorithm is only about 50% of that of

k = 5 k = 10 k = 15 k = 20 k = 25 k = 30k = 1
Number of seeds (k)

700

750

800

850

900

950

In
flu

en
ce

 sp
re

ad
 ra

ng
e

D-RIS algorithm
RIS algorithm

(a)

500

600

700

800

900

1000

1100

1200

1300

Ru
nn

in
g 

tim
e (

s)

k = 5 k = 10 k = 15 k = 20 k = 25 k = 30k = 1
Number of seeds (k)

D-RIS algorithm
RIS algorithm

(b)

Figure 8: Comparisons of the experimental results of the RIS algorithm (reverse reachable set ratio is 0.5) and the D-RIS algorithm on the
Slashdot. (a) Comparisons of influence spread range and (b) Comparisons of running time.
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Figure 9: Comparisons of the experimental results of the RIS algorithm (reverse reachable set ratio is 0.5) and the D-RIS algorithm on the
Epinions. (a) Comparisons of influence spread range and (b) Comparisons of running time.
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the D-RIS algorithm. In the Slashdot dataset, the
D-RIS algorithm has more obvious advantages in
spreading influence. It can be seen that although the
heuristic algorithm has extremely high operating ef-
ficiency, it does not take into account that the complex
network follow-up structure results in the selection of
seed nodes that are not accurate enough, and the
spread of influence is small, and the optimal solution
is not reached. In addition, the stability of the heuristic
algorithm is not good in different datasets.

Based on the comparative experimental analysis of the
above algorithms, it can be seen that the D-RIS algorithm

proposed in this paper has achieved a good balance between
the influence spread range and time efficiency and has
shown good versatility and stability and is more suitable for
large-scale social networks.

4. Conclusions

In this paper, we propose a D-RIS influence maximization
algorithm based on the independent cascade model com-
bined with the reverse reachable set. Compared with the
traditional RIS algorithm, the above algorithm obtains the
number of reverse reachable sets by setting the automatic
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Figure 11: Comparisons of the running time of the five algorithms on Epinions. (a) Comparisons of influence spread range and
(b) comparisons of running time; the result of the ordinate is the result of taking the logarithm of 2.
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Figure 10: Comparisons of the running time of the five algorithms on Slashdot. (a) Comparisons of influence spread range and
(b) comparisons of running time; the result of the ordinate is the result of taking the logarithm of 2.
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tuning threshold instead of the fixed threshold. +e ex-
perimental results show that D-RIS algorithm is close to
CELF algorithm and higher than RIS algorithm, HighDegree
algorithm, LIR algorithm, and pBmH algorithm in the
spread of influence, and it is significantly better than CELF
algorithm and RIS algorithm in running time.+erefore, the
D-RIS algorithm proposed in this paper has dual advantages
in terms of time efficiency and influence spread and can be
applied to structural changes and large-scale social networks.
In the following research, we will focus on extending the
D-RIS algorithm to a more realistic multirelationship in-
fluence propagation model and improve the efficiency of the
D-RIS algorithm.
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In view of the slow speed and poor effect of real-time rendering of large-scale reservoir geological grid model, a new grid model
hidden algorithm is proposed by analyzing the Eclipse reservoir grid model storage format, grid model representation, and cell
sorting rule, which optimizes the original grid data and improves the rendering speed of reservoir grid model. /e algorithm in
this paper eliminates hidden points and faces according to the topological relationship of the grid, and finally, only the visible
point and face data are extracted as the final visual input data. /rough the realization of 3D visualization software of reservoir
geological model and well trajectory, the correctness and efficiency of the hidden algorithm are verified. In the software, firstly, the
number of display grids is effectively reduced by preprocessing, and the 3D graphics technology of WPF and helix is adopted to
realize the high-efficiency display of reservoir grids./e comparison test of different scale reservoir models shows that the method
can reduce the point and surface data by more than 85% and shows that the speed optimization effect is significant./e 3D display
function realizes the interactive functions such as roaming, zooming, and viewpoint switching of the reservoir model, truly reveals
again the geological environment and borehole information of underground drilling, which is helpful for drilling interpretation
and decision-making, provides a reasonable drilling tracking geological target drilling scheme for the drilling process, and realizes
the seamless connection of geological engineering integration.

1. Introduction

Geological engineering integration, as an effective workflow for
exploration and development of unconventional oil and gas
reservoirs, has become a broad consensus in the industry [1–6]
which covers professional fields such as geology, reservoir,
geophysical exploration, drilling, mud logging, well testing,
production testing, oil and gas production, and downhole
operation. /e “geology” here does not specifically refer to the
geological discipline in the sense of discipline but generally
refers to the multidisciplinary comprehensive research work
centered on reservoir, including reservoir characterization,
geological modeling, and so on [7–12]. “Engineering” refers to a
series of engineering technology application and solution op-
timization from drilling to production in the process of ex-
ploration and development. During the drilling process, three-
dimensional engineering geological data are loaded into a

unified three-dimensional model, and the three-dimensional
scene of the underground space is vividly displayed through
software display, which can establish a good communication
channel for engineering and geological experts and better realize
multidiscipline cooperation. /is is one of the important
manifestation forms of geological engineering integration. At
present, the theoretical research and technical methods of 3D
reservoir visualization in China are still in the exploratory stage.

Reservoir geological model is the foundation and core of
geological engineering integration of oil and gas exploration
and development. Its visualization technology based on 3D
geological model of reservoir makes use of the characteristics
of virtual reality to truly reproduce the distribution law of
reservoir in underground space, and developers can intui-
tively study complex geological structure and analyze ex-
ploration results. Mature large-scale commercial application
software mostly contains 3D visualization modeling module.
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In order to study and utilize geological research results in
mainstream commercial software, it is necessary to analyze
grid description methods of different software and write
corresponding processing programs to realize efficient vi-
sualization of 3D geological model. /e organization,
loading, and visualization of large-scale reservoir model data
require high storage capacity, processing speed, and drawing
speed of computer. When rotating and scaling interactive
operations are carried out, the amount of calculation data is
huge, and the display speed is slow and discontinuous
[13–16].

In this paper, the reservoir model is optimized according
to the needs of geological engineering integration. By an-
alyzing the commonly used file format of reservoir model
data in Eclipse, extracting the required data, and blanking
the reservoir grid, the amount of file data is greatly reduced.
At the same time, combined with the latest 3D graphical
interface, the efficiency of transmission and display of res-
ervoir model is comprehensively improved, which meets the
needs of model drawing and visualization platform con-
struction under large-scale reservoir geological data.

To realize the modular development of grid blanking,
first read the file, and then extract the read file data. After the
data is extracted, it is processed to judge whether the face is
completely repeated by judging the coordinate values of 12
points. If the 12 values are exactly the same, the face is
repeated; otherwise, it is not repeated. After all the faces of
the mesh are judged, the display and hide relations of all the
faces are obtained. At this time, as long as the points on the
display surface are all the points that need to be displayed,
after all the points on the display surface are displayed, all the
points that need to be displayed will be displayed, and the
relationship between the display and hiding of the points will
be clear. At this time, the displayed points will be repeated,
because one point may be used by multiple displayed faces.
/ese points that need to be used repeatedly do not need to
be displayed repeatedly; they only need to be displayed once.
/erefore, it is necessary to arrange the displayed points in
the order of natural numbers, and all the displayed points are
only arranged once. After sorting, the point set is obtained.
At the beginning, the coordinates of points are stored in
double type, and the displayed surface is composed of 4
points with 3 values for each point, that is, 12 double type
storage values. After the surface set is represented by the
point set, a point is composed of four integers, that is, four
int type values. It is self-evident that this processing im-
proves the computational efficiency by 5 times and greatly
improves the display effect.

2. Reservoir Model Data Format

Eclipse is the most commonly used reservoir numerical
simulation software, so reservoir departments can gen-
erally provide reservoir model data files in Eclipse format.
Firstly, this paper interprets the file format of Eclipse
model and extracts data content and grid data by key-
words according to the attributes to be displayed in vi-
sualization, which provides input data for the next step of
blanking optimization.

Eclipse reservoir model adopts hexahedron grid, and its
basic unit is convex hexahedron. /e model file contains
multiple data files to describe different contents./e data file
types are shown in Table 1.

Model data is stored in sections according to keywords.
When the software loads data, it can determine the content
of subsequent data according to keywords when corre-
sponding keywords are encountered. Common keywords of
Eclipse are shown in Table 2.

/e data files are stored in text format and binary format,
among which the data files in text format can be viewed
directly by text editor, which is easy to read, but it is not
conducive to computer processing, with large amount of
data and low processing efficiency. Binary files cannot be
viewed directly by text, but they can be loaded into com-
puters quickly, with small amount of data and high pro-
cessing efficiency. /e following are introduced separately.

2.1. Text Formatting. Take the FGRID grid file in Eclipse as
an example, as shown in Figure 1.

Its basic format is segmented according to keywords; for
example, dimensions keyword is used to describe dimen-
sions, COORDS keyword is used to describe coordinates of
cells, and CORNERS keyword is used to describe coordi-
nates of corners. Because the text format can be read directly,
it can be read programmatically according to the meaning of
keywords.

2.2. Binary Format. /ere are five data types in Eclipse
binary files, as shown in Table 3.

/e main point is that the binary type byte coding order
of Eclipse file is Big Endian, which is different from the
commonly used x86 CPU byte coding order Little Endian. If
x86 CPU is adopted, the byte order needs to be reversed
when loading data. A perfect computer program can de-
termine the coding order of CPU by dynamically judging
byte order at runtime, so as to dynamically determine
whether the coding order needs to be processed, which is
particularly important for cross-platform development.

3. Reservoir Model Pretreatment

/e grid data of reservoir model is very huge. In the visu-
alization process, if all grids are displayed directly, it will
bring great pressure to the display card, and the general
display card can hardly meet the display requirements. On
the basis of analyzing the rules of reservoir geological grid
data, this paper puts forward a new grid blanking algorithm,
optimizes the original grid data, compiles three-dimensional
visualization software, and realizes interactive functions
such as roaming, zooming, and viewpoint switching of
reservoir model in three-dimensional environment. After
analysis, there are a large number of occlusion relations
among the cells of the grid. On the premise of not affecting
the display effect of the reservoir model, the repeated vertices
and faces in a large number of 3D cells are hidden and
simplified, and finally only the points and faces on the
surface can be displayed to achieve the same visualization
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purpose, and at the same time, the data needed for display
can be greatly reduced, the display efficiency can be im-
proved, and the demand for hardware can be reduced.

At the same time, most of the numerical simulation
parameters in the model file need not be used in the vi-
sualization process, and it is also invalid to transmit this part
of data in the network. By preprocessing with software,
extracting the data needed for visualization, and storing and
transmitting it in an efficient way, the amount of data stored
and transmitted can be effectively reduced and the efficiency
can be improved.

/e pretreatment of reservoir model mainly includes two
aspects, one is the blanking calculation of grid model [17],
and the other is the efficient storage of blanking results.

According to the characteristics of reservoir geological
model grid, this paper puts forward a hidden algorithm
based on topological relation of cells, which realizes fast
hidden calculation through a set of predefined data of point
and plane association relations. /is method is fast and
stable and has achieved satisfactory results in practical ap-
plication. /e following is the main implementation process
of the algorithm.

3.1. Cell Hexahedron Definition. /e reservoir model is
described by hexahedron corner grid. A reservoir grid is
composed of NX×NY×NZ hexahedron (cells). /ese cells
are not disordered but arranged in an orderly manner along
theX, Y, and Z directions./erefore, knowing the number of
a cell can determine the position of the cell in the whole grid
and its adjacent cells.

First, define a cell, as shown in Figure 2.
As shown in the figure, the numbers of the six faces of

each cell are 0, front; 1, back; 2, left; 3, right; 4, up; and 5-

down, with eight vertices: the upper four vertices are
numbered from 0 to 3 in counterclockwise order, and the
lower four vertices are numbered from 4 to 7.

3.2. HiddenData of Reservoir Grid. In this paper, the hidden
algorithm eliminates hidden points and faces according to
the topological relations of meshes, in which hidden faces
refer to faces where four vertices of two hexahedrons co-
incide completely. /e strategy of the algorithm is to solve
the visible point set and face set of the effective grid. Firstly,
the algorithm judges the validity of the grid, scans and
calculates according to the X, Y, and Z directions of the cells,
judges the coincidence of six faces and adjacent faces of the
effective grid, and eliminates the overlapping faces and
vertices according to the visibility of the faces. Finally, only
the visible point and face data are extracted as the input data
of the final visualization, in which the point set also con-
siders the processing problem of coincidence points, thus
obtaining an efficient and concise blanking method.

As shown in Figure 3, observing the grid, if the coor-
dinates of four vertices of adjacent faces of adjacent grids
coincide completely, then these two faces can be hidden, and
if all three faces adjacent to each vertex are hidden faces, the
points are changed to hidden points, so the coordinate
values of this point do not need to be used when displaying
the grid, and only one coincident visible point needs to be
kept.

3.2.1. Hidden Data of Reservoir Grid. /e basic steps of grid
model blanking algorithm are shown in Figure 4.

(i) Initialize according to the validity of cells, and set
six faces of all valid grids as visible, and six faces of
invalid grids as invisible.

(ii) Traverse each cell Cell(i, j, k), in which
(1≤ i≤NX, 1≤ j≤NY, 1≤ k≤NZ).

(iii) Determine whether the current cell is valid. If it is
valid, continue the blanking calculation; otherwise,
go to step (2).

(iv) Find adjacent right, back, and lower cells, re-
spectively, that is, Cell(i + 1, j, k), Cell(i, j + 1, k),
and Cell(i, j, k + 1), to determine the visibility of
faces 3, 1, and 5. If the adjacent cells are invalid, the
faces are visible. Otherwise, if the adjacent faces,
i.e., 2, 0, and 4, do not coincide with this face, then
both faces are visible; otherwise, they are invisible.
Note that, in this step, the visibility of 2, 0, and 4
sides of adjacent cells has been confirmed, so the
current cell only needs to judge the visibility of 3, 1,
and 5 sides.

(v) According to the visibility of six faces of the
current cell, determine the visibility of eight ver-
tices, that is, if all three faces adjacent to each vertex
are invisible, the point is hidden; otherwise, the
point is visible.

(vi) According to the visibility of vertices, determine
which vertices need to be output to the final point

Table 1: Data files included in the Eclipse model.

Filename Function
∗ .GRID or ∗ .FGRID Grid file in text format
∗ .EGRID Grid file in binary format
∗ .INIT or ∗ .FINIT Property file
∗ .PRT Report output file
∗ .LOG Output report during background job
∗ .DBG Debugging file
∗ .SAVE Restart files quickly
∗ .RFT Calculation results of RFT
∗ .FLUX Flow boundary

Table 2: Common keywords of the Eclipse model.

Keywords Data

RUNSPEC Basic information such as the dimension of the
model

GRID Model grid and attribute data
EDIT Edit pore volume and conductivity
PROPS PVT properties of fluids and rock data
REGIONS Partition data
SOLUTION Balance area data
SUMMARY Output of calculation result
SCHEDULE Dynamic data

Mathematical Problems in Engineering 3



set. However, in this step, it is necessary to consider
that the vertices may coincide with the previous
cell vertices. To avoid outputting duplicate vertices,
it is necessary to compare the left, front, and upper
vertices. Only when the adjacent vertices do not
coincide, the corresponding vertices will be output,
and the index of each visible vertex will be recorded
at the same time.

(vii) Judging whether the traversal is completed.
(viii) All visible vertices are output to the final point set,

and each visible face is output according to the
index of the visible vertices. For each face, only
four vertex index values of the face need to be
output, and the final result is saved to the data file
after blanking.

3.2.2. Efficient Blanking Calculation. In order to make the
program more concise and efficient, the software designed a
set of calculation tables according to the topological relations
of cells for fast calculation.

/e data in Table 4 is used for face blanking, from which
it can be seen that only a three-step cycle is needed, and the

adjacent cells in the corresponding direction can be found
according to the increment of data i, j, k J, and K in each row.
According to the blanking face index and the adjacent face
index, the faces to be compared can be determined, and the
visibility can be determined only by comparing the vertices
in the blanking face vertex index and the adjacent face vertex
index.

Whether any vertex in a cell is visible or not can be
judged by the visibility of the face where the point is
located. It can be seen from the graph observation that
each vertex is on three faces, and if any face is visible, the
point is visible. /e data in Table 5 is used for vertex
blanking calculation. For any p point in the cell, 0 ≤ p ≤ 7,
and its visibility can be determined only by looking at the
visibility of three adjacent faces in the corresponding row
in the table.

3.2.3. Optimization of Blanking Results. Based on the above
calculation, the visible and visible points of each cell can be
obtained, but the vertices of these faces may overlap. In the
process of visualization, the data of coincidence points will
occupy a large amount of memory of the graphics card, so it
is necessary to further optimize it./e optimization goal is to
get a point set and a face set, in which there are no coincident
points in the point set, and all visible faces can be repre-
sented by these points.

First, process the cells one by one. When the visible
points are found, check whether there are overlapping points
on the adjacent upper, front, and left sides according to the
data shown in Table 6. If there are no overlapping points,
output the point to the point set, and record the index value
of the point in point set, that is, the order attribute of the cell;
otherwise, use the index value of the previously appearing
points.

Figure 1: FGRID data file.

Table 3: Data types of the Eclipse model.

Type
name

Data
type Length Remarks

INTE int 4 4-byte integer
REAL float 4 Single precision floating point
CHAR char 1 Character
LOGI bool 4 Logical type

DOUB double 8 Double precision floating point
number
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/e number of each group represents the index of the
point which may be adjacent to the point among the upper,
front, and left cells of the cell. If the point is not adjacent to
the corresponding cell, the index of the point is set to −1.
With this set of constants, you can quickly output the point
set of noncoincident points in the cell.

After the above processing, the optimized point set data
with eliminated coincidence points can be obtained, and
only the indexes of the four vertex coordinates in the point
set need to be given when the visible faces are expressed.

3.3. Storage of BlankingResults. Saving the result of blanking
calculation as a data file is beneficial to reduce the amount of
data transmitted by the network, is easy to encode and parse,
and has good self-description and scalability.

By investigating various text and binary data formats,
such as XML, JSON, BSON, MsgPack, etc., the MsgPack
format is determined as the basic format, which is a binary
format similar to JSON format and has good self-description
and extensibility. Generally, the data amount is 1/20 of XML
and 1/10 of JSON. Almost all systems and development
languages provide support for MsgPack format.

4. Efficient Visualization of Reservoir Model

4.1. VisualMapping of Reservoir Data. Obtaining a grid data
set in a unified format for visualization is the data pre-
processing in the prestage of scientific computing visuali-
zation process, which is called data manipulation. /e next
step is to display the data grid, including visual mapping and
drawing. Study and analyze the visual mapping scheme, and
find the appropriate image display effect and man-machine
interaction mode.

4.2. Visual Rendering of ReservoirData. /e drawing process
of reservoir grid includes① drawing geometric shape based
on data, including grid and well trajectory, ② determining
the relationship between cell parameters and colors, that is,
cell coloring, and③ control of 3D objects, such as rotation,
translation, and scaling [18].

4.2.1. Grid Drawing. /e key to the display of reservoir
model is the grid processing and display [19–23]. /ere is a
huge amount of data in reservoir model, which must be
preprocessed before displaying. /e grid is composed of a
series of hexahedrons, in which a large number of cells are
continuous and have a mutual shielding relationship; that is,
the surfaces of many cells are invisible because of over-
lapping. In the process of visualization, it is meaningless to
display these overlapping surfaces, which will only increase
the display burden and affect the performance. In the
preprocessing process, all hidden points and faces need to be
eliminated according to the topological relations of cells, so
as to reduce the amount of displayed data.

Taking a medium-sized model as an example, the size of
the model is 132× 92× 45� 564,300 cells, including 182,104
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Initialize

Effective grid

Compare with the opposite
faces of adjacent right, back,
and lower cells to determine

the visibility of faces

Calculate the visibility of the
current eight mesh vertices

Calculate the order of visible
vertices in the current mesh

End of
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Traverse grid

Calculate the visible point set
and face of the final mesh

Save and exit
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Figure 4: Flow chart of grid blanking.
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effective cells, 1,092,624 points, and 1,092,624 faces. After
preprocessing, the visible points are reduced to 171,611 and
the visible faces are reduced to 153, as shown in Table 7.

/e reservoir model inherits the MeshGeome-
tryModel3D, allowing developers to specify location, com-
mon, and texture coordinate information./e key point is to
construct the Geometry object through the MeshBuilder
class, in which the key attributes are vertex Positions, Tri-
angleIndices, triangle Normals, and TextureCoordinates.
/e reservoir grid is composed of a series of quadrangles, as
shown in Figure 5 for a single quadrangle.

/e basic element of 3D graphics is triangle, so a
quadrilateral is divided into two triangles (p0, p1, p2) and
(p2, p3, p0). /e normal vector n is

N � p1 − p0(  × p3 − p0( ( . (1)

/e material is Color Stripe Material, and the material
coordinate (u, v) is

(u, v) �
V − Vmin( 

Vmax − Vmin( 
, 0 , (2)

where V is cell attribute value, Vmin is minimum attribute
value, and Vmax is maximum value of attribute value.

4.2.2. Grid Coloring. Color codemodule is the foundation of
the whole 3D visualization module, and the design of color

code module directly determines the visualization effect. In
the process of visualization, the corresponding attributes of
reservoir model can be expressed in different colors, because
using colors can better show the trend of the whole for-
mation and the distribution of attributes, and it is easier to
judge the current state of the region, so it is very important to
design a good color coding system. In this paper, the grid is
colored by color code. By choosing different color codes, the
grid can be colored with different effects. /e basic concept
of color code is to use a set of color values to represent
numerical values, such as the commonly used rainbow color
code. At the same time, this paper also establishes other color
codes to meet different needs. /e effects are shown in
Table 8.

4.2.3. Well Trajectory Drawing. /ree-dimensional display
of well trajectory model plays an important part in the
reservoir three-dimensional model [24]. It reflects well
trajectory model through three-dimensional visualization
technology and combines with reservoir grid model, which
not only facilitates reservoir and geological personnel to
observe and analyze the well location and well trajectory
direction of exploited wells more intuitively, but also un-
derstands the drilling depth and the stratum situation of
trajectory crossing and also brings convenience for subse-
quent well trajectory design and control, development
scheme formulation, and oilfield development management
and decision-making. Trajectory data mainly include mea-
sured depth (MD), angle of inclination (Dev), and Azimuth
(Azi). As shown in Table 9, the spatial coordinates of the
trajectory need to be obtained through calculation: north
coordinate x, east coordinate y, and vertical depth z, which,
respectively, represent the displacement of a certain point on
the trajectory in the north-south direction, east-west di-
rection, and vertical direction relative to the wellhead.

Taking the wellhead as the origin of coordinates, two
adjacent measuring points are recursively calculated from
the wellhead in turn. By assuming the three-dimensional
curve shape of the well section between the two measuring

Table 4: Face blanking calculation table.

Blanking
surface

i

increment
j

increment
k

increment
Blanking surface

index
Adjacent face

index
Vertex index of
blanking surface

Adjacent face vertex
index

Right 1 0 0 3 2 1, 3, 5, 7 0, 2, 4, 6
Down 0 1 0 5 4 2, 3, 6, 7 0, 1, 4, 5
Back 0 0 1 1 0 4, 5, 6, 7 0, 1, 2, 3

Table 5: Vertex blanking calculation table.

Pinnacle Adjacent faces 1 Adjacent faces 2 Adjacent faces 3
0 0 2 4
1 0 3 4
2 1 2 4
3 1 3 4
4 0 2 5
5 0 3 5
6 1 2 5
7 1 3 5

Table 6: Overlap point blanking calculation table.

Pinnacle Adjacent faces 1 Adjacent faces 2 Adjacent faces 3
0 4 2 1
1 5 3 −1
2 6 −1 3
3 7 −1 −1
4 −1 6 5
5 −1 7 −1
6 −1 −1 7
7 −1 −1 −1
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points, the vertical incrementΔZ, the north-south increment
ΔX, and the east-west increment ΔY of the measuring well
section are calculated, and then they are accumulated to
obtain x, y, and z, and the well trajectory is formed by
connecting these data. In some cases, if the well trajectory
data is sparse, there will be broken lines in the direct
connection line, so the smooth well trajectory can be ob-
tained by spatial arc interpolation or cubic spline interpo-
lation [25].

For a single well, its X, Y, and Z are relative to its
wellhead coordinates. For different wells, the wellhead’s
north coordinates and east coordinates and wellhead altitude
on the map are different. If the multiwell data are placed in
the same coordinate system, all well data must be corrected
to a unified coordinate system.(Xu, Yu, Zu):

Xu � WX + X

Yu � WY + Y

Zu � Wb − Z

⎧⎪⎪⎨

⎪⎪⎩
, (3)

where Wb is bushing elevation, WX is north coordinate of
wellhead map, and WY is east coordinates of wellhead map.

In order to reduce the calculation in actual development,
relative coordinates can be used to move the well trajectory
to the wellhead position through translation transformation,
so that GPU calculation can be fully utilized.

4.2.4. :ree-Dimensional Transformation. Translation, ro-
tation, and scaling are basic three-dimensional transfor-
mations, and formulas can be used to represent each
transformation. However, when representing a variety of
continuous transformations, the formulas will become very
complicated, and it is more convenient to realize various
basic transformations and combined transformations by
using coordinate transformation matrix.

Perspective transformation is similar to photographic
imaging principle, which is to project the three-dimensional
geometry of space to the two-dimensional plane, and the
perspective view is very close to human vision. /e visu-
alization of reservoir model often uses perspective trans-
formation, which can get more realistic display effect.

By setting the parameters of “camera,” including posi-
tion, upward direction, orientation, viewing angle, near
plane, and far plane, the user can view the 3D scene from
different angles and distances and realize the rotation,
scaling, and translation of the whole scene, as shown in
Figure 6.

5. Efficient Visualization Method and
Implementation of the Reservoir Model
Based on WPF

In the study of geological engineering integration, engi-
neering and geological data are combined and three-di-
mensional scenes of underground oil reservoirs are vividly
displayed through the visualization technology, which can
effectively strengthen multidisciplinary communication,
improve the efficiency of technical decision-making, and
provide an intuitive technical means for drilling process. In
order to realize the visualization of geological reservoir data,
the first step is to load the model file, which mainly includes
grid and attribute data. /e 3D visualization software is
developed to display a large amount of data with high
performance, which requires the use of efficient graphic
interface and organization data. /e developed software
loads the grid produced by the previous hidden algorithm.
Reading Egrid file is a cycle process. A data segment
according to the keywords of the data segment is read each
time, and the content of the data segment records s de-
termined and carried out by different processing until all
data segments are read.

Most of the previous researches on reservoir data visuali-
zation are based on C++ language and OpenGL graphics
technology. Commercial software is based on Open Inventor,
an advanced commercial software package of OpenGL, and
some of them are developed with OSG or OpenGL directly.
Windows, as the current mainstream desktop platform, can
provide very powerful graphics functions and provides a
powerful direct 3D graphics interface and a powerful direct 3D
graphics interface forWPF development, which is in the leading
position in the field of game development. However, due to
historical reasons, there are few researches on reservoir data
visualization based on direct 3D, which has not been reported.

Table 7: /e preprocessing results.

Model Model size Total number of cells Effective cell numbers Contrast Before blanking After blanking Decrement (%)

1 132× 95× 45 564,300 182,104 Points 1,456,832 171,611 88.22
Faces 1,092,624 153,616 85.94

2 224×147× 29 954912 795,035 Points 6,360,280 79,038 99.88
Faces 4,770,210 76,348 98.40

3 208× 73× 99 1,503,216 242,478 Points 1,939,824 178,911 90.78
Faces 1,454,868 143,742 90.12

p0 p1

p2p3

Figure 5: Single quadrangle.
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/is paper presents a high-performance 3D visualization so-
lution based on Windows Presentation Foundation (WPF)
technology and ModelView-ViewModel (MVVM) design
mode and using helix, DirectX graphic interface using C#
language. It can not only meet the requirements in display
efficiency and effect but also greatly improve the usability of 3D
control by applying MVVM mode, which can be easily em-
bedded inWPF applications./is model is of great significance
for the realization of software with higher quality and easier
maintenance and migration.

/is paper adopts the interface design engine WPF
under. Net framework which inherits the framework ele-
ment of WPF in the derived class to realize the specific
drawing operation and makes a reasonable design. Helix
toolkit is an advanced 3D development technology in .Net. It
has a good balance between graphics performance and
development efficiency and can meet the needs of most
applications. Helix toolkit has two versions of WPF and
sharpdx, both of which can perfectly integrate with WPF.
/e WPF architecture is shown in Figure 7.

MVVM mode divides the user interface into three
parts: model, view, and view model according to different
responsibilities, which makes the code hierarchical and
easy to maintain and transplant. /e main function of
view layer is to display data, which is designed by XAML.
/e model layer is mainly used to process data and
business logic. View model can process data in model and
business logic in view at the same time. /e workflow of
MVVM logical structure is as follows: user operates view
interface; view receives user’s operation instructions; the
operation instruction is sent to the view model at the
same time, as shown in Figure 8. /e view model updates
the data of the model according to the operation in-
struction. After the model is updated, the notification is
sent to the view model. /e view model sends the in-
terface update instruction to the view, and the view
adjusts the view interface. MVVM logic structure has the
characteristics of low coupling, reusability, and
testability.

/is software develops in strict accordance with MVVM
mode so that the visualization function is completely
decoupled from user interface and data model, and the ease
of use and maintainability reach a new height.

Based on WPF technology and MVVM design pattern,
the visualization function of hidden grid is realized by using

the high-performance 3D visualization solution of Helix and
DirectX graphical interface, which can not only meet the
requirements in display efficiency and effect, but also greatly
improve the usability of 3D controls.

6. Application of Reservoir Model in Geological
Engineering Integration

/e software interface is shown in Figure 9, (a) is model
parameter selection interface, (b) is importing file interface,
and (c) is color bar selection interface. /e software can
display more than 20 attributes of reservoir model, such as
tops, depth, porosity, permeability, and net to gross ratio. 3D
display of well trajectory and reservoir of model 2 in Table 7
is shown in Figure 10. Figure 10 shows the visual effect
comparison between the developed software and commer-
cial software CMG. It can be seen that the software devel-
oped in this paper is accurate and efficient in showing
reservoir model. In order to reduce the number of invalid
grids and accelerate the display speed, the hidden algorithm
proposed in the previous paper is used to display the res-
ervoir model.

/e three-dimensional graphics displayed by the two
software pieces are basically the same, but the time of data
import and drawing is far different. When the data is not
processed, it takes a long time to import the data and
draw the graph. According to the example, it takes about
half a minute to import the data into the computer and
get the image as shown in Figure 10; however, after data
simplification, the amount of imported data is greatly
reduced, and the import time is also greatly reduced. It
takes about 10 seconds to import the same model into the
same computer, and the image shown in Figure 10 is
obtained. As can be seen from Figure 10(d), due to the
great reduction of data to be processed in drawing, the
drawing time of the whole process is greatly reduced,
almost the data can be quickly imported, and the graphics
can be calculated immediately, which greatly facilitates
the graphic display, improves the display time, and im-
proves the display efficiency.

It should also be mentioned here that the above
calculation is the amount of data to be processed. In fact,
there are many calculations inside these data when the
actual comparison calculation is made, so the amount of
data required for the calculation is much higher than the
data obtained above. After processing and simplification,
each data is not repeated, only once, so there is no need
for internal calculation between data, so the actual
amount of calculation and simplification effect will be
better. In addition, as the number of grids increases, for
example, next time, it will be 100 ×100 ×100 mesh, the
number of simplification will be larger, and the effect of
improvement will be more obvious.

Figure 11 shows the 3D reservoir attributes of model 1
and model 3 with different grid color and background color
including static-gross ratio (NTG), porosity (PORO), ver-
tical enlargement plus grid display, and grid rotation en-
largement display.

Table 8: Color maps in software.

Name Effect

Blue-green-red

Rainbow
Green-white
Blue-brown
Black-white
Brown-black
Orange-black
Blue-orange

8 Mathematical Problems in Engineering



Table 9: Well trajectory data.

Serial
number

Measured depth
(m)

Inclination
(°)

Azimuth
(°)

Vertical depth
(m)

North-south displacement
(m)

East-west displacement
(m)

1 153.32 0.45 3.21 0.00 0.00 0.00
2 180.80 0.39 21.90 44.34 0.11 0.20
3 208.48 0.46 26.04 69.81 −0.21 0.02
. . . . . . . . . . . . . . . . . . . . .

Formation model

Z

N

E
Field of view

Far plane

Near plane

Screen viewport

Figure 6: Perspective schematic diagram.

Presentation framework

Common language runtime

PresentationCore

User32

Kernel

DirectX

Milcore

Helix toolkit

Figure 7: MVVM Mode diagram.
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Model

Reservior property interface
public interface IReservoirData :

INotifyPropertyChanged
{

string ColorMap { get; set; }
bool IsReverseColorMap { get; set; }
Vector3D Offset { get; set; }
Point3D Position { get; set; }
Vector3D Origin { get; }
GridValues VisibleValues { get; set; }
int VisibleFaceCount { get; }
Point3D GetVisiblePoint(int Index);
int GetVisibleFacesIdx(int Index);

}

ReservoirModel3D class
data interface

<hx:Viewport3DX
Camera=“{Binding Camera}”
EffectsManager=“{Binding EM}”
ShowCoordinateSystem=“True”>
<local:ReservoirModel3D 

ReservoirData=“{Binding Data}”
/>

</hx:Viewport3DX>

View

View model

public Camera Camera { get; }
public IEffectsManager EM { get; }
public ReservoirData Data { get; }
public ReservoirViewModel ()
{

Camera = new PerspectiveCamera(); 
EM = new DefaultEffectsManager();
Data = new ReservoirData();

}

Figure 8: WPF architecture diagram.

(a)

Figure 9: Continued.
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(b)

(c)

Figure 9: Software interface. (a) Model parameter selection, (b) import file interface, and (c) color bar selection.
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(a)

(b)

(c)

30s

10s

(d)

Figure 10: 3D display of well trajectory and reservoir of model 2 in Table 7. (a) Demonstrate reservoir grid model and well by CMG software
(right) and the software developed in this paper (left), (b) save as image format and output effect, (c) display top attribute by CMG software
(right) and the software developed in this paper (left), (d) and compare the time of drawing before (left) and after (right) grid processing.
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(a)

(b)

(c)

Figure 11: Continued.
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(d)

(e)

(f )

Figure 11: Continued.

14 Mathematical Problems in Engineering



(g)

(h)

(i)

Figure 11: Continued.
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7. Conclusions

(1) Aiming at the defects of efficient visualization of
reservoir models at present, based on the analysis of
data format and sorting rules of reservoir geological
model grids, this paper puts forward blanking al-
gorithms for reservoir geological model grids. /ese
blanking algorithms based on topological relations
greatly reduce the number of cells involved in the
final calculation and improve the blanking efficiency.
/e sorting of unit face numbers directly eliminates
the completely invisible grid inside, avoiding a large
number of line and face search calculations. By
sorting the depth of the cell plane, a large number of
intersection and comparison calculations in the
blanking algorithm are avoided, and the calculation
amount is greatly reduced, thus achieving the goal of
fast blanking. Reduce the demand of computer
hardware for 3D visualization and improve the
display efficiency.

(2) On the basis of reservoir model, a 3D visualization
software of reservoir based on WPF is developed,
which realizes interactive operations such as
roaming, zooming, moving, and viewpoint switching
of reservoir model, and achieves good results.
Practical application proves that the algorithm is
simple, fast, and stable, and it is a more practical
algorithm for hiding geological data grid, which lays
a solid foundation for in-depth research and ap-
plication of geological engineering integration
technology.

(3) Sharpdx and MVVM mode are used to develop 3D
components; WPF encapsulates 3D development

related technologies, which makes the development
of the system more convenient and can effectively
shorten the development cycle. Compared with the
traditional development methods, the performance,
function, ease of use, and maintainability are greatly
improved./e application shows that the system can
accurately and in real time visualize the reservoir
model data and well trajectory and runs smoothly,
with high practical value. At the same time, all the
technologies used are open-source technology,
without any additional cost, which provides a new
economic and efficient solution for the application of
data visualization in petroleum industry.
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from the first author upon request.
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*e purpose of this study was to establish a behavioural model of students’ smartphone usage based on the perception of new
advanced information technology, perceived playfulness, and smartphone addiction (SA). Undergraduate students were chosen to
be the participants from a university in Taiwan.*ere were 814 valid questionnaires and the valid response rate was 81.4%. Firstly,
SA positively and significantly affected perceived playfulness, perceived ease of use, and perceived usefulness. Secondly, perceived
usefulness did not significantly influence behavioural intention. However, there was an unforeseen result; the effect of SA on
perceived usefulness was barely significant. It can be concluded that the participants in the present study were undergraduate
students and they might not intend to use smartphones for their academic performance. *e findings indicated that under-
graduate students experienced perceived playfulness, perceived ease of use, and perceived usefulness of smartphone from their
addiction perception, which further implied that smartphone usage was interesting, easy, and useful. It was inferred that the
undergraduate students were already under a high technology addiction (TA) condition. Suggestions indicate that the conjunction
of teaching and mobile application should be extensively applied. It should be based on students’ dependence on smartphone and
smartphone’s enjoyment to helpfully improve teaching via smartphones.

1. Introduction

*e technology acceptance model (TAM) [1] is designed to
explore the effects of external variables on perceived use-
fulness (PU), perceived ease of use (PEOU), attitude towards
usage (A), behavioural intentions (BI), and actual behaviour
(AB); the purpose is to discuss user’s acceptance or rejection
of using new information technology with two internal
beliefs, which are PU and PEOU, and predict user’s A ac-
curately. In TAM, PU is defined as using a specific system
which would improve a person’s performance at work;
PEOU is described as using a particular system which would
be effortless [2].

Fishbein and Ajen [3] pointed out that attitude is a result
that comes from past learning experiences. Users

consistently have either likable or dislikeable behaviour on a
specific thing; namely, attitude is an overall individual
evaluation of specific people or a thing. In light of behav-
ioural intention, Davis, Bagozzi, andWarshaw [1] defined BI
as the users’ willingness to continuously use a specific system
or recommend it to others. An individual’s subjective
consciousness would decide the possibility of using infor-
mation technology in the future as his/her AB. Davis [2] and
Ahn et al. [4] have shown that PEOU positively affects PU.
*e connection between PEOU and PU on attitude towards
usage shows that the outcomes are worth learning and af-
fective cognition influences user’s efficacy to perform [1].

According to Lu, Zhou, and Wang [5], the instant
messaging software is a fast and convenient tool for com-
munication and it is easy to use. It has attracted many users,
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especially young people. Notably, users have a higher per-
ception of usefulness and ease of use with regard to new
technology or new service and his/her attitude towards using
would tend to be positive. A is a complement to BI that
originates from a positive effect [1]. Lin, Yang, Sia and Tang
[6] proposed a smartwatch study , and the results indicated
that it positively and significantly affected BI. Users believe
that a smartwatch is worth using and his/her willingness is
decided by his/her affective consciousness. According to
mobile payment research (Lin et al., [7]; August), the re-
searchers illustrated that PU and PEOU positively influ-
enced BI. Users will have a high willingness to use a mobile
system if they experience virtual mobile service on a
smartphone with ease. Besides, the results of previous
studies referring to the Internet, Facebook, instant mes-
saging, and smartphone usage have shown a positive rela-
tionship between PU and BI [5, 8–10].

We now turn to the evidence on perceived playfulness.
In 2001, Moon and Kim illustrated that the typical TAM
does not extremely predict user’s motivation; they indicated
that much easier IT usage from computer systems will be
regarded as a pleasant human-computer interaction [11].
Hence, they proposed a connection between PEOU and
perceived playfulness (PP) when using theWorldWideWeb
(www). Based on this, they divided PP into three dimen-
sions: concentration (CON), curiosity (CUR), and enjoy-
ment (ENT). *ey claimed that the easier the information
technology is, the higher intention from the state of play-
fulness will be considered. According to the research results
of user-created content services [12], playfulness is the main
factor which determines a user’s BI.

Chen, Gillenson, and Sherrell [13] indicated that PP
plays a significant role in cyberspace and mobile services; it
can stimulate a user’s BI. Furthermore, Lin et al. [7]
explained that PP, PEOU, and PU of smartwatch usage all
positively influence A. Given that PP significantly affects A
and BI when developing a new technology system, it further
influences subsequent usage behaviour [14–17]. With regard
to smartphone addiction (SA), the understanding of SA to
date is similar to Internet addiction [18]. Griffiths [11] il-
lustrated that Internet overuse can be regarded as patho-
logical Internet usage or technological addiction. With the
diverse features of smartphone, more and more young
people have become dependent on or addicted to the
smartphone functions.*ey not only are addicted to sending
SMS via smartphones but also rely on other tools of the
smartphone [19]. Khang, Kim, and Kim [20] defined SA as
digital media addiction; the longer time a user spends on it,
the higher the addiction to cyberspace. Leung and Wei [21]
found that mobility, immediacy, and functionality were the
main motivations that can be used to predict mobile user
behaviour. When a user is not satisfied with using his/her
smartphone, it can result in the asymmetry of usage time
verse usage motive. Simultaneously, an individual’s SA may
distort his/her internal beliefs, which further increases
smartphone usage time.

According to the results of an online auction addiction
(eBay users) [22] and social networking websites addiction
(Facebook users) [23], the level of addiction strengthens

users’ PP perception. In other words, user’s recognition of
addiction is distorted by the level of how he/she is addicted
to technology. Moreover, according to the results of eBay
research, the level of online auction addiction significantly
deepens the perception of usefulness and playfulness but
slightly influences PEOU [22]. Additionally, concentration
[15] shows that a user concentrates on a specific activity with
playfulness and he/she ignores external interferences and
cannot realise how fast time flies. *at being said, SA can be
described as a user’s overly reliance on a smartphone and he/
she further exhibits the unable to withdrawal symptom.
Addiction is a mental condition that originated from sub-
stance abuse and substance dependence which results in
overuse. Technology addiction (TA) is a new mental ad-
dictive situation which has been incorporated with different
technology media. Turel, Serenko, and Giles [22] indicated
that TA is a special type of behavioural addiction, which is a
psychological dependency on IT usage, which twists the
user’s perceptions of usefulness, enjoyment, and ease of use
towards the system and which makes users become addic-
tive. According to Serenko and Turel [23], a user from a
different technology web portal shows different TAs. Ad-
ditionally, the result showed that Facebook users demon-
strate higher TA symptoms than eBay users [22].

1.1. .e Purpose of the Study. *e TAM [1] has been widely
used as the theoretical basis in various research fields.
However, there are not enough studies using SA as the an-
tecedent variable to strengthen PP, PEOU, and PU.Moreover,
there is no direct relationship with attitude from the above-
mentioned TA example. Given that, the main purpose of the
present study is to bridge the gap and use the expanded TAM
to test TA with regard to PP, PEOU, and PU on the
smartphone which immerse users in cyberspace. Besides,
participants of previous studiesmainly focused on high school
students. Balakrishnan and Raj [24] indicated that under-
graduate students are a veritable group of high-risk Internet
addiction. Accordingly, the present study developed a SA
model and validated the relationships among all the research
variables to understand the effects of university students’
perceptions of smartphone usage (PP, PEOU, and PU) on BI
through a mediator of positive attitude as shown in Figure 1.

1.2. .e Importance of the Study. Nowadays, people have
become more dependent on their smartphone. *is phe-
nomenon may lead to SA. *is study has adopted the TAM
to test PP, PEOU, and PU of a smartphone which engages
undergraduate students with the surroundings. Most im-
portantly, SA in the present study was an antecedent variable
that deepens PP, PEOU, and PU. Moreover, the research
data of PP, PEOU, and PU which made the participants be
addicted to smartphone the most were analysed and the
relationships among all variables were tested so as to
comprehend the influence.

1.3. Limitations. First of all, owing to human resource
limitation, the respondents were selected from a university
in central Taiwan by purposive sampling. Hence, the
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research data in the present study cannot represent all
Taiwanese students. Secondly, the definition of PP, PEOU,
and PU does not specifically focus on the same usage
motivation. *erefore, the research variable in the present
study cannot represent all Taiwanese students. Finally, the
function of a smartphone is changed with the advancement
in science and technology; hence, the research data in the
present study cannot be used to represent all smartphone
functions in the future.

2. Method

*e study was conducted via an online questionnaire
survey which was adopted by purposive sampling. *e
undergraduate students who had smartphones with indi-
vidual mobile Internet programmes were chosen. One
thousand questionnaires were delivered randomly from a
university in Taiwan. In total, 186 questionnaires were
excluded due to incompleteness or incorrect answers,
resulting in a sample of 814 adolescents (81.4% of valid
responses). Participants were university students (N � 814;
201 male and 613 female); the students from 22 different
departments were asked to participate. *e introduction of
the study was explained at first and the research motivation
clarified that the questionnaire was designed to measure
students’ recognition of playfulness, ease of use, and
usefulness that were related to their smartphone. *ere
were 38 questions in total in this questionnaire and it took

5–10 minutes to complete. All participants were told that all
comments will only be used for academic research, not
open to the public.

2.1.Measures. Each scale consisted of five items, which were
responded to on a 5-point Likert scale ranging from 1
(strongly disagree) to 5 (strongly agree). Reliability and
validity were tested by confirmatory factor analysis (CFA).
Firstly, for SA, the TA scale [23] was adapted to measure
students’ perceptions of TA and behavioural technology
addiction (BTA). *e factor loading for SA was from 0.61 to
0.78; composite reliability (CR) was 0.86; and average var-
iance extracted (AVE) was 0.46. Secondly, for PP, the www
context scale [15] was adapted for students’ perceptions of
CON, CUR, and ENT. *e factor loading for PP was from
0.41 to 0.93; CR was 0.91; and AVE was 0.54. *irdly, for
PEOU and PU, the innovative use of smartphone scale [9]
and mobile services quality scale [25] were used to assess
students’ perceptions of smartphone’s ease of use and
usefulness at school for academic performance. *e factor
loading for PEOU was from 0.85 to 0.98; CR was 0.93; and
AVE was 0.83. *e factor loading for PU was from 0.67 to
0.84; CR was 0.83; and AVE was 0.56. Finally, for A and BI,
the www context scale [15] and innovative use of smart-
phone scale [9] were used to measure students’ perceptions
of positive and negative evaluations and future willingness.
*e factor loading for A was from 0.71 to 0.92; CR was 0.87;
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Behavioural intention
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Figure 1: Pathmap of a smartphone addiction (SA) behavioural model.*ere is no significant difference between perceived usefulness (PU)
and behavioural intention (PI) (dashed line).
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and AVEwas 0.63.*e factor loading for BI was from 0.69 to
0.77; CR was 0.77; and AVE was 0.52.

2.2. Data Analysis. Firstly, descriptive statistics was used to
understand the distribution of demographic information.
*is study used the frequency allocation table, percentage,
average, and standard deviation to explore the current sit-
uation of TAM, PP, and SA. Furthermore, CFA and
structural equation model (SEM) with SPSS AMOS 23 were
used. Model adequacy checking was evaluated by using
absolute fit indices, relative fit indices and parsimonious fit
indices which contain root mean square residual (RMR),
goodness of fit index (GFI), error of approximation
(RMSEA), comparative fit index (CFI), normed fit index
(NFI), parsimonious normed fit index (PNFI), chi-square
(χ2)/degree of freedom (df ) ratio, and Hoelter’s critical N
(CN). A cut-off value greater than 0.90 was for GFI, CFI, and
NFI; a cut-off value lesser than 0.50 was for the RMR; a cut-
off value greater than 0.50 was for the PNFI; cut-off values
lesser than 0.08 or greater than 0.05 were for the RMSEA,
indicating acceptable model fit [26]; a cut-off value lesser
than 5 was for the chi-square (χ2)/degree of freedom (df)
ratio; and a cut-off value greater than 200 was for the CN.

3. Results

3.1. Sample Distribution. *ere were 814 participants in
total, out of which 201 were male (24.7%) and 613 were
female participants (75.3%). In light of the division, over 700
respondents (86%) studied in day school. *e education
background of most of the participants was freshman (195,
24%). As for academy, 327 (40.2%) respondents studied in
College of Management. In terms of department, there were
22 departments in this university. *e highest response was
from the “Department and Graduate Institute of Finance,”
with 60 people (7.4%). Conversely, the lowest one was the
“Department of Landscape and Urban Design,” with 7
people (0.9%).

SEM was used to examine a SA behavioural model with
direct paths. Firstly, the paths were from the dimensions of
SA (TA and BTA) to PP, PEOU, and PU. Secondly, the paths
were from PP (CON, CUR, and ENT), PEOU, and PU to
A.*irdly, the paths were from PEOU to PP and PU. Finally,
the paths were from PP (CON, CUR, and ENT), PU, and A
to BI. Besides, the indirect effects from the dimensions of SA
on BI were also examined. After each variable model was
examined, the results showed that SA indirectly influenced
BI via the mediators of PP, PEOU, and PU. *e structural
model exhibited a good model of fit. Given that, the final SA
behavioural model and standardised coefficients are shown
in Figure 1; the fit test indices are shown in Table 1.

Table 1 shows that PEOU and BI were saturated; PNFI
values of PU and A were lower than 0.5. Besides, χ2/df value
of each variable was lower than 5; GFI value, CFI value, and
NFI value of each variable were higher than 0.9; RMR value
of each variable was lower than 0.05; RMSEA value of each
variable was lower than 0.08; CN value of each variable was
higher than 200, which reached the standard. Overall, the

goodness of fit test of the SA behavioural model conformed
to the standard.

Figure 1 and Table 2 display that A directly affected BI
(with a path coefficient of 0.330). Moreover, PP directly and
indirectly influenced BI. However, PU only indirectly af-
fected BI (with a path coefficient of 0.116). Oum and Han
[12] indicated a nonstatistically significant relationship be-
tween PU and BI; the result supports the notion that there is
no significant difference between PU and BI (with a path
coefficient of 0.110).*irdly, PEOU indirectly affected BI via
A, PP, and PU. Finally, SA indirectly influenced BI through
PP, PEOU, and PU. Besides, comparing three independent
variables of the total effect on BI, the most powerful inde-
pendent variable was PP with an effect of 0.662, followed by
PEOU with 0.263; the weakest one was PU with 0.226.
However, as for the effect of the antecedent variable (SA) on
BI, PP was the most influential with the indirect effect of
0.404, whereas PU was the weakest with 0.038.

4. Discussion

Firstly, according to Table 3, PEOU was the highest item,
indicating that the undergraduate students could mostly use
their smartphone with no difficulty. Hence, ease of use of
smartphone could be an influential factor which helps a
student improve his/her life or task. Moreover, different
perceptions of ease of use were found. For example, PEOU1
represented that most of the participants could use their
smartphone effortlessly. On the contrary, PEOU3 repre-
sented that most of the undergraduate students could use
their smartphone skilfully.

Secondly, the total effects on PU towards the under-
graduate students were satisfactory. Notably, the under-
graduate students generally felt that their smartphone was
useful. *erefore, the usefulness of smartphone could be an
influential factor which helped the student enhance his/her
life or task. In addition, the highest item PU5 illustrated that
smartphones made the participants feel helpful, whereas the
lowest item PU1 indicated that improving their academic
performance via smartphone was acceptable. *irdly, the
total cognitions on A pointed out that undergraduate stu-
dents had a positive and pleasant attitude when using their
smartphones. Besides, A3 with the highest score showed that
smartphone usage made the respondents feel pleasant. On
the contrary, A4 was the lowest one, showing that there was a
moderate recognition of positive idea for using smart-
phones. *e undergraduate students mostly assented to
participate in using smartphones again. Furthermore, BI3
showed that the participants had a mid-to-high cognition of

Table 1: Fit test indices.

Variable RMR GFI RMSEA CFI NFI PNFI χ2/df CN
PU 0.01 0.99 0.07 0.99 0.99 0.33 5.30 460
A 0.01 0.99 0.06 0.99 0.99 0.33 4.26 572
PP 0.03 0.97 0.06 0.97 0.96 0.64 4.04 306
SA 0.04 0.98 0.06 0.98 0.97 0.60 3.85 363
Overall 0.05 0.98 0.02 0.99 0.98 0.74 1.26 646
Note. PEOU and BI were saturated.
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frequently using smartphones in the future. BI4 was with the
lowest but a medium score.

Fourthly, the overall effects on PP were moderate. Be-
sides, the highest ENT showed that the playfulness of
smartphones could make the undergraduate students feel
happy, whereas the lowest CON indicated that the under-
graduate students were conscious when using smartphones.
Finally, the overall average of SA was moderate and the
undergraduate students had a mid-to-low-end recognition
of TA. In other words, the undergraduate students had
awareness of smartphone usage and they could restrict
themselves from being addicted. In addition, TA was higher
than BTA, which represented that the meaning of TA could
make better impressions on the participants. However, the
overall average of TA and BTA was not ideal. It was inferred

that the items of TA originated from a compulsive buying
tendency. People may have salience, withdrawal, conflict,
relapse, and mood modification symptoms when shopping
online. Moreover, SA in the present study was used to test
the undergraduate students who may have the same
symptoms when using smartphones. *erefore, the un-
dergraduate students may have a higher recognition for TA
to answer TA. Furthermore, it was assumed that the items of
BTA originated from the eBay environment and were used
to test for shopping addiction. People may have obsessive-
compulsive disorder while online shopping and might be
sensitive about the price. Nevertheless, SA in the present
study was not used to test the undergraduate students’
purchasing power via their smartphones. *erefore, the
undergraduate students may have a lower recognition for
BTA and the items may not be completely suitable for
answering TA. *us, it was suggested that TA and BTA
should be tested separately in the future.

4.1. Mediator Effects of PP, PEOU, and PU on BI via A.
Attitude was influenced by PP, PEOU, and PU in the present
study; it is a mediator variable which affects BI. Besides, the
results indicated that PP, PEOU, and PU indirectly influ-
enced BI through A. It can be inferred that undergraduate
students are pleasant and satisfied when they are using their
smartphones; they are relatively pleased and have active
playfulness of their smartphone. A joyful smartphone rec-
reation function may enhance the pleasure in students’ life
and strengthen the degree of devoting time to their life.
*erefore, the most influential direct variable was PP with an
effect of 0.510. However, the effect of PP on BI via A was
0.152 as shown in Table 2. It was assumed that the diversified
developments of mobile applications combine with smart-
phone enjoyment so as to enhance the user’s dependence on
smartphones. Additionally, PEOU and PU directly influ-
enced A with an effect of 0.16 and 0.35, respectively. *ese
results are supported by the notion that was proposed by Lin
et al. [7].

Nevertheless, both PEOU and PU adjusted BI through A;
the outcomes showed a slightly indirect effect (PEOU with
an effect of 0.263 and PU with 0.226). It was concluded that
university students spend one-third of their time in the
learning environment at school. However, the case of

Table 2: Direct effects, indirect effects, and total effects of each variable on behavioural intention.

Antecedent variable Independent
variable Mediator variable Direct effect Indirect effect Total effect

A 0.330 0.330

PP — 0.510 0.662
A 0.152

PEOU
A 0.053 0.263

PP 0.165
PU 0.045

PU — 0.110 0.226
A 0.116

SA
PP 0.404 0.505

PEOU 0.063
PU 0.038

Table 3: Average and standard deviation of each variable (n� 814).

Variable Item/aspect Mean SD

PEOU

PEOU1 4.43 0.66
PEOU3 4.35 0.72
PEOU5 4.42 0.67
Overall 4.40 0.64

PU

PU1 3.26 0.84
PU3 3.60 0.97
PU4 3.29 0.93
PU5 3.74 0.82

Overall 3.47 0.73

A

A1 3.84 0.76
A2 3.69 0.80
A3 3.88 0.80
A4 3.50 0.81

Overall 3.73 0.67

BI

BI1 3.78 0.84
BI3 3.79 0.85
BI4 3.41 0.94

Overall 3.73 0.67

PP

CON 3.08 0.78
CUR 3.44 0.73
ENT 3.86 0.70

Overall 3.46 0.55

SA
TA 3.62 0.70
BTA 2.81 0.87

Overall 3.16 0.68

Mathematical Problems in Engineering 5



teaching via smartphone function by teachers is rare.
*erefore, university students cannot properly recognise the
practical utility of smartphones in their life or learning
environment. Moreover, education in Taiwan has recently
popularised online learning, distance learning, massive open
online courses, flipped classroom, and digital teaching
materials compiled on campus in order to integrate with
smart learning. It encourages people to learn unlimitedly
through the technical function of smartphones or tablets.

4.2. Effects of SA on PP, PEOU, and PU. *e results verified
that a higher SA perception enhances a smartphone’s per-
formance, especially playfulness; it leads the undergraduate
students to appreciate their smartphone and further con-
tinue to use their smartphone. Besides, it was inferred that
the undergraduate students were already under a high TA
condition before they sensed PP, PEOU, and PU. However,
the level of SA did not totally deepen PP, PEOU, and PU.
*e effects of SA on PU were slightly significant. It was
concluded that TA of mobile device users and TA of cy-
berspace users may exhibit different TA symptoms from
different using motivations. Notably, the level or the in-
fluence of TA should be determined by the IT feature. With
regard to PP, it is always the main factor of using cyber-
space or technology product [13, 15]. When a user has a
cognitive bias by overusing or abusing smartphone, his/her
dependent behaviour will result in addictive symptom. In
light of this, PP was shown to be the most powerful variable
in this study; the result supported the notion that PP has the
strongest effect than PEOU and PU. If smartphone usage
cognition has a positive relationship with BI, the students
will believe that the smartphone is beneficial and they will
use their smartphones carefully. As pointed out in the
introduction of this paper, there is a significant connection
among PP, PEOU, and PU. *e higher PP, PEOU, and PU
are, the higher BI is. As expected, the results support this
standpoint. *e outcome in this study explained that total
effect of SA on PP, PEOU, and PU was 0.505 as shown in
Table 2.

According to online auction addiction [22] and social
networking websites addiction [23], both studies explained that
addiction distorts users’ perceptions of usefulness and enjoy-
ment. However, the effect of addiction on PEOU was weak
[22]. Serenko and Turel [23] indicated that social networking
website addiction distorted technology perceptions. Compar-
ing the two results, it can be seen that using social networking
website is easier than using online auction website. Basically,
Facebook provides its users with a hedonic platform, whereas
online auction website provides more complex information
(e.g., payment process). Hence, it was concluded that social
networking website users have a stronger potential to show TA
symptoms. Based on the previous findings, the notions pro-
posed by Turel et al. [22] and Serenko and Turel [23] are
supported. Due to the different IT usages, the model of using
smartphone properly, to find the solutions or use smartphone
improperly to solve the problem, was verified in this study.
Finally, in the present study, the results support the notion that
addiction positively influences PP, PEOU, and PU.

5. Conclusions and Theoretical Implications

*e result of this study showed that SA successfully mixed
with the TAM model. *e purpose of this study was to
comprehend what SA stood for when it was combining
with the TAM model. Moreover, the results verified that
higher SA perception enhanced smartphone’s perfor-
mance, especially playfulness; it led the undergraduate
students to have an appreciation on their smartphone and
further continue to use their smartphone. However, SA
should be efficiently faced; otherwise, it would distort the
way people interact with technology systems. *e under-
graduate students perceived PP, PEOU, and PU of
smartphone from their addiction perception which further
caused them to feel smartphone using that was interesting,
easy, and useful. According to research results, it was
inferred that the undergraduate students were already
under a high TA condition before they sensed PP, PEOU,
and PU perception. Keep using smartphone that results in
physical problems.

In the present study, the level of SA did not totally
deepen the perceptions of PP, PEOU, and PU. *e effects
of SA on PU were slightly significant. Comparing with
Facebook addiction [23], the addiction results were dif-
ferent. Hence, it was concluded that TA of 3C mobile
device user and TA of cyberspace user may exhibit dif-
ferent TA 114 symptoms from different using motiva-
tions. Namely, the level or the influence of TA should be
determined by the IT feature. Moreover, the influences of
PEOU and PU on smartphone in the present study were
different from the TAM model. *e results showed that
PU could not directly affect BI; it had to be decided via
attitude towards using. Namely, there was a disagreement
between undergraduate students’ subjective appraisal of
performance on smartphone and smartphone itself.
However, the TAM model combining with SA enhanced
the effects from antecedent variable. Hence, for multi-
media materials teaching class, special attention should
be paid to students who may have a symptom of
addiction.

6. Suggestions

(1) *is study focused on the effects of SA on behav-
ioural intention. It is suggested that future studies
should first investigate smartphone usage’s purpose
from the participants; it may be helpful for future
researches to enlarge the research range so as to
obtain more accurate research data.

(2) It was recommended that future studies should
collect the questionnaires from different universities
or different cities in Taiwan in order to propose
different viewpoints of SA on behavioural intention.

(3) It is suggested that SA caused by playfulness from the
university students should be weakened, whereas the
perception of dependence on using smartphone in
their life and learning environment should be
strengthened.
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(4) It is proposed to upgrade the Internet facilities on
campus and allow teachers to practice digital
teaching materials and other related study courses.
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Disturbance or corresponding errors of the transmission of information affect the ability of error detection. ,e chaotic en-
cryption system prevents errors and secures the transmission system safely. ,e security assures by updating chaotic signals with
the parameters of the chaotic circuits which are frequently changed.,e data decipher and the encryption by the chaotic signaling
system renews and changes the initial condition of a chaotic electric circuit. When most of the decimal portions are less than the
threshold, the transmission is accepted, and all the noninteger numbers are rounded to their nearest integers. ,e criterion allows
the error-detection function in the security system that is proposed in this paper.,e chaotic encryption system for information is
applied to public channels by the authorized individual. ,ree pictorial examples transmitted in the proposed system successfully
demonstrate the security and performance. ,e new system provides high efficiency in the satellite communication network.

1. Introduction

Communication via satellite has been a common way for
information exchange since the twentieth century. Newways
of communication such as distance education and video
conferencing with mobile devices need satellite networks.
Despite the easy and convenient transmission of the in-
formation, there is always a problem of protecting private
and secret information. Illegal eavesdropping or wiretapping
causes considerable loss of the users. As transmitted mes-
sages through the satellite are easily interfered with and
tampered with, important data of the defense navigation or
business messages may not be delivered appropriately.
,erefore, communication security in satellite networks has
been attracting increasing interest from industry and aca-
demia. In general, the encryption system adopts public
(secret) key [1–4] or private key cryptography [5–7]. ,e
former was introduced by Diffie and Hellman [1]. ,ey
designed a cryptosystem that uses the same private key for

encrypting and decrypting. ,at is, two terminals share the
same identification code for encrypting the cryptography of
the private key by designing an encryption algorithm in the
system as a data encryption standard (DES) [5]. ,e private-
key cryptosystem provides strong security for public-key
cryptosystem whose speed of authentication is slower than
that of the private-key cryptosystem. Systems using satellite
communication such as mobile devices and communication
platforms for video conferencing usually use public (secret)
keys.

,us, how to protect important information in private
key in the transmission is critical. ,erefore, a new cryp-
tographic technology for network security for satellite
communication is required.

,is research aims to propose a new system for the
security of the satellite communication network by using a
chaotic signal as a carrier and the Haar wavelets for mul-
tiplexing and demultiplexing. ,e proposed system is dif-
ferent from the conventional encryption algorithm as the
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chaotic encryption system used for this study has a noncycle
and complex time behavior. ,e new nonlinear method that
uses the initial condition of a chaotic system as a private key
masks the information-bearing signals by chaotic signals in
the system (Figure 1). ,en, the information is decrypted
based on the carrier after it is accepted at the end of the
transmission channel. ,e chaotic system transforms the
private key of the system and the Haar wavelet by multi-
plexing and decrypts the key by the demultiplexing (Fig-
ure 2) [8].,is process finds out the transmission error easily
and prevents the interception of information from the public
channel. ,us, an effective way of satellite communication is
obtained. ,e proposed system proves the effect of the di-
vergence of a chaotic system which is suppressed according
to the behavior of a nonlinear system in the new encryption
scheme. ,e system provides a new security system of
satellite communication network and protects the data and
messages from various cyber attacks.

2. Methods

2.1. System Design. ,ere are different projects that encode
the public key since the public-key-encrypted project arose.
Its safety always sets up the most complex mathematics
problems. ,e encrypted key and cracked key in the sym-
metric encryption system are the same key. ,e major
problem is that how the sender transmits the encrypted key
to the receiver in safety after the information was encrypted,
and let both share the secret key to decode it. If we use the
key list in a trusted Internet, maybe we can solve this
problem [9].

,rough the encryption algorithm, we can do every kind
of replacement to plaintext, and the input to encryption
algorithm is the secret key. ,e key is unrelated data to
plaintext; we use the key not only to encrypt the plaintext but
also to crack the ciphertext. ,at is, we use the same secret
key to encrypt or crack the text in the symmetric encryption
system, so the transceiver must own the same key.,erefore,
how to transmit the key to the receiver validly and guard the
information against hackers is an important problem.
[10, 11].

Everyone has a public key and private key in the
asymmetric encryption system.,e private key must be kept
by an individual carefully. Under the asymmetric encryption
system, every participator can get everyone’s public key and
own his own private key, so the private key does not need be
transmitted in the net. If the public key encrypted one
message, then it must be cracked by the private key, and vice
versa.[12].

,e state trajectory of a chaotic system is indeterminable.
,us, the divergence of nearby trajectories causes any small
error to be magnified as the equations are integrated with the
specified initial conditions. Even a small effect affects the
system in a long term. ,e sensitivity of the system depends
on initial conditions in the chaotic behavior of the system.
,e effect of the divergence of a chaotic system is suppressed
in a nonlinear system where a message of plain texts is
converted into a Haar wavelet form by the encoder matrix. It
gives not only an encrypted message but also a transmitted

error checking [13]. ,e Haar wavelets signal can be carried
by one state of the chaotic signals (Figure 3). ,en, it is sent
to a public channel, decrypted at the receiving end, and
demultiplexed by using the decoder matrix.,emethod uses
the initial conditions of a chaotic system as a private key in
addition to the Haar wavelet transform for multiplexing and
demultiplexing to form the nonlinear system. ,e messages
are securely encrypted, and its transmission errors are easily
detected. No one can decrypt the intercepted messages from
a public channel without the private key.,eHaar wavelet of
information in Chua’s circuit is transmitted to a public
channel as it is decoded at the end of communication by a
demultiplexer. ,e process is presented in Figure 3. ,e
security of the system is decided by the initial condition of
the chaotic signal of the information. ,e original infor-
mation is transformed by the Haar wavelet by the encoder
matrix.

2.2. Encryption. Encrypting the chaotic cryptosystem is
carried out according to the following steps:

(1) First, both the transmitter and the receiver are
assigned to have the same private key that contains
the chaotic parameters (α,β, a, b), the initial con-
ditions (x0, y0, z0), and the rank of the encoder
matrices Hn

(2) ,e transmitter obtains the plaintext data [C] and
calculates [m]= [C]∗Hn

(3) It generates the signal states of (X or Y or Z) on a
fixed time interval in x, y, and z channels in Chua’s
circuit using the parameters in step 1

(4) When Z
∧

�Z+ [m], a chaotic signal of chaotic
masking denotes and transmits Z

∧
to the receiver

(5) ,e transmitter calculates the new chaotic param-
eters as follows:

α′ � f(α),

β′ � f(β),

a′ � f(a),

b′ � f(b),

x0′ � f x0( ,

y0′ � f y0( ,

z0′ � f z0( ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where f () is a collision-free one-way function [7, 14] for both
ends of the transmitter and receiver

For example,

f(x) � anx
n

+ an−1x
n− 1

+ · · · · · · + a1x + a0 modp. (2)

If the transmitter sends the next frame message, steps
2∼6 should be repeated. ,e receiver obtains the encrypted
messages Z

∧
from the public channel and uses the following

procedures for decryption.
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2.3. Decryption

(1) Z
∧
arrives at the receiver.

(2) ,e receiver generates a state variable Z by using the
same parameters as in step 1.

(3) ,e ciphertext [m]� Z
∧

−Z is calculated.
(4) [C]� [m]H−1

n is defined.
(5) If this cipher message [C] contains noninteger

numbers and the difference between the noninteger
numbers to their nearest integers is larger than a
threshold, then the transmitted message may have
been interfered with by noise disturbances or
communication error. In this case, the receiver re-
quests the transmitter to send the message again.
Otherwise, the transmission is considered to be
successful.

(6) ,e receiver calculates the chaotic parameters as in
equation (1).

,e Haar wavelet transform is carried by one of the
chaotic signal states (x(t), y(t), or z(t)) in Chua’s circuit
(Figure 4). ,en, it is sent to a public channel, decrypted at
the receiver, and demultiplexed by using the decoder matrix.
,e changing private key alters the transmitted messages in
the public channel and contains the parameters of Chua’s
circuit and the rank of the encoder matrix. As the plaintext
data [C]n and the encoder matrix Hn are both integers, the

ciphertext [m] contains only integer numbers. ,is property
allows a convenient detection of redundancy when the
masked message Z is corrupted during transmission. For
example, network disturbances in computers of heavy load
and frequent on-off operations and external electromagnetic
fields may contaminate the messages.

3. Results and Discussion

We use the seven chaotic parameters (α, β, a, b, x0, y0, and z0)
and the dimension of matrix n as the “encryption keys.” ,e
cyber attacker cannot decrypt the encrypted message unless
the chaotic behavior is understood as the original signals are
carried by the chaotic signals during transmission. ,e
control parameters of chaotic behavior constantly change in
the collision-free one-way function. As a result, the security
property results in a high sensitivity of synchronization with
the parameter change. ,erefore, understanding the chaotic
behavior of the chaotic parameters that change in each
transmission is required for decryption. In other words, the
system is secured as long as the first chaotic parameters are
kept secret. To decrypt the encrypted data, the encryption
key of the system is demanded to synchronize the signal [14].

In the other words, the modulation-demodulation re-
quires the system to spend much time, and the message is
not decrypted without a correct key. For updating other
parameters such as the encoder matrix order, initial
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Figure 1: Information-bearing signals with chaotic signals. (a) Double scroll chaotic signal. (b) X channel. (c) Z channel.

Mathematical Problems in Engineering 3



conditions of chaotic circuits, coefficients, and prime
number in equation (1), communication security needs
enhancement, which is realized in this research. Besides the
safety of secret messages, this system also enhances com-
munication efficiency and improved performance for the
secured communication. For any disturbance or commu-
nication error, the received message contains noninteger
numbers that are easily detected, which improves the ca-
pability for error detection. It is important to exactly esti-
mate the unknown parameters of chaotic systems in chaos
control and synchronization. Hu et al. presented a method
for estimating a one-dimensional discrete chaotic system
based on the mean value method (MVM) by exploiting the
ergodic and synchronization features of the chaos. ,is
research proposed a method that estimates the parameter
value more accurately than the MVM [15].

,e suggested chaotic parameters can be any integers
between −32767 and 32767, and the possible combination of
keys is (32767)7 × 27 × [(I+ 1)!−1]. As it takes 10−9 seconds
for one calculation, this is beyond the capability of the
existing supercomputers. ,e total time needed for solving
the message is up to 2.83×1022 years. ,e number of
keyspace reaches 1.88×1039 if the rank of encoder/decoder
matrix is set to be eight including seven independent var-
iables and one dependent function. ,e variables are chaotic
parameters (α, β, a, and b), the initial conditions (x0, y0, and

z0) on which the rank of the encoder matrices is based. ,is
private key that contains the parameters of Chua’s circuit
and the rank of the encoder matrix changes constantly to
alter the appearances of the transmitted messages in the
public channel. As integers, the plaintext data [C]n and the
encoder matrix Hn result in ciphertext [m] of only integer
numbers. ,is property offers a convenient way to detect
whether the masked messages Z are corrupted during
transmission. JAVA codes of the proposed algorithm were
tested successfully on two remote machines. Of course, the
ideal encryption should be robust so that the transmitted
messages in the public channel are not decrypted by an
unauthorized person.

,e results are shown in Figure 5 based on JAVA codes
of the proposed algorithm. Heavy-loaded computer net-
works, on-off operations of computers, and external elec-
tromagnetic fields cause disturbances to corrupt messages. If
the disturbances are large, the messages decrypted by the
receiver contain nonintegers. ,e receiver then becomes
aware of obtaining a corrupted message and requests
retransmission immediately. However, decrypted messages
with nonintegers need caution; they are false transmissions.
In the algorithm, the chaotic signals with nonintegers of
floating parts can be introduced during the masking and
unmasking. Also, when computers or the operating systems
of the transmitter and the receiver are not the same, this
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Figure 2: ,e Haar wavelet transform.
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creates decimal parts. ,erefore, to remedy the possible
situation for misinterpreting, a threshold regarding the
magnitude of the decimal part is required for error detection.

,e behavior of the Haar wavelet form is aperiodic. It is
not complex like a random signal or a noise that needs time
and an algorithm to distinguish signals and noises. ,e
plaintext message is converted into a Haar wavelet form by
the encoder matrix and sets the criterion for filtering.,at is,
there is a convenient criterion from the Haar wavelets to
check and filter the transmitted error. Since a fitting error of
approximating any function by the Haar wavelet form is a
reciprocal of the highest-order Haar function, we selected a
threshold (or an error bound) as the reciprocal of the rank of
the encoder matrix. In this way, the transmission becomes
acceptable and all the noninteger numbers are rounded to
their nearest integers if most of the decimal parts are less
than the threshold. With this simple criterion, the error-
detection function in the proposed system is established. In
this case, the threshold is equal to 1/n as shown in Figure 6.

4. Conclusions

,e importance of communication security is becoming
critical as the number of satellites is increasing. ,us, pre-
venting transferred information from eavesdropping or

wiretapping has been attracting much interest. New cryp-
tographic technology for the security of the satellite com-
munication network is proposed by using a chaotic signal as
a carrier and the Haar wavelets for multiplexing and
demultiplexing. ,e proposed system allows secure en-
cryption of messages and easy detection of errors. ,ree
pictorial examples were tested in the system, and the result
validated the performance and security of the system. ,e
system has the following four advantages: (1) simplicity and
low cost as it runs on PCs by implementing the algorithm,
(2) high security, (3) secure authentication, and (4) easy
detection of transmission errors. ,e JAVA code of the
proposed algorithm was also tested and operated success-
fully on two remote machines. ,e result shows that the
proposed system is available for individual, academic, or
industrial purposes conveniently. ,e result of the system
leads to further research on the encryption and decryption of
messages including plaintexts, voice, pictures, or their
combination for multimedia purposes.
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IoV is the latest application of VANETand is the alliance of Internet and IoT. With the rapid progress in technology, people are
searching for a traffic environment where they would have maximum collaboration with their surroundings which comprise other
vehicles. It has become a necessity to find such a traffic environment where we have less traffic congestion, minimum chances of a
vehicular collision, minimum communication delay, fewer communication errors, and a greater message delivery ratio. For this
purpose, a vehicular ad hoc network (VANET) was devised where vehicles were communicating with each other in an
infrastructureless environment. In VANET, vehicles communicate in an ad hoc manner and communicate with each other to
deliver messages, for infotainment purposes or for warning other vehicles about emergency scenarios. Unmanned aerial vehicle-
(UAV-) assisted VANET is one of the emerging fields nowadays. For VANET’s routing efficiency, several routing protocols are
being used like optimized link state routing (OLSR) protocol, ad hoc on-demand distance vector (AODV) routing protocol, and
destination-sequenced distance vector (DSDV) protocol. To meet the need of the upcoming era of artificial intelligence, re-
searchers are working to improve the route optimization problems in VANETs by employing UAVs.+e proposed system is based
on a model of VANET involving interaction with aerial nodes (UAVs) for efficient data delivery and better performance.
Comparisons of traditional routing protocols with UAV-based protocols have been made in the scenario of vehicle-to-vehicle
(V2V) communication. Later on, communication of vehicles via aerial nodes has been studied for the same purpose. +e results
have been generated through various simulations. After performing extensive simulations by varying different parameters over
grid sizes of 300×1500m to 300× 6000m, it is evident that although the traditional DSDV routing protocol performs 14% better
than drone-assisted destination-sequenced distance vector (DA-DSDV) when we have number of sinks equal to 25, the per-
formance of drone-assisted optimized link state routing (DA-OLSR) protocol is 0.5% better than that of traditional OLSR, whereas
drone-assisted ad hoc on-demand distance vector (DA-AODV) performs 22% better than traditional AODV. Moreover, if we
increase the number of sinks up to 50, it can be clearly seen that the DA-AODV outperforms the rest of the routing protocols by up
to 60% (either traditional routing protocol or drone-assisted routing protocol). In addition, for parameters like MAC/PHY
overhead and packet delivery ratio, the performance of our proposed drone-assisted variants of protocols is also better than that of
the traditional routing protocols. +ese results show that our proposed strategy performs better than the traditional VANET
protocols and plays important role in minimizing the MAC/PHY and enhancing the average throughput along with average
packet delivery ratio.

1. Introduction

IoV is the new form of VANETand is the alliance of Internet
and IoT. VANETis a type of wireless network where vehicles
interact with each other as well as with roadside units within

a short distance [1]. For the avoidance of human loss and to
minimize the time being waste, everyone wants a traffic
environment that has fewer chances of accidents and col-
lision, with a more reliable path that could help us to avoid
any delay caused by the traffic congestion [2]. Moreover, a
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reliable and quick communication is also an ample demand
in disaster or emergency scenarios [3]. Some of the critical
issues that make such communication difficult are physical
hindrance including on road obstacles, mobility issues,
limited range of vehicles, and cost of infrastructure instal-
lation. Such factors not only result in unreliable commu-
nication, but also in some cases totally make it impossible for
vehicles to communicate efficiently. For an efficient com-
munication in a vehicular environment, we must keep in
mind some of the factors like the following:

(i) No. of possible paths
(ii) Turns
(iii) Intersections
(iv) Traffic congestion
(v) +e nearest route to the destination

Several routing techniques like ant colony optimization
have been used for this purpose [4]. +e selected optimized
path, that is, the shortest one, is tested again and again using
route planning software available. Optimization can be
gained based on heuristics which are gained through ex-
perience and provide us with efficient solutions. VANET
comes under the category of mobile ad hoc network
(MANET) that is a subclass of wireless ad hoc networks.
Moving vehicles in VANEToperate in two basic architecture
modes: V2V (vehicle-to-vehicle) communication and V2I
(vehicle to infrastructure) communication [5]. In the former
architecture, the vehicles communicate with each other, to
exchange information, through Dedicated Short Range
Communication (DSRC) protocol, while in the latter ar-
chitecture the communication between vehicles is via
roadside units [6]. Vehicular ad hoc network has a highly
dynamic topology with varying the speed of the vehicle, the
number of vehicles, and the direction changed by the ve-
hicles [2]. Due to such issues and those mentioned previ-
ously, a new class of ad hoc networks has been devised
“Internet of Vehicles.” It makes use of unmanned aerial
vehicles which proved to be helpful in efficient communi-
cation between vehicles. In this paper, we have devised an
optimized solution for enhancing the network efficiency in
terms of better throughput, average packet delivery ratio,
and less MAC/PHY overhead. Such proposed scheme will
not only help in having better network experience in traffic,
but also enhance the medicine and healthcare, agriculture,
disaster, and emergency scenarios and provide environ-
mental and surrounding information and a better solution
for communication over a congested road. +e topological
constraint changes made differentiate our proposed scheme
from those proposed earlier.

+e remainder of the paper consists of the following
sections: Section 2 involves introduction and brief expla-
nation of the field of IoV. Section 3 discusses the routing
problems and challenges, mobility models, application, and
related work done by the researchers in the past. +e pro-
posed methodology is discussed in Section 4. +e results are
presented in Section 5. Section 6 throws light on the
comparative analyses of the scenarios used in the proposed

research. Lastly, the whole research is concluded under
Section 7 along with intended future work.

2. Internet of Vehicles (IoV)

IoV is a special class that falls under the category of VANETs
and IoT.+is class constitutes the framework of vehicles that
interact with each other for the sake of exchanging useful
information about the traffic, roads, and environment
around them. +e interaction can be through the infra-
structure using RSU (roadside units) which is vehicle to
infrastructure communication, or the exchange is directly
between the vehicles themselves adapting the vehicle-to-
vehicle communication mode. In IoV, vehicles communi-
cate not only with other vehicles but also with the infra-
structure, the handheld devices being carried by the
pedestrians, the cloud servers, and the sensors deployed in
the environment or within the vehicles themselves.

Due to traffic problems like traffic congestion, delays,
and route optimization, there is a need to find some vehicle
mobility pattern or routing protocols that can resolve these
issues. Many routing protocols have been proposed, but not
all of them can give our desired results, nor is each protocol
best suited for vehicular ad hoc networks. One of the main
problems that hinder vehicles from reaching their desired
destination is the nonavailability of an optimized route. Due
to frequently dynamic topology, there are frequent dis-
connections between vehicles. Moreover, the hindrance
caused by tall buildings and physical objects makes it dif-
ficult for vehicles to receive data or to communicate with
each other efficiently. One of the possible solutions can be
the use of aerial nodes. Such nodes deployed at certain
ranges might give us some better results, and performance
might increase. To enhance the overall efficiency of a net-
work, researchers work on some fundamental parameters
like average throughput, packet delivery ratio, communi-
cation delay, MAC/PHY overhead, overall network con-
gestion, and packet drop. By doing so, the coverage of
vehicular nodes can be enhanced. Such nodes can be
deployed at certain ranges for performance gains. In our
intended work, we have proposed a model in which first we
have analyzed the efficiency of different routing protocols
where the vehicular nodes communicate with each other,
scenario (a). Later, the results are generated in scenario (b)
where the vehicles communicate with each other indirectly
via some aerial nodes deployed at some distance. +e results
of both scenarios are compared and evaluated to determine
which scenario gives us better results. Figure 1 shows a brief
description of our desired scenarios. +e focus of our re-
search is mainly on the following:

(i) Utilizing the UAVs to evaluate the performance of
traditional VANET routing protocols.

(ii) Evaluating average packet delivery ratio in tradi-
tional VANET by incorporating UAVs.

(iii) Minimizing the MAC/PHY overhead.
(iv) Maximizing the average throughput.
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+e end results of simulations show that our proposed
strategy have better performance in terms of average packet
delivery ratio, MAC/PHY overhead, and average through-
put for larger grid size involving a greater number of ve-
hicular as well as sink nodes.

3. Related Works

For years, the researchers from the academic field as well as
from industry are investigating certain possible ways to solve
the problems which are being faced in VANETs. Surveys
have been done and algorithms have been proposed to
provide optimized solutions for data delivery, better
throughput, and optimized path. +is section will focus on
the relevant literature based on problems and challenges
faced in vehicular ad hoc networks, Internet of Vehicles,
mobility models used, and applications of such networks.
We will also discuss some strategies or methodologies
proposed by various researchers to minimize the issues
being faced in this field.

3.1. Routing Problems and Challenge. Despite always on-
going research, certain challenges are still being faced in
VANET including security, safety, and low latency. In the
following subsections, we will discuss some of the problems
which affect the network performance of VANET as well as
IoV.

3.1.1. Route Optimization. One of the main issues in ve-
hicular ad hoc networks is route optimization. Route op-
timization is basically about determining the efficient route
in terms of less cost and shortest path with less amount of
delay. For route optimization, we should keep in mind some
of the factors like the no. of possible paths, turns, inter-
sections, traffic congestion, and nearest route to the desti-
nation. Due to the highly dynamic topology and
unpredictable movement of vehicles, it has become neces-
sary to propose such a routing strategy that canmitigate such
issues for better dissemination of information within
interacting vehicles and the surrounding environment. As
we have a broader range of possibilities, we mostly use al-
gorithms which reduce the possibilities and help us to
choose an optimized route (in terms of cost and energy
consumption).

3.1.2. Security Issues. As the data being transferred in any
network are crucial to its users, to have a secure network
becomes a necessity. In VANETs, when two or more vehicles
are communicating and sharing their information, they may
face the interference of any hacker or intruder which could
breach the network security by hacking the information
flowing in the network (between the vehicular nodes) [7]. It
has become a common cyber issue in the modern world as
hackers and crackers are utilizing advanced and modern
technologies to steal the information flowing in a vehicular
environment. +ese cyber attacks can be active as well as
passive nature including DOS attacks, revealing the identity,
tracking and tracing of the vehicle’s movement in the
network, and black hole attacks.

3.1.3. Network Scalability. +e scalability of VANET raises
many critical issues. In the modern era, most people prefer
to use their private transport, which results in an extensive
and complicated network due to the increased number of
vehicular nodes in VANET topology. Such an increase
makes it difficult for the routing protocol to fully cover all the
moving vehicles [8]. +is affects the overall performance of
the network where some of the areas of the network are
under the control of the routing protocol and work effi-
ciently, whereas, due to intensive network scalability, some
of the vehicles are deprived of the efficient routing protocol.

3.1.4. Fluctuating Node Density. +e vehicular node density
in VANET is always unpredictable as the vehicles are always
entering or leaving the network. Moreover, one cannot
exactly predict in which part of the day the node density will
be higher or will be less dense. Some of the routes in VANET
are heavily dense due to route characteristics like better road
conditions and shortest path to a certain destination. Such a
condition can congest the traffic network, increasing net-
work complexity, while the other routes may be sparsely
dense which results in uneven node distribution in the
network [9].

3.1.5. High Mobility and Dynamic Topology. Due to always
moving vehicles that are entering the network as well as
exiting it, the topology of vehicular ad hoc networks is al-
ways changing. Such type of mobility and topological
changes make it difficult to have an optimized routing, and
routing protocols which are well efficient in handling such
types of routing problems in VANET are required.

3.2. Mobility Models. Depending upon the network re-
quirements, a variety of mobility models have been proposed
for the vehicular ad hoc network, each of which has its
characteristics. In the following subsections, we will discuss
some of the commonly used mobility models for VANETs.
+ere are certain characteristics which are necessarily
needed to build up an efficient mobility model. +ese
characteristics may include the pattern in which mobility
within the network is carried out, the average speed with
which a vehicle can move in a network, and the mechanisms

Wireless
communications

UAV (quadcopter) RSU (Road-Side-Unit)

V2R/R2V

U2V/V2U
V2V

Figure 1: Scenarios a and b.
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which can control the traffic. Depending upon such char-
acteristics, a mobility model is selected and adapted for the
intended network [10].

3.2.1. RandomWaypoint Model (RWM). Random waypoint
model is commonly used for ad hoc networks. Its main
characteristics include simplicity and availability at a wide
range. In RWM, the nodes can move freely without any
limitation and restriction. Parameters like speed and di-
rection of the nodes are chosen randomly. Along with its
pros, there are two major issues of the random waypoint
model: sudden stop and rapid change of directions [11].

3.2.2. Stop Sign Model (SSM). In the stop sign model, the
moving vehicles make their movement relative to the traffic
sign when they reach any type of intersection on the road.
When amoving vehicular node reaches the intersection, that
node must wait for a certain specified interval of time before
heading towards its next destination. +e vehicular node
keeps distance from the node that is moving in front of it [7].

3.2.3. Probabilistic Traffic Sign Model (PTSM). +e proba-
bilistic traffic signmodel uses traffic lights instead of utilizing
the stop sign on the road when it reaches the junction. When
a vehicular node approaches the junction, it has to wait for a
randomly selected amount of time interval. In the same way,
the vehicle that reaches this node has to wait again for a
second, which increases the delay. +e described model is
useful as it decreases the excessive wait [10].

3.2.4. Manhattan. Manhattan mobility model works on the
maps and is mostly preferred for urban environments. +e
maps used in the Manhattan mobility model use roads with
different lanes, and each of these lanes has further two di-
rections. +erefore, overall a node can move in four possible
directions, that is, from north to south, from south to north,
from east to west, and from west to east. Even a vehicular
node can change its direction from left to right or from right
side to left one when it will reach any kind of intersection.
+ere is a 50% possibility that a moving vehicle will stay on
the road, while the possibility of taking a turn is even half of
it [12].

3.2.5. Freeway Mobility Model. +e freeway mobility model
operates on the behavior in which the vehicular nodes are
moving on different types of freeways. As we know, there are
several lanes on any freeway, and even those lanes have two
types of directions separately for incoming and outgoing
vehicles. In this model, each of the vehicular nodes is re-
stricted to its specified lane. +e speed with which nodes are
moving is dependent on the speed of the previous node for a
short time [13].

3.3. Applications. Vehicular ad hoc networks have a wide
range of applications in different fields. With the ad-
vancement in modern technology, researchers have been

adopting different methods to increase the utilization and
applications of VANET. Such a network can be used for
gaining information, for emergency scenarios, for enter-
tainment, for safety, and for better utilization of roads in an
efficient manner. Some of such characteristics have been
listed below whereas more is yet to come.

3.3.1. Safety Purposes. As with the increasing number of
vehicles on the road, there is an increasing risk of road
accidents and vehicle collisions. Researchers have been
working to deduce improved technologies for better
traffic conditions. As in VANET the vehicles are com-
municating with each other, in case of any accidents the
vehicles can generate warning or alerts so that the up-
coming vehicles can be alerted. +e drivers of vehicular
nodes can easily be informed in advance about mishaps
taken place on road.

3.3.2. Infotainment. Sometimes driving a car can be so
boring, especially if you are moving on the same road on
daily basis. Moreover, it could be difficult to travel around in
an area if you do not have any information about that area.
In such a case you will need to know about your location and
nearest places or where your specified destination is. All
problems like these can now be addressed by the vehicular ad
hoc environment where the vehicular nodes are always in
interaction with each other. Moreover, the interactive bill-
boards and hoardings, downloads, notifications for the
points, or things you are interested in can be appealing in
VANET scenarios [14].

3.3.3. Emergency Scenarios. VANET is also well suited for
disaster scenarios, as in such emergency scenarios, where
any calamity has taken place like an earthquake or flooding,
the infrastructure of the network deployed in that area
partially or completely becomes inactive. +erefore, in such
cases, the VANETs are helpful for communication with one
and other as well as calling for help and services. Moreover, if
there is something that could be dangerous for the upcoming
vehicles like any wild animal that is present on the road and
could be harmful, the drivers of those vehicles can be warned
and stopped by sending them a warning or alert messages in
a vehicular ad hoc network [14].

3.3.4. Management of Congested Traffic. For a smooth and
safe traffic environment, the management of traffic is an
important parameter. Consequently, to avoid congestion
because of high node density, certain methods have been
suggested for vehicular ad hoc networks like developing the
application that can keep track of location information of the
vehicles. +is information is then shared with the drivers of
the vehicles if they have installed the application [15]. Based
on this received information, the driver can leave the
congested road or may turn to any other route.
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3.3.5. Environmental Information. Like certain other ap-
plications, VANET provides the facility of dissemination of
real-time data which may include alternative paths and
weather conditions. In weather information, the driver can
be provided with the information on the weather forecast
and the possible adverse effects of the weather which may
help to reduce the delays occurring due to adverse effects of
weather like fog and rain [16].

3.4. Related Work. Several routing techniques like ant col-
ony optimization have been used for this purpose [4]. +e
selected optimized path is tested again and again using route
planning software available. Optimization can be gained
based on heuristics which are gained through experience and
provide us with efficient solutions.

Chen and coauthors proposed an efficient protocol that
is designated to disseminate the data packet in the scenarios
of urban areas while keeping various parameters in con-
sideration like road traffic, topology, and information related
to the specified geographical areas [17]. +e protocol utilized
the artificial spider web technology to discover the route
between the source node and the destination, and it per-
forms better in terms of end-to-end delay and packet de-
livery ratio. Nazib and Moh Reviewed various routing
protocols that are most commonly used in vehicular envi-
ronment with the assistance of aerial nodes [18]. +e review
has been done based upon the working mechanism and the
principles adopted to design these protocols. +e optimi-
zation and effectiveness of the protocols mentioned in this
survey have also been discussed in detail.

Oubbati et al. proposed a reactive routing scheme which
also involves the predictionmethod to select an efficient path
to the desired or destination nodes. +ey have suggested the
use of unmanned aerial vehicles for enhancing the effec-
tiveness of the proposed scheme [19].

+e usage of drone serving as relay node has been
adopted in [20] by Lin et al. +e aerial nodes have been
distributed after predicting the number of vehicles partici-
pating in the ongoing traffic. +is strategy considers several
aspects of on-road traffic like non-line-of-sight and load on
the network. Moreover, a new algorithm named as multi-
modal nomad algorithm is also proposed as an efficient
solution to the problems in the vehicular environment in-
volving aerial. +e proposed model has slight loss in end-to-
end delay. Integrating the suggested model with other
networks, such as the software-defined network, can en-
hance management and network control.

Kumar et al. suggested a heuristic algorithm for pro-
viding QoS in smart transportation system [21]. Although
the proposed method enhances the network performance, it
cannot be applied for a larger smart network. Lu et al. in-
troduced an enhanced scheme for the city scenarios based
upon geographical routing. +e IGR scheme presented by
the researchers works on two modes involving the greedy
approach to forwarding data packets [22].

Bhatt et al. [23] suggested a model that uses the Bat
algorithm to communicate with the destination by per-
forming three stages using an optimized path. +e first step

of the proposed model is to predict where the destination is.
In the second step, unnecessary or useless nodes are dis-
carded, and a region is formed. In the last step, an optimized
path among the multiple paths is selected. ACO was pro-
posed by the Mexican researchers Dorigo et al. [24].

+e central theme of ACO was taken from the social
behavior of ants. Each ant in ACO represents one solution,
and a group of multiple solutions or ants form the swarm.
ACO encodes the real-world problem into a graph. Vertices
of the graph correspond to a component of a candidate
solution, and ants create a trail by traversing an edge. While
traversing, ants diffuse some chemical substance, phero-
mone. +e quantity of pheromone on the edge of the graph
determines its quality. Ants add the component to its
candidate solution by evaluating each edge of the graph. If
the quality of the edge is better than others, ant traverses the
edge and adds that vertex to the candidate solution. After
some repetition of this procedure, the algorithm converges
towards some candidate solution. Farhanchi et al. also
proposed a model to figure out the shortest and optimized
path [25]. Prakash used variant of two protocols [26]: the
first protocol that has been used is P-OLSR for avoiding
congestion, and the second is E-OLSR for balancing load and
optimizing path.

In [27], Bao et al. arranged the nodes in clusters and
determined an optimized path. A hybrid routing protocol
that is road/path-aware and is assisted by the infrastructure
has been discussed in [28]. It provides some key aspects like
duration of the path, velocity of the moving vehicle, and
transmission range. +e model performs better in terms of
packet delivery ratio and reduces delay with the help of
predicting the duration of the path [29].

Jindal and Bedi combine the benefits of MACO and PSO
algorithms to reduce travel time in VANET. West and
Bowman uses ant colony optimization algorithm (ACO) to
select the optimum path with better network connectivity in
[3]. Zhang et al. applied the Q-learning algorithm to the
parameter of link reliability, and its performance was ana-
lyzed. Based on these evaluations, a new strategy was pro-
posed which performs better in terms of packet delivery
ratio, transmission time, and frequent change of topology in
VANET [30].

Tian et al. proposed a newmodel based on bioinspiration
and is a unicast-routing protocol. It guarantees the efficiency
of message delivery and the robustness of the overall system
compared to prior conventional routing protocols [31].
Elhoseny and Shankar presented a model in which they
utilized the K-Medoid Clustering for arranging the vehicles
in the form of clusters.+e nodes which have efficient energy
are distinguished by utilizing the metaheuristic algorithm.
Afterward, these nodes are used for communication [32].

Nayyar analyzed different protocols like AODV, OLSR,
DSDV, DSR, AOMDV, and HWMP to evaluate their per-
formance in the FANETs scenarios to use them in real
operations [33]. Leonov tried to examine various approaches
that are based on the bee colony algorithm. Results were
analyzed and a new strategy, BeeAdHoc, that is compara-
tively better than traditional VANET protocols (AODV,
DSDV, and DSR) was proposed [34]. Majumdar and
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coauthors tried to overcome the problem of high latency and
unsuccessful delivery of data to the destination [35]. For this
purpose, the advantages of the ant colony optimization
technique were utilized. +e use of artificial ants and arti-
ficial neighbors was considered to enhance the discovery of
new paths.

Considering various parameters, the pros and cons of
different protocols which are being utilized in FANETs have
been discussed by Oubbati et al. [36]. Furthermore, future
challenges have been discussed as well, which could be
considered for research study and work. +e focus of this
paper is mainly on position-based routing protocols for
FANETs. Saritha et al. proposed a new algorithm based on
particle swarm optimization, leapfrog, and learning
automata in [37].

+e proposed strategy is supposed to find multiple paths
for the data delivery considering the link stability. Leapfrog
helps in determining the link failure in advance for avoiding
any data loss. +e results thus gathered show that the
proposed algorithm performs better in terms of a better
packet delivery ratio.

In [38], Bravo-Torres et al. proposed a virtual node layer
which lies between the link layer and Internet layer which
can enhance the work of AODV. +e newly adapted AODV
is termed as VNAODV which can give better results in a
vehicular ad hoc environment. Dixit et al. surveyed the
VANET architecture in [39]. +ey provided the research
challenges and details about different routing protocols
being adopted. Application and algorithms for VANET
scenarios have also been discussed.

Maistrenko et al. tried to compare AODV, DSDV, and
DSR with AntHocNet routing protocol [40]. After per-
forming simulations, it was concluded that AntHocNet
performs better, as the other three experimented protocols
have low performance with highly mobile nodes.

For maximizing the throughput, Zeng and others pre-
sented a novel technique of embedding the sink or relay
nodes over the aerial nodes. Due to such projection, the relay
nodes were able to fly with great speed. +is technique of
utilizing the mobile relay nodes has enhanced the
throughput gained as compared to the traditional relaying
where the nodes acting as relay are static in wireless com-
munications [41].

A novel technique has been proposed by Mozaffari for
collection of data from the IoV that has been deployed or are
being used on the ground via unmanned aerial vehicles
deployed or moving in all the three dimensions. +e
technique resulted in better transmission power and data
collection as compared to the conventional stationary aerial
nodes deployed at a height from the ground [42].

For better performance in intelligent transportation
systems, Yasser and coauthors have proposed a new strategy
that can help the people living in developing countries or
areas where there is lack of roadside units.+ey have utilized
the vehicle-to-vehicle communication as freestanding sys-
tem for intelligent transportation system. Different proactive
and reactive routing protocols have been tested without the
usage of RSU. +e real-world simulations were performed
with the utilization of OPNET simulator, and finally the

simulation results showed that utilizing such standalone
system without roadside units has better performance for
developing areas with utilization of AOD protocol [43].

4. Proposed Methodology

+e proposed model’s framework is shown in Figure 2. At
the start, the network has been created by deploying only the
vehicles with a certain transmission range. Certain pa-
rameters were set as per our requirement. We implemented
our proposed strategy after evaluation of traditional VANET
routing protocols, i.e., OLSR, AODV, and DSDV. We called
this phase scenario a and its steps are listed below:

(i) Routing protocols’ selection
(ii) Direct vehicular communication without the as-

sistance of aerial nodes
(iii) Results’ generation

All the above-described steps followed the routing
procedure in the traditional VANET. Here, scenario a of our
proposed strategy ends, and we move to scenario b which is
communication via aerial nodes. +e steps involved in the
routing of scenario b are as follows:

(i) Changing altitude of sinks and deploying them as
aerial nodes

(ii) Communication between vehicles via these
deployed aerial nodes

(iii) Generation of results

A detailed discussion of both scenarios is as follows.

4.1. Routing by Using Traditional Vehicular Ad Hoc Network
(Scenario A)

4.1.1. Selection of Routing Protocol. In our simulation, we
considered OLSR, AODV, and DSDV protocol to check
their efficiency in our first scenario. Each protocol depicted
different results in terms of average throughput, average
packet drop ratio, and MAC/PHY overhead.

4.1.2. Direct Vehicular Communication. In the first phase of
our simulation, the deployed vehicles communicate with
each other without the assistance of any aerial node. +e
vehicles have certain transmission ranges, some speed, and
basic service message route from node to node to be de-
livered to our desired destination. +ese messages are ini-
tiated by a certain source.

4.1.3. Generation of the Result. Once the protocols have been
selected, the simulations were performed, and the results
were generated in the form of a graph for later comparison.

4.2. Routing via Aerial Nodes (Scenario B)

4.2.1. Changing Altitude of Sink Nodes. After all the pro-
cedures described above, we proceed ahead towards scenario
b where we have changed the height of sink nodes to deploy
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them as aerial vehicles at some range and some altitude. +e
number of aerial nodes can be different for different sce-
narios. +ese aerial nodes have their specifications and
parameters.

4.2.2. Communication via Aerial Nodes. Once the sink
nodes have been deployed as aerial nodes, vehicles start
communicating with each other indirectly via aerial vehicles.
Such indirect communication can help us in an environment
where vehicles are at such a distance from each other that
they are unable to communicate directly with each other.
Hence, such distanced vehicles can deliver their messages
indirectly via these elevated sink nodes. +ese aerial vehicles
have certain number and certain specifications like speed
and altitude power consumption.

4.2.3. Generation of Results in Graphical Form. Once the
simulations have been performed keeping scenario b under
consideration, we have generated graphs. +ese graphs help
us in comparing our two scenarios.

4.3. Simulation Scenario. All the simulations have been
carried out in synthetic highway scenarios. For the per-
formance evaluation of our proposed strategy, simulations

have been carried out in the NS3 simulator. For the analysis
of the performance of OLSR, AODV, and DSDV protocols,
in both scenarios, i.e., traditional vehicular ad hoc network
and our proposed scenario of the Internet of Vehicles, the
density of vehicles has been varied from low to high. It is
done so that we can track the performance in an environ-
ment where we have congested traffic and where there is less
vehicular traffic. +e routing protocols that have been
considered are OLSR, AODV, and DSDV. +e rest of the
parameters and their specifications are described in Table 1.
+e step-wise explanation of Figure 2 is mentioned as Al-
gorithm 1.

4.4. Description of Key Parameters. +e key parameters in-
volved in the simulation are described in Table 2. +ese
parameters helped us in evaluating and analyzing our
proposed strategy to decide whether the traditional vehicular
ad hoc network performs better or the assistance of aerial
nodes would be beneficial.

4.5. Evaluation Metrics. +e evaluation of our proposed
strategy has been done by keeping in mind the following
metrics.

Start

Initializing grid size Random deployment 
of vehicular nodes

Selection of protocols

DSDVAODVOLSR

Communication between nodesVia aerial nodes
(Scenario b)

Varying sink’s altitude

Without assistance of 
aerial nodes (Scenario a)

Generation of graphical results

Simulations completed for 
all desired protocols? Yes Comparison of results

No

Results for scenario 
a are better?Yes

Direct communication of vehicular 
nodes is more optimized solution

No

Communication via aerial nodes 
(sinks) is more optimized solution

End

Figure 2: Framework of the proposed methodology.
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Table 1: Simulation setup.

Parameters Specification
Operating system Ubuntu-18.04.3
MATLAB R2015a
Simulator NS3-3.30.1
Scenario VANET (802.11p)
Mobility model Random way point
Speed of vehicles 20m/s
Pause time 300.01 s
Grid size 300×1500m, 300× 3000m, 300× 4500m, 300× 6000m
Number of vehicular nodes 100,200,300,400,500
WiFi 802.11p
Control channel 10MHz
Number of sink nodes 25, 50
Loss model Two-ray ground
Transmission power 20 dBm
Transmission range 145m
Total simulation time 300.01 s
Antenna height along z-axis 1.5m (in scenario a), 50m (in scenario b)

(1) START
(2) Define grid size
(3) Random deployment of Vehicular nodes
(4) Set up routing protocol
(5) Switch for the choice of protocol
(6) Case choice� “0” protocol� “none”
(7) Break
(8) Case choice� “1” protocol� “OLSR”
(9) Break
(10) Case choice� “2” protocol� “AODV”
(11) Break
(12) Case choice� “3” protocol� “DSDV”
(13) Break
(14) Otherwise protocol� “No such protocol”
(15) Assign IP addresses
(16) Setting up routing transmissions
(17) Configuring the values using VanetRouting Experiment
(18) Creating a WiFi channel
(19) Where WiFi channel� “WiFi-802.11p”
(20) Create c number of nodes where c is equal to 100, 200, 300, 400 or 500 and adding mobility
(21) Setting up routing messages
(22) Setting up one source as source node and the other as sink node message routing
(23) Create var as object for specifying the number of stream
(24) FOR i� 0, I should be less than the number of sinks used
(25) If Choice of protocol is not equal to zero
(26) Get the address of sink
(27) Start routing with var equal to 1.0, 2.0 seconds
(28) Stop simulation when total simulation time ends.
(29) END_IF
(30) Iteration ++;
(31) END_FOR
(32) Print Received routing packets
(33) If Ipv4Address of received message matches with the source address
(34) Print one message received from this Ipv4Address
(35) ELSE
(36) One packet received
(37) END_IF

ALGORITHM 1: Continued.
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4.5.1. Average Packet Delivery Ratio. +e average packet
delivery ratio in any scenario tells us about the ratio of the
number of packets received by the destination to the total
number of packets sent by the source. It is an important
parameter as it helps us to evaluate the performance of any
network. +e higher the average packet delivery ratio is, the
higher the reliability of that network will be.

average PDR �
 no. of the packets received

 no. of the packets sent
. (1)

4.5.2. Average :roughput. Average throughput specifies, at
any time, the amount of data sent from the source to the
desired destination successfully. If we have a higher value of
throughput, then the performance of our network will be
enhanced. It can be calculated as

throughput �
(no. of successful packets)∗ (average packet size)( 

transmission time
.

(2)

4.5.3. MAC/PHY Overhead. In vehicular ad hoc network,
we use BSM that help us to share information in the network,
whereas the information related to the updates of routing is
disseminated by the routing packets. However, the routing
packets do not provide any useful information related to the
application. BSM as well as routing packets consume the
bandwidth of the network, which affects the overall per-
formance of the network. Hence, we call these routing
packets causing an overhead on the network bandwidth as
MAC/PHY overhead, and for their calculation, we need to
know the total number of physical bytes and we should have

(38) Set receive call back to acknowledge packet received
(39) Logging
(40) VanetRoutingExperiment experiment ();
(41) WiFiApp ()
(42) SetDefaultAttributeValues (); set default values to all attributes
(43) ConfigureNodes (); configure all the nodes
(44) ConfigureChannels (); for configuration of channels
(45) ConfigureMobility (); configure the mobility
(46) ConfigureApplications (); for configuration of applications
(47) RunSimulations (); start and end simulations from zero seconds to the total simulation time
(48) ProcesssOutputs (); process the results obtained as output
(49) CourseChange (); set up sinks’ velocity and position
(50) main ();
(51) VanetRoutingExperiment experiment ();
(52) END

ALGORITHM 1: UAV-assisted VANET routing protocol.

Table 2: Key parameters for simulation.

Parameters Description

Transmission range It defines the vehicle’s range in which it would be able to communicate with other vehicles in the network.
Varying the transmission range may impact the overall performance of the network.

Rate of transfer It specifies how much data can be transferred in the given time.

Packet received +is parameter describes the number of successful packets received by the destination. It greatly impacts the
performance of any network.

Packet size Packet size may vary from network to network, but we will have a fixed size of packets that can be routed in the
network.

Pause time It is the controlling parameter specifying how much time a sink node will stay in a specified grid.
Simulation time +e total time taken for one whole simulation is considered in this parameter.
Received rate +is parameter tells us the amount of data received in bytes/kilobytes.

Packet loss +e number of packets that were not received by the destination due to communication error is calculated
under the packet loss parameter.

No. of sinks Sinks are the nodes that help us to gather and preprocess the data collected from the surroundings via sensor
node. +e number of deployed sink nodes for the desired scenario is specified under this parameter.

Grid size +e overall size of the grid in which the experimentation is done.
Node speed +is is the movement speed of the node.

Node direction +is is the direction of the vehicle on the road on which it is moving, it may include intersections and left, right,
or straight lane.

Basic safety messages
(BSM)

+ese messages do not help in routing, but rather they provide other useful information, yet they consume
bandwidth of the network.
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information about the total application byte.+eMAC/PHY
overhead in scenario a and in scenario b can be calculated as

MAC/PHYOverhead �
(totalPhyBytes − totalAppBytes)

(totalPhyBytes)
.

(3)

5. Simulated Results

5.1. For Traditional Vehicular Ad Hoc Network

5.1.1. MAC/PHY Overhead with 25 Sink Nodes. For all the
graphs presented in Figure 3, we have kept the number of
sink nodes initially equal to 25, whereas vehicular nodes
increase from 100 to 500.

In Figure 3(a), we have grid size� 300×1500m;
MAC/PHY overhead ascends for OLSR as the number of
nodes ascends/increases. In the case of AODV, MAC/PHY
overhead descends when the number of nodes ascends from
100 to 200. It becomes constant when nodes increase from
200 to 300. Again, it ascends when the number of nodes
ascends from 300 to 400, and after that it becomes constant.
In DSDV, when the number of nodes increases, MAC/PHY
overhead firstly increases and then becomes constant. Again,
it increases and after that shows constant behavior.

It is clear from Figure 3(b), where we have a grid size of
300× 3000m, that MAC/PHY overhead increases for OLSR
with the increasing number of nodes. In the case of DSDV,
MAC/PHY overhead ascends when the number of nodes
ascends. In AODV, MAC/PHY overhead ascends when the
number of nodes ascends from 100 to 200, it becomes
constant for 200 to 300 nodes, and it ascends onwards.

Figure 3(c) shows that MAC/PHY overhead ascends for
all the protocols of OLSR, AODV, and DSDV when the
number of nodes increases while grid size is 300× 4500m.
+eMAC/PHY overhead is the highest for AODV and is the
lowest for OLSR, whereas for DSDV it lies in between them.

Figure 3(d) presents a scenario where the grid size is
increased to 300× 6000m. In the case of OSLR, MAC/PHY
overhead ascends when the number of nodes is up to 300
and becomes constant when the number of nodes increases
from 400 to 500. In DSDV, MAC/PHY overhead ascends
with increasing the number of nodes; in the case of AODV,
MAC/PHY overhead increases when the number of nodes
increases from 100 to 200; then, it becomes constant when
the number of nodes ascends from 200 to 300; and after that
it ascends gradually.

5.1.2. MAC/PHY Overhead with 50 Sink Nodes. For all the
graphs presented in Figure 4, we have kept the number of
sink nodes equal to 50 whereas vehicular node increases
from 100 to 500.

It is clear from Figure 4(a) that, in case of OLSR,
MAC/PHY overhead descends gradually with the ascending
number of nodes keeping the grid size equal to 300×1500m.
While in the case of DSDV, MAC/PHY overhead ascends
from 200 to 300, and there is a sudden increase when the
number of nodes ascends from 200 to 300. After that,

MAC/PHY overhead descends with an ascending number of
nodes. In the case of AODV, MAC/PHY overhead ascends
when the number of nodes ascends from 100 to 200, after
that it descends with ascending number of nodes till 400, and
from 400 nodes onwards MAC/PHY overhead also ascends.

Figure 4(b) indicates that MAC/PHY the overhead of
AODV is greater than those of the other two protocols, while
OLSR has the least MAC/PHY overhead. +e DSDV, the
same as in the previous cases, lies between AODV and OLSR
routing protocol. Grid size, in this case, has been increased
from 300×1500m to 300× 3000m.

Figure 4(c) shows the results with a grid size equal to
300× 4500m. +e results demonstrate that MAC/PHY
overhead ascends with the ascending number of nodes in
both OLSR and DSDV, but its behavior is different in the
case of AODV. In AODV, MAC/PHY overhead ascends
when the number of nodes increases from 100 to 300 and,
after that, it descends with the ascending number of nodes.

From Figure 4(d), in grid size 300× 6000m, the
MAC/PHY overhead for OLSR ascends slowly, with the
ascending number of nodes. In DSDV,MAC/PHY overhead
increases with the increasing number of nodes. In AODV,
MAC/PHY overhead ascends when the number of nodes
ascends from 100 to 300, then becomes constant when nodes
increase from 300 to 400, and again increases.

5.1.3. Average :roughput with 25 Sink Nodes. For all the
graphs in Figure 5, we keep a constant number of sink nodes,
i.e., 25, and the vehicular nodes increase from 100 to 500.
Grid size is incremented by 1500m each time along the y-
axis.

Figure 5(a), where the grid size is 300×1500m, repre-
sents the average throughput of three protocols (OLSR,
AODV, and DSDV).+roughput for OLSR rapidly increases
from 100 to 200 and then gradually decreases with nodes
from 200 to 500. Protocol AODV shows average throughput
on the first 100 nodes; then, it decreases rapidly; after 200
nodes, it shows average performance for 400 nodes; and then
its performance is enhanced from 400 to 500 nodes. In the
case of DSDV, throughput increases as the number of nodes
ascends from 100 to 200 rapidly, and then it starts
descending as the number of nodes reaches from 200 to 300.
It increases as the number of nodes increases, and then again
it starts descending.

In Figure 5(b), we considered the grid size equal to
300× 3000m. OLSR shows the minimum average
throughput as compared to AODV and DSDV. It remains
constant from 100 to 200 nodes and then shows a gradual
decrease as the number of nodes ascends, and after that it
remains constant from 300 to 400 nodes. It shows a decrease
in average throughput with nodes from 400 to 500. AODV
shows a rapid increase in average throughput as the nodes
ascend from 100 to 200, and then its throughput decreases
from 200 to 300. After that, it shows a gradual decrease as the
number of nodes goes up. DSDV shows a good increase in
throughput from 100 to 300, but it decreases as the nodes
ascend from 300 to 400. +en again, it shows an increase in
the average throughput from 400 to 500.
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Figure 3: MAC/PHY overhead in traditional VANET with no. of sinks� 25.
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Figure 4: Continued.
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From Figure 5(c), we can see that OLSR showsminimum
throughput; it starts decreasing as the number of nodes
ascends from 100 to 300 and then gradually increases as the

number ascends. AODV shows high throughput overall as it
increases from 100 to 300 but then starts decreasing from
300 to 500. DSDV exhibits a rise in average throughput from
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Figure 4: MAC/PHY overhead in traditional VANET with no. of sinks� 50.
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Figure 5: Average throughput in traditional VANET with no. of sinks� 25.
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100 to 200 nodes, then there is a fall in average throughput as
nodes ascend, and its average throughput again starts rising
with nodes from 300 to 400. After 400 nodes, its average
throughput decreases as the nodes ascend. +e grid size in
this scenario is 300× 4500m.

When we have a grid size of 300× 6000m, as shown in
Figure 5(d), the DSDV protocol shows the lowest average
throughput with nodes from 100 to 200 and from 400 to 500.
On the other hand, the highest average throughput is
depicted in the AODV protocol. OLSR operates in reverse to
the DSDV protocol. Where there is a decrease in average
throughput in the case of DSDV, the throughput for OLSR
ascends. In the rest of the scenario, throughput for OLSR lies
between the other two protocols.

5.1.4. Average:roughput with 50 Sink Nodes. For all graphs
presented in Figure 6, the number of sinks is equal to 50, and
the number of nodes increases from 100 to 500, whereas the
initial grid size is 300×1500m which has an increase of
1500m along the y-axis in the rest of the cases.

Figure 6(a) indicates that OLSR has the least average
throughput when we have a grid size of 300×1500m.
AODV shows good performance on the first 100 nodes but
then gradually decreases as the nodes ascend from 200 to
500. DSDV has a good average throughput as the nodes
increase from 200 to 400. It has a comparatively less average
throughput for the rest of the nodes.

OLSR almost remains constant with little rise and fall
from 100 to 500 nodes within a grid of size 300 × 3000m as
shown in Figure 6(b). AODV shows a decrease in average
throughput with nodes from 100 to 200; then, there is an
increase in average throughput as the number of nodes
increases. It again slopes down with nodes from 300 to
400. Its average throughput remains constant with nodes
from 400 to 500. DSDV shows high average throughput as
compared to AODV and OLSR with nodes from 100 to
500.

Figure 6(c) represents simulations in grid size of
300× 4500m. OLSR gives low average throughput and al-
most remains constant with nodes from 100 to 500, with
little rise and fall. AODV shows a high average throughput
with nodes from 100 to 400, and then it gradually decreases
as the nodes ascend. DSDV remains constant with nodes
from 100 to 400, with a little increase, and decreases after
that with nodes from 400 to 500. Anyhow, the best per-
formance in this scenario is depicted in AODV, and OLSR
protocol is least performing.

Figure 6(d) shows the average throughput of three
protocols in the grid size of 300× 6000m. OLSR almost
remains constant and gives the least throughput throughout
the simulation with nodes from 100 to 500, with a little
increase and decrease. DSDV shows average performance
with the number of nodes from 100 to 300 and then in-
creases as the number increases from 300 to 500. AODV
performs best, and its throughput increases as the number of
nodes increases from 100 to 300 and then gradually de-
creases with nodes from 300 to 500. Still, it behaves better
than the other two protocols.

5.1.5. Average Packet Delivery Ratio with 25 Sink Nodes.
For all the four grid sizes, i.e., 300×1500m to 300× 6000m,
we have deployed 25 sink nodes for each case. +e grid size
increases with an equal interval of 1500m along the y-axis
each time. We have kept the number of vehicular nodes
constant, that is, from 100 to 500. Figures 7(a)–7(d) show the
average packet delivery ratio of the three protocols, OLSR,
AODV, and DSDV. In grid size of 300×1500m, the per-
formance of AODV is less than the other two protocols,
whereas OLSR and DSDV show very close results. At 100
nodes, the three protocols give the highest average packet
delivery ratio, but as we increase the number of vehicular
nodes, there is a decrease in average packet delivery ratio in
all the four grid sizes. However, it is obvious from
Figures 7(a)–7(d) that the three protocols are giving a better
average packet delivery ratio as we increase the grid size each
time.+e performance of the three protocols is better at grid
size 300× 6000m than that at 300×1500m. Accordingly, we
can conclude that the average packet delivery ratio increases
as we increase the grid size.

5.1.6. Average Packet Delivery Ratio with 50 Sink Nodes.
For all the four grid sizes, i.e., 300×1500m to 300× 6000m,
we have deployed 25 sink nodes for each case. +e grid size
increases with an equal interval of 1500m along the y-axis
each time. We have kept the number of vehicular nodes
constant, that is, from 100 to 500. From Figure 8(a), we can
see that, at grid size of 300×1500m, the OLSR and DSDV
have the highest performance with 100 vehicular nodes, but
as we ascend towards vehicular nodes equal to 500, the
average packet delivery ratio decreases. +e performance of
AODV at this point is less than that of the other two
protocols. Later, when we increase the grid size up to
300× 3000m, 300× 4500m, and 300× 6000m, respectively,
the DSDV protocol behaves better than the other two, as
could be seen from Figures 8(b)–8(d).

5.2. For Drone-Assisted Vehicular Ad Hoc Network. After
completing the simulations for traditional VANET, we
performed extensive simulations for scenario b where we
have made use of aerial vehicles. Results are computed
against MAC/PHY overhead, average throughput, and av-
erage packet delivery ratio.

5.2.1. MAC/PHY Overhead with 25 Sink Nodes.
Simulated results for MAC/PHY overhead in our scenario b
with the assistance of aerial nodes are presented in
Figures 9(a)–9(d). Here, the number of sink nodes is equal to
25, and vehicular nodes are taken from 100 to 500. It is clear
from Figure 9(a) that MAC/PHY overhead for DA-DSDV
increases when the number of nodes increases from 100 to
300. It shows a decrease in performance with nodes from 300
to 40 and, later on, there is an enhancement in its perfor-
mance once again. MAC/PHY overhead for DA-AODV
ascends when the number of nodes ascends from 100 to 200,
and it descends when the number of nodes ascends from 200
to 400 and becomes constant after that.
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Figure 6: Average throughput in traditional VANET with no. of sinks� 50.
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Figure 7: Continued.
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Figure 7: Average packet drop ratio in traditional VANET with no. of sinks� 25.
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Figure 8: Average packet drop ratio in traditional VANET with no. of sinks� 50.
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Figure 9(b) represents results for drone-assisted protocol
within grid size of 300× 3000m. It is clear from Figure 10
that MAC/PHY overhead for DA-OSLR ascends slightly
with the ascending number of nodes. MAC/PHY overhead
for DA-DSDV ascends when the number of nodes ascends.
MAC/PHY overhead for DA-AODV ascends when the
number of nodes ascends from 100 to 300, and it decreases
when we have 300 to 500 vehicular nodes.

It is clear from Figure 9(c) that MAC/PHY overhead for
DA-OLSR ascends with the ascending number of nodes.
MAC/PHY overhead for DA-DSDV increases when the
number of nodes increases. MAC/PHY overhead for DA-
AODV ascends when the number of nodes ascends from 100
to 200, and it becomes constant when the number of nodes
ascends from 200 to 300. Its performance is enhanced when
the number of nodes ascends from 300 to 400 and becomes
constant after that. Here, the grid size is 300× 4500m.

Figure 9(d) shows results simulated in a grid size of
300× 6000m. +e MAC/PHY overhead for DA-OLSR

ascends linearly with the ascending number of nodes.
MAC/PHY overhead for DA-DSDV increases when the
number of nodes increases. It can be seen easily that
MAC/PHY overhead for DA-AODV is higher than that of
all the other protocols, whatever the number of nodes we
have.

5.2.2. MAC/PHYOverhead with 50 Sink Nodes. +e number
of sink nodes is kept constant for all the scenarios shown in
Figure 10. +e grid size increases from 300×1500m to
300× 6000mwhereas the number of vehicular nodes is from
100 to 500. +e protocols involved in the simulations are
OLSR, AODV, and DSDV with the assistance of aerial
nodes. Figure 10(a) shows the simulated results generated
for grid size 300×1500m. +e performance of DA-OLSR
decreases with a slight change at every point throughout the
simulations. +e DA-DSDV performance is low at the start
and up to node 300, after that its performance is neither
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Figure 9: MAC/PHY overhead with drone assistance and no. of sinks� 25.
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increasing nor decreasing, but as the number of nodes
reaches 400, the performance of DA-DSDV starts to en-
hance. From Figure 10(b), we can conclude that the per-
formance of DA-OLSR is the best one while the DA-AODV
has the least performance within grid size of 300× 3000m.
+e DA-DSDV lies between the other two protocols.

Results simulated in grid sizes of 300× 4500m and
300× 6000m are shown in Figures 10(c) and 10(d), re-
spectively. We can see clearly that the DA-AODV protocol
has the highest MAC/PHY overhead throughout the sim-
ulations as compared to the other two protocols, while DA-
OLSR has the least MAC/PHY overhead. In the case of DA-
DSDV, MAC/PHY overhead increases with the increase in
the number of vehicular nodes.

5.2.3. Average :roughput with 25 Sink Nodes. +e average
throughput for DA-OLSR, DA-AODV, and DA-DSDV
calculated with 25 sink nodes is represented in Figure 11.+e
size of the grid increases from 300×1500m to 300× 6000m

with an interval of 1500m each time. +e number of ve-
hicular nodes ranges from 100 to 500. Figure 11(a) shows
that the average throughput for DA-OLSR increases as
nodes ascends from 100 to 200 and then remains constant
with vehicular nodes from 200 to 400. It shows a gradual
decrease with nodes from 450 to 500. +e second protocol,
DA-AODV, shows excellent throughput on the first 100
nodes but then shows a rapid decrease with nodes from 100
to 500. In the case of DA-DSDV, average throughput in-
creases as the number of nodes increases from 100 to 200
and then remains constant with nodes from 200 to 300; after
that, its performance gets worse with nodes from 300 to 400.
+ere is an increase once again in the throughput as the
number of nodes reaches from 400 to 500.

From Figure 11(b), it is clear that the DA-OLSR shows
the minimum average throughput as compared to the other
ones. It remains constant with nodes from 100 to 200, and
then its throughput decreases as the number of nodes as-
cends from 200 to 400. Its performance degrades with nodes
from 400 to 500. DA-AODV shows a high average
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Figure 10: MAC/PHY overhead with drone assistance and no. of sinks� 50.
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throughput as compared to the other ones. It increases
rapidly as the number of nodes ascends from 100 to 200, and
then its starts decreasing with nodes from 200 to 300. +en,
again it rises with nodes from 300 to 400, and after that it
again starts decreasing as the number of nodes ascends from
400 to 500. DA-DSDV shows an increase as the number of
nodes ascends from 100 to 300, and then it decreases with
nodes from 300 to 400; after that, it remains constant with
nodes from 400 to 500.

As shown in Figure 11(c) DA-OLSR shows minimum
throughput throughout, as it remains constant with nodes
from 100 to 200, and then it decreases as the nodes ascend
and then rises with nodes from 300 to 400. +en, it remains
constant again with nodes from 400 to 500. DA-AODV
shows good throughput as it increases as the number of
nodes ascends, and then it gradually decreases with nodes
from 200 to 300; after that, it almost remains constant from
300 to 500 nodes. DA-DSDV shows minimum throughput
with nodes from 100 to 200. +e performance of DA-DSDV
is enhanced as we increase the number of vehicular nodes
from 200 to 500.

Figure 11(d) demonstrates the average throughput in
grid size of 300 × 4500 m. As can be seen, DA-OLSR
remains constant but has less throughput at the start. Its
throughput decreases as nodes ascend, and then again it
starts rising with nodes from 300 to 400. +e throughput
is constant with nodes from 400 to 500. DA-AODV
shows a rapid increase in throughput as nodes ascend
from 100 to 200, and then its performance degrades with
nodes from 200 to 300. +e average throughput has a
constant value with nodes from 300 to 500. DA-DSDV
shows an increase in throughput as nodes ascend from
100 to 200; then, with nodes from 200 to 300, it remains
constant; and after that it decreases with nodes from 300
to 500.

5.2.4. Average :roughput with 50 Sink Nodes. For the
scenario shown in Figures 12(a)–12(d), we have the number
of sink nodes equal to 50. +e grid size increases from
300×1500m to 300× 6000m. We have taken the vehicular
nodes from 100 to 500.
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Figure 11: Average throughput with drone assistance and no. of sinks� 25.
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Figures 12(a) and 12(b) show the average throughput
within grid sizes of 300×1500m and 300× 3000m. Average
throughput in the case of DA-OLSR remains constant as the
number of nodes increases with a little rise and fall with
nodes from 100 to 500. DA-AODV has the highest per-
formance at 100 nodes, and then it decreases as the number
of nodes increases up to 500. DA-DSDV performance in-
creases as the number of nodes ascend from 100 to 400 and
then remains constant with nodes from 300 to 400. With
nodes from 400 to 500, the throughput decreases.

Figures 12(c) and 12(d) represent average throughput in
grid sizes of 300× 4500m and 300× 6000m, respectively.
DA-OLSR almost remains constant with a little increase and
decrease as the nodes ascend. DA-AODV decreases rapidly
as the number of vehicular nodes decreases from 100 to 500.
DA-DSDV shows an increase as the number of nodes in-
creases from 100 to 300, and then it shows a constant value
with nodes between 300 and 400. With nodes from 400 to
500, the average throughput decreases.

5.2.5. Average Packet Delivery Ratio with 25 Sink Nodes.
For the scenario shown in Figures 13(a)–13(d), we have the
number of sink nodes equal to 25. +e grid size increases
from 300×1500m to 300× 6000m. We have taken the
vehicular nodes from 100 to 500. Figures 13(a)–13(d) show
the average packet delivery ratio of the three protocols, DA-
OLSR, DA-AODV, and DA-DSDV. In grid size of
300×1500m, the performance of DA-AODV is less than
that of the other two protocols, whereas DA-OLSR and DA-
DSDV show very close results. At 100 nodes, the three
protocols give the highest average packet delivery ratio, but
as we ascend the number of vehicular nodes, there is a
decrease in average packet delivery ratio in all four grid sizes.
However, it is obvious from Figures 13(a)–13(d) that the
three protocols are giving a better average packet delivery
ratio as we ascend the grid size each time. +e performance
of the three protocols is better at grid size of 300× 6000m
than that at 300×1500m. Moreover, the DA-DSDV sur-
passes the DA-OLSR and DSDV at vehicular nodes 100 to
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Figure 12: Average throughput with drone assistance and no. of sinks� 50.
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500.+us, we can conclude that average packet delivery ratio
increases as we increase the grid size.

5.2.6. Average Packet Delivery Ratio with 50 Sink Nodes.
For the scenario shown in Figures 14(a)–14(d), we have the
number of sink nodes equal to 50. +e grid size increases
from 300×1500m to 300× 6000m. We have taken the
vehicular nodes from 100 to 500. Figures 15(a)–15(d) show
the average packet delivery ratio of the three protocols, DA-
OLSR, DA-AODV, and DA-DSDV. In grid size of
300×1500m, the performance of DA-AODV is less than
that of the other two protocols, whereas DA-OLSR and DA-
DSDV show very close results. At 100 nodes, the three
protocols give the highest average packet delivery ratio, but
as we ascend the number of vehicular nodes, there is a
decrease in average packet delivery ratio in all four grid sizes.
However, it is obvious from Figures 14(a)–14(d) that the
three protocols are giving a better average packet delivery

ratio as we ascend the grid size each time. +e performance
of the three protocols is better at grid size of 300× 6000m
than that at 300×1500m. Furthermore, the DA-DSDV
surpasses the DA-OLSR andDSDV at vehicular nodes 100 to
500. Consequently, we can conclude that average packet
delivery ratio increases as we increase the grid size.

6. Comparative Analysis of Traditional VANET
and Drone-Assisted VANET

For detailed analysis to figure out which scenario is better for
the IoV environment, we have combined the traditional
VANET routing protocols and drone-assisted VAENT
protocols. +ese combined graphs will help in a deep insight
into the conducted simulations.

6.1. MAC/PHY Overhead with 25 Sink Nodes. Figure 15 il-
lustrates that, for all the grid sizes, the OLSR and DA-OLSR
have the least MAC/PHY overhead, whereas the highest
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Figure 13: Average packet delivery ratio with drone assistance and no. of sinks� 25.
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MAC/PHY overhead is depicted in AODV, and the rest of
the protocols lie between both. However, if we compare the
performance of traditional VANETrouting protocols to that
of the drone-assisted ones, it will be clear that drone-assisted
protocols show less MAC/PHY overhead. When we have a
smaller grid, the MAC/PHY overhead for all the six pro-
tocols has greater values, but as we ascend towards a bigger
grid, this MAC/PHY overhead decreases. +e results pre-
sented in Figures 15(a)–15(d) are for the same number of
sink nodes, i.e., 25, and vehicular nodes for the presented
four graphs are from 100 to 500. +e grid size is initially
300×1500m and reaches up to 300× 6000mwith a constant
interval of 1500m along the y-axis.

6.2. MAC/PHY Overhead with 50 Sink Nodes. Figure 16
clearly shows that, for all grid sizes, the OLSR and DA-
OLSR have the least MAC/PHY overhead except for

300× 6000m where DA-OLSR has less MAC/PHY overhead
even compared to OLSR.+is means that at a bigger grid size
the performance of drone-assisted OLSR is far better than
that of the rest of the protocols. On the other hand, the
highest MAC/PHY overhead is depicted in AODV. +e rest
of the protocols lie between DA-OLSR and AODV. When
we compare the performance of traditional VANET routing
protocols to that of the drone-assisted ones, it becomes clear
that drone-assisted protocols show less MAC/PHY overhead
for most of the cases. When we have a smaller grid, the
MAC/PHY overhead for all the six protocols has greater
values, but as we ascend towards a bigger grid, this MAC/
PHY overhead decreases. It can be concluded from Figure 16
that, for a bigger grid size like 300× 6000m, the drone-
assisted protocols outperform the traditional ones. +e re-
sults presented in Figures 16(a)–16(d) are for the same
number of sink nodes, i.e., 50, and vehicular nodes for the
presented four graphs are from 100 to 500. +e grid size is
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Figure 14: Average packet delivery with drone assistance and no. of sinks� 50.
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initially 300×1500m and reaches up to 300× 6000m with a
constant interval of 1500m along the y-axis. One more thing
to be noted is that the greater the number of sink nodes is,
the higher the performance of protocols will be. As can be
seen from Figures 15 and 16, all the protocols have better
performance when we have a number of sinks� 50, espe-
cially the drone-assisted protocols.

6.3.Average:roughputwith25SinkNodes. Figure 17 shows
that, for all the grid sizes, the OLSR and DA-OLSR have the
least average throughput, whereas the highest average

throughput is depicted in DA-AODVwhen we have the least
number of vehicular nodes, and the rest of the protocols lie
between both. If we compare the performance of traditional
VANETrouting protocols to that of the drone-assisted ones,
it will be clear that drone-assisted protocols show less
throughput when we have a greater number of nodes. When
we have a smaller grid, the MAC/PHY overhead for all the
six protocols has greater values, but as we ascend towards a
bigger grid, this average throughput decreases. +is is be-
cause of the dissemination of vehicular nodes at a great
distance due to an increase in grid size. +e vehicular nodes
are unable to communicate with each other, hence resulting
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Figure 15: Comparison of MAC/PHY overhead of scenarios a and b with 25 sinks.
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in less throughput. +e results presented in Figures 17(a)–
17(d) are for the same number of sink nodes, i.e., 25, and
vehicular nodes for the presented four graphs are from 100
to 500. +e grid size is initially 300×1500m and reaches up
to 300× 6000m with a constant interval of 1500m along the
y-axis.

6.4. Average :roughput with 50 Sink Nodes. Figure 18
clearly shows that, for all grid sizes, the OLSR and DA-
OLSR have the least average throughput, whereas the highest
average throughput is shown by DSDV in smaller grid sizes,
but when we have larger grid sizes, the performance of DA-
AODV is better for a greater number of nodes. +e rest of
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Figure 16: Comparison of MAC/PHY overhead of scenarios a and b with 50 sinks.
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the protocols lie between DSDV and DA-AODV. When we
compare the performance of traditional VANET routing
protocols to that of the drone-assisted ones, it becomes clear
that drone-assisted protocols show less average throughput
for smaller grids, but these protocols have a comparatively
enhanced performance for larger grids.+e results presented

in Figures 18(a)–18(d) are for the same number of sink
nodes, i.e., 50, and vehicular nodes for the presented four
graphs are from 100 to 500. +e grid size is initially
300×1500m and reaches up to 300× 6000mwith a constant
interval of 1500m along the y-axis. One more thing to be
noted is that the greater the number of sink nodes is, the
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Figure 17: Comparison of average throughput of scenarios a and b with 25 sinks.
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higher the performance of protocols will be. As can be seen
from Figures 17 and 18, all the protocols have better per-
formance when we have the number of sinks� 50, especially
the drone-assisted protocols.

6.5. Average Packet Delivery Ratio with 25 Sink Nodes.
Figures 19(a)–19(d) present the comparative analysis of
average packet delivery ratio in traditional VANETprotocol
and our proposed strategy at grid size of 300×1500m to
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Figure 18: Comparison of average throughput of scenarios a and b with 50 sinks.
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Figure 19: Continued.
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Figure 19: Comparison of Average PDR of scenarios a and b with 25 sinks.
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Figure 20: Continued.
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300× 6000m with 25 sink nodes in each case. In smaller grid
size, the performance of the traditional routing protocol and
that of our drone-assisted protocol are very close to each
other, but as we move further towards greater grid size, the

performance of our proposed drone-assisted protocols be-
gins to enhance. As can be seen from Figures 19(a)–19(d),
the performance of DA-OLSR and DA-DSDV is better than
that of traditional OLSR and DSDV. +ough AODV and
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Figure 20: Comparison of average PDR of scenarios a and b with 50 sinks.
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DA-AODV could not perform significantly, the overall
performance of our proposed strategy is better at a bigger
grid size.

6.6. Average Packet Delivery Ratio with 50 Sink Nodes.
Figures 20(a)–20(d) present the comparative analysis of
average packet delivery ratio in traditional VANETprotocol
and our proposed strategy at grid size of 300×1500m to
300× 6000m with 50 sink nodes in each case. In smaller grid
size, the performance of the traditional routing protocol and
that of our drone-assisted protocol are very close to each
other, but as we move further towards greater grid size, the
performance of our proposed drone-assisted protocols be-
gins to enhance. As can be seen from Figures 20(a)–20(d),
the performance of DA-OLSR, DA-AODV, and DA-DSDV
is better than that of traditional OLSR, AODV, and DSDV.
+erefore, we can conclude that the performance of our
desired strategy is even better with 50 sinks as compared to
traditional VANET.

7. Conclusion and Future Work

IoV is the new form of VANETand is the alliance of Internet
and IoT. Internet of Vehicles is emerging as an important
class of networks in the modern era, because of the immense
traffic on the road, congested vehicular environment, and
increased chance of vehicular collision. Many strategies have
been proposed. +e main concern of the researchers is im-
proving the overall efficiency of IoT. +e efficiency param-
eters may be greater average throughput, enhanced packet
delivery ratio, less MAC/PHY overhead focus, less end-to-end
delay, and minimum packet drop ratio. Our focus in this
research is on providing such an efficient routing protocol
that can help us in providing greater average throughput,
enhanced packet delivery ratio, and lessMAC/PHY overhead.
For this purpose, we have made use of aerial nodes. We did so
by elevating the sink nodes to a height greater than that we
have in traditional routing protocols.

Extensive simulations have been carried out for tradi-
tional VANET routing protocols and drone-assisted routing
protocol. +e results have been generated and presented in
graphical form. +e output results have been analyzed one
by one. Later, these results have been compared for both the
traditional VANETand the one deployed using aerial nodes.
+is comparison helped us to understand that the assistance
of aerial nodes helped us to enhance network efficiency. We
have changed the grid size from 300×1500m to
300× 6000m with an interval of 1500m each time. We have
also experimented with different numbers of sink nodes, i.e.,
25 and 50. From all the experimentation and results gath-
ered, we conclude that our proposed strategy performs well
in terms of average throughput and average packet drop
ratio when we have a bigger grid. Moreover, the number of
sinks also affects these parameters; that is, the greater the
number of aerial nodes is, the greater the performance of
these parameters will be.

In the case of MAC/PHY overhead, although it increases
with the increase in the number of vehicular nodes, its values

are less with a greater number of aerial nodes than those of
traditional routing protocols. In the future, we will imple-
ment our strategy by varying the transmission ranges. +e
grid sizes may also be increased along the x-axis as well as
along the y-axis. Such proposed scheme will not only help in
having better network experience in traffic, but also enhance
the medicine and healthcare, agriculture, disaster, and
emergency scenarios and provide environmental and sur-
rounding information and a better solution for communi-
cation over a congested road. +e topological constraint
changes made produce novelty in our suggested scheme. We
intend to find the average packet drop ratio and the end-to-
end delay in the future and to analyze the performance of
our proposed strategy.
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Many studies have considered the preferential attachment mechanism to cause scale-free networks. On the contrary, a network
evolution model based on nonpreferential attachment is proposed to explain some non-scale-free network, and the existence of a
stable degree distribution of the model is theoretically proven. +ree methods are suggested to estimate the distribution. +e
model’s significance shows that preferential attachment is not the only mechanism of tail power-law distribution, which gives a
reasonable explanation to non-scale-free phenomenon. Our results provide a new train of thought for understanding the degree
distribution of network.

1. Introduction

Network research is an effective way to study complex
systems. Since the emergence of two landmark network
models, such as the WS model [1] and the BA model [2],
network models have been widely studied. Such studies are
performed in many fields, including social interactions
between individuals, protein or gene interactions in living
organisms, synaptic connections, communication between
computer networks, and various transportation systems.
Generally, in network research, it is said that most or all real-
world networks are scale-free [3–8]. +at is, the node degree
k of the network follows power-law distribution. Besides, in
network science, studies on the application of a scale-free
network have been extensively performed [2, 9, 10]. Various
studies have evaluated how the existence of a scale-free
structure affects the running of networks [7–12]. Scale-free
networks have been used as the basis for numerical simu-
lation and experiments. Studies have also investigated the
generation mechanisms of scale-free networks [2, 5, 13–15].
Network models can describe many systems, and it is re-
ported that preferential attachment can lead to scale-free
[16]. In addition to the BA model, some representative
development models have been used to describe this
mechanism, for example, the earlier price model with an
adjustable power rate [17, 18], the HK model with an

adjustable clustering coefficient [19], the fitness model that is
based on individual differences [20], and the local-world
evolving network model that is based on local world evo-
lution [21] among many others. Many real networks have
some standard features, including power-law degree dis-
tribution, small average shortest path length, and high
clustering. Some networks following the WS model (not all)
have a small average shortest path length and high clustering
with no power-law degree distribution, which contrasts with
the BA network model [18–21].

+e universality of scale-free networks has not been
established. Some studies have reported that scale-free is
universal [6, 10, 11, 22, 23]. ER random graph can also be
“scale-free,” and classical random graphs with unbounded
expected degrees are locally scale-free. +e others hold the
opposite view, based on data and statistical theory
[4, 5, 24–30]. Broido and Clauset tested 1000 real network
datasets [31], and they concluded that scale-free networks
are very rare. Besides, they established that only about 15%
of the network showed a strong or strongest scale-free
structure features.

+e generation mechanism is commonly discussed in
scale-free network studies, particularly preferential attach-
ment [2, 3, 17, 18]. One of the most famous connection
mechanisms is that the probability of obtaining a connection
is proportional to current node degrees. It is called
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preferential attachment, which means that the new node has
a greater preference to connect to an old node with a bigger
degree. Many studies are based on the connection
mechanisms.

Many previous network generation models were based
on scale-free assumptions. However, empirical data show
that not all network distributions strictly conform to power-
law distribution [31]. Occasionally, when lognormal dis-
tribution is used to fit the real network data, the result is the
same as the power-law distribution, or even better [32–34].
Preference connections explain the mechanism of scale-free
generation. +erefore, the question is as follows: are there
other mechanisms to explain these distributions?

2. Network Evolution Model

+e initial number of nodes in the network isN0, the average
degree is <k>, and the final network size is N. +e following
were the network evolution rules:

(i) Initial moment: the network contained N0 nodes,
random connections, and (N-N0) isolated potential
nodes

(ii) Nonpreferential disconnection (NPD): for node vi

in the network, a neighbor vj is randomly selected to
disconnect (vi vj)

(iii) Nonpreferential attachment (NPA): we randomly
selected a node vk from the network and connected
(vk vj)

(iv) NPD and NPA for each point in network
(v) Steps (ii)–(iv) were repeated

+e evolutionary steps take place one at a time, with only
a rewiring involving two edges being involved. It seems to be
counterintuitive to the objective of applying a fair and
completely unbiased connectivity, as it restricts multiple
such rewirings happening concurrently. However, when the
network size is very large, the probability of simultaneous
occurrence is very small, so the results of the sequential
evolution of nodes and simultaneous evolution are very
close. +e sequential evolution brings great convenience to
our computer simulation. In the following theoretical
analysis, the evolution of some nodes has no sequence at all
and is completely unbiased.

Preferential attachment exists in human relations. Hu-
man social contacts can be biased to a certain extent.
However, some network nodes cannot be biased due to a
lack of subjective consciousness, such as neural connections,
metabolic networks, and protein regulatory networks.
Compared to the BA model’s preferential attachment, dis-
appearance and generation of edges between nodes in this
model are fair and completely unbiased to every node. A
mechanism of edge fading is presented in this model, while a
mechanism of new edge generation is also proposed. +is
design is in tandem with the real network, where many node
relationships fade and emerge over time. Node relationships
of the network are not unchanged after generation. For
example, a friend relationship of a social network will break
down ormake new friends [35–37], and synaptic plasticity of

neural networks leads to the loss of synaptic connections or
are newly formed and strengthened [38, 39]. +is recon-
nection mechanism is a connection transfer mechanism,
which has a particular practical significance in some net-
works, such as the trade and debt lending networks [40–43],
where the trade volume and debt relationship are transferred
between nodes. Under this mechanism, some old nodes are
disconnected and leave the network, while some new nodes
join the network and they are connected without preference.
+is is in tandem with the fact that aging nodes exit the
network, whereas new nodes join the network.

3. Degree Distribution Analysis

3.1. Degree Distribution and Network Evolution. For time t,
the probability of the node with degree k is Pt(k). Conse-
quently, the distribution is Pt � (Pt(1), Pt(2), . . . , Pt

(N − 1))T. “T” stands for transpose.
+e probability that the node degree changes from i to j

is pij. Obviously, in our model, it is impossible for degree i to
become j when j< i − 1. Considering node v with degree i> 1
and j≥ i − 1, in addition to the node that was randomly
selected in NPD, the other neighbor nodes and the node
itself in the process did not change the degree. +e degree is
(i − 1) after NPD. To change its degree to j, it has to be
selected (j − i+ 1) times by the rest of the (N − i) nodes in
NPA, with no preference to the probability, which is 1/
(N − 1).

+us, one could get

pij �

C
j− i+1
N− i

1
N − 1

 
j− i+1

1 −
1

N − 1
 

N− j− 1
, j≥ i − 1,

0, j< i − 1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

where Ci
N is the number of combinations of N choose i.

+erefore, the probability function of node degree at
time t is

Pt(k) � 
N− 1

i�1
pikPt− 1(i), (2)

Notably A � (pij)
T
(N− 1)×(N− 1)

, then Pt � APt− 1 � AtP0.
+is iterative process dynamically describes node degree

distribution of the development model at any given time.

3.2. Existence of Stability Distribution. We prove that sta-
bility distribution exists as the time approaches infinity. +e
lemmas and definitions to be used later are introduced first.

Definition 1. For a square matrix M � (mij)nn, Gj(M) �

z| |z − mjj|≤Rj , j � 1, 2, . . . , n is called column Gersch-
gorin circle, where Rj � 

n
i�1,i≠ j |mij|.

Definition 2. For a square matrix M � (mij)nn, it is called a
primitive matrix if there is a positive integer n, Mn> 0.
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Lemma 1 (Gerschgorin disk theorem [44]). If M is a square
matrix, any eigenvalue λ of M belongs to at least one column
Gerschgorin circle Gj(M), λ belongs to union of them,
λ ∈ G � ∪ n

j�1Gj.

Lemma 2 (Perron–Frobenius theorem [44]). If M is a
primitive matrix, then the spectrum radius ρ(M) is a single
root, and limk⟶+∞(ρ(M)− 1M)k � vwT, where w and v are
left and right Perron vectors.

1en, we prove that Lemmas 3 and 4 are true.

Lemma 3. Matrix A � (pij)
T
(N− 1)×(N− 1)

is the primitive
matrix.

Proof. Let P � AT � (pij)(N− 1)×(N− 1), Pn � (p
(n)
ij )(N− 1)×(N− 1).

Because

pij �

C
j− i+1
N− i

1
N − 1

 
j− i+1

1 −
1

N − 1
 

N− j− 1
> 0, j≥ i − 1,

0, j< i − 1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

one can get

p
(n)
ij � 

n

k�1
p

(n− 1)
ik p

(n− 1)
kj �

>0, else,
0, j< i − n.

 (4)

We take n � N − 2, obviously j≥ i − n.
+erefore, An � (PT)n � (Pn)T > 0.

We get that A is the primitive matrix. □

Lemma 4. λ � 1 is an eigenvalue of A � (pij)
T
(N− 1)×(N− 1)

.

Proof. Substituting λ � 1 into the eigenpolynomial
f(λ) � |A − λE|, one gets

f(1) � |A − E|

�

p11 − 1 p11 0 . . . 0 0

p12 p12 − 1 p32 . . . 0 0

p13 p13 p33 − 1 . . . 0 0

. . . . . . . . . . . . . . . . . .

p1,N− 2 p1,N− 2 p3,N− 2 . . . pN− 2,N− 2 − 1 pN− 1,N− 2

p1,N− 1 p1,N− 1 p3,N− 1 . . . pN− 2,N− 1 pN− 1,N− 1 − 1





.
(5)

We add the first N − 2 rows to the last row. +en,

f(1) �

p11 − 1 p11 0 . . . 0 0

p12 p12 − 1 p32 . . . 0 0

p13 p13 p33 − 1 . . . 0 0

. . . . . . . . . . . . . . . . . .

p1,N− 2 p1,N− 2 p3,N− 2 . . . pN− 2,N− 2 − 1 pN− 1,N− 2

0 0 0 . . . 0 0





� 0.

(6)

Its shown that λ � 1 is an eigenvalue of A.
+erefore, we prove the existence theorem for stable

distributions. □

Theorem 1. It states that the network evolution model has a
stable degree distribution, and the stable distribution is the
eigenvector corresponding to the eigenvalue 1.
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Proof. For column Gerschgorin circle

Gj(M) � z| z − mjj



≤Rj , j � 1, 2, . . . , n, (7)

where Rj � 
n
i�1,i≠j |pji| � 

n
i�1,i≠j pji � 1 − pjj.

+us, |z − pjj|≤ 1 − pjj, namely, any eigenvalue satisfies
|z|≤ 1.

From Lemma 4, we have λ � 1 is an eigenvalue of A.
+erefore, 1 is the greatest eigenvalue and spectrum

radius ρ(A) � 1.
From Lemmas 2 and 3, spectrum radius ρ(A) is a single

root, and limk⟶+∞(ρ(A)− 1A)k � vwT, where w and v are
left and right Perron vectors, namely, limk⟶+∞Ak � vwT.

+en, limt⟶∞Pt � limt⟶∞AtP0 � vwTP0. Let limt⟶∞
Pt � P.

Taking the limit of the distribution iterating Pt � APt− 1
over time t⟶ +∞, then P � AP. +at is, P is the ei-
genvector corresponding to the eigenvalue 1.

Remark: conclusion of the theorem shows that network
evolution has a stable distribution. +is distribution is the
eigenvector corresponding to the eigenvalue of 1, and this
distribution is independent of the initial state of the network.
+ough this conclusion provides the distribution computing
method, it is very difficult to solve the matrix eigenvectors
when the network size is large. □

3.3. Estimation of Stability Distribution. As the size of the
matrix increases, the Ci

N becomes unusually large, its
computation is difficult, and accurate calculation is im-
possible. We used an approximate calculation:

lim
N⟶∞

C
j− i+1
N− i

1
N − 1

 
j− i+1

1 −
1

N − 1
 

N− j− 1

� lim
N⟶∞

(N − i)!

(N − j − 1)!(j − i + 1)!

1
N − 1

 
j− i+1

lim
N⟶∞

1 −
1

N − 1
 

N− i

lim
N⟶∞

1 −
1

N − 1
 

i− j− 1

� lim
N⟶∞

(N − i)!

(N − j − 1)!

1
N − i

 
j− i+1 1

(j − i + 1)!

N − i

N − 1
 

j− i+1
e

− ((N− i)/(N− 1))

� lim
N⟶∞

(N − i)(N − i − 1) · · · (N − j)

(N − i)(N − i) · · ·
lim

N⟶∞

1
(j − i + 1)!

N − i

N − 1
 

j− i+1
e

− ((N− i)/(N− 1))

� lim
N⟶∞

1
(j − i + 1)!

N − i

N − 1
 

j− i+1
e

− ((N− i)/(N− 1))
.

(8)

It shows that when N is large, pij � C
j− i+1
N− i (1/

(N − 1))j− i+1(1 − 1/(N − 1))N− j− 1 ≈ 1/(j − i + 1)!((N − i)/
(N − 1))j− i+1e− ((N − i)/(N − 1)). Note that pij ≈ pij.

+e approximate results A ≈ A � (pij)
T

(N− 1)×(N− 1)
.

It should be noted that because of the approximation, the
maximum eigenvalue of A is not 1, just approximate 1, and
the eigenvector cannot be a positive vector. +e negative
component’s absolute value is minimal, which can be treated
as 0. +erefore, three estimation methods are proposed.

Method 1: calculate the eigenvectors corresponding to
the maximum eigenvalue of A, ignore the negative
components, and normalize it

Method 2: solving equations
AP � P

‖P‖1 � 1

Method 3: iterative estimation Pt � APt− 1

4. Comparisons between Model and
Real Network

A simulation experiment is operated.+e value ofN needs to
be large enough because too few nodes will affect two results.
First, it will influence the statistical accuracy of the degree
distribution. Second, the estimation of stable distribution

requires Poisson distribution to approximate binomial
distribution, and the error is large due to too few nodes.

If no parameters are specified, the simulation result is the
average of 10 networks, the number of nodes in each net-
work N� 10000, and the average degree <k>� 10.

Statistical analysis of real network data established that
not all networks have strict scale-free degree distribution. A
study [31] adopted mathematical methods to ascertain
whether the real network meets the scale-free threshold.
However, findings were greatly different from previous
cognition. It was found that scale-free networks are rare. In
this study, as illustrated in Figures 1(e)–1(h), we have shown
four representative real network degree distributions. +ese
networks are not strictly scale-free distributions, but a tail
with approximate scale-free characteristics. Such distribu-
tion is not individual, but a large number. Broido et al.
reported that, about 96% of networks are not strictly scale-
free [31]. In particular, the form of pressure-head and heavy-
tail in Figure 1(g) and degree distribution of tail approximate
power law is prevalent and is significantly different from the
BA model [2] in terms of head characteristics. In the sim-
ulation experiment, our model exhibits a strong network
reproduction ability. Four different degree distribution
patterns (Figures 1(a)–1(d)) correspond to degree
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Figure 1: Comparison of degree distributions obtained by a simulation experiment, real network, and iteration estimation. (a–d) Degree
distribution in different stages of simulation evolution; (e–h) Degree distribution in real network, data from online dictionary entry network
[45], adolescent social friend network [35], publication citation network [15], and Bible vocabulary network [46]; (i–l) Degree distribution of
different evolutionary stages given by the iterative estimation, (l) Degree distribution obtained using the three estimation methods.
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distributions of four real networks in different evolution
stages. Figures 1(i)–1(l) show the results of three degree
distribution estimation methods after stability distribution
analysis. +ey are consistent with the real network and
simulation results, and it is also the approximate power-law
distribution of the tail. Head distribution is slightly different
and is due to differences between theoretical analysis,
simulation experiment, and real network evolution mech-
anisms, namely, the reconnection of edges appears se-
quentially in simulation and real networks, but not in
theoretical analysis.

As shown in Figure 2, we studied the average path length
(L) and the average clustering coefficient (C) of the model.
Performance of the model on the average path is consistent
with that of the real network. It shows the small-world
characteristic. With an increase in N, L is approximately
proportional to the lnN, which is close to ER, WS, and BA
models [47, 48].With the increase in average network degree

<k>, L descends rapidly, especially in the early stage, the
descending speed is a power law, and in the middle and later
stages, it approaches 1. Table 1 compares the average path
length of some real networks with simulation networks of
the same size and average degree. Real network data are from
literature [15, 46, 49–55], and the results show that themodel
can well describe the small-world characteristics of real
networks. However, the clustering coefficient changes in
precisely the opposite way. With an increase in network size,
C rapidly decreases to 0 by a power law, like in the BAmodel,
while with an increase in <k>, C increases to 1 by a linear
law. +ese findings suggest that the model network in the
more massive network average degrees has a useful node
aggregation. +e network model can generate a high clus-
tering coefficient of the network, and the clustering coeffi-
cient is adjustable. But it has obvious gaps when compared to
the real network. Some smaller <k> of the real network also
possesses a high clustering coefficient.
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Figure 2: Average path length and network average clustering coefficient. (a) Average path length versus the number of nodes. (b) Network
average clustering coefficient versus the number of nodes. (c) Average path length versus average degree. (d) Network average clustering
coefficient versus average degree.
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5. Conclusion

We propose a new network evolution mechanism that is
unbiased for all network nodes. It is believed that the scale-
free network is caused by the preferred connection mech-
anism [16–21], and our study shows that scale-free results of
real networks could have other mechanisms. Model results
revealed that the head’s degree distribution is pressure-head,
slightly smaller than that of the power-law distribution, and
the empirical data is consistent. +e pressure-head phe-
nomenon is common in real network data [15, 35, 45, 46].
Models such as the BA model can only exhibit power-law
distribution. +ey do not provide results of the pressure-
head. However, this phenomenon was produced in our
model. +e simulation shows that it exhibits the tail power-
law distribution and the pressure-head phenomenon. An-
other nonpreferential attachment mechanism was proposed
[56]. +e connection between two nodes depends asym-
metrically on their types. +e model results based on graph
limit theory, in the sense that the number of copies of any
fixed subgraph converges when network size tends to in-
finity, while network distribution converges when time tends
to infinity in our work. However, their results do not involve
scale-free distribution and the shortest path discussed.

+e BA network model [2, 48] shows that the network’s
degree distribution conforms to the power law Pk ∼ k− α,
α � 3. Our model’s simulation implies that it has a broader
range of α and is a power-law adjustable model, consistent
with the real network. In verifying small-world character-
istics, simulation results showed excellent performance
when compared with some real networks. +e average path
length of the network is very close to the real network. As the
network size increases, the average path length is propor-
tional to lnN, and it rapidly decreases as the average degree
increases. However, the performance of the clustering co-
efficient is not consistent with that of real networks. As the
network size increases and the average degree decreases, the
clustering coefficient tends to approach zero. In contrast,
many real networks have a high clustering coefficient at a
larger scale. When the triangle connection mechanism [19]
is employed in this model, the clustering coefficient could be
quickly improved, but it will be challenging to theoretically
prove stable distribution.

As mentioned above, many previous studies concluded
that degree distribution of the network should be scale-free.

However, some studies contradict this conclusion. Broido
and Clauset reported that scale-free networks are rare [31],
and only 4% of networks have the most vital scale-free
characteristic. +ese are two seemingly opposite conclu-
sions, but they may not be contradictory from a different
perspective. +is is because scale-free properties referred to
tail distribution but strictly speaking is not on the whole
range. +is reason accounts for ‘scale-free networks are rare’
[31]. It is reported that very different networks may have the
same degree distribution [57]. +e degree distribution is not
the only important thing in network. Even networks with
identical degree distributions have completely different
properties.

Pressure-head and heavy-tail distribution in the real
network data seriously affects acceptance of scale-free dis-
tribution. +e model proposed in this paper provides a
unified explanation. Figures 1(a)–1(d) shows that various
distributions can appear in the process of network evolution,
with apparent non-power-law distribution and tail ap-
proximate power-law distribution, consistent with multiple
distributions in real network data (Figures 1(e)–1(h)). In
other words, network distribution can be scale-free or non-
scale-free. Degree distribution of a network is always in the
process of random evolution. It is a particular stage in the
evolution process for all real network structures, rather than
the network’s final state. Maybe the limit state of network
evolution is scale-free as observed in many real networks
with tail power laws. But many networks are not strictly
scale-free because they have not yet achieved maturity or
stability in their evolution. Two viewpoints can be unified
into our model, which provides a new idea for the under-
standing degree distribution in network research. +e real
data employed are rather restricted and insufficient to
support the strong claims of the paper. More extensive
comparison with real networks should be performed re-
garding the degree distribution. +e amount of data used in
this paper is relatively limited, and the more the data, the
better it can support the viewpoints of this paper.
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0is study develops a novel drilling 3D visualization solution based onWebGL, termed asWebDrillingViz, and introduces the system
architecture design and software programming implementation. 0e software is part of the Engineering Technology Internet of
0ings (IoT) System, interfacing with other software, and also capable of direct hardware interfacing for data retrieval and system
control. It is fully web-based, used real time, and used in RTOC (Real-Time Operating Center) of IoT system, which is a software
system for drilling process remote monitor and decision. WebDrillingViz uses the most frontier HTML5 technology to realize a
brand-new drilling 3D visualization system.0e front end is designed in single-page application (SPA)mode and adopts technologies
such as angular, bootstrap, and WebGL. 0e front-end uses single page application (SPA) mode, Angular, Bootstrap, WebGL and
other technologies are used.0e back-end data services provide data interface support for front-end visualization applications based
on HTTP protocol which uses NodeJS, a lightweight development platform suitable for cloud platform, and Restify to realize a REST
JSON API. Both sides are using the same object-oriented oriented development language—TypeScript. 0e front-end develops an
easy-to-extend 3D visualization class library based on WebGL for drilling. It is encapsulated as Angular modularization to form an
Angular component, which can be used standalone or integrated into other Angular applications. At the same time, the back-end
microservice architecture combined with container and cloud technology is easy to maintain, deploy, and expand and has the
advantages of being lightweight, cross-platform, flexible, and efficient. Using HTML5 standard and Bootstrap’s responsive layout
achieves cross-platform, which can support different operating systems and screen sizes. 0e system has better robustness and
maintainability, thanks to the object-oriented and strong typing characteristics of TypeScript. Practical application shows that
WebDrillingViz is efficient, capable of visualization of large drilling 3D scene, and compatible with mainstream devices, such as
Windows, Linux, macOS, iOS, and Android. 0e use of open standards-based modern web technologies and data format enables a
more lightweight and economical solution.WebGL, Angular, NodeJS, and TypeScript formed a powerful technology stack, which can
be used as an excellent reference for other browser-based visualization development.

1. Introduction

In November 2005, the International Telecommunication
Union (ITU) released a report entitled “the Internet of
things,” which formally puts forward the Internet of things
(IOT), which attracted the attention of governments and
industries. Petroleum industry is an important industry of
IOTapplication, which has been applied in some enterprises.
0e Internet of things system of engineering technology
includes the automatic data acquisition, remote data
transmission, data center, and remote operation support
center (RTOC). 0rough the remote operation support
center, technical experts can view the data and video

information of the well pad on the computer of the center for
remote analysis and decision-making. RTOC aims at
building data acquisition and application, a multiprofes-
sional collaborative service platform to improve the inte-
grated service capabilities, realize intelligent operation
support, the integration of engineering and technology
wellbore business, and information technology [1–3]. RTOC
includes the following parts: automatic collection, integrated
storage, and remote transmission of field data; real-time data
detection, early warning and analysis optimization; remote
technical support; and decision-making. It provides a
powerful guarantee for making and transmitting drilling
decision quickly and effectively, as shown in Figure 1.
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Drilling 3D visualization system is an important task for
building web applications in RTOC, which provides a highly
visualized working environment to view real-time 3D
drilling scene for drilling process remote monitor and de-
cision. It can put borehole trajectories, LWD, MWD, mud
logging, well-logging data, seismic slice, and formation in-
terfaces, reservoir geological model all into a 3D scene,
realizing the information sharing of logging, geology, and
engineering; thus, experts can get realistic underground
scenes. Cross-platform, lightweighted, and open are three
basic rules when building drilling 3D visualization systems.
Currently, some efforts have been made on drilling 3D
visualization; however, most of them are traditional desktop
software which cannot provide online service for RTOC. At
present, some companies built such visualization products:
3D visualization software enables drilling engineers, geo-
physical engineers, geological engineers, and reservoir en-
gineers to work with the same data volume environment,
breaking professional and geographical constraints, and
making multidisciplinary [4–9]. Combination really be-
comes a reality. Most of the existing 3D visualization
technologies adopt the client-server (C/S) mode, such as
DecisionSpace®, and WellViz3D are released as standalone
software, which must be installed and used in a local op-
eration system (OS). Discovery Web of Kongsberg adopts
the B/S mode. However, based on ActiveX plug-in tech-
nology, special plug-ins need to be installed, which can only
support IE browser on PC Windows and cannot support
mobile devices (Android and IOS) [10]. Undoubtedly, a
web-based drilling 3D visualization system has flexibility to
perform real-time monitoring of drilling activities through a
browser platform in RTOC. However, there is no 3D vi-
sualization technology of drilling based on standard browser
at present. A cross-platform online drilling 3D visualization
system to describe the underground geological environment
and drilling state using WebGL (termed as WebDrillingViz)
based on HTML5 and WebGL standard is developed in this
paper, which can support all mainstream operating systems
and browsers. By using standards-based technologies, this
visualization can operate on a multitude of devices removing
both the technical and logistical restraints on a remote
collaboration. 0e online drilling 3D visualization system is

different from that on local drilling 3D visualization in the
following aspects:

(i) Lightweight: HTML5 and WebGL enable the
browsers realize excellent 3D effects without any
plugins, the REST server built with Node.js and
Restify in microservice architecture, which can
easily be deployed on cloud.

(ii) Cross-platform: rich, interactive, browser-based,
cross-platform visualization tools can serve both
PCs and mobile devices that run different OSs,
which support WebGL, such as Windows, Linux,
IOS, and Android.

(iii) Open: the software supports the data formats
commonly used in oil and gas industry and can
easily import geological and related data into the
system’s database.

(iv) Economic: the software is all based on HTML5 and
open-source technology stack, which is not bundled
with expensive software packages and has no te-
dious licensing restrictions.

2. 3D Visualization Technology on the Web

0e idea is to update the experts of RTOC with live data, i.e.,
detailed 3D real-time insights into the ongoing drilling
operation. In the past few years, a great progress has been
made in modern web browsers and network standards
[11, 12]. Cross-browser and cross-platform standardization
greatly simplifies the design and implementation of rich
interactive Web applications. In the past, third-party plug-
ins needed to realize complex interaction or graphics in
browsers. Java applets, Flash, and Silverlight were used for
browser-based rich and interactive applications. Many se-
curity issues, as well as poor support and performance on
mobile devices, made these technologies gradually aban-
doned. Instead, a powerful set of Web standards (commonly
known as HTML5) has evolved into a framework on which
real browser-based and cross-platform visualization tools
can be developed. Special interest in drilling and geological
visualization is HTML5, HTML5 canvas, and WebGL.

MWD 
drilling parameter 

instrument
compound logging

Operation site Field
view 

Data acquisition and transmission

RTOC

Data center

Remote monitoring and warning

Data transmission

Opinion

interaction

Figure 1: Remote operation center architecture.
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2.1. HTML5. HTML5 is a markup language used for
structuring and presenting content on the web pages. It is the
fifth and current major version of the HTML standard, and it
was developed by World Wide Web Consortium (W3C, a
broad coalition of organizations).

Compared with the previous version, the 5th version has
made a qualitative leap in processing graphics and images.
On the premise of not relying on third-party plug-ins, a new
standard for graphics and image applications is proposed,
which supports dynamic display and interaction on various
mobile platforms and further improves the flexibility and
security of web applications. After discarding all kinds of
plug-ins, it combined with JavaScript makes the expansion
of website functions easier to achieve and the development
of website more efficient and safer.

2.2. HTML5 Canvas. 0e <canvas/> HTML tag provides a
container that programmatically draws graphical objects on
the screen. In short, a canvas tag is similar to an image but
provides the ability to draw raster-based dynamic graphics.
0e canvas tag has been existing for many years and was
eventually integrated into the HTML5 specification. At
present, all the major browsers and devices platforms have
implemented canvas tag, which makes it a good and feasible
way to draw dynamic drilling scenarios. Although the canvas
is essentially a 2D space, 3D effects can be simulated in 3D
games. 0e rendering engine calculates the perspective on
the 3D object and maps it to the 2D view for display on a flat
screen. No matter what the underlying technology is, this
general method is suitable for graphic rendering of all 3D
objects in the 2D environment. 0e canvas tag simply
provides a standards-based and well-supported tool for
rendering dynamic graphics in Web browsers.

2.3. WebGL. WebGL has been introduced as one of the
powerful web features for developing 3D content, and it is
based on OpenGL ES 2.0 and allows rendering 3D scene in
the browser. WebGL provides a general interface for
accessing the 3D graphics hardware of the underlying system
in the browser and can realize the rendering of complex 3D
scene efficiently. Currently, all major browsers provide
support forWebGL, making it the ideal technology to render
3D drilling and geology scene across platform and devices.

3. System Architecture

0e system was built on HTML5 standards and open-source
frameworks.

3.1.Overall Framework. Under the environment of HTML5,
the system adopts the B/S architecture building a network
platform using the TypeScript development language. With
the help of the language’s full object-oriented and strong
typing characteristics, the code has strong expansibility,
reusability, security, robustness, and stability. 0e system
uses an object-oriented design method, builds a scalable 3D

visualization class library, and encapsulates it as an Angular
module, which has strong reusability and inheritance.

0rough Angular’s powerful compile ability, the com-
piled program can run efficiently in the browser. It accesses
back-end RESTful data interface API to obtain user data and
provides a friendly user interface by using the responsive
layout, which can support both desktop and mobile systems.

0e software realizes the unified management of visual
objects, displays the coordinates of 3D scene, and performs
the fundamental functions including zooming, rotating, and
translating. Figure 2 illustrates software architecture in-
cluding data layer, service layer, and view layer.

0e data layer is Geological EngineeringWarehouse, and
it uses real-time and relational databases to receive and
preserve static and dynamic drilling geological data. Static
data include oilfield information, adjacent well data, drilling
design data, formation tops, seismic slices, and other geo-
logical engineering data. Dynamic data include drilling,
MWD, LWD, and mud logging data.

0e service layer based on Node.js and Restify frame-
work provides a RESTful API. It is the data interface between
front-end application and the back-end data warehouse. All
communications between the data warehouse and the vi-
sualization program will also be performed through the
servers.

0e view layer is a single page Web application (SPA),
based on HTML5 standards and TypeScript language, using
Angular front-end framework and Bootstrap UI library to
realize responsive SPA. 0rough the WebGL interface of
browser, 3D visualization components are implemented to
realize web-based cross-platform interactive 3D visualiza-
tion application for drilling and geological.

3.2. Technology Stack. 0is software uses a series of open-
source technologies to build an economical and efficient
technology stack.

3.2.1. TypeScript. TypeScript is an open-source program-
ming language developed and maintained by Microsoft [13].
It is a strict syntactical superset of JavaScript and adds
optional static typing to the language and offers a module
system, classes, interfaces, and a rich gradual-type system.
TypeScript developers sought a solution that would not
break compatibility with the standard and its cross-platform
support. TypeScript may be used to develop applications for
both client-side and server-side execution. 0e client and
server of this software are all developed with TypeScript.

3.2.2. Angular. Single Page Application (SPA) was built on
expanding reach via the browser, reducing round-tripping,
and enhancing User Experience (UX). Compared with
traditional web applications, SPA application loads the html,
CSS, and JavaScript programs of a single page at one time
and dynamically updates the content when the user interacts
with it. It enables Web application to realize complex dy-
namic interaction in one page. Advanced SPA application
framework will compile, package, and compress all source
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codes. 0e final application has only a small number of
compiled, optimized, and compressed .js files. 0e execution
efficiency is much higher than the traditional way through
the browser one-time loading.0e core of SPA technology is
the combination of front-end technology and back-end
REST data service. 0e interactive operation of the appli-
cation is completed through JavaScript programs in the
browser without the participation of the server. 0e server
only provides the support of data services, so it can get closer
to the interactive effect of desktop C/S applications.

A clear picture of typical SPA architecture contains a
server and client, as shown in Figure 3. Angular has become
an increasingly popular choice for rapid development of
dynamic HTML pages [14]. 0e major front-end technol-
ogies are Angular, VUE, and React. Angular, an open-source
TypeScript framework, has been developed to enable and

give an extreme freedom to client-side developers building
powerful SPA.0is software adopts the MVVM architecture
and latest version 7.0 of Angular to develop.

3.2.3. Responsive Web Design. Although Angular imple-
ments SPA, it mainly solves the problems of data binding
and page interaction. At the UI level, it needs to use ad-
ditional framework. Responsive web design (RWD) is a
method for web page construction to detect the user’s screen
size and orientation and dynamically change the layout
accordingly for multiple devices [15], so the site produces the
output, which is viewable and navigable with the devices and
web software of the intended site users. It employs the use of
flexible layouts (columns), scalable images, and CSS media
queries. 0us, responsive web pages display their elements

Geological engineering warehouse 
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RESTful service API

HTML 5 + TypeScript

Foundamental component

Trajectory component

Angular

Bootstrap CSS

Curve component

Formation top component

Seismic slice component

Seismic slice

Formation top

Adjacent wells

Drilling data

MWD/LWD

Mud logging

Data layer

Service layer
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PC iPad iPhone Android

Static data Dynamic data

Web user interface WebGL 3D components

Figure 2: System architecture.
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differently for different screen sizes. 0ey change the sizes,
shapes, and arrangements of their elements or make some
elements invisible on small-sized screens using DOM APIs.
An adaptive layout system for different platforms (devices) is
needed in front-end page layout of the software, as is shown
in Figure 4. Each of these devices has unique display di-
mensions that Web elements will adapt to, maintaining a
consistent user experience.

3.2.4. 3ree.js. WebGL provides an API to create hardware-
accelerate 3D graphics program, but we need to have an in-
depth knowledge of how WebGL works internally to work
with the API. Luckily, there are several JavaScript libraries
available that hide the complexity of WebGL and provide an
easy-to-use API to create 3D applications. Currently, the
best of these libraries is 0ree.js, and it is a third-party open-
source library of WebGL written in JavaScript, which
provides a lightweight and easy-to-use 3D class library.

3.2.5. Restify. Restify is a middleware framework for de-
veloping REST-style APIs, which enable rapid development
of robust REST service interfaces. Restify is used by some of
the industry’s most respected companies to power some of
the largest deployments of Node.js on planet Earth.

3.3. 3D Visualization Components. According to the type of
information to be visualized, corresponding components are
developed to realize detailed display of well, borehole, real-
time data and geological model, which makes visualization
more useful for drilling experts, for example, the gamma ray
curve related to formation lithology; the curve component
can show the curve along the wellbore, and the change in
formation lithology can be intuitively displayed, as shown in
Figure 5.

0e main 3D components include 3D visualization
fundamental component, well-trajectory component, curve

component, formation tops component, seismic slice
component, and reservoir model component.

3.3.1. Fundamental Component. 0e fundamental compo-
nents are the most important part of the whole software. In
addition to realizing the basic functions of 3D drawing,
including zooming, rotation, illumination, object manage-
ment, and coordinate display of graphics, an extensible 3D
drawing framework is realized by using object-oriented
technology. All other 3D drawing components are extended
on this basis, and new components can be added any time
according to the requirements, as shown in Figure 6.

Axis box (AxeBox class) is the most important foun-
dation component, it can displayX, Y, and Z grids and labels,
and as a container manages all other 3D components, it can
dynamically change label’s position and always displays the
labels at appropriate positions.

0ere are eight color-map classes implemented ICo-
lorMap interface, and they can produce eight different color
maps. It is also very easy to add new color-map class into
software, as shown in Figure 7.

0e basic component is responsible for the interaction
with the mouse, realizing the translation, rotation, and
scaling operations of the three-dimensional scene, depth
alignment, coordinate system drawing, and graphics object
management. Rotation, translation, and scaling are three
basic operations for spatial three-dimensional objects, which
enable users to view drilling three-dimensional scenes from
different angles and positions. Although formulas can be
used to represent each transformation, the formulas can
become very complex when representing multiple contin-
uous transformations. Using the coordinate transformation
matrix, various basic transformations and combinational
transformations can be realized more conveniently.

(1) Basic transformation of three-dimensional graphics

Rotation: spatial rotation can be decomposed into two-
dimensional rotation around three coordinate axes. 0e

Web UI
HTML/CSS/JS

Data services
JSON/XML

Navigation
APIs 

Application layer
JavaScript

Visible UI
HTML/CSS

Data access layer
JavaScript
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Client

Figure 3: High-level architecture of SPA.
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rotation angles ψ,φ, and θ around theX, Y, andZ axes are
transformed into

Rx(ψ) �

1 0 0

0 cosψ sinψ

0 −sinψ cosψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Ry(φ) �

cosφ 0 −sinφ

0 1 0

sinφ 0 cosφ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Rz(θ) �

cos θ sin θ 0

−sin θ cos θ 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(1)

0e complete transformation is

R � RxRyRz. (2)

Translation: spatial translation is the movement of an
object in any distance and direction. 0e transformation of
the moving distances tx, ty, and tz is as follows:

x′ y′ z′ 1(  � x y z 1( 

1 0 0 0

0 1 0 0

0 0 1 0

tx ty tz 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3)

Scaling: scale the object. In the direction of X, Y, andZ,
the scaling factors sx, sy, and sz are converted into

x′ y′ z′ 1(  � sxx syy szz 1 

sx 0 0 0

0 sy 0 0

0 0 sz 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

Based on the above basic transformation, any complex
three-dimensional transformation can be decomposed into a
combination of three basic transformations; for example, the
object is rotated around any point (x, y, z) in space. 0e
transformation steps are as follows: first, the center point
(x, y, z) is translated to the origin (0, 0, 0) and then rotated
around the origin, and finally, the origin is translated to the

Object3D

SurveyRootNode SurveyWellsNode SurveyWellNode

SurveyBoreholeNode

SurveyTrajectoryNode SurveyLoggingCurveNode SurveyLoggingTubeNode SurveySurfaceNode

Figure 5: Class diagram of 3D visualization components for drilling.
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center point (x, y, z). 0e final transformationmatrix can be
obtained by multiplying the matrices in the transformation
process. In practical application, only the final matrix is
calculated, and the complex process in the middle is not
concerned:

M � T(−x, −y, −z)R(ψ,φ, θ)T(x, y, z),

x′ y′ z′ 1(  � x y z 1( M.

(5)

(2) Depth alignment

0e NS, EW, and TVD for a single well are relative to the
wellhead. For different wells, the map-north, map-east, and
elevation of the well are different. If multiwell data are placed
in the same coordinate system, all wellhead data must be
corrected to a unified coordinate system. 0e coordinate Z

takes the sea level as zero and the upward direction as
positive:

uE, uN, uz(  � WE + Wi, WN + Ni, Wbh − TVDi( , (6)

where (uE, uN, uz) are the uniform coordinates, m;
(Ei, Ni,TVDi) are well data coordinates, m; WE are eastern
coordinates of wellhead, m; and WN are borehole north
coordinates, m.

(3) Perspective transformation and mouse interaction

0e nature of perspective is the same as photographic
imaging. It is projecting a 3D shape onto a 2D plane.
Perspective is very close to human vision; for example, when
the human eye looks at a road, the road in the distance looks
narrower. 0e basic principles of perspective are shown in
Figure 8.
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Figure 6: Class diagram of 3D visualization fundamental components.
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0rough perspective transformation, the 3D graphics are
presented on the 2D screen. When users want to observe the
3D scene with different distances and angles, they can move
the camera position through the mouse. Mouse movement is
a 2D action, so it is necessary to unproject the movement of
the mouse to the 2D space according to the position of the
camera. 0e users can achieve the effect of rotation and
scaling by moving the position of the camera.

0e software can trace the position of the camera in the
process of mouse movement and dynamically adjust the
display content; for example, in the coordinate system, only
displaying three grid-faces of the axe-box located far-end can
achieve better display effect. By calculating the distance
between six planes of the axe-box and the camera, three
distant planes are selected to display. 0e relative rela-
tionship between the ticks’ text and the sight on the screen is
calculated to reasonably determine the position of the cal-
ibration text and obtain better visual effect.

3.3.2. Trajectory Component. 0e trajectory component is
used to display the design and drilling trajectories of the
wellbore including static and real-time data.

0e calculation of the trajectory is the basis of the well
visualization. 0e track data, returned by the measurement
tool mainly including measure depth (MD), deviation angle
(Dev), azimuth angle (Azi), are shown in Table 1. 0e space
coordinates of the trajectory are obtained by calculation.

0e spatial coordinate parameters of the trajectory are
defined as follows: North/South coordinate (NS), East/West
coordinate (EW), and the true vertical depth (TVD), which
represent the displacement of a point on the trajectory
relative to the North/South, East/West, and the vertical
direction of the wellhead, respectively, corresponding to the

Y, X, and Z axes of the direct coordinate system, in which the
North, East, and Bottom directions are positive; for example,
if the vertical depth of a well is 1000m, the TVD of the
wellhead is 0 and the TVD of the bottom hole is 1000.

0e calculation process is as follows: the wellhead is
taken as the origin, where (TVD, NS, EW) � (0, 0, 0), starting
from the wellhead, in turn, recursive calculation of two
adjacent points as (L1, α1, φ1, D1, N1, E1),
(L2, α2, φ2, D2, N2, E2).

By assuming the 3D curve shape of wellbore section
between two measuring points, the vertical increment ΔD,
North/South increment ΔN, and East/West increment ΔE of
measured section are calculated and then add them up:

D2 � D1 + ΔD,

N2 � N1 + ΔN,

E2 � E1 + ΔE.

(7)

0e wellhead coordinates are known; therefore, D1 and
E1 are always known during the recursive process. 0e 3D
coordinate values of the trajectory can be obtained by the
recursive calculation. 0e methods of calculation are dif-
ferent due to the different assumed curve types of the well
segments. 0is article supports number of commonly used

Z

N

E
Field of view

Far plane

Near plane

Formation model

Screen viewport

Figure 8: Perspective schematic diagram.

Table 1: Trajectory measurement data.

MD (m) Inc (deg) Azi (deg)
0 0 0
153.32 0.45 3.21
180.8 0.39 21.9
208.48 0.46 26.04
. . . . . . . . .
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calculation methods in the industry. 0e following are the
most commonly used minimum curvature method:

ΔD �
ΔL
2

cos α1 + cos α2( 
2
r
tan

r

2
,

ΔE �
ΔL
2

sin α1 sin β1 + sin α2 sin β2( 
2
r
tan

r

2
,

ΔN �
ΔL
2

sin α1 cos β1 + sin α2 cos β2( 
2
r
tan

r

2
,

c � cos− 1 cos α1 − cos α2 + sin α1 sin α2 cos β1 − β2( ( ,

(8)

where L is the measuring depth, m; α is the deviation angle,
deg; φ is the azimuth angle, deg; D is the true vertical depth,
m; N is the North/South coordinate, m; E is the East/West
coordinate, m; ΔD is the vertical depth increment, m; ΔN is
the North/South coordinate increments, m; ΔE is the East/
West coordinate increments, m; ΔL is the length of well
depth between two adjacent points, m; and c is Dogleg, deg.

In the well trajectory model, a new method of natural
curve method is proposed. Because of the high complexity of
the model, it cannot be solved analytically. It needs to solve
the complex implicit equation, and it is easy to encounter the
problem of iterative divergence. 0is paper discusses the
natural curve calculation methods under fixed point prob-
lem and designs a new solution process.

Fixed point problem (build turn point): given ΔNΔEΔZ
solving ΔL, Kα, and Kϕ, as shown in Figure 9.

Assume the starting and ending points of the well section
are A and B, and the known conditions are
(LA, αA, ϕA, NA, EA, ZA) and (NB, EB, ZB), where LA, αA, ϕA

and LA, αA, ϕA are depth measurement, well deviation angle,
and azimuth angle of the two measuring points above and
below the well section, Kα is the rate of deviation change
(build-up rate), Kα is the azimuth rate of change (steering
rate), and ΔN, ΔE, ΔZ are the increments of the well section
in the North, East, and vertical directions, respectively.

0e process of solving the model is as follows:

(1) Calculate the slope of AB line:

αA,B � cos− 1 ΔZ
LA,B

 , (9)

where

LA,B �
���������������
ΔN2

+ ΔE2
+ ΔZ2


,

ΔN � NB − NA,ΔE � EB − EA,ΔZ � ZB − ZA.
(10)

When αA,B > 0, the well section is building up. When
αA,B < 0, then the well section is dropping, and when
αA,B � 0, the slope is holding.

(2) Assign an initial value to αB:

α0B � 2αA,B − αA. (11)

(3) Confirm the initial value of ϕB as ϕ0B.

According to the azimuth and coordinate offset of point
A, the azimuth change direction and initial value of azimuth
are solved. Solving the initial value of azimuth, the trans-
formation matrix M is established according to ϕA, and N
and E are transformed to determine the coordinate incre-
ment along the direction of azimuth ϕA, and the initial value
of azimuth change Δϕ0 is determined:

ΔN′

ΔE′
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦ �

cos ϕA sinϕA

−sinϕA cosϕA

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦
ΔN

ΔE
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

Δϕ0 � tan− 1 ΔE′
ΔN′

 ,

ϕ0B � ϕA + Δϕ0.

(12)

(4) Calculate well section length ΔL.

According to the equation,

ΔL �
ΔZ

c cos α
. (13)

(5) Solve azimuth ϕB:

ΔN
ΔE

�
1/2ΔL cos αA + ϕA(  − cos αB + ϕB( /αB − αA + ϕB − ϕA(  + cos αA − ϕA(  − cos αB − ϕB( /αB − αA − ϕB + ϕA( ( 

1/2ΔL sin αB − ϕB(  − sin αA − ϕA( /αB − αA − ϕB + ϕA(  + sin αB + ϕB(  − sin αA + ϕA( /αB − αA + ϕB − ϕA( ( 
,

(14)

αB − αA − ϕB + ϕA � Δα − Δϕ, (15)

αB − αA + ϕB − ϕA � Δα + Δϕ, (16)
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f ϕB(  � ΔN
sin αB − ϕB(  − sin αA − ϕA( 

Δα − Δϕ
−
sin αB + ϕB(  − sin αA + ϕA( 

Δα + Δϕ
 

− ΔE
cos αA + ϕA(  − cos αB + ϕB( 

Δα + Δϕ
+
cos αA − ϕA(  − cos αB − ϕB( 

Δα − Δϕ
  � 0.

(17)

In equation (17), there is no analyzing expression for ϕB.
ϕB is monotonically differentiable in the critical region, so
the Newton iteration method is used to calculate ϕB:

f′ ϕB(  � ΔN
sin αB − ϕB(  − sin αA − ϕA( 

(Δα + Δϕ)
2 −

cos αB + ϕB( (

Δα + Δϕ
+
sin αB + ϕB(  − sin αA + ϕA( 

(Δα + Δϕ)
2 −

cos αB − ϕB( 

Δα − Δϕ
 

− ΔE
cos αB + ϕB(  − cos αA + ϕA( 

(Δα + Δϕ)
2 +

sin αB + ϕB( (

Δα + Δϕ
−
cos αB − ϕB(  − cos αA − ϕA( 

(Δα + Δϕ)
2 +

sin αB − ϕB( 

Δα − Δϕ
 .

(18)

By substituting ϕ0B into equation (16), f[ϕ0B] is obtained.
If |f[ϕ0B]| is less than the set error, this paper uses 1.0E-6,
then ϕ0

Bis the solved azimuth angle ϕB; otherwise, use the
following formula to calculate the new ϕ0B:

ϕ0B � ϕ0B −
f ϕ0B 

f′ ϕ0B 
(19)

By repeating the above iterative process, ϕB can be
obtained.

It should be noted that, in formula (17) and formula (18),
when there are two molecular terms |Δα ± Δϕ|⟶ 0, due to
the floating-point calculation error of the computer, the
calculation result will not be accurate. When it is equal to
zero, there will be an error of dividing zero. In the process of
iteration, this situation is avoided. 0erefore, the algorithm
must consider the limit problem of |Δα ± Δϕ|⟶ 0. In this
critical region, limit is used instead of calculation to avoid
calculation error.

0e following is the limit problem in the above formula:

lim
Δα+Δϕ⟶0

sin αB + ϕB(  − sin αA + ϕA( 

Δα + Δϕ
� cos αA + ϕA( ,

lim
Δα−Δϕ⟶0

sin αB − ϕB(  − sin αA − ϕA( 

Δα − Δϕ
� cos αA − ϕA( ,

lim
Δα−Δϕ⟶0

cos αA + ϕA(  − cos αB + ϕB( 

Δα + Δϕ
� sin αA + ϕA( ,

lim
Δα−Δϕ⟶0

cos αA − ϕA(  − cos αB − ϕB( 

Δα − Δϕ
� sin αA − ϕA( ,

lim
Δα−Δϕ⟶0

sin αB + ϕB(  − sin αA + ϕA( 

(Δα + Δϕ)
2 −

cos αB + ϕB( 

Δα + Δϕ
�
1
2
sin αA + ϕA( ,

lim
Δα−Δϕ⟶0

sin αB − ϕB(  − sin αA − ϕA( 

(Δα − Δϕ)
2 −

cos αB − ϕB( 

Δα − Δϕ
�
1
2
sin αA − ϕA( ,

lim
Δα−Δϕ⟶0

cos αB + ϕB(  − cos αA + ϕA( 

(Δα + Δϕ)
2 +

sin αB + ϕB( 

Δα + Δϕ
�
1
2
cos αA + ϕA( ,

lim
Δα−Δϕ⟶0

cos αB − ϕB(  − cos αA − ϕA( 

(Δα − Δϕ)
2 +

sin αB − ϕB( 

Δα − Δϕ
�
1
2
cos αA − ϕA( .

(20)

10 Mathematical Problems in Engineering



(6) Solve well deviation angle αB. 0ere is the following relationship:

ΔL �
2ΔN

cos αA + ϕA(  − cos αB + ϕB( ( /(Δα + Δϕ)(  + cos αA − ϕA(  − cos αB − ϕB( ( /(Δα − Δϕ)( 
, (21)

ΔL �
2ΔE

sin αB − ϕB(  − sin αA − ϕA( ( /(Δα − Δϕ)(  − sin αB + ϕB(  − sin αA + ϕA( ( /(Δα + Δϕ)( 
. (22)

Equation (21) or equation (22) is selected to calculate the
current ΔL according to the absolute values of ΔN and ΔE.
Equation (23) is derived from formula ΔZ � cΔLcosα, and
the new well deviation angle α0B can be calculated as

α0B � 2 cos− 1 ΔZ
cΔL

  − αA. (23)

If the error of α0B between the two calculations is small
enough (1.0E-6 is adopted in this paper), then the currents
α0B and ϕ0B are the results of the final required solution, and
the build-up slope and steering rate can be calculated by
formulas (24) and (25). Otherwise, go to Step 4.

Kα �
Δα
ΔL

, (24)

Kϕ �
Δϕ
ΔL

. (25)

3.3.3. Curve Components. 0e curve component displays the
curve parameter changes along the wellbore trajectory, such
as torque, hook load, riser pressure, drilling time, rotating
speed of turntable and other engineering data, or logging
data, e.g., gamma ray. Each curve is displayed in a different
color. Another curve style is displayed in the form of tube.
0e component represents the change in one parameter with
the different colors of the color-map, and the change in the

thickness of the cylinder can represent the change in another
parameter (such as well diameter).

3.3.4. Formation Tops Component. Formation tops are de-
scribed using the following data, as shown in Table 2.

Formation tops are defined in the grid mode, including
Mcolumns and Nrows grid vertex. It contains (M − 1) ×

(N − 1) quadrangles, but some of them are not included in
the formation tops model.0e data only contain the vertexes
of visible quadrangles, and each vertex includes north co-
ordinate, east coordinate, altitude, column number, and row
number. 0e formation tops display is mainly realized by
creating a 0ree.js mesh. 0e method is as follows:

(1) Create material based on color-map.
(2) Calculate the depth range of all visible vertexes

(Dmin, Dmax).
(3) Convert all vertex coordinates into a uniform co-

ordinate array position.
(4) According to the indexes position, each visible

quadrangle is treated as two triangles to form an
index array of vertex coordinates of the triangle
indices.

(5) Calculate material coordinates of vertices
(u, v) � ((Di − Dmin)/(Dmax − Dmin), 0), and form
material coordinate array—uvs.

B

A

Figure 9: Schematic diagram of natural curve method.
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(6) Create mesh object and compute normal vectors
automatically.

3.3.5. Tube Curve Component. Tube curve component is
used to display the tube curve along the path of borehole
trajectory. 0e amplitude of the tube curve is displayed by
different diameters and colors, which can show the change in
a certain parameter along the borehole intuitively. Figure 10
is the basic principle of drawing the component. It divides
the wellbore circumferentially into certain parts, such as 20,
and takes values at certain depth intervals on the curve.
0erefore, the whole barrel curve is transformed into
drawing a series of quadrilateral, and each quadrilateral can
be drawn with two triangles, as shown in Figure 10.

3.3.6. Seismic Slice Component. Generally, the amount of
seismic data is very large. 0e seismic slice data near the
drilling profile are processed and extracted by the pre-
processing program and then saved as an image file. In this
way, the seismic slice component only needs to load a small
amount of data from the server to display the slice.

4. RESTful Data Service

It is necessary to develop corresponding background data
services to provide data interface support for front-end
application. In the past, traditional technologies such as Java
and .NET were usually used to develop back-end data ser-
vices. 0e development and deployment of services were
complex, and it was difficult to combine them with advanced
cloud and container technologies. For a long time, web
service was the most mainstream way to build SOA web
application, and it uses a complex and heavy SOAP message
format based on XML. 0e concept of RE-presentational
State Transfer (REST) was first proposed by Dr. Roy0omas
Fielding in his doctoral thesis in 2000 [16] as a way to
provide interoperability between the computer systems in
the Internet. It overcomes difficulties that are associated with
conventional web services, realize more efficient data
communications on the web. 0is paper presents a light-
weight restful data service solution for the system. 0e
scheme adopts microservice architecture and chooses
Node.js—a lightweight development platform suitable for
cloud platform [17]. TypeScript development language in
Restify development framework is used for developing a
highly available REST-style data service. Figure 11 shows the
REST request basic process.

5. Real-Time Data Transmission Scheme

WITSML (Wellsite Information Transfer Standard Markup
Language) is a standard markup language for well site in-
formation transmission based on XML, which can realize
seamless data exchange between service companies and oil
companies [18], but the WITSML standard is huge; the cost
of implementing a WITSML server is high. Referring to
some design ideas of WITSML, this paper designs a set of
real-time data transmission scheme. Data transmission
adopts the HTTP REST mode, and data objects are en-
capsulated in the JSON format. 0e scheme is simple to
implement and canmake up for the shortcomings ofWITS0.
0e concept of timestamp is adopted in the design, which
can not only acquire real-time data but also historical data,
and can expand the interface of other static data at any time.

6. Data Service API

6.1. Data Type Definition. Visual drilling data are defined
below, including well basic data, drilling trajectory data,
logging data, layer interface data, geological slice data, and
reservoir grid data.

6.1.1. Trajectory Data. 0e inclinometer data are used to
describe the drilling trajectory, which comes from the
drilling design or actual drilling. After receiving the data, the
client needs to calculate (x, y, z) coordinates of each mea-
suring point according to the drilling trajectory calculation
method. 0ese data are an array of objects, and the type
definition of array elements is shown in Table 3.

Here are some examples of data:
{
“md”: 0, “dev”: 0, “azi”: 0 },
{ “md”: 24.003, “dev”: 0.44, “azi”: 25.45 },
{ “md”: 36.54, “dev”: 0.79, “azi”: 327.32 }
]

6.1.2. Logging Curve Data. Logging data are used to describe
a set of measurement data along the drilling trajectory. 0e
data consist of a series of measurement depth and mea-
surement values. 0e data may come from LWD, MWD,
geological logging, and logging. Continuous or tubular
curves along drilling trajectory can be generated by logging
data. Data-type definitions are shown in Table 4.

Here are some examples of data:
{
“name”: “GR”,

Table 2: Formation tops data format.

Map north (m) Map east (m) Altitude (m) Column Row
18496205.34 3106995.77 2020.84 315 1
18496254.58 3106987.09 2021.12 316 1
18496214.02 3107045.01 2027.11 315 2
18496263.26 3107036.33 2028.75 316 2
18496017.06 3107079.74 2028.87 307 3
18496066.30 3107071.06 2025.83 308 3
⋮ ⋮ ⋮ ⋮ ⋮
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“min”: 0,
“max”: 400,
“depth”: [100, 100.5, 101, 101.5, 102],

“value”: [78.460, 81.242, 75.677, 80.046, 81.659]
}

6.1.3. Formation Tops Data. Formation tops data are used to
describe the top interface of geological horizon. 0e data
volume of layer interface is a two-dimensional array. 0e
definition is shown in Table 5.

Here are some examples of data:
{
“nx”:201,
“ny”:101,
“vectors”: [
[18459025, 3269000, 2687.109375],
[18459050, 3269000, 2687.5],
[18459075, 3269000, 2687.109375],
[18459100, 3269000, 2687.890625],
[18459125, 3269000, 2686.71875],
[18459150, 3269000, 2687.5],
[18459175, 3269000, 2686.71875],
[18459200, 3269000, 2687.5],
. . .

]
}

6.1.4. Geological Slice Data. 0e geological data are often
very large, such as seismic data volume of a block, which
often reaches tens of GB. It is impossible and unnecessary to
load the data of the whole data volume into the client for 3D
display. In the process of drilling, usually only the geological
information near the drilling trajectory is concerned. It is
only necessary to display information of some facets to the
3D scene. 0e geological slice data format defined by this
software is shown in Table 6.

Image is slice data. It is a base64 encoding string con-
verted from PNG format pictures in the same format as
HTML embedded pictures. Corners is the coordinates of the
four corners of the slice [{x1,y1,z1}, {x2,y2,z2}, {x3,y3,z3},
{x4,y4,z4}].

Here is the sample data:
{
“name”: “slice1”,
“image”: “data:image/png; base64,iVBORw0A...”,
“corners”: [
{ “x”: 4881500, “y”: 15617500, “z”: 825 },
{ “x”: 4881500, “y”: 15621400, “z”: 825 },
{ “x”: 4881500, “y”: 15621400, “z”: 2600 },
{ “x”: 4881500, “y”: 15617500, “z”: 2600 }
]
}

6.2. Service Interface Design. According to the definition of
drilling visualization data, the corresponding data interface
is designed. To access data services, you only need to use
HTTP interface address. 0e address format of the interface
is //host:port/api/interface/{parameter}; for example, the
host is local host, the port is 4000, “the block list,” and the
interface name is “block,” no parameters, and the interface

Figure 10: Tube curve schematic.
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address is //localhost:4000/blocks. 0e result is in the JSON
format. Interface definitions are shown in Table 7.

0e design has strong expansibility and can easily ex-
pand support for other drilling and completion and geo-
logical data by adding new data interface.

6.3. Cross-Domain Problem. When browsers want to access
data service interfaces under different domain names, it
needs to solve the problem of cross-domain access con-
sidering that data services may not be in the same server with

Web servers. 0e commonly used method is JSONP. JSONP
(JSON with Padding) is a “usage mode” of JSON. For se-
curity reasons, browsers have a homologous policy. Gen-
erally speaking, web pages located at server 1.example.com
cannot communicate with servers that are not server
1.example.com, but HTML <script> element is an exception.
Using the open strategy of <script> elements, web pages can
get JavaScript code generated dynamically from other
sources. 0rough ingenious design, executing this code can
dynamically generate JSON data needed by users. 0is mode
of use is called JSONP. 0e service program is designed to
support both JSON and JSONP. It only needs to add “?
Callback� jsonp” after the interface address. 0e program
returns JavaScript code in the JSONP mode; otherwise, it
returns JSON data directly. 0e web page can get JavaScript
code generated dynamically from other sources with the
open strategy of <script> element. 0rough ingenious de-
sign, executing this code can generate JSON data dynami-
cally required by users. 0is usage pattern is called JSONP.

6.4. Service Deployment. Service program can be deployed
conveniently on the cloud server using PM2 and NodeJS,
and the update and execution of the program can be
monitored to ensure the uninterrupted operation and hot
update of the program through the powerful process
management function of PM2 [19, 20]. PM2 is a Node.js
production environment process management tool, which

Browser
rest client 

Query blocks

Return blocks

Query wells (block_id)

Return wells

Query survey (well_id)

Return survey

Get blocks

Return blocks (JSON)
Get wells (block_id)

Return wells (JSON)
Get survey (well_id)

Return servey (JSON)

REST server Database

Figure 11: REST request basic process.

Table 3: Survey data.

Field Type Unit Explanation
Md Number m Measuring well depth
Dev Number deg Well deviation angle
Azi Number deg Azimuth

Table 4: Curve data.

Field Type Unit Explanation
Name String Curve name
Min Number Left scale
Max Number Right scale
Color String Default color
Depth Number[] m Depth of measurement
Value Number[] Curve value
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has built-in load balancing function, especially for micro-
service-based applications. 0e use of PM2 guarantees the
uninterrupted operation of Node.js services. Once a pro-
gram error occurs, PM2 will automatically restart the
process, which is critical for data service program. 0e
REST-style data service developed by using Node.js devel-
opment platform is a lightweight technology, which is more
suitable for cloud platform at present. 0rough JSONP,
cross-domain access is realized. PM2 is used to deploy the
service program. 0e drilling 3D visualization system de-
veloped by this service has the characteristics of high reli-
ability, reliability, and easy expansion. With the advantage of
static type of advanced TypeScript language, the software can
eliminate most potential errors in the development stage and
solve the problem of weak type and poor reliability of
JavaScript language. By compiling to JavaScript execution, it
can give full play to the advantages of Node.js in cross-
platform and lightweight. 0e lightweight data service so-
lution described in this paper is completely based on open-
source technology, does not rely on any company’s pro-
prietary technology and platform, can freely choose the
server deployment platform, and can be combined with
advanced cloud and container technology.

7. Applications and Discussion

0e software is now installed/used in the RTOC is shown in
Figures 12 and 13, for example, block 291, which contains 11
wells of carbonate rock, including 4 vertical wells, 1 di-
rectional well, and 6 horizontal wells, among which
W291–H9 is the latest horizontal well and the target for-
mation is Ordovician. 0e drilling trajectory, logging data,

and complex and accidents and seismic slice data along the
well trajectory of the target formation are loaded into the
database.

0e software can display the complex and accidents of
drilling in the block, the seismic characteristics of the target
layer, the tops of the target formation, drilling trajectories,
and LWD data and can be used for auxiliary analysis and
decision-making. 0e drilling and geological experts can not
only use the workstation of the Office but also use the mobile
equipment to view the data and graphics.

Due to the consistency and efficiency of WebGL on
various platforms, the software has good performance and
consistency on the main platforms, including Windows,
Linux, macOS, Android, and iOS, and the responsive
layout can adapt well for the different resolutions of
desktop devices and mobile devices; for small mobile
screen, the software will automatically hide the left tree
menu, making the software more practical. 0e goal of the
development is achieved.

In Figure 14, drilling 3D scene is visualized on iPad,
Android, and iPhone different devices. Compared with non-
cross-platform software, WebDrillingViz provides a pow-
erful fundamental tool for the drilling visualization appli-
cations. Different from current studies on visualization of
3D drilling visualization, WebDrillingViz is lightweighted,
cross-platform, and open. We can anticipate that Web-
DrillingViz can be rewarding to more applications during
the life-cycle drilling. At the end, it is verified that Web-
DrillingViz is efficient, compatible with mainstream devices
through extensive real projects’ drilling and geological data,
and the rest interface of data service software fully meets the
actual needs in terms of function, performance, and

Table 5: Formation tops data.

Field Type Unit Explanation
Nx Number X-direction points
Ny Number Y-direction points
Vectors Number[3] m nx∗ ny group (x, y, z) coordinates

Table 6: Geological slice data type.

Field Type Unit Explanation
Name String Slice name
Image String Slice data
Corners Vector3[4] m Slice corner coordinate data

Table 7: Service interface definition.

Interface name Interface address
Block list Blocks
Well list Wells/{block_id}
Formation tops list Surfaces/{block_id}
Seismic slice list Slices/{block_id}
Trajectory data Survey/{well_id}
Curve list Curves/{well_id}
Events list Events/{well_id}
Curve data Curve/{curve_id}
Formation tops data Surface/{surface_id}
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Figure 12: Drilling 3D scene: well tracks, surface, and loggings on Windows.

Figure 13: Drilling 3D scene: well tracks, loggings, and events.

Figure 14: Drilling 3D Scene on iPad, Android, and iPhone.
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reliability, which proves that the architecture proposed in
this paper is a very valuable lightweight solution.

8. Conclusions

0is paper introduces the structure and development of 3D
visualization software for drilling engineering and geology.0e
software is based onWebGL and developedwith TypeScript, an
open-source framework. Combined with the real-time trans-
mission scheme proposed, a set of low-cost and practical real-
time 3D visualization monitoring software is provided for
RTOC. 0e conclusions can be summarized as follows:

(1) 0e use of native Web technologies allows detailed
renderings of the drilling and geological data with no
additional software to install. 3D drilling scene
renderings are processed entirely within the modern
Web browser without a significant tradeoff in per-
formance. It is firstly suggested that an online 3D
drilling visualization system has to meet three basic
requirements: lightweighted, cross-platform, and
open. Based on these basic rules, we developed a
novel online 3D drilling visualization system based
on HTML5 and WebGL, termed as WebDrillingViz.
It is now installed in the RTOC, interfacing with
other software systems. 0is software will enable
decision-makers to have better insights into the
status of the well and formation surrounding the well
and thus makes better and quicker decisions.

(2) WebDrillingViz integrates responsive design and
high-performance back-end services, using the latest
technologies, such as NodeJS, Angular, and Boot-
strap frameworks with excellent compatibility. 0e
front-end components can also quickly be embed-
ding into other web applications and the back-end
efficient service based on NodeJS platform. 0e
software is completely implemented in TypeScript
language on both sides, and the whole development
cycle reduced significantly because using same lan-
guage. 0e REST-style data service is a lightweight
technology, which is more suitable for cloud plat-
form at present. 0rough JSONP, cross-domain
access is realized. PM2 is used to deploy the service
program. 0e service has the characteristics of high
reliability, reliability, and easy expansion.
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A joint theoretical and numerical study was carried out to investigate the fluid dynamical aspect of the motion of a vortex generated in a
rotating tank with a sloping bottom. *is study aims at understanding the evolution of strong cyclonic motions on a β-plane in the
NorthernHemisphere.*e strong cyclonic vortices were characterized by four nondimensional parameters which were derived through
a scale analysis of the depth variations of fluid. By simplifying the model flow field and the prototype flow field, respectively, through the
conservation of potential vorticity, two sets of dynamic similarity conditions are derived. *is study proposed a sophisticated modified
shallow water model (MSWM) to investigate the flow features of such strong vortices. A detailed numerical calculation adopted by
multidimensional positive definite advection transport algorithm (MPDATA) was carried out to validate those effects considered in the
MSWM model, including sloping bottom, parabolic free surface deformation, and viscous dissipation. Close agreements were found
between the experimental and numerical results, including the streamlines patterns and the vortex trajectory. Comprehensive sim-
ulations for strong cyclonic vortices over different sloping bottoms were investigated to understand the impact of planetary β effect on
vortex.*e results calculated by MSWMdemonstrate a variety of flow features of interactions between the primary vortex and induced
secondary Rossby wave wakes that were essential and prominent in environmental geophysical flows.

1. Introduction

A joint theoretical and numerical study is used to investigate
the fluid dynamical aspect of the motion of a vortex gen-
erated in a rotating tank with a sloping bottom.*is study is
motivated by getting an insight of the evolution of a strong
barotropic cyclone on a β-plane in the Northern Hemi-
sphere. *e dynamics of barotropic vortices on a β-plane
have been studied intensively over the past several decades
through analytical, numerical, and laboratory investigations
[1–22]. Both analytical and numerical studies have shown
that (a) a β-gyre develops in the initial time [1–4], (b) the
vortex intensity or structure changed during the vortex
propagation [5–9], and (c) a more intense quasi-geostrophic
vortex may evolve for a longer time [10]. *ese dynamic
features are basically examined by the advancement of the

fluid cyclonically around the vortex core. It is considered to
be a nonlinear, self-propelling motion or the interaction
between β-gyre and vortex with time evolution under the
effect of Rossby wave radiation.

*e above phenomena can be further elucidated from
the viewpoint of point vortex dynamics. In many studies,
Resnik et al. [10] presented the theory of long-term evolution
of singular or point vortex based on the conservation of
vortex energy and enstrophy, which is of great significance.
*ey suggest that the evolution of intense vortices on the
β-plane can be divided into three stages. In the first stage, the
beta-gyres generated by the near-field radiation of Rossby
wave and the nonlinear advection of the vortex make the
cyclone (anticyclone) move to the northwest (southwest).
*e study of vortex dynamics at this stage has attracted
much attention, including laboratory experiments [11–13],
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numerical simulation [3, 4, 18, 19], and theoretical analysis
[5–7, 9]. In the second stage, the amplitude and velocity of
the vortex are gradually slowed down by other azimuthal
harmonics generated by Rossby wave radiation and non-
linearity. In the last third stage, the amplitude of the vortex
decreases to the background value under the continuous
influence of Rossby wave radiation. *e above three stages
correspond to three characteristic scales of time. *ey are
advection time scale, wave time scale, and distortion time
scale. For a detailed review of the vortex dynamics of sin-
gular vortices on the β-plane, the reader is referred to the
work of Resnik & Kravtsov [20].

In the laboratory experiments, Firing and Beardsley [11]
conducted the first laboratory experiment of a barotropic
eddy on a β-plane. By generating the eddy with a piston
mechanism on an inclined plate with a gentle slope (sy≈ 0.1),
these authors observed that the eddy evolved to form a
dipole in a short time. *eir purpose was to validate the
initial northwestward translation of the vortex on a β-plane
which was predicted earlier by Adem [1]. To generate a long-
lived isolated eddy, Takematsu and Kita [12] applied a locally
cooling method to create a monopolar vortex on an inclined
bottom in a rotating fluid. *e resulting stratified eddy was
inherently stable and migrated to the northwest as a rec-
ognizable structure like a Gulf Stream ring. Masuda et al.
[13] carried out a joint laboratory and numerical study for a
strong isolated eddy on an inclined plate with a steep slope
(sy≈ 0.33). Satisfactory agreements were obtained on the
flow patterns between the laboratory and numerical ex-
periments. *ey adopted a two-dimensional quasi-
geostrophic vorticity equation (QGVE) to numerically sim-
ulate the flow specifically for a small Rossby number vortex.

*e initial vortex conditions for QGVE simulation were
carefully estimated by measuring water column shrinking or
stretching in a sink/source vortex generator. *e results
showed that the vortex evolved into a larger main eddy, and
several secondary eddies displayed significant influence of
the strong β effect on the cyclonic vortex.

For a long-lived vortex translating on a gentle-slope
(sy≈ 0.13) bottom, Carnevale et al. [14] generated isolated
vortices using stirred/sink methods and numerically solved a
QGVE to simulate their motions. *ey interpolated both by
a Gaussian-type distribution and a Rankine-type distribu-
tion as the initial conditions of numerical integrations. *e
results showed that the essential mechanism of both the
stirring-induced and the sink-induced vortices is inviscid,
quasi-geostrophic. Flór and Eames [15] investigated the
dynamics of a cyclonic monopolar vortex on a topographic
β-plane by laboratory experiments and theoretical analysis.
*ey systematically measured the vortex distributions
generated by the stirred or the suction method and char-
acterized the initial distribution in terms of a radius Rm, the
maximum azimuthal velocity vθ, and a dimensionless pa-
rameter α which describes the steepness of the velocity
profile.

Recently, Chen et al. [22] generated a strong barotropic
vortex of large vortex Rossby number Rov ∼ O(1) in a ro-
tating tank with a gentle sloping bottom (sy≈ 0.0538) to
simulate the movement of a hurricane-like vortex on a

β-plane. *e cyclonic vortex was generated by a rotating
cylinder in a thin-walled hollow cylinder in parallel to the
axis of the rotating tank. *e most remarkable feature of this
study is the use of gradient wind balance vortex model to
capture vortex structure. *e radial distribution of de-
pression depth on the vortex surface was clearly visualized
by the illumination of a laser light sheet perpendicular to the
vortex centre. *e parameters of the GWB model can be
fitted by using the measurement depression depth. *e
corresponding tangential velocity distribution of the vortex
can be calculated accordingly. In their experiment results,
the vortices with strong strength (the vortex Rossby number
Rov is about 4.3) will produce weak Rossby wakes during
their motion. *e vortex with weaker strength (the vortex
Rossby number Rov is about 1.8) maintains a clean single
vortex structure during its movement.*ese phenomena are
mainly related to the relative importance of the vortex β
effect and the planetary β effect.

*e present paper is the first of a series of works fol-
lowing Chen et al. [22] and is mainly devoted to validation of
a proposed modified shallow water model (MSWM) by a
joint experimental and numerical study. To improve the
ability of capturing the flow features, a dissipative mo-
mentum flux term and an effective gravitation term were
adopted in MSWM, while an artificial viscosity term was
added to ensure numerical stability [23, 24]. We solved this
modified shallow water model using a multidimensional
positive definite advection transport algorithm (MPDATA)
which was proposed and has been well known for simula-
tions of geophysical flow by Smolarkiewicz and his col-
leagues for decades [25–28]. *is study also proposes a
theoretical analysis of dynamical similarity conditions to
mimic the hurricane-like vortices on a β-plane by vortices
generating in a rotating tank with a gently sloping bottom.
*e paper is organized as follows. First, Section 2 derived the
dynamical similarity conditions for the model rotating tank
experiment and the prototype hurricane-like motion by the
potential vorticity conservation. Section 3 presents the
numerical calculations of the strong cyclone motions in the
rotating tank by a modified shallow water model. *e
simulation results by MSWM using the fitted parameters for
gradient-wind-balance (GWB) model are shown in Section
4. We also investigate the long-term evolutions of strong
cyclonic motion on different bottom slopes. Finally, con-
clusions are presented in Section 5.

2. Governing Principle and Similarity Laws

Let us now proceed with the governing principles of phe-
nomena under consideration. Two important nondimen-
sional parameters concerning the barotropic cyclonic
motion must be first introduced. Let Vm and Rm be the
characteristic velocity and length scales for cyclonic motion,
respectively. We define the vortex Rossby number by

Rov �
Vm

fRm

, (1)

where f is the planetary vorticity. *e other is the vortex
planetary β parameter, defined by
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β∗0 �
βR

2
m

Vm

, (2)

where β is planetary vorticity gradient. In this study, we are
interested in those cyclonic motions which are Rov ∼ O(1)

and β∗0 ∼ O(10− 2 − 10− 3). In our terminology, such cyclones
are called strong (Rov ∼ O(1)) and intense
(β∗0 ∼ O(10− 2 − 10− 3)) cyclones. *e cyclones are said to be
strong because the characteristic relative vorticity Vm/Rm of
the cyclone is of the same order of magnitude with the
planetary vorticity f. *e cyclones are said to be intense
because variation of the vorticity across the cyclone due to
the relative vorticity gradient is much larger than that due to
the planetary vorticity gradient in the vicinity of the cyclonic
core structure [10]. For example, a tropical cyclone with
moderate strength with a maximum tangential speed
Vm � 40m/s and a corresponding radius Rm � 150 km results
in Rov ∼ 5.34 and β∗0 ∼ 0.0121.

For a rotating, shallow water flow, the governing prin-
ciple is the law of conservation of potential vorticity (PV)
[29].

DΠ
Dt

� 0, (3)

where potential vorticity Π is defined as Π � (f + ζ)/H
where H is the fluid layer depth.

2.1. PV Conservation for the Model Problem. As shown in
Figure 1(a), fluid layer depth H(x, y, t) can be expressed as
H � H0 + η − hB, where H0 is the unperturbed depth,
η(x, y, t) is the free-surface deviation due to the motion, and
hB(x, y) represents the bottom topography. *e local
Cartesian coordinates x, y, and z point horizontally inward,
westward, and vertically upward, respectively. We can
choose a gentle-slope (denoted as sy) bottom topography in
a rotating fluid confined in a tank spinning at a constant
speed Ω � f0/2, where f0 is the background vorticity of the
rotating fluid. *e flow dynamical features in the tank ex-
periment can be understood by the law of conservation of
potential vorticity (PV) by assuming small variations of η
and hB � syy with respect to H0; that is, η/H0≪ 1,
syy/H0≪ 1. *is allows (3) to be written as

D

Dt

f0

H0
1 −

η
H0

+
syy

H0
  +

ζ
H0

1 −
η

H0
+

syy

H0
   � 0.

(4)

Next, we will give an appropriate choice on scaling the
cyclonic motion so that the magnitudes of the nondimensional
variables are of order unity. Take the maximum tangential
speed of the cyclone Vm as the reference velocity, ζm � Vm/Rm

as the reference vorticity, and ζ−1
m as the reference time (the

vortex turnaround time). In addition, we choose themaximum
vortex depression ηv as the reference free-surface deviation,
and thus we have the set of nondimensional variables defined
by t∗ � t/ζ−1

m , y∗ � y/Rm, η∗ � η/ηv, and ζ∗ � ζ/ζm. Since
f0/H0 is constant and makes no contribution, we can divide
equation (4) by ζ2m/H0 to obtain

D

Dt
∗ β∗yy

∗
− β∗vη

∗
+ ζ∗ 1 + s

∗
yy
∗

− s
∗
vη
∗

   � 0. (5)

Equation (5) is a nondimensional PV conservation law of
a strong cyclonic vortex translating on a sloping bottom in a
rotating tank. *ere are four nondimensional parameters
involved from different sources of layer depth variation.
*ey are (i) the bottom slope parameter s∗y � syRm/H0,
where sy represents the bottom slope, and (ii) the bottom
β-parameter,

β∗y �
f0syR

2
m

VmH0
�

s
∗
y

Rov

, (6)

(iii) the vortex slope parameter s∗v � svRm/H0, where a
characteristic vortex slope is defined as sv � ηv/Rm, and (iv)
the vortex β-parameter

β∗v �
f0svR

2
m

VmH0
�

s
∗
v

Rov

. (7)

*e physical meaning of (5) can be understood by ap-
plying it far away from the cyclonic structure where both the
nondimensional relative vorticity and surface depression are
small; that is, ζ∗ ∼ O(ε), η∗ ∼ O(ε). *en, we have

D

Dt
∗ β∗yy

∗
+ ζ∗  � 0. (8)

Equation (8) is the traditional PV conservation law
which explains the generation of Rossby wave in a depth-
varying fluid layer. On the other hand, we can rearrange (5)
as

D

Dt
∗ β∗yy

∗
+ ζ∗e( t  � 0, (9)

where (ζ∗e )t is the equivalent relative vorticity, defined by

ζ∗e( t � ζ∗ 1 + s
∗
yy
∗

− s
∗
vη
∗

  − β∗vη
∗
. (10)

Here, the subscript t denotes a tank experiment.
Equations (9) and (10) state that the strong cyclonic motion
moving towards the shallower region will decrease their
equivalent relative vorticity.

2.2. PV Conservation for Prototypical Problem. As shown in
Figure 1(b), we now consider the potential vorticity con-
servation for strong cyclonic motion on a β-plane with a
constant layer depth. *e planetary vorticity f can be lin-
earized by the β-plane approximation; that is, f ∼ f0 + β0y,
where f0 and β0 are constants, and y is the local northward
Cartesian coordinate. Considering small relative variation of
η and assuming that no bottom topography is present, that
is, η/H0≪ 1, hB ≈ 0, we can rewrite (4) as

D

Dt

f0

H0
1 −

η
H0

  +
β0y
H0

+
ζ

H0
1 −

η
H0

   � 0, (11)

for a strong cyclonic vortex. Next, we will give an appro-
priate choice on scaling the cyclone motion so that the
magnitudes of the nondimensional variables are of order
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unity. *e reference scales are taken identically as those in
the tank experiment. Since f0/H0 is constant and makes no
contribution, we can divide (11) by ζ2m/H0 and yield

D

Dt
∗ −β∗vη

∗
+ β∗0y

∗
+ ζ∗ 1 − s

∗
vη
∗

( (  � 0 (12)

where the nondimensional variables are defined the same as
in the rotating tank experiment. Equation (12) is a nondi-
mensional PV conservation law of strong cyclonic motions
translating on a β-plane with no topographic feature.

Notably, (12) bears a close physical explanation on the
potential vorticity dynamics as (5). *at is, when the fluid
particles move northward (with higher f ), the relative
vorticity decreases and the surface depression varies si-
multaneously. We can also define an equivalent relative
vorticity for the prototype flow field as

ζ∗e( f � ζ∗ 1 − s
∗
vη
∗

(  − β∗vη
∗
. (13)

Although the explanations of the change of equivalent
relative vorticity of (5) and (12) are very similar, the mutual
adjustment of the relative vorticity and the surface de-
pression of the vortex in the model experiment is more
complicated than that in the prototypical flow. An additional
term ζ∗(s∗yy∗) is involved in (10) and this makes it difficult to
decouple the effects contributed by the northward move-
ment or the surface depression for the change of relative
vorticity in the strong cyclonic motion.

2.3. Dynamical Similarity Conditions. In order to derive the
dynamical similarity conditions, we first apply (5) and (12)
far away from the cyclonic core region where the nondi-
mensional quantities ζ∗ and η∗ are small. Comparing those
terms on the left-hand sides of (5) and (12), we have the first
similarity condition

β∗y � β∗0 . (14)

*en, we apply (5) and (12) in the core region of cyclonic
structure with ζ∗ ≈ O(1). By evaluating both equations on
the specific locations that yield unity (ζ∗)m and (ζ∗)p, where
the subscripts m and p denote, respectively, the model

(rotating tank) and prototypical (field) experiment, also, we
assume that the cyclonic vortex is generated on the initial
latitude, that is, (y∗)m ∼ 0 and (y∗)p ∼ 0. *erefore,
comparing those terms on the left-hand sides of (5) and (12),
we obtain the second similarity condition

Ro− 1
+ 1 s
∗
v 

m
� Ro− 1

+ 1 s
∗
v 

p
. (15)

Equations (14) and (15) build a dynamical connection
frommodel experiment and the prototypical flow by sharing
the similar dynamics according to the conservation of po-
tential vorticity.

3. Numerical Calculations

3.1.ModifiedShallowWaterModel. As shown in Figure 1(a),
let u

→
� (u, v) be the horizontal velocity, let H be the fluid

layer depth, and let hB be the elevation of the bottom to-
pography, respectively. In order tomodel the viscous friction
in the rotating shallow water flow, the present study in-
corporates an additional term ]∇ · ∇ u

→ in the standard
shallow water model as suggested in [23, 24].

zH

zt
+ ∇ · ( u

→
H) � 0, (16)

D u
→

Dt
+ ge∇ hB + H(  + f k

→
× u

→
� ]∇ · ∇ u

→ (17)

where the effective gravity ge is defined as [30]

ge �

��������

g
2

+
f
4ρ2r
4



. (18)

In (18), ge is defined as the net acceleration directing
perpendicular to the free surface and ρr is the distance of
the fluid particle to the rotation axis; and ] denotes the
kinematic viscosity coefficient of the working fluid (in the
present study, ] � 1 × 10− 6 m2s− 1 for water at 20°). By
choosing the same set of reference scales of the vortex
motion as in the last section, we can recast (16) and (17)
into the following modified shallow water model in flux
form:

Ω
x

z

y

η ηv

H H0
sy

(a)

x
z

y

η

H H0

f/2

(b)

Figure 1: (a) Schematic of a cyclonic vortex motion in a rotating tank with a sloping bottom. (b) Schematic of a cyclonic motion on a
β-plane.
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zH
∗

zt
∗ + ∇∗ · u

→∗
H
∗

  � ]H∇
∗

· ∇∗H∗, (19)

zH
∗

u
→∗

zt
∗ + ∇∗ · u

→∗
H
∗

u
→∗

  � −Ro−1
v k

→
× H
∗

u
→∗

 

− Fr
− 2

H
∗∇∗ h

∗
B + H

∗
(  + Re− 1∇∗ · H

∗∇∗ u
→∗

.

(20)

In (19), an artificial viscosity term is incorporated to
ensure the numerical stability. It is defined as
]H � 1 × 10− 8 Δt− 1Δx, where Δt and Δx are time increment
and mesh spacing, respectively. It is noted that, in (20), there
are three nondimensional parameters. *e vortex Rossby
number is defined in (1), the vortex Froude number is defined
as Fr � Vm/

�����
geH0


, and the vortex Reynolds number is

defined by Re � RmVm/].*e transport momentum variables
Ui,j: � (H∗u∗)i,j and Vi,j: � (H∗v∗)i,j and layer-depth H∗i,j
are given on a rectangular grid, while the advective velocity
components ui+1/2,j and vi,j+1/2 are staggered by a one-half
grid spacing. Here (i, j) denotes the location in the grid and
V
→

� (U, V) denotes the momentum variable. *e MSWM
were discretized on an Arakawa-C staggered grid.*e forcing
terms in MSWM are discretized by following the suggestions
in the works of Schär and Smith [23, 24].

3.2. MPDATA Scheme. *e discretized equations of the
MSWM were solved by the MPDATA (multidimensional
positive definite advection transport algorithm) which was
proposed by Smolarkiewicz and his colleagues [25–28].
MPDATA is a procedure that iteratively approximates the
advection equation, which uses a donor cell approximation
to compensate the truncation error of the original donor cell
scheme. *is step may be repeated an arbitrary number of
times, leading to successively more accurate solutions of the
advection equation. Concerning the contributions of forcing
terms on the transport variables, we have incorporated the
MPDATA scheme by a Strang-splitting method and to
implement the predictor-corrector concept for ensuring the
time marching accuracy to second order. *e transport
variables ψn+1

i,j at time level n + 1 can evaluated by MPDATA
scheme by incorporating the contributions from the forcing
terms

ψn+1
i,j � MPDATA ψn+1

i,j + 0.5ΔtRn
i,j, u

→n+1/2
i+(1/2) e

→
j

  + 0.5ΔtRn+1
i,j ,

(21)

where ψn+1
i,j are the transport variables, Rn+1

i,j are the forcing
terms, and Δt is the time increment. In the above equation,
MPDATA symbolizes the homogeneous transport algo-
rithm. Advecting the auxiliary field ψn

i,j + 0.5ΔtRn
i,j not only

compensates the truncation error due to the forcing terms
but also has the physical interpretation of integrating the
forces along a parcel trajectory rather than at the grid point.
*is makes (21) congruent to semi-Lagrangian approxi-
mations and facilitates unified fluidmodels that integrate the
equations of motion, optionally, in the Eulerian (point-wise)
or Lagrangian (trajectory-wise) sense.

3.3. Boundary Conditions Treatment. On the treatment of
boundary conditions, the relaxation boundary concept
proposed by Davies is used [31].*e eight grid points nearest
to the lateral boundary are a dedicated relaxation zone in
which the height and momentum field are relaxed towards
the externally specified unperturbed values after every time
step. *e relaxation coefficients are chosen as 1.0, 0.98, 0.9,
0.75, 0.5, 0.25, 0.1, and 0.02.

4. Results and Discussion

4.1. Initial Vortex Structure. In the present study, we follow
the approach in the previous study [22] to identify and to
simulate the strong cyclonic motions using the gradient-
wind-balance vortex distribution

v � −
fr

2
+

����������������������

f
2
r
2

4
+ gABηvexp

−Ar
− B

 

r
B



, (22)

h � H0 − ηv 1 − exp −Ar
− B

  , (23)

where A and B are, respectively, the vortex size parameter
and the vortex shape parameter. Equations (22) and (23) are
derived from an analytic model for radial profiles of sea level
pressure and winds in a hurricane which was proposed by
Holland [32]. In addition, owing to the velocity distribution
of the GWB vortex model being assumed to be axisym-
metric, the estimated vertical component of vorticity ζ can
be derived by

ζ �
1
r

zrvθ

zr
. (24)

*erefore, the estimated vorticity distribution can be
expressed as

ζ � −f +
1
2

f2r− 4

4
+ gABηvr

2− B
e

− Ar −B

 

− 1/2

× f
2
r

− 2
+ gABηv 2 − B + ABr

− B
 r

− B
e

− Ar −B

 .

(25)

In [22], two laboratory vortices S andW were generated
by different strengths. S was created to be a larger depression
by a rotating oar thanW created by a rotating solid cylinder.
Figures 2(a) and 2(b) display the fitted results of the vortex
depression and the azimuthal velocity distribution of S and
W, respectively. It is noted that the measurements of surface
depression enable the vortex structure to be fitted with
satisfactory confidence. *e error bar of the depression
measurement is approximately 0.001 cm. *e vortex size
parameters A for vortices S and W are approximately 2.59
and 2.48, respectively. *e vortex shape parameters B for
vortices S and W are approximately 1.24 and 0.89,
respectively.

Figure 2(c) illustrates the distributions of the estimated
vorticity ζ in (25) of vortices S and W as measured in [22].
*e results show that vortices S and Ware both vortices of
large Rossby number, while the maximum value of ζ for
vortex S was approximately 15.70, which was about twice
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that of the vortex W (approximately 6.75). Figure 2(d) shows
a reference photograph of a surface profile illuminated by a
vertical light sheet taken from the south end of the tank to
the north. Figure 2(e) shows a picture of the surface profile of
the vortex centre passing through a vertical light sheet.
Comparing Figure 2(e) with Figure 2(d), we can extract the
actual surface depression depth of the vortex centre.

4.2. Time Evolutions and Structure Change of Vortices S and
W. Figures 3 illustrates the calculation results of the relative
vorticity of the vortex S by MSWM on a sloping bottom in a
rotating tank. *e domain of numerical calculation is

120 cm × 120 cm on a 600 × 600 uniform rectangular grid
system. *e vortex was generated about 45 cm and 40 cm
away from the south and the east tank boundaries, respec-
tively, to relax the boundary effect. Compared with the ex-
perimental results in the previous study [22], Figures 4 and 5
show a qualitatively close agreement between the experi-
mental and numerical approaches of the vortex W. Fairly
symmetric isolated vortices were observed experimentally and
numerically during their northwest drifts on a sloping bot-
tom. Outside the primary vortex structure, there exists a weak
anticyclonic vorticity patch. *is flow feature is gradually
induced by the Rossby wave radiation accompanied by the
primary vortex as indicated in [10] and is observed both in the
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Figure 2: *e GWB fitted distributions of cyclonic vortices S and W of (a) surface depression, (b) azimuthal velocity distribution, and (c)
vorticity distribution in a radial direction. *e circles represent the measured values of vortex S and the square symbols show the measured
values of vortexW. Photographs showing the difference of surface profile at (d) the reference snapshot and (e) the snapshot of vortex centre.
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2cm

(a) (b) (c)

(d) (e) (f )

Figure 3: Computational results showing the evolution of the relative vorticity of vortex S at the time instances (a) 5 s, (b) 9 s, (c) 11 s, (d)
13 s, (e) 15 s, and (f) 17 s after the oar was lifted. *e size of the window is about 12 cm square area. *e solid lines represent the positive
vorticity, while the dashed lines indicate the negative vorticity.
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Figure 4: Continued.
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(b)

(c)

Figure 4: Comparison of experiment and numerical results for a stirred vortexW at the time instances (a) 6 s, (b) 10 s, and (c) 14 s after the
cylinder was lifted. *e size of the window is about 17 cm square area. Note that the experiment photographs are adapted from [22] for
comparison with numerical results.

2cm

(a)

Figure 5: Continued.
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experiments and in the numerical simulations. It is noted that
the ratio of the vortex β effect and the planetary β effect c �

β∗v /β
∗
y reflects the nonlinearity against the linear Rossby wave

radiation. In this study, the value of c corresponding to vortex
S and vortexW is about 4.437 and 1.385, respectively. It can be
seen that the ability of vortex S to resist Rossby wave radiation
is better than that of vortex W.

Figure 6 demonstrates the evolution of vortex structures
of vortex W at (a) t � 10 s and (b) t � 28 s after the cylinder
was lifted. *e solid lines denote the radial distribution of the
vertical component of vorticity, the dash-dotted lines indicate
the radial distribution of the azimuthal velocity, and the
dashed lines show the radial distribution of the surface de-
pression. Notably, these radial distributions of vortex struc-
ture are obtained at a cross-sectional plane passing through
the vortex with maximum depression. For convenience, only
the values at the east of the vortex are plotted. *e nondi-
mensional relative vorticity shows a gradually decreasing
tendency of its peak value at the vortex central region. *e
vortex distribution becomes smoother or remains constant at
later times as long as the vortex travels to the northwest.

Additionally, the distribution of the azimuthal velocity shows
that the maximum value approximately remains constant,
while its corresponding radius gradually becomes larger than
the initial radius Rm. Finally, the distribution of the vortex
depression also displays a significant decreasing tendency
when the vortex evolves to the northwest.

4.3. Vortex Trajectory and Intensity Change. Regarding the
vortex trajectories, this study used the circle and square
symbols in Figure 7 to indicate the measured tracks of vortex
S and vortex W, respectively. *e solid lines represent the
associated MSWM calculated vortex tracks.*e dashed lines
show that the contour levels of the topographic features h∗B
calculated from south to north are approximately 0.387,
0.401, 0.415, 0.429, and 0.433, respectively. *e nondi-
mensional topographic heights h∗B consist of the topographic
sloping bottom h∗s and free surface deformation h∗p owing to
the tank rotation as mentioned in [22]. It is worth noting
that, compared with the contribution of inclined bottom
deformation h∗s to the northwest drift of the vortex, the

(b)

(c)

Figure 5: Similar to Figure 4 but at the time instances (a) 18 s, (b) 22 s, and (c) 28 s after the cylinder was lifted. *e size of the window is
about 17 cm square area.
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contribution of free surface deformation h∗p to the northwest
drift of the vortex is much smaller.

Figure 8(a) monitors the time variations of the
maximum value of the azimuthal velocity Vθ,max as in-
tensity change of vortex. *ey are recorded by the nu-
merical simulation (denoted as a solid line) or the streak
photography (represented as circles). *e results show
that the variations of Vθ,max obtained from these two
approaches displayed good agreement. It is noted that the
calculated Vθ,max decayed from its initial value 12.43 cm/s
to 9.82 cm/s in 15 seconds. In the laboratory, Vθ,max was
estimated as decaying from 12.92 cm/s to 9.79 cm/s.
Figure 8(b) shows the time variations of the maximum
vorticity ζmax that is approximated by assuming that the
vortex is axis-symmetric. *e measurement results
revealed good agreement of the maximum values of azi-
muthal velocity and vertical component of vorticity be-
tween these two approaches.
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Figure 6: Evolution of structures of vortex W at (a) t� 10 s and (b) t� 28 s after the cylinder was lifted.
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4.4. Effect of Bottom Slope on the Strong Cyclonic Motion.
In this section, we would like to investigate the effect of
sloping bottom on the strong cyclonic motions. For con-
venience, we choose a typical case of a moderate tropical
cyclone as our prototypical problem and seek for its possible
model vortex B that is dynamically similar in the laboratory.
For example, let us choose a strong cyclonic vortex with a
maximum azimuthal speed Vm � 40m/s and its corre-
sponding radius Rm � 150 km initializing at the latitude of
20∘ in the Northern Hemisphere. *e unperturbed layer
depth H0 is about 10 km and a maximum vortex depression
ηv is assumed to be 295.56m. We assume that the vortex
shape parameter B of the prototypical cyclone is 1.5, and the
vortex size parameter A can be determined as 1837 km by
(23). On the laboratory side, we choose a typical strong
vortex with maximum azimuthal speed Vm � 6 cm/s and a
corresponding radius Rm � 3 cm moving on a sloping
bottom with sy � 0.0538 in a rotating tank with an angular
speed Ω � 0.785rad/s. Under the similarity condition (14),
the unperturbed depth H0 in the tank can be obtained as
10.47 cm.*emaximum depression depth ηv of the vortex in
the laboratory can also be determined from the similarity
condition (15) as 0.206 cm.

Figure 9 shows the numerical results of trajectory of
vortex B translating on a sloping bottom with four different
slopes as 0.01076 (Case S1), 0.0538 (Case S2), 0.1345 (Case
S3), and 0.269 (Case S4). *e trajectories were determined
from the calculated streamlines, and the origin of reference
was located 60 cm north from the south bound of the tank
and 60 cm west from the east bound of the tank. Comparing
the above four vortex paths under different bottom slopes,
we summarize as follows. First, the vortices in all examples
generally move to the northwest. All the examples in the first
half of the path show linear motion, when the vortex
maintains a single vortex structure. *e moving speed of the
vortex is proportional to the slope of the bottom.*e greater
the slope is, the faster the vortexmoves. Second, the vortex in

Case S1 moves at the slowest speed and continues to move
slowly towards the northwest as a single vortex. On the other
hand, for Cases S2, S3, and S4, the vortices accelerate sig-
nificantly at the early stage and decelerate gradually at the
following stage. *ese trends of intensity change and
translating speed are basically coincided with the theory
proposed by Resnik et al. [10]. *at is to say, in the initial
stage, the vortex is between the advection time scale and the
wave time scale, so it is accelerated by beta-gyres. However,
after wave time scale, beta-gyres will further induce sec-
ondary beta-gyres due to nonlinearity. *is process will last
for a long time to a certain time scale and cause the vortex to
slow down.

Figure 10 shows the streamline graphs for Case S3. We
can observe that several secondary vortices at the east of the
primary vortex were induced consequently by strong
planetary β effect. As a result, these secondary vortices in
turn interact with the primary vortex and cause a slight
meandering and a distortion of the primary vortex. *ese
waves demonstrate an alternative pattern of clockwise and
anticlockwise circulation cells translating westward and they
are usually referred to as topographic Rossby wave as
mentioned in [33].

Figure 11 demonstrates the vorticity contours for Case
S4. Prominent Rossby wave wakes following the primary
vortex were excited by steep bottom slope. *is fact shows
that the induced Rossby wave wakes not only alter the
trajectory of the primary vortex (as shown in Figure 9) but
also stretch the primary vortex from axis-symmetric to axis-
asymmetric (t � 36 s to t � 56 s as shown in Figure 10). *e
understanding of this stage can be explained by the vortex
distortion time scale proposed by Resnik et al. [10]. In
Figure 11, a negative vorticity patch N1 was generated in the
vicinity of the primary vortex P1 and was developed to a
vorticity tendril during t � 0 s to 16 s. From t � 16 s to 32 s,
this vorticity tendril was influenced and has been stretched
by following positive vorticity patch P2 which formed
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Figure 10: Streamlines plots of Case S3 with a bottom slope sy � 0.1345. (a) t� 0s, (b) t� 8s, (c) t� 16s, (d) t� 24s, (e) t� 32s, (f ) t� 36s, (g)
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behind N1. Generally, it is shown that the simulation by
MSWM well demonstrates the entire flow features. It also
reveals complicated nonlinear interactions of the vortex and
its induced Rossby wave wakes that consist of vorticity
patches with alternative signs (P for positive and N for
negative, for short).

In addition, from the point of view of total energy
conservation, it can be observed in Figure 11 that the Rossby
waves radiated from the primary vortex provide the energy
required for wake development. *is process mainly occurs
in the near field of vortex, namely, beta-gyres. *e wake
coexists and remains near the primary vortex and keeps a
quasi-steady translation speed similar to that of the primary
vortex [10]. *is interpretation is different from the

viewpoint held in some literatures [8, 34]. *ey explained
that the Rossby wave wake is the product of quasiresonance
between the primary vortex and planetary vorticity gradient.
However, the conservation of the total energy of the system
does not support this argument and needs further study.

5. Conclusions

In this study, a joint theoretical and numerical study is used
to investigate the flow features of a strong cyclonic vortex
generated in a rotating tank with a sloping bottom. *is
study clarifies the idea of the dynamical similarity between
the prototypical and model flow fields by satisfying the
similarity conditions (14) and (15). Calculations by the

–20 –15 –10 –5 0 5 10

–10

–5

0

5

10

15

P1

(a)

–20 –15 –10 –5 0 5 10

–10

–5

0

5

10

15

N1

(b)

–20 –15 –10 –5 0 5 10

–10

–5

0

5

10

15

(c)

–20 –15 –10 –5 0 5 10

–10

–5

0

5

10

15

(d)

–20 –15 –10 –5 0 5 10

–10

–5

0

5

10

15

P2

(e)

–20 –15 –10 –5 0 5 10

–10

–5

0

5

10

15

(f )

–20 –15 –10 –5 0 5 10

–10

–5

0

5

10

15

N2

N3

(g)

–20 –15 –10 –5 0 5 10

–10

–5

0

5

10

15

N4

N5

(h)

–20 –15 –10 –5 0 5 10

–10

–5

0

5

10

15

P1

P2

N4
N5

N6

(i)

Figure 11: Contours of relative vorticity of Case S4 with a bottom slope sy � 0.269. (a) t� 0s, (b) t� 8s, (c) t� 16s, (d) t� 24s, (e) t� 32s, (f )
t� 36s, (g) t� 40s, (h) t� 48s, and (i) t� 56s.
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proposed modified shallow water model for the strong and
intense cyclonic motions show a close agreement with the
experimental results in a rotating tank. *e present study
proposed a modified shallow water model incorporating a
gradient-wind-balance (GWB) vortex model for investi-
gating the hurricane-like cyclonic motions on a β-plane in
the Northern Hemisphere and their structures in a rotating
tank with a gently sloping bottom.

*ere are two main advantages of the model. (i) Unlike
the traditional QGVE model, the MSWM is more suitable to
take care of the significant depth depression of the vortex,
which is a prominent feature of large Rossby number
hurricane-like vortices. From the surface depression mea-
surements, the effect of vortex stretching owing to this
vortex depression had the same order of magnitude as that of
the vortex stretching caused by the sloping bottom. (ii)
Another significant source of vortex stretching that should
be considered was the parabolic free surface resulting from
the tank rotation. In the present MSWMmodel, this effect of
paraboloidal free surface was conveniently represented by an
effective gravity. Regarding the simulation of the large
Rossby number vortices, the GWB vortex model pictures the
vortex structure more accurately than the traditional
Gaussian/Rankine vortex models. It is noted that, in liter-
ature, for vortices with both large Rossby number
(Rov ≈ O(1)) and large Burger number (Bu≫ 1), the fast
motion in the flow field, that is, inertia gravity wave (IGW),
may be decoupled and can be emitted from the slow vortex
motion [34, 35]. *e Burger number is defined as
Bu � (R2

d/R
2
m), where Rd is the Rossby deformation radius as

Rd �
����
gH0


/f0. Take the vortex S as an example, where

Rov � 4.32 and Bu ≈ 1, 154. Although the flow field of vortex
S satisfies the conditions of IGW generation, there is no
direct evidence of the emission of IGW in the current ex-
periment or numerical results.*is interesting phenomenon
is worthy of further and careful study in the future.

Our major results obtained in this paper were presented
in two parts. In the first part, a numerical simulation of a
monopolar vortex translating on a gentle-slope bottom was
carried out to verify the experimental results in the previous
study [22]. Close agreements were found between experi-
ment and simulation, including the streamline patterns and
the vortex trajectory. After the long-term evolution, the
coherency and monopolar nature of a strong vortex
(Rov ≈ O(1)) remained both in the experimental and nu-
merical results. In the second part, the long-term behaviours
of vortex motion on different sloping bottoms were inves-
tigated numerically. For those gentle-slope cases (Case S1
and Case S2), the vortex moves steadily to the northwest. As
the bottom slope goes steeper (Case S3 and Case S4), the
trajectory of the primary vortex is being influenced by the
associate secondary vortices and altered as meandered,
curved motion. In the case of steepest slope (S4), the in-
teraction between the primary vortex and the induced
Rossby wave wakes reveals many interesting features such as
the deformation of primary vortex, the emergence of a
dipolar vortex, and the associated Rossby wave wakes. *e
interaction between strong cyclonic vortices and the ac-
companied secondary circulation structures under various

flow conditions requires comprehensive exploration
through theoretical analysis, numerical simulation, and
laboratory experiments. *ey may provide invaluable in-
gredients for understanding the physics of intense oceanic
eddies [33, 36] or atmospheric vortices [37] with coherent
wave trains [38] and they will be reported elsewhere.
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.e Bitcoin exchange rate (BER) is influenced by many variables such as human speculation and policies and, thus, is dependent
on the financial system. .e fluctuation of BER submitted has been extensively investigated. However, the correlation analysis of
the short- and long-term effects by indicators of online sentiment is unexplored..erefore, this study establishes a VARmodel for
BER which provides a framework to the Google search volume index (SVI), the investor fear gauge (VIX), and the S&P500 Index.
.e findings of the analysis suggest that BER and Google SVI have a Granger causality feedback relationship in both the short- and
long-term co-integration equilibrium, and the VIX is significantly related to BER in the long-term co-integration.

1. Introduction

.e Bitcoin exchange rate (BER) is extremely volatile. As
shown in Figure 1, BER to the US dollar from October 01,
2013, to June 22, 2018, increased by nearly 2 million times
from less than USD 0.01 to 19,345.49 on December 16, 2017.
Kurka concluded that BER is independent of any financial
asset classes in the system, but its spillover effect affected the
traditional financial markets [1].

.e pricing models of stock price or exchange rate have
assumptions of transactions by rational investors. However,
researchers pointed out that investment decisions made by
investors are not necessarily rational. .us, behavioral fi-
nancial theories emerged to explain irrational decisions. For
example, Barber and Odean proposed the “Attention .e-
ory” that explained investors’ intention of buying stocks
without having time to interpret the disclosure of massive

information on the stocks [2]. Merton suggested the “In-
vestor Recognition Hypothesis” that stated the information
spillover effect of investors’ stock buying on the firm’s
visibility [3]. .e higher the visibility of a firm, the more the
interest investors have in the stock. It yields higher price
returns and greater trading volume. Cai et al. proved that
Google SVI of Bitcoin had a significant impact on its price
and transaction volume as the proxy explanatory variable of
“investor focus” [4].

.is research employs the vector autoregression (VAR)
model to explore the long- and short-term relationship
between the Google SVI and BER. .e key variables are
studied by applying the theoretical basis of “investor at-
tention” that influences BER. Based on the findings of the
current research, the important variables of traditional fi-
nancial assets are selected in consideration of the volatility
index (VIX), the S & P500 index, and the Google SVI. .e
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vector autoregression (VAR) analysis of the short- and long-
term impacts and Granger causal relationship ([5–7]) are
employed to develop a prediction model for BER change for
providing a reference for Bitcoin hedging operation to in-
vestors. .e BER is a new investment tool with higher
volatility to the traditional financial product. Investors have
little hedge and others reference target to avoid the risk of
BER..e forecasting model of BER can offer mostly relation
financial products and be applied for hedge, arbitrage for
investors. .e result expected the SVI should have higher
relationship in the short and long periods.

.is article is organized as follows: Section 2 reviews
previous references and discusses the relation of the Google
SVI and VIS, in variable explanation to Bitcoin. Section 3
presents the VAR for the data analysis as the research
method. Section 4 describes the analysis results. Finally,
Section 5 concludes this article.

2. Literature Review

2.1. Google SVI. Urquhart [8] and Bleher and Dimpfl [9]
adopted Google SVI as a proxy explanatory variable for
“investor attention” for studying 12 cryptocurrencies in-
cluding Bitcoin..e other researchers also employed Google
SVI to measure investor attention [10, 11].

Since “Google Trends” was first introduced, the number
of searches was queried by entering the targeted word. Later
on, Google launched “Google Insights for Search” which
divided the data into detailed categories such as time and
geographical regions. “Google Insights for Search” became
the current Google Trend in September 2012..e time range
for searching is customized or selected in the past 1, 4 hours,
1, 7, 30, 90, and 5 years. Up to 5 keywords are analyzed
simultaneously. .e search items are searched for their
trends in a single country or all over the world. .e cate-
gories are selected by the industry of interest or all cate-
gories. After determining the keywords, region, periods, and
categories, Google Trends generate a trend chart with a
standard quantitative range from 0 to 100 and calculate the
SVI data based on the average time series, but the data
frequency is a week.

SVI calculation formula is as follows:

SVI �
total search volume

maximum total search volume in a given time period
× 100.

(1)

.e SVI may yield different results for the same key-
words according to different query, time, date, and geo-
graphic location. When Google compiles SVI data, it does
not search all data but randomly selects samples. However,
different results did not change the research outcomes [12].
Takeda and Wakao present the SVI has a positive impact on
the stock price and volume [13]. Aouadi et al. using Google
search volume to evidence the relationship among the at-
tention of French stock market investors and trading vol-
ume, stock market illiquidity, and volatility [10].

Zhang et al. pointed out that the long-term prices
converged to the mean reversion when stock prices rose
solely with increased investor attention [14]. To understand
whether the mean reversion of BER is related to Google SVI,
we selected Google SVI as the proxy interpretation variable
for “investor focus”. Details are shown in Figure 2.

2.2. VIX. .e Volatility Index (VIX) is compiled by the
COBE Exchange that implies volatility of future options on
the S&P500 and reflects the degree of risk in the stockmarket
over the next 30 days. .e VIX greater than 40 indicates that
market investors expect a strong fluctuation of stock index in
the future, that is, irrational panic. When the index is less
than 15, it means the investors believe the volatility in the
future stock market to be mild which shows irrational ex-
uberance. As it reflects the traders’ expectations on future
stock price change, it is also called the “Fear Index” or “.e
Investor Fear Gauge.”

Qadan et al. believed that VIX reflected the investors’
sentiment. In a period of extreme uncertainty, investors tend
to be more risk-averse and therefore need higher idiosyn-
cratic volatility (IVOL) premium at a high level of VIX [15].
Under the circumstance, investors avoid stocks of high
IVOL, which results in lower investment returns with high
IVOL than with low IVOL. Tsai et al. also found the reversed
prices in the future led to significant negative investment loss
when investors overestimated stock prices positively [16].
Simon and Wiggins showed that the VIX index was used to
predict the future stock market [17]. Lee pointed the new
sentiment of the current period has a positive relationship
with investment reports, and the new sentiment of the
lagged period has a negative relationship with investment
aspirations [18]. Copeland and Copeland noted that COBE
Volatility Index (VIX) can be treated as leading index of
stock price index [19]. Dennis et al. treated VIX is a proxy
variable of stock return volatility [20]. When the VIX soars
and the market shows extreme fear, it would be the best
opportunity to enter the stock market.

.is research includes the VIX by Chicago Board Op-
tions Exchange (COBE) as a proxy explanatory variable for
investor sentiment in an empirical study to understand the
impact of investor sentiment on the BER.

2.3. Bitcoin. Kurka studied the interaction between Bitcoin
and traditional finance assets [1]. .e results showed that
BER was independent of any financial system assets. .ough
traditional financial assets had little impact on the BER
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Figure 1: Bitcoin exchange rate chart (10/01/2014–06/22/2018).
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trend, the spillover effect of BER was significant in the
traditional financial market.

Cai et al. adopted the Google SVI as the proxy ex-
planatory variable for investors’ decisions [4]. .e results
supported that the SVI had a vital influence on the price and
volume of Bitcoin. Dastgir et al. surveyed Google Trends
search flow on Bitcoin [21]. It employed the Granger cau-
sality to test the causal relationship between the interest in
Bitcoin and investment returns. .e conclusion supported
the existence of bidirectional causality between Bitcoin and
investment returns.

.is study analyzed the short- and long-term relationship
between Google SVI and BER by the VAR model. .e long-
term relationship among BER, VIX, and the S&P500 index
was also investigated for a co-integration phenomenon.

3. Methodology and Model

.e research process was divided into two aspects as shown
in Figure 3. For the short-term impact analysis, the VAR
model and Granger causality were employed to test the
explanatory variables of BER and verify their relationship,
respectively. For the long-term impact, Nelson and Plosser
argued that the variable difference was lost in the implicit
information on the long-term equilibrium through the
stationary sequence [22]. .erefore, the co-integration
analysis and vector error correction model (VECM) vali-
dated the long-term relationship between the variables.

3.1. VARModel and VECM. .e VAR model in this study is
defined as follows:

yt � c + 
n

t�1
φiyt−1 + εt, (2)

where yt is a (n×1) vector of endogenous variables,
c� (c1, .. .., cn) is the (n×1) intercept vector of the VAR,∅t is
the i-th (n×n) matrix of autoregressive coefficients for i� 1,
2, ..., n, and εt � (ε1 . . . εt) is the (n×1) generalization of a
white noise process [24].

.e following equation is the co-integration transfor-
mation of equation (2).

.

Δyt � Πyt−1 + 

p−1

i�1
ΦΔyt−i + μt, (3)

where Π � 
p
i�1 φi − I and Φ � 

p
i+1 φj.

If yt has a co-integration relationship, thenΠyt−1 ∼ I(0)

and equation (3) is expressed as follows:

Δyt � αβ′yt−1 + 

p−1

i�1
ΦΔyt−i + μt, (4)

where β′yt−1 �ECMt−1is the error correction term for a
long-term equilibrium relationship between variables.
Equation (4), then, becomes
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Figure 2: Google search engine market share worldwide (2013/1–2019/4, Source: http://gs.statcounter.com).

Research sample

Unit-root test for variables

Perform co-integration analysis
between variables 

First difference

Empirical results Empirical results

Perform VECM

No unit root (steady state)

Unit root (unsteady state)

Co-integration

Perform VAR

(Short-term impact analysis) (Long-term impact analysis)

Figure 3: Flow chart of this research [23].

Mathematical Problems in Engineering 3

http://gs.statcounter.com/


Δyt � αECMt−1 + 

p−1

i�1
ΦΔyt−i + μt. (5)

Equation (5) is used for the vector error correction
model (VECM) in which each equation belongs to an error
correction model [25].

Before establishing the VAR model, it is necessary to
choose the optimal lagged periods. .e criteria include
Akaike’s Information Criterion (AIC), Hannan-Quinn
Criterion (HQ), Schwarz Criterion (SC) likelihood ratio
(LR), and so on. However, the Akaike proposed the AIC
method and SC method which are most used [26]. .e
equations of the AIC and SC criteria are defined as
follows:

AIC � ln
SSE
T

  +
2k

T
 , (6)

SC � ln
SSE
T

  +
k

T
ln T , (7)

where k is the number of all parameters to be estimated by
the VAR model. .e number of periods corresponding to
the minimum value of the measurement of AIC or SC is the
optimal number of lagged terms..e AIC is more consistent
than SC. However, as the estimated parameters of the AIC
are less and the number of samples is larger than the SC, the
SC is better than the AIC for this research.

3.2. Multivariate Granger Causality Analysis.
Multivariate Granger causality analysis is performed by
fitting a VAR model to the time series. Let Χ(t) ∈ Rd×1

(t � 1, . . . , T) be a d-dimensional multivariate time series.
Multivariate Granger causality is measured by fitting a VAR
model to L time lags as follows:

Χ(t) � 
L

λ�1
ΦλΧ(t − λ) + ]t, (8)

where ]t is a white Gaussian random vector and Φλ is a
matrix for every λ. A time series Xi is called a Granger cause
of another time series Xj, if at least one of the elements
Φλ(i, j) is significantly larger than zero.

3.3. Data Source and Sample Collection Period. .is research
mainly discussed the key factors that affect the changes in
BER by referring to Cai et al. [4], Kurka [1], and Hsieh [27].
.e main variables included Google SVI, the VIX of
Chicago Board of Exchange, S&P500 index, gold prices, US
dollar index, and Japanese exchange rate. .e period for
sampling was from April 29, 2013, to June 22, 2018. .e data
sources were Yahoo Finance and Bloomberg. .e data
frequency was a day, and the data processing method did not
affect the final results. If there was no observation value for
any variable on the same day, the data of that day were
deleted [28]. A total of 1,299 daily observation values for
each variable were used.

4. Analysis Results and Discussion

.e analysis was carried out in two processes as shown in
Figure 4. We used the VAR model and Granger causality to
test the explanatory stationary time series variables for the
short-term impact. .en we used the co-integration analysis
and vector error correction model (VECM) to validate the
long-term relationship between the nonstationary variables.
.e descriptive statistics, VAR model analysis, and the co-
integration relationship were performed and illustrated
below.

4.1. Descriptive Statistics. Table 1 shows standard deviation,
and maximum and minimum BER, gold price (GOLD),
USD/JPY exchange rate (JPY), S&P500 index (SP500),
Google SVI, US dollar index (USD), and VIX during the
study period.

4.2. Short-Term VAR Analysis

4.2.1. Unit Root Verification. .e Augmented Dickey-Fuller
(ADF) and the Phillips-Perron (PP) tests ([29, 30]) were
applied to the unit root sequence in this study. By taking the
natural logarithm and first-order difference, all the variables
were in a significant stationary sequence as shown in Table 2.

4.2.2. Optimal Lagging Period Selection. .e research
employed the AIC to determine the optimal number of two
lagged periods. Table 3 shows the details of the optimal
lagged periods.

4.2.3. Results of Analysis of the VAR Model. .e first-order
difference in the variables presents a stationary sequence and
is used to analyze the short-term influence of the variables
with the VAR model. .e results are shown in Table 4. BER
of the two lagged periods had a positive impact (0.108278)
on the overall BER at a significant level of 1%. .e Google
SVI had a negative effect (−0.100983) on the BER at a
significant level of 1%, while Google SVI has a positive
impact (0.064947) on the BER at a significant level of 1%.
.e S&P500 index had a negative impact (−0.108234) on the
leading two-period S&P500 index at a significant level of 1%.
p< 1, 5, or 10% of the significant level indicates that the
coefficient is not equal to zero, that is, the S&P500 index
Granger causality causes the lag two-period S&P500 index.

.e Granger causality diagram of the short-term vari-
ables affected the BER. .e results demonstrated that the
feedback relationship appeared only in the BER and the
Google SVI among the Granger causality as shown in
Figure 4.

4.3. Long-Term Co-Integration Analysis

4.3.1. Johansen Maximum Likelihood Co-Integration Test.
Nelson and Plosser supposed that a different process caused
the time series to lose long-term information [22]..at is, all
nonstationary time series become stationary after the
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first-order difference operation, so it is used to study the
short-term influence between variables.

Johansen co-integration test was used to test long-term
relationship among the variables, and the Trace test to
obtain the number of co-integration vector (CE) equation
sets for variables of no difference ([31, 32]). As shown in
Table 6, the hypothesis assumes that there is none CE, and
the trace statistics shows 226.9521 and larger than the
critical value 134.6780 which means reject that there is
none CE..erefore, Table 5 shows that there are two sets of
co-integration equations under 5% critical value that are

most relevant to the goodness-of-fit test because the trace
statistics shows 75.8209 and smaller than the critical value
76.9727 at most 2, which means that we cannot reject that
there are two co-integration vectors.

4.3.2. Vector Error Correction Estimates Model. .rough the
Johansen Co-integration test, two sets of co-integration
vector equations were obtained by using the trace test
method. .e co-integration vector equation and the VECM
are shown in Table 6. .e co-integration vector equations

BTC

SVI

CauseCause

Figure 4: Granger causality between short-term variables.

Table 1: Variable raw data statistics.

Variables Average value Standard deviation Minimum value Maximum value
BTC 1916.304 3281.969 69.66000 18972.32
SVI 7.727833 13.16746 1.000000 100.0000
VIX 14.62402 3.864276 9.140000 40.74000
SP500 2130.599 303.6529 1573.090 2872.870
GOLD 1252.709 76.27864 1049.400 1469.250
USD 86.37288 6.655887 74.52690 96.86650
JPY 110.0013 7.632938 94.21000 125.2200

Table 2: .e natural logarithm of each variable and the first-order difference unit root verification results.

Variables
ADF PP

P T P T
BTC 0.0000∗∗∗ −18.13386∗∗∗ 0.0000∗∗∗ −38.34844∗∗∗
GOLD 0.0000∗∗∗ −37.81181∗∗∗ 0.0000∗∗∗ −37.76925∗∗∗
JPY 0.0000∗∗∗ −35.90829∗∗∗ 0.0000∗∗∗ −35.95482∗∗∗
SP500 0.0000∗∗∗ −36.56911∗∗∗ 0.0000∗∗∗ −36.69663∗∗∗
SVI 0.0000∗∗∗ −35.99486∗∗∗ 0.0000∗∗∗ −36.22507∗∗∗
USD 0.0000∗∗∗ −34.30820∗∗∗ 0.0000∗∗∗ −34.47007∗∗∗
VIX 0.0000∗∗∗ −37.13990∗∗∗ 0.0001∗∗∗ −42.94997∗∗∗

Significant level of ∗∗∗1%.

Table 3: .e optimal lagged periods selected by stationary sequence.

Lagged periods
Information criterion

AIC SC
0 −35.68981 −35.66180∗
1 −35.87884 −35.65473
2 −35.88120∗ −35.46100
3 −35.86150 −35.24522
4 −35.83668 −35.02430
∗Selected lagged periods.
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show that equations (2) and (3) are based on the BER and
Google SVI, respectively. .e coefficients of the equation
variables are highly significant to each other.

4.3.3. Long-Term Granger Causality. Granger causality is a
statistical concept of causality that is based on VAR. .e
coefficient of granger causality test is assumed that does not
influence between two variables under null hypothesis as

shown in Table 7. If the probability is larger than 0.1, then we
do not reject the null hypothesis, and these two variables do
not have granger causality..e results of the granger causality
test are shown in Table 7. .e BER influenced the S&P500
index and Google SVI. .e Google SVI Granger caused the
BER index..erefore, the BER and SVI presents intergranger
causality. .e S&P500 SVI Granger influenced Google SVI.
.e VIX Granger contributed to the S&P500 index, the BER
index, and the Google SVI.

Table 4: Results of analysis by the VAR model.

BTC GOLD JPY SP500 SVI USD VIX

BTC (−2)
Coefficient 0.108278∗∗∗ −0.005290 −0.000852 −0.001416 −0.100983∗∗∗ −8.92E−05 −0.001668

Standard deviation 0.02758 0.00859 0.00217 0.00294 0.04277 0.00089 0.02952
t value 3.92650 −0.61583 −0.39197 −0.48229 −2.36124 −0.09973 −0.05650

GOLD (−2)
Coefficient −0.089612 −0.064190∗∗ −0.005214 −0.013245 0.048425 0.005545∗ 0.073877

Standard deviation 0.09084 0.02830 0.00716 0.00967 0.14088 0.00295 0.09724
t value −0.98646 −2.26838 −0.72842 −1.36920 0.34373 1.88266 0.75975

JPY (−2)
Coefficient −0.533897 −0.106320 0.018735 −0.068497 −0.098955 0.014686 0.520942

Standard deviation 0.37632 0.11723 0.02965 0.04007 0.58362 0.01220 0.40282
t value −1.41873 −0.90697 0.63185 −1.70925 −0.16955 1.20365 1.29325

SP500 (−2)
Coefficient 0.133665 0.068168 0.007063 −0.108234∗∗ 0.384718 −0.001683 0.375067

Standard deviation 0.45540 0.14186 0.03588 0.04850 0.70627 0.01477 0.48747
t value 0.29351 0.48053 0.19685 −2.23182 0.54472 −0.11399 0.76942

SVI (−2)
Coefficient 0.064947∗∗∗ 0.002600 −0.000551 −0.002003 0.006269 0.000247 0.026340

Standard deviation 0.01803 0.00562 0.00142 0.00192 0.02797 0.00058 0.01930
t value 3.60159 0.46282 −0.38802 −1.04325 0.22417 0.42245 1.36461

USD (−2)
Coefficient 0.599314 −0.362583 0.019072 0.057129 0.452971 0.003090 −1.319591

Standard deviation 0.90763 0.28273 0.07151 0.09665 1.40761 0.02943 0.97154
t value 0.66031 −1.28242 0.26669 0.59107 0.32180 0.10501 −1.35825

VIX (−2)
Coefficient −0.010045 −0.004217 −0.000970 −0.007474 0.007971 −0.000770 −0.026743

Standard deviation 0.04539 0.01414 0.00358 0.00483 0.07039 0.00147 0.04858
t value −0.22130 −0.29825 −0.27119 −1.54626 0.11323 −0.52347 −0.55045

C
Coefficient 0.002676 1.58E−05 9.02E−05 0.000486∗∗ 0.001907 1.74E−05 −0.000270

Standard deviation 0.00205 0.00064 0.00016 0.00022 0.00318 6.7E−05) 0.00220)
t value 1.30416 0.02475 0.55767 2.22614 0.59935 0.26144] −0.12296]

R squared 0.025671 0.007505 0.001804 0.009159 0.004947 0.004295 0.008862
Adj. R squared 0.020376 0.002111 −0.003621 0.003774 −0.000461 −0.001116 0.003476
Significant level of ∗∗∗1%, ∗∗5%, ∗10% and the coefficients means the estimated coefficients.

Table 5: Johansen maximum likelihood co-integration test result.

Hypothesized no. of CE(s) Eigenvalue Trace statistics Critical value at α� 0.05 Probability
None@ 0.065359 226.9521 134.6780 0.0000∗∗∗
At most 1@ 0.04826 139.6904 103.8473 0.0000∗∗∗
At most 2 0.0282 75.8209 76.9727 0.0610
At most 3 0.0144 38.8515 54.0790 0.5287
At most 4 0.0077 20.0129 35.1927 0.7259
At most 5 0.0055 9.9263 20.2618 0.6471
At most 6 0.0020 2.6882 9.16454 0.6404
∗∗∗Significant level of 1%; @the number of co-integrated equations.
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Figure 5 shows all variables that affect BER in the
long-term. .e “feedback relationship” of the Granger
causality appears in BER and the Google SVI..e VIX has a
moderately significant Granger causality on the Bitcoin
price in the long term.

5. Conclusions

.e analysis results of this research suggested the co-inte-
grated equilibrium and feedback relationship of the Granger
causality between BER and Google SVI in the long term..e
VIX influences mostly the BER in the long-term co-
integration.

In addition to confirming the results of Cai et al. [4] and
Dastgir et al. [21], the result confirmed the Granger cau-
sality between Google SVI and BER and the existence of the
short- and long-term feedback between Google SVI and the
BER. .e result also showed that there is a long-term
co-integration relationship between the BER, VIX, and
Google SVI. By observing Google SVI and the VIX, in-
vestors predict the future trend of the BER as BER has a
long-term leading relationship with the S&P500 index. .e

Table 7: Granger causality test results for the variables in natural
logarithm.

Null hypothesis Prob.
GOLD does not influence BTC 0.9397
BTC does not influence GOLD. 0.3118
JPY does not influence BTC 0.5978
BTC does not influence JPY 0.9319
SP500 does not influence BTC 0.2092
BTC does not influence SP500 0.0325∗∗
SVI does not influence BTC 4.E−05∗∗∗
BTC does not influence SVI 0.0018∗∗∗
USD does not influence BTC 0.3888
BTC does not influence USD 0.8713
VIX does not influence BTC 0.0373∗∗
BTC does not influence VIX 0.1173
SVI does not influence SP500 0.4206
SP500 does not influence SVI 0.0469∗∗
VIX does not influence SP500 0.0098∗∗∗
SP500 does not influence VIX 0.2837
VIX does not influence SVI 0.0074∗∗∗
SVI does not influence VIX 0.3751
Significant level of ∗∗∗1%, ∗∗5%, ∗10%.

Table 6: Co-integration vector equation and the VECM.

Co-integrating equation Equation (2) Equation (3)
BTC 1.0000 0.0000
SVI 0.0000 1.0000

VIX
Coefficient 16.0725∗∗∗ 11.3168∗∗∗

Standard deviation 2.2836 1.5958
t value 7.0381 7.0912

C − 49.2158 − 31.4336
Error correction: D(BTC) D(SVI) D(VIX)

Co-integrating equation (2)
Coefficient − 0.0139∗∗∗ 0.0208∗∗∗ − 0.0051

Standard deviation 0.0037 0.0057 0.0039
t value − 3.7744 3.6354 − 1.2972

Co-integrating equation (3)
Coefficient 0.0186∗∗∗ − 0.0333∗∗∗ 0.0021

Standard deviation 0.0052 0.0081 0.00560
t value 3.5346 − 4.0969 0.3765

BTC
Coefficient 0.1037∗∗∗ − 0.1032∗∗∗ − 0.0081

Standard deviation 0.0274 0.0423 0.0291
t value 0.7826 − 2.4376 − 0.2786

SVI
Coefficient 0.0527∗∗∗ 0.0208 0.0192

Standard deviation 0.0181 0.0280 0.0193
t value 2.8992 0.7410 0.9942

VIX
Coefficient − 0.0098 0.0028 − 0.0388

Standard deviation 0.0262 0.04047 0.02785
t value − 0.3752 0.0698 − 1.3941

C
Coefficient 0.0027 0.0020 − 5.13E−05

Standard deviation 0.0020 0.0031 0.0021
t value 1.3436 0.6529 − 0.0237

R squared 0.0353 0.0225 0.0325
Adj. R squared 0.0316 0.0187 0.0288
Significant level of ∗∗∗1%, ∗∗5%, and ∗10%.

BTC

VIX

SVI S&P500

Cause

CauseCause

CauseCause Cause

Cause

Figure 5: Granger Causality diagram among long-term variables.
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crypto-economy affects the real economy as the spillover
effect of BER influences the S&P500 [1]. When BER rises,
the S&P index should be viewed with optimism. Also, the
VIX has a long-term leading relationship with BER as it
drops with the rise of BER. .e co-integration equilibrium
between BER and Google SVI in the long-term leads to the
feedback relationship of the Granger causality, which
impacts Bitcoin price and causes the following: the pro-
hibition of the Bitcoin trading exchange, the issuer’s
implementation of hard fork policy that damages investors’
rights and confidence with no compensation, and infor-
mation security issues. .e price of Bitcoin fell back to the
equilibrium value, which verifies the investor attention
theory. .e results help investors hedging or arbitrating
engaged Bitcoin-related risks.
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.e data used to support the findings of this study are
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Deep learning has accomplished huge success in computer vision applications such as self-driving vehicles, facial recognition, and
controlling robots. A growing need for deploying systems on resource-limited or resource-constrained environments such as
smart cameras, autonomous vehicles, robots, smartphones, and smart wearable devices drives one of the current mainstream
developments of convolutional neural networks: reducing model complexity but maintaining fine accuracy. In this study, the
proposed efficient light convolutional neural network (ELNet) comprises three convolutional modules which perform ELNet
using fewer computations, which is able to be implemented in resource-constrained hardware equipment. )e classification task
using CIFAR-10 and CIFAR-100 datasets was used to verify the model performance. According to the experimental results, ELNet
reached 92.3% and 69%, respectively, in CIFAR-10 and CIFAR-100 datasets; moreover, ELNet effectively lowered the com-
putational complexity and parameters required in comparison with other CNN architectures.

1. Introduction

Convolutional neural network (CNN) was firstly introduced
in the 1980s. At that time, Lecun et al. [1] proposed a simply
constructed CNN architecture which contains three con-
volutional layers, two subsampling layers, and a fully con-
nected layer. LeNet was mainly used for handwriting
recognition in the MNIST dataset and obtained the lowest
error rate. However, the hardware equipment was not ad-
vanced, and graphics processing units had not been invented
which led to the development of CNN being greatly re-
stricted. In 2012, Krizhevsky et al. [2] developed AlexNet and
won the first place in the ImageNet large-scale visual rec-
ognition competition by achieving a top-5 error of 15.3%.
Compared with LeNet, AlexNet uses rectified linear unit
(ReLU) to replace the conventional sigmoid activation
function in order to resolve the vanishing gradient problem.
Moreover, the dropout [3] regularization technique was also

introduced to reduce overfitting in neural networks. In
general, AlexNet extends its network architecture resulting
in the requirement of nearly 60 million parameters, and the
floating-point operations (FLOPs) have reached 0.7 giga
FLOPs. Subsequently, researchers have continued to deepen
networks to improve the accuracy such as VGGNet [4].

Instead of deepening the CNN architecture, some re-
searchers expand the width of the network architectures. For
instance, Szegedy et al. [5] firstly came up with a concept of
inception block in the CNN which encapsulates different sizes
of kernels for extracting global and local features. It adjusts the
computations by adding a bottleneck layer of a 1× 1 con-
volutional filter before applying large-size kernels. Further-
more, Srivastava et al. [6] designed a new architecture to
moderate gradient-based training of very deep networks which
is called highway network.)is network imitates the horizontal
expansion concept using the gating function to adaptively
bypass the input so that the network can go deeper. In addition,
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He et al. [7] proposed ResNet by taking inspiration from the
bypass and bottleneck layer approaches for reducing the
amount of operations. Many improved designs of network
architectures are proposed and applied in many applications,
such as object detection [8] and semantic analysis [9]. How-
ever, regardless of deepening or widening the network ar-
chitectures, high computational cost andmemory requirement
are the two main concerns observed with these architectures.

To further alleviate these two primary concerns of the
network, designing a lightweight architecture without com-
promising the performance is necessary, especially when the
CNN model is implemented in resource-constrained hard-
ware. Howard et al. [10] adopted depthwise separable con-
volution in the MobileNet to reduce the model parameters so
that the model can be embedded in portable devices for mobile
and embedded vision applications. Juefei-Xu et al. [11] pro-
posed the local binary convolutional neural network which
adopts local binary convolution (LBC) as a substitute for the
conventional CNN. )e experimental results showed that the
LBCmodule performs a good approximation of a conventional
convolutional layer and results in a major reduction in the
number of learnable parameters while training the network.
Iandola et al. introduced SqueezeNet [12] which replaces 3× 3
filters with 1× 1 filters and decreases the number of input
channels to 3× 3 filters. )ese strategies are desirable to de-
crease the quantity of parameters in aCNNwhile attempting to
maintain accuracy. According to the experimental results re-
ported by Iandola et al., the parameters used in SqueezeNet are
50x fewer than those in AlexNet; besides, it preserves AlexNet-
level accuracy on ImageNet. Others such as parameter pruning
and quantization can reduce redundant parameters which
reduces the network complexity and addresses the overfitting
problem. Furthermore, without decreasing accuracy, more
improvements of YOLO were also proposed [13, 14] to prove
that light CNN can reduce training time andmake applications
more diverse without being limited by hardware.

)e three modules provide capabilities and advantages:
saving computations when kernel size and the number of
kernels are large using depthwise separable convolution,
expanding the field of view (FOV) of filters without in-
creasing parameters by atrous convolution, and extracting
local and global features simultaneously adopted by the
inception module to reduce the parameters and operations
of the CNN. In this study, the proposed model, efficient light
convolutional neural network (ELNet) with the three
modules, is no longer limited by memory and computational
constraints.

)e rest of the paper is organized as follows. In Section 2,
the conventional CNN architecture is briefly reviewed. )e
ELNet is introduced in Section 3. )e experimental results
using CIFAR-10 and CIFAR-100 datasets are revealed in
Section 4 and compared with other state-of-the-art CNN
architectures such as GoogLeNet, ResNet-50, and Mobile-
Net. Lastly, Section 5 draws conclusions.

2. Convolutional Neural Network (CNN)

)e concept of neural networks mainly comes from bio-
logical neural network systems; however, neural networks

are connected in a fully connected manner which causes a
great amount of calculations when the input size is large.
)erefore, in the 1980s, convolution kernel was first in-
troduced and then was widely applied in image processing.
)ere are four main parts of the CNN: convolutional layer,
pooling layer, activation function, and fully connected layer.
)e function of feature extraction depends on the first three
parts, and the fully connected layer is used to classify the
obtained features. More descriptions of these parts are
explained as follows.

2.1. Convolutional Layer. A convolutional layer consists of a
set of learnable filters (or kernels) which have a small re-
ceptive field; however, feature extraction can be acquired by
extending filters through the full depth of the input volume.
)e formula is as follows:

Or,c � 
n

k�1


kh

i�1


kw

j�1
I

k
r−kh+i,c−kw+j × W

k
i,j + b, (1)

where r and c represent the row and column of the feature
map, n is the number of input channels, kw and kh are the
width and height of a convolution kernel, Wk

i,j is the weight
of the ith row and jth column convolution kernel in the kth

channel, Ik
i,j is the input of the ith row and jth column in the

kth channel, and b is the bias.

2.2. Pooling Layer. In order to effectively extract features,
most of the moving strides are set as 1; yet, this setting causes
relatively more operations. )erefore, pooling layer is
usually added in the CNN for effectively reducing the
amount of operations. Equation (2) shows the calculation of
max pooling and average pooling:
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max pooling max Ii,j |
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where Or,c is the output row and column, Ii,j is the row and
column of the input image, and Pw and Ph are the width and
height of the pooling kernel.

2.3. Activation Function. )e conventional operation of the
convolution kernel is a linear operation; LeNet adopts
sigmoid function as an activation function to solve nonlinear
problems. Along with the development of deeper network,
researchers found out that gradient disappearance occurs
when the sigmoid function approaches to 0 in the saturation
region. )en, ReLU is introduced in AlexNet to address this
problem. Moreover, the operations using ReLU are simpler
than those of the sigmoid function. Later, many scholars
made various improvements based on ReLU and sigmoid
functions. For instance, Leaky ReLU [15] solves the problem
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that ReLU is not activated when x is less than 0, PReLU [16]
adds a parameter to make ReLUmore accurate when x is less
than 0, and RReLU [17] learns parameters automatically via
the neural network. Here, PReLU is selected as the activation
function which is shown in Figure 1, and its equation is given
as follows:

fβ(x) �
β · x, x≤ 0,

x, x> 0.
 (3)

2.4. Fully Connected Layer. After convolutional computa-
tion, the high-dimensional feature maps will be classified
and predicted through a fully connected neural network.
)is layer is often used in many network architectures such
as LeNet, AlexNet, and GoogLeNet. )e equation is given as
follows:

P � Oc × Ic + 1( , (4)

where Ic and Oc represent the number of input and output
channels.

From equation (4), the number of parameters in the fully
connected layer depends on the input dimensions. If di-
mension reduction is not performed, the number of input
channels might be massive, and many parameters will be
generated. According to Lin et al. [18], the fully connected
layer is prone to overfitting which hampers the general-
ization ability of the overall network. )erefore, the later
CNN architectures usually replace fully connected layers
with global average pooling.

3. Efficient Light Convolutional Neural
Network (ELNet)

An efficient light convolutional neural network (ELNet) is
proposed to make the network architecture suitable for
resource-constrained hardware. A schematic view of the
network is depicted in Figure 2, where the red block is a
depthwise separable convolution, the black dash line block
represents an inception module, and the brown block is a

depthwise separable convolution combining with atrous
convolution. )e details of the architecture are described in
Table 1.

In Table 1, Conv dw represents a depthwise separable
convolution, and d means stride in the atrous convolution.
)e three convolutional modules used in ELNet are de-
scribed as follows.

3.1. Depthwise Separable Convolution. Depthwise separable
convolution separates the original convolution into two
parts for the purpose of reducing operations as shown in
Figure 3.

Compared with the conventional convolution method,
one convolutional kernel will generate only one feature map
according to its input dimensions. However, depthwise
separable convolution performs multiple feature maps
corresponding to each dimension, and then a 1×1 con-
volutional layer is used to combine all the feature maps into
one output. Although there is no difference between the
output of the depthwise separable convolution and con-
ventional convolution, the parameters of the depthwise
separable convolution using one 3× 3 convolutional kernel
are much less than those of the conventional convolution
method. )e calculations are listed as follows:

conventional convolution : Iw × Ih × Ic × kw × kh × kc,

depthwise separable convolution : Iw × Ih × Ic × kw × kh + Ic × kc × Iw × Ih,
(5)

where Iw, Ih, and Ic represent the width, height, and channel
of the input, respectively, kw and kh are the width and height
of the convolutional kernel, and kc is the number of con-
volutional kernels in the convolutional layer.

3.2. Atrous Convolution. Atrous convolution [9], as shown
in Figure 4, enlarges the FOV of filters by incorporating the
larger context without growing parameters. )e advantages
of using atrous convolution are allowing the user to filter a
larger context instead of using a bigger size of kernel and
reducing the usage of pooling layers which brings less

operation consumption and accuracy improvement; besides,
using less parameters can also avoid an overfitting problem.

3.3. Inception Module. Inception module uses various
convolution kernels to extract features so that the feature
maps are able to contain local features and global features.
)e schematic view of conventional convolutional layers and
inception module are displayed in Figure 5 as comparison.
Although both of the methods can map to the same size of
FOV, local features in Figure 5(a) might be washed out at the
end. On the contrary, the wash-out problem will not be
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Figure 1: PReLU.
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Figure 3: Depthwise separable convolution.
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Figure 2: ELNet architecture.

Table 1: ELNet architecture.

Type/stride Filter shape (H × W × C × N, d) Input size
I Conv/2 3 × 3 × 3 × 32 W × H × 3

1 Conv dw/1 3 × 3 × 32 W/2 × H/2 × 32
Conv/1 1 × 1 × 32 × 64 W/2 × H/2 × 32

2 Conv dw/2 3 × 3 × 64 W/2 × H/2 × 64
Conv/1 1 × 1 × 64 × 128 W/4 × H/4 × 64

3 Conv dw/1 3 × 3 × 128 W/4 × H/4 × 128
Conv/1 1 × 1 × 128 × 128 W/4 × H/4 × 128

4 Conv dw/2 3 × 3 × 128 W/4 × H/4 × 256
Conv/1 1 × 1 × 128 × 256 W/8 × H/8 × 256

5 Conv dw/1 3 × 3 × 256 W/8 × H/8 × 256
Conv/1 1 × 1 × 256 × 256 W/8 × H/8 × 512

6

Conv dw/2 3 × 3 × 256 W/8 × H/8 × 256
Conv/1 1 × 1 × 256 × 512 W/16 × H/16 × 512

(a) Atrous dw/1 3 × 3 × 512， d � 1
W/16 × H/16 × 512(b) Atrous dw/1 3 × 3 × 512， d � 2

(c) Atrous dw/1 3 × 3 × 512， d � 3
Add (a) + (b) + (c) W/16 × H/16 × 512

7 Conv/1 1 × 1 × 512 × 512 W/16 × H/16 × 512

8 Conv dw/2 3 × 3 × 512 W/16 × H/16 × 512
Conv/1 1 × 1 × 512 × 1024 W/32 × H/32 × 512

9 Conv dw/1 3 × 3 × 1024 W/32 × H/32 × 1024
Conv/1 1 × 1 × 1024 × 1024 W/32 × H/32 × 1024

10 Average pooling Global pooling W/32 × H/32 × 1024
F Fully connected 1024 × Classes 1 × 1024
O Softmax Classification answer 1 × ClassNumbers
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considered when using the inception module (Figure 5(b));
however, fusing multiple feature maps is another question.
In general, concatenation (Concat) and addition (Add) are
two common methods; the former can retain characteristics
of each convolution output but produce high-dimensional
problems; in contrast, the latter does not have dimensional
problems, yet relatively might lose the independence of each
output.

4. Results and Discussion

To deploy the systems on resource-constrained hardware for
real-time data processing, large-scale datasets such as
PASCAL VOC, ImageNet, and COCO are not considered.
)us, CIFAR-10 and CIFAR-100, two well-understood and
widely used datasets, were provided to verify the perfor-
mance of ELNet. )e experimental results including pa-
rameters, FLOPs, and accuracy were compared, respectively,
with the other state-of-the-art CNN architectures such as
GoogLeNet [5], ResNet-50 [7], MobileNet [10], and All
Convolutional Net (All-CNN-C) [19]. )e hardware spec-
ifications and predefined parameters used in this study are
listed in Tables 2 and 3.

4.1. CIFAR-10 Dataset. )e CIFAR-10 dataset includes
60,000 colour images with the size of 32 × 32 in a total of 10
classes. To fit into the proposed network, bilinear inter-
polation is used to resize the images into 224 × 224 which
provides more features than using the padding method.
Table 4 shows the results in which the parameters and
MFLOPs required in larger CNN models such as Goo-
gLeNet and ResNet-50 models are very large. In other
words, these models need longer training time and higher
operations. To make the model suitable for general hard-
ware equipment, models with less operations and lower
complexity are more favourable. )erefore, the proposed
model is also compared with MobileNet and All-CNN-C
which are also called light models. According to the results,
MobileNet uses less parameters and MFLOPs than others;

yet, the accuracy is lower than that of ELNet. Even though
All-CNN-C has the least parameter requirements, its
MFLOPs are the highest which means the training time
could be decreased by using better graphics processing
units, but this increases the cost of hardware equipment.
ELNet reaches a tradeoff between accuracy and parameters/
MFLOPs which is closer to the purpose of this study than
that of other methods.

4.2. CIFAR-100 Dataset. )e CIFAR-100 dataset contains
100 classes which are more than in the CIFAR-10 dataset.
)erefore, the accuracy shown in Table 5 is obviously rel-
atively lower than the accuracy of classifying the CIFAR-10
dataset; yet, the accuracy of ELNet is still the highest.

To evaluate the effectiveness of three convolutional
modules used in ELNet, Tables 6 and 7 show the results of
classifying the CIFAR-100 dataset. Table 6 shows that using
atrous convolution can not only widen the FOV which
increases the accuracy from 67% to 69% but also reach the
same accuracy (69%) as using a bigger kernel size. Addi-
tionally, the inception module has the ability to extract

Input

Output

Input

Output

3 × 3 conv

3 × 3 conv

1 × 1 conv 3 × 3 conv 5 × 5 conv N × N conv

3 × 3 conv

Add/concat

Figure 5: (a) Conventional convolutional layers. (b) Inception module.

Table 2: Hardware specifications.

Hardware Specification
GPU NVidia GTX1080-Ti 11G
CPU Intel Xeon E3-1225 v3 @ 3.2GHz

Table 3: Predefined parameters.

Parameter Value
Epoch 120
Optimizer Nesterov’s accelerated gradient
Learning rate 0.01
Learning rate decay 0.9
Learning rate decay frequency 40 (epochs/time)
Momentum 0.9
Batch size 100

Mathematical Problems in Engineering 5



features using different convolution kernel sizes. In order to
keep the features, different fusion methods may display dis-
tinct results. From the experimental results (Table 7), con-
catenation shows better accuracy than the other two methods;
however, it requires more parameters and MFLOPs; thus, the
addition method might be the better choice for implementing
the network in a resource-constrained environment.

Overall, the proposed ELNet showed better perfor-
mance in comparison with either relatively larger CNN
architectures (GoogLeNet and ResNet-50) or light CNN
architectures (MobileNet and All-CNN-C).)e accuracy of
ELNet is acceptable if the environment of the deployed
system is considered. Although the proposed ELNet rea-
ches 92.3% and 69% in the CIFAR-10 and CIFAR-100
datasets, respectively, the accuracy can be improved by
using more complex networks. )e three convolution
modules with depthwise separable convolution, atrous
convolution, and inception modules can also be extended
to these complex networks to lower the number of pa-
rameters and operations and preserve the accuracy of
classification as well.

5. Conclusions

)e contributions of this study listed in the following
confirm that the ELNet can effectively reduce model com-
plexity but maintain fine accuracy:

(1) ELNet successfully combines three convolutional
modules, depthwise separable convolution, atrous
convolution, and inception module, for reducing the
number of parameters and operations in the model

(2) ELNet requires only 2.1 million training parameters
and 2.57 mega FLOPs based on the input image size
that is equal to 224× 224

(3) )e accuracy of ELNet reached 92.3% and 69% in
CIFAR-10 and CIFAR-100 datasets, respectively

)erefore, the proposed ELNet can be applied on em-
bedded systems for image classification applications. In
addition, the architecture can integrate other methods such
as parameter pruning, recursion, or other learning meth-
odologies to optimize the network for further research.
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Accurate predictions of bus arrival times help passengers arrange their trips easily and flexibly and improve travel efficiency.
/us, it is important to manage and schedule the arrival times of buses for the efficient deployment of buses and to ease traffic
congestion, which improves the service quality of the public transport system. However, due to many variables disturbing the
scheduled transportation, accurate prediction is challenging. For accurate prediction of the arrival time of a bus, this research
adopted a recurrent neural network (RNN). For the prediction, the variables affecting the bus arrival time were investigated
from the data set containing the route, a driver, weather, and the schedule. /en, a stacked multilayer RNN model was created
with the variables that were categorized into four groups. /e RNN model with a separate multi-input and spatiotemporal
sequence model was applied to the data of the arrival and leaving times of a bus from all of a Shandong Linyi bus route. /e
result of the model simulation revealed that the convolutional long short-term memory (ConvLSTM) model showed the
highest accuracy among the tested models. /e propagation of error and the number of prediction steps influenced the
prediction accuracy.

1. Introduction

/e rapid and continuous development of China has led to an
increase in the number of vehicles. /e National Bureau of
Statistics of China announced that the number of privately
owned vehicles reached 261.5 million in 2019 with 21.22
million vehicles increased in a year. 96 cities in China had
more than one million registered vehicles [1]. /e rapid
increase of vehicles causes traffic congestion, parking prob-
lems, and environmental pollution. Public transportation
affords a larger number of passengers and alleviates such
problems. Mass transportation consumes less energy and
emits less amount of pollutants than private transport.
/erefore, urban planning puts a priority on public

transportation. New technologies such as bus rapid transit
(BRT) and driverless bus have been developed significantly
with huge investment to support the public transportation
system. However, a trip by bus takes a relatively long time and
is not punctual, which makes people avoid it. Encouraging
people to use buses more often requires optimized bus routes
and punctuality of bus operation [2, 3]. However, the absence
of an accurate operation schedule often causes long waiting
times and bus bunching on the same route. For the punctual
operation of the public buses, the bus schedule needs to be
optimized, which needs an accurate prediction of the arrival
time of buses on a route accurately. /is not only meets the
demand of ordinary passengers who want to know the arrival
times of a bus at boarding stations but also optimizes the
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intelligent bus scheduling system and improves the operation
efficiency of the bus company.

Several neural networks have been used to predict the
arrival time of a bus: non-RNN network, RNN with the time
series, and temporal and spatial RNN network. Several
studies adopted non-RNN networks for predicting bus ar-
rival and operation times using (1) MapReduce-based
clustering with K-means [4], (2) a backpropagation (BP)
neural network model [5], (3) a particle swarm algorithm
[6], (4) a wide-depth recursive (WDR) learning model [7],
and (5) RNN with the time series such as long short-term
memory (LSTM) [8]. Models with LSTM processed the
historical data of the global position system (GPS) and bus
stop locations with the influence of different routes, drivers,
weather conditions, time distribution [9], heterogeneous
traffic flow, and real-time data [10–12]. /e temporal and
spatial RNN network with ConvLSTM or a spatiotemporal
property model (STPM) was originally used to predict the
precipitation [13]. However, it was also used for predicting
bus arrival times based on the total operation time of a bus
on a route, waiting and on-board times, transfer location
wait times [14–16], and multilane short-term traffic flow [17]
and for creating themultitime step deep neural network [18].

/e bus is running on fixed lines with fixed stations. /e
spatial relationship between its stations determines the arrival
times in the time series. /us, this study used an RNN to
predict the arrival time of a bus. A route of a bus has 30–40
bus stations in general. Arrival time prediction includes the
time prediction of each station along the way from the starting
to the finishing stop, the arrival times at subsequent stations,
and the arrival time of the nearest vehicle to a station. /is
study first analyzed the bus arrival time. Based on the analysis,
the input eigenvectors of a neural network were defined, and
then, seven RNN models for predicting the arrival time from
four categories were tested. /en, the proposed model was
trained by the measured data of arrival and departure times of
the buses in a route of Linyi, Shandong Province. /en, the
multistep prediction of the arrival time was carried out.

/is paper is organized as follows. Section 2 describes the
theoretical background and introduces the recurrent neural
network. Section 3 describes the pretreatment and analysis
of data. Section 4 discusses the analysis result of the RNN
model. Finally, Section 5 concludes this study.

2. Theoretical Background

A recurrent neural network (RNN) [19] has a feedback
structure that processes sequential data for time-series
prediction or classification. RNN is widely used in various
applications, and new models using it have been suggested
such as LSTM, GRU, and ConvLSTM. According to the data
in this study, we divided the prediction into four categories
and adopted a multistep prediction for bus arrival times./e
time-series input data is essential for the prediction with
optimal feature extraction and memory efficiency. /e data
is processed in an RNN with internal feedback and feed-
forward connection, which retain and reflect the state or
memory of a long context window [20]. /e RNN suffers
from a common disadvantage of the gradient disappearance

(gradient vanishing) and gradient explosion problem
[21–23], which results in limited applications due to training
problems. To solve the problems, Hochreiter et al. [24]
proposed and continued improving LSTM for different
applications [25, 26]. LSTM specializes in memorizing long
sequences and effectively avoiding the problem of gradient
disappearance. Hidden layers of LSTM use memory blocks
that store the previous sequence information, while in-
creasing the performance of three gates: input, output, and
forget gates. /ese control the sequence information for
memory. /e gated recurrent unit (GRU) [27] is a modestly
simplified LSTM. GRU combines the forget and input gate
into an update gate and the cell and hidden state. A model
with GRU is simpler and has less activation function and
output computation than the standard LSTM model.

2.1. Pure LSTM and Pure GRU Model. Figure 1 shows the
hidden units of LSTMwhich are replaced bymemory blocks.

Calculating ct and ht requires the following equations:

it � σ WiXt + Uiht−1 + bi(  (Input gate),

ft � σ WfXt + Ufht−1 + bf  (Forget gate),

ot � σ WoXt + Uoht−1 + bo(  (Output gate),

ct � tanh WcXt + Ucht−1 + bc(  (Newmemory cell),

ct � ft ⊙ ct−1 + it ⊙ct(Memory cell),

ht � ot ⊙ tanh ct( .

(1)

In these equations, ⊙ Hadamard product is the multi-
plication of the corresponding elements in the operation
matrix, Wi, Wf, Wo, and Wc are the weights of Xt, Ui, Uf,
Uo, and Uc are the weights of ht−1, bi, bf, bo, and bc are the
bias conditions, σ is the sigmoid function, and tanh is the
hyperbolic tangent function.

Figure 2 shows the GRU./ere is only one hidden state ht

in GRU. /rough the linear transformation of the input
tensor and hidden state, the weighted sum of the hidden state
inflow is calculated with equations (2) and (3). /e linear
transformation for rt , ht−1, and the input tensor is combined
with the activation function of equation (4) to calculate the
updated value of the hidden state. /e mixed weight for
calculation of the implicit state in the previous step is shown
in equation (5). /e final output ht is the same as LSTM.
Compared with LSTM, there is one less activation function
calculation and output calculation as well as the final hidden
state update, so the calculation is relatively simple.

zt � σ WzXt + Uzht−1 + bz(  (Update gate), (2)

rt � σ WrXt + Urht−1 + br(  (Reset gate), (3)

ht � tanh WhXt + rt ⊙Uhht−1 + bh(  (Newmemory cell),
(4)

ht � 1 − zt( ⊙ ht + zt ⊙ ht−1 . (5)
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Figure 3 illustrates a pure network model of LSTM and
GRU. /e input layer has the sequence of the arrival time
series input, and the other two layers use a fully connected
prediction network. Input and output data are 3D tensors
with a shape [?, 41, 1] (“? ”means that a dimension can have
any length).

/ese models use a single layer of LSTM and GRU. In the
input layer, variables are, such as route, direction, vehicle
model, and driver, also regarded as a part of the time sequence.

2.2. Multi-Input Model Separated by Time Series. As the
variable is not sensitive to any specific ordering, the RNN
cannot process it alone. However, a BP network can process
through a connection layer. /us, the integration of RNN
and BP was used for the prediction network (Figure 4).

/e integrated network was in accordance with the
characteristics of the input data. A two-part network used
the time series-related input data such as route number,
driver, departure time, and route length for LSTM pro-
cessing. /rough a connection layer, the prediction layer
was processed. Since time series input data became shorter
even with the addition of LSTM, the total trainable pa-
rameters were not significantly increased compared with
pure LSTM.

2.3. LSTMStackingModel. To achieve better accuracy of the
prediction than a single layer, a multilayer LSTM was

employed. Stacking four LSTMs had hidden units in 256,
128, 64, and 32 layers, respectively. Figure 5(a) shows the
diagram of the stacking models. /ere is also a two-way
LSTM composition, in which the forward and backward
connections also employ a reverse projection function,
which is suitable in our case to verify arrival time predic-
tions. Figure 5(b) shows the diagram of the bidirectional
network models.

2.4. Spatiotemporal Time-Series Model. /e bus operation is
in a space-time domain although there are little changes in
the spatial dimension for an operation in the fixed route. As
ConvLSTM processes the data of time and space, it inte-
grates a convolution of time and space into calculating each
gate of LSTM. /e following equations are used for the
calculation:

it � σ Wi ∗Xt + Ui ∗ ht−1 + bi(  (Input gate), (6)

ft � σ Wf ∗Xt + Uf ∗ ht−1 + bf  (Forget gate), (7)

ot � σ Wo ∗Xt + Uo ∗ ht−1 + bo(  (Output gate), (8)

ct � tanh Wc ∗Xt + Uc ∗ ht−1 + bc(  (Newmemory cell),
(9)

ct � ft ⊙ ct−1 + it ⊙ct (Memory cell), (10)

ht � ot ⊙ tanh ct( . (11)

A ConvLSTM network with batch normalization (BN)
consists of a specification and flattening layer and a pre-
diction network. Figure 6 shows the diagram of the network
that has a long training time and many parameters in more
than five dimensions. /is network is appropriate to process
time-series data with spatial properties such as bus arrival
times with high accuracy.

3. Pretreatment and Analysis of Data

3.1. Data Characteristics. A bus was equipped with a device
that included a GPS and data communication module. /e
device transmitted data to a bus scheduling system. Table 1
shows the data structure of the reporting system.

/e data of arrival and departure of a bus at a bus stop
consists of route, speed, arrival and departure time, coor-
dination, and driver’s number. For obtaining the Lasso
variable correlation [8], the bus number, number of bus
stops, days in the week, distances between bus stops, arrival
and departure times, and weather were included, too. /e
variables were grouped into two: dynamic and static vari-
ables [14]. /e dynamic variables include driving times
between bus stops, staying times, and weather, while the
static variables include a route, direction, vehicle model,
driver, arrival and departure times, days of the week, hol-
idays, and working days. We selected variables related to the
route and the arrival times at the previous stops as the input
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features to predict the arrival time at a bus stop. Input and
output features are as follows:

Input feature: [route_no, direction, bus_no, driver_no,
departure hours, departure minutes, days of the week,
holidays, distance, and weather (xt−k, . . . , xt)]
Output prediction series: (−xt−k, . . . , 0, xt+1, . . . , xt+n)

where xt is the difference of the arrival time between the
current station and the previous station.

3.2. Data Preprocessing

Step 1. Generating a Sample Dataset
According to the data in Section 3.1, an arrival time

series was obtained from the data of arrival and departure
times of a bus at a bus stop. For the convenience of cal-
culation, the difference of the arrival times between two bus
stops was calculated in seconds. Table 2 shows the example
of the dataset. /e existing sequence data are 120, 220, 250,
and 260 which correspond to four bus stops A, B, C, and
D./is means that 120 s is needed for a bus to drive from the
starting location to A, 220 s from A to B, 250 s from B to C,
and 260 s from C to D. When the bus arrives at C, the
prediction of the arrival time to D is only needed. /e input
sequence is the sequence of all arrival times from the starting
location to C, and the output sequence includes 260 s from C
to D and the backward sequence from C to the starting
location. /e length of the input sequence is shorter than
that of the output sequence as it only needs to predict the
time to the finishing location of a bus. When predicting the
time to the finishing location, it only needs to know the
sequences before it. When the bus arrives at a bus stop
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Input layer
input:

output:

[(?, 32, 1)]

[(?, 32, 1)]

LSTM
input:

output:

(?, 32, 1)

(?, 32, 64)
Input layer

input:

output:

[(?, 9)]

[(?, 9)]

Dense
input:

output:

(?, 9)

(?, 16)
LSTM

input:

output:

(?, 32, 64)

(?, 32)

 Concatenate
input:

output:

[(?, 16), (?, 32)]

(?, 48)

Dense
input:

output:

(?, 48)

(?, 32)

Dense
input:

output:

(?, 32)

(?, 33)

Figure 4: An LSTM-BP integrated network model.

4 Mathematical Problems in Engineering



between the starting and finishing location, for a consistent
sequence length, the time to the previous bus stop is input as
0.

Figure 7 shows the time-series data of real arrival
times. /e blue and orange line is for the input and
output sequence, respectively. /e sequence has the
predicted times of 0 at the current bus stop. An output
sequence has negative numbers to maintain the cor-
rectness of the inverted time from the starting location to
the bus stop.

Step 2. Dataset Normalization
/e variables had different dimensions and units which

affected the results of data analysis. /us, normalization was
necessary to eliminate the differences. Standardizing with
the Z-score and the minimum-maximum values were used
so that the final values were ranged between 0-1. /e
equation for standardization is as follows:

xnorm �
x − min(x)

max(x) − min(x)
. (12)
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Figure 5: (a) A LSTM stacking model. (b) A bidirectional LSTM model.
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Z-score standardization uses the mean and standard
deviation of the data and is calculated as follows:

xnorm �
x − μ
σ

, (13)

where µ is the mean and σ is the standard deviation of the
data.

In this paper, after sorting the vehicle number and driver
number on the route, the sorted sequence was used as the
input data and normalized by equation (7). /e route
number, route direction, departure time (hh:mm), days of
the week, holidays, distances from the starting location,
weather, and other information were normalized, and their
arrival time series were processed by equation (8).

4. Analysis Result of the RNN Model

4.1.Dataset. /e experiment was based on the data collected
from March 28 to June 28, 2020, in Linyi, Shandong
Province. /e data was obtained from buses that ran on
route no. 30 which had 36 bus stops (Figure 8). Tensorflow-
GPU 2.0 was used for data processing and algorithm cre-
ation. /e numbers of the dataset were 122,336 after pre-
treatment, 78,303 in the training set, 19,590 in the
verification set, and 24,443 in the test set.

4.2. Training the RNN Prediction Model. Seven network
models were designed, trained, verified, and tested by using
the preprocessed dataset. Pure LSTM and GRU were RNN
models. LSTM-BP and GRU-BP were multiple input models
with variable features separated from the time series. Bi-
directional LSTM (LSTM-Bi) and LTSM-Stack were LSTM
stack models. ConvLSTM was a spatiotemporal sequence
model. Table 3 shows a model structure and a comparison of
the parameters of the RNN network. Pure GRU had the
smallest number of the parameter, while the stack model had
the largest number.

/e loss function selected the average absolute error
(MAE) which was the difference between the prediction and
real value. All network parameters were updated using the
Adam optimization algorithm. /e Adam algorithm per-
forms first-order optimization. /e first- and second-order
optimizations were used for a dynamic design of inde-
pendent adaptive learning rates for different parameters./e

Input layer
input:

output:

[(?, 41, 1, 1, 1)]

[(?, 41, 1, 1, 1)]

ConvLSTM2D
input:

output:

(?, 41, 1, 1, 1)

(?, 41, 1, 1, 41)

Batch normalization
input:

output:

(?, 41, 1, 1, 41)

(?, 41, 1, 1, 41)

Flatten
input:

output:

(?, 41, 1, 1, 41)

(?, 1681)

Dense
input:

output:

(?, 1681)

(?, 32)

Dense
input:

output:

(?, 32)

(?, 33)

Figure 6: ConvLSTM network model.

Table 1: /e data structure from a bus.

No. Name Types Remarks
1 Route_no Long Route number
2 Route_name String Route name
3 Route_subno Long Run method no.
4 Up down Int Direction on route
5 Bus_no Long Vehicle number
6 Speed Float Speed
7 datatime_in String Entry time
8 driver_no Long Driver number
9 busstop_no Long Site number
10 busstop_name String Site name
11 busstop_lng Double Site longitude
12 busstop_lat Double Site latitude
13 busstop_serial Int Site serial number
14 busstop_type Int Site type
15 pack_datetime String Outbound time
16 inform_type Int Inform mode
17 netpack_type Int Entry mode

Table 2: Examples of the arrival time-series dataset format.

Input sequence Output sequence
(120, 220, and 250) (−120, −220, 0, and 260)
(120, 220, and 0) (−120, 0, 250, and 260)
(120, 0, and 0) (0, 220, 250, and 260)
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Figure 7: A diagram of the input and output sequence generated by
the time-series data of arrival times.
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Figure 8: Linyi city’s 30 bus routes and site distribution.

Table 3: Seven RNN network model structures and their parameters.

Classification Type of
network Type of layer Output sequence Number of

parameters
Total number of

parameters

Pure RNN

Pure GRU
GRU (None, 41, 64)∗ 12864

15,009Dense (None, 32) 1056
Dense (None, 33) 1089

Pure LSTM
LSTM (None, 64) 16896

20,065Dense (None, 32) 2080
Dense (None, 33) 1089

Multi-input hybrid
model

GRU-BP

Input layer [(None, 32, 1)] 0

25,089

Input layer [(None, 9)] 0
GRU (None, 32, 64) 12864
Dense (None, 16) 160
GRU (None, 32) 9408

Concatenate (None, 48) 0
Dense (None, 32) 1568
Dense (None, 33) 1089

LSTM-BP

Input layer [(None, 32, 1)] 0

32,129

Input layer [(None, 9)] 0
LSTM (None, 32, 64) 16896
Dense (None, 16) 160
LSTM (None, 32) 12416

Concatenate (None, 48) 0
Dense (None, 32) 1568
Dense (None, 33) 1089

Stacking models

LSTM-Bi

Bidirectional (LSTM
(64)) (None, 41, 128) 33792

78,177Bidirectional (LSTM
(32)) (None, 64) 41216

Dense (None, 32) 2080
Dense (None, 33) 1089

LTSM-Stack

LSTM (None, 41, 256) 264192

525,281

LSTM (None, 41, 128) 197120
LSTM (None, 41, 64) 49408
LSTM (None, 32) 12416
Dense (None, 32) 1056
Dense (None, 33) 1089
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estimations were better than the traditional gradient descent
method. Since the output was a time series, cosine similarity
was used to determine the accuracy.

Figure 9 shows the training loss and accuracy when an
epoch is 1000, a batch is 100, and a verification set is 20% of
the training set. As the seven models show similar MAEs,
only the training output of the ConvLSTM model was se-
lected. In the process of training, the trend of training and
validation data is consistent, and there is no fitting case. /e
super parameters of the selected model are suitable, too. As
seen from Figure 10, the pure GRU had fewer training
parameters and less training time than pure LSTM. /e
LSTM-Bi doubled the number of parameters and training
time than the pure LSTM. /e LSTM-Stack had five times
more parameters than other models, but less training time
than the ConvLSTM. /e ConvLSTM had the longest
training time, 5.8 times more parameters, and 12 times
longer training time than the pure LSTM.

4.3. Analysis of Results. /e test set was used to predict the
training model, and the predicted arrival times are shown in
Table 4.

/e fitting degree of the real and the predicted value in
Table 4 shows that the ConvLSTM provides the best pre-
diction. /e multi-input hybrid model, which separates the

parameters from the time series, not only increased the
network complexity but also reduced the prediction accu-
racy. Table 5 shows the statistics of the prediction results by
the seven models. MAE, RMSE, MAE, COS, number of
training parameters, and time were used to quantitatively
evaluate the seven network models. /e prediction accuracy
was improved from the pure LSTM to the ConvLSTM, as
shown in Figure 11.

/e results reveal the following:

(1) /e GRU was more efficient than the LSTM model
with fewer parameters and considerable accuracy

(2) /e LSTM models except the ConvLSTM had more
parameters and higher network accuracy than other
models

(3) /e dataset property did not influence the results of
the models but the complexity of the models

(4) /e ConvLSTM showed the highest accuracy as it
processed the data of time and space, which indi-
cated the need to include the space-related properties

In the process of arrival time-series prediction, the ar-
rival times at subsequent bus stops were based on those at
the previous bus stops. /e ConvLSTM network model was
selected to analyze the prediction accuracy through one- and
two-step prediction and total time prediction.

Table 3: Continued.

Classification Type of
network Type of layer Output sequence Number of

parameters
Total number of

parameters

Space-time model ConvLSTM

ConvLSTM2D (None, 41, 1, 1,
41) 62156

117,233BN (None, 41, 1, 1,
41) 164

Flatten (None, 1681) 0
Dense (None, 32) 53824
Dense (None, 33) 1089
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Figure 9: Loss function and accuracy diagram during training.
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Figure 10: Comparison of training parameters and times of seven RNN models.

Table 4: List of arrival times predicted by the seven models.

Network classification Network model Predicted arrival time series
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Table 4: Continued.

Network classification Network model Predicted arrival time series

Multi-input hybrid model

LSTM-BP

Actual
Predicted
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Table 4: Continued.

Network classification Network model Predicted arrival time series

Stacking models

LSTM-Bi
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Table 5: Statistics of the prediction results of seven models.

Model RMSE MSE MAE COS Trainable parameters Training time (s)
Pure LSTM 37.7892 1428.029 23.1300 0.9492 20,065 5120
Pure GRU 37.7575 1425.6302 23.0065 0.9494 15,009 5820
LSTM-BP 37.6818 1419.9197 22.8906 0.9498 32,129 6812
GRU-BP 37.8738 1434.4282 22.8810 0.9496 25,089 7886
LSTM-Bi 37.4615 1403.3645 22.5548 0.9507 78,177 9126
LTSM-Stack 34.6279 1199.0963 18.9767 0.9585 525,281 13172
ConvLSTM 34.3812 1182.0734 17.0876 0.9595 117,233 61773
MAE: mean absolute error; RMSE: root mean square error; COS: cosign similarity.
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Figure 11: Prediction accuracies of the seven models.
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Figure 12: Multistep prediction comparison chart. (a) One step. (b) Two step. (c) Total. (d) Histogram.
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Figure 12 shows the test sample set on the x-axis and the
difference between the predicted and real values on the y-
axis. /e mean and RMSE were calculated from the mean
values and mean square deviation of the differences. /e
one-step prediction had the highest accuracy, and the total
time prediction (multistep prediction) showed the lowest
accuracy./e regularity in the histogram of Figure 12 reveals
that the one-step prediction has the smallest deviation and
the highest error, which is related to the accumulation and
propagation of errors in the prediction of the arrival times of
the subsequent bus stops.

5. Conclusion

/e public transport system is a complex system with a high
degree of uncertainty. /e system is understood as a mul-
tistep prediction problem in which uncertainty leads to poor
prediction accuracy. /is paper first analyzed the main
variables affecting this uncertainty, and then, the variables
such as route, direction, vehicle, driver, departure hour,
departure minute, day of the week, holiday, distance from
the starting location, and weather were selected. /e arrival
time series before the current bus stops was also selected.
/ese variables fully reflected the impact on the arrival time-
series prediction. Among RNN networks for time-series
analysis, we processed the data by using seven different
network models in four different types of networks.

We analyzed and compared the predictive power of the
seven RNN models with the variables and parameters in the
measured dataset.We noticed an improvement in prediction
accuracy by adding variables in one- and two-step prediction
models, but not in the multistep (total time prediction)
model. /e multistep model increased the network com-
plexity only. /e ConvLSTM showed the highest prediction
accuracy with spatiotemporal data. /e statistics of one-,
two-, and multistep prediction showed that the accumula-
tion and propagation of the sequence prediction error
caused more steps and a large deviation of the predicted
time. /e accurate bus arrival time prediction encourages
more people to use buses for transportation and allows
operating companies to optimize bus schedules for in-
creasing the efficiency of their operation. /is also improves
the traffic condition in cities.

Accurate bus arrival information also relieves the anxiety
of users by decreasing waiting time and helps to provide
passengers with an improved service. /e accurate predic-
tion of bus arrival times can be integrated into an intelligent
bus scheduling system in a smart transportation system.
Such a system improves the management of a public
transport system, increases the economic benefits of the
system, and ultimately brings social benefits.

Data Availability

/enature of the data includes excel files, and the data can be
accessed at https://github.com/ricebow/multi-step-RNN.
/ere are no restrictions on data access. /e data used to
support the findings of this study are included within the
article.
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