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Stress was first named as the general adaptation syndrome to
define a process when the body confronts noxious agents.
Nearly a century has passed since Hans Selye first introduced
the word stress in 1936, and this brilliant idea about stress has
helped an entirely new field to be forged and attracted thou-
sands of researchers to work on the biological mechanism of
stress. Now stress is extended to the field of psychology and
redefined as the presence of acute or persistent physiological
or psychological threats to the organism that result in signif-
icant strain on the body’s compensatory systems.

In face of stress, the first reaction of the body is an
alarm reaction, preparing the body to “fight or flight,” as
was motivated by the emotional changes, such as fear
(flight) and anger (fight) [1, 2]. Nowadays, it is found that
emotional stress affects the organism even more seriously,
and most of the mental diseases are due to stress-induced
emotional changes, which can induce significant strains to
the body. Folkman et al. proposed that there are two kinds
of emotional changes [3]: the first is related to threat and
fearful emotion, which motivates withdrawal and flight
behavior; and the second is related to coping with the sit-
uation, when the organism activates energy in the body to
cope with the situation and show angry emotions. Thus,
fear and anger are two basic emotions at stressful events:
fear is the scariness at the threat, while anger is trying to
cope with the stressful situation [4]. Lazarus proposed that
stress depends on cognitive appraisals of situation [5]. He
distinguished two kinds of appraisals: the first appraisal is

unconscious and fast activating, which is related to harm
and threat and induces fearful emotion to motivate avoid-
ance and withdrawal; the second is conscious and con-
cerned with coping with the uncontrolled situation. In
the face of threat, the organism was scared at first and
showed fearful emotions; then to cope with the threats,
the organism collects energy in the body to “fight or
flight”. Therefore, fear and anger usually come in a tan-
dem at the stressful events [6]. Fear and anger are hard
to be detached and are two sides of the same coin [5].
Lazarus suggested another stage of appraisal after coping
with the situation (called reappraisal). At this stage, an indi-
vidual employs two kinds of reappraisals: problem-focused
(cognition), and emotion-focused. If the organism can cope
successfully with the stressful situation, the organism will
get positive emotions and be happy. If the organism failed
to cope with the situation, the organism would get negative
emotions and be sad. Therefore, a stressful event-induced
emotion will go through “fear-anger-joy or sadness” emotion
flow. If the organism cannot overcome the stressful events,
like the chronic stresses, some mental disorders will appear.
The relations of the process with the emotional changes
and some mental disorders were shown in our previous edi-
torial. Therefore, when something happens, people will first
evaluate whether it is dangerous (fear/anger) or not (calm)
and next evaluate if they fit into our need (happy/sad) [7].
This hypothesis is exactly consistent with Lazarus’ reap-
praisal theory about happiness or sadness [5]: the happy
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and sad emotion are related to the success or failure to cope
with stressful situations.

The mechanisms whereby external stressors affecting
brain function have been the subject of extensive study over
the past half a century. It is well known that the major
function of NE is “fight (anger) or flight (fear)” [8, 9].
The stress-induced neural plasticity undoubtedly affects
the brain function and may prompt functional alternations
in mental disorders. Indeed, stress-induced neuroplasticity
plays a critical role in almost all of the mental disorders,
and stress has become a synonym for diverse terms of neg-
ative emotions, such as depression, anxiety.

In previous special issues, we already collected 9
papers on stress-induced neural plasticity and some neuro-
logical diseases. Because of its popularity, we were invited
to hold this issue as the annual topic in 2018, and we are
glad to get 31 submissions, and 11 of which are accepted
for publication. These reviews and experimental papers
present more evidence about stress.

In the experimental paper “The Neural Basis of Fear
Promotes Anger and Sadness Counteracts Anger,” J. Zhan
et al. probed into the relationships about basic emotions
and reported that fear leads to anger. They tested this
hypothesis with MRI and found that the selective involve-
ment of different brain regions in different basic emotions
might be the reason for the relationship between the basic
emotions. For example, they found that the posterior insula
(PI) is involved in sadness, while the anterior insula (AI) is
involved in fear. Their interesting data helped explain the
relationship between the basic emotions: fear-anger-sadness.

In the review paper “Persistent Stress-Induced Neuro-
plastic Changes in the Locus Coeruleus/Norepinephrine
System,” O. Borodovitsyna et al. reviewed papers about
neural mechanisms underlying stress, especially locus coer-
uleus/norepinephrine system. In this paper, they reported
how stress changes the structure and function of LC from
a genetic, cellular, and neuronal circuitry/transmission per-
spective. They further linked stress to altered LC function
and pathogenesis of posttraumatic stress disorder.

Chronic stress often induces neural plasticity in the brain
at molecular, cellular level. In the experimental paper
“Recovery of Chronic Stress-Triggered Changes of Hippo-
campal Glutamatergic Transmission,” M. Lin et al. probed
into the dynamic changes in excitatory transmission in the
hippocampus and investigated the spontaneous recovery of
spatial memory function and glutamatergic transmission in
the hippocampus after chronic stress. They found that
chronic unpredicted mild stress transiently increased AMPA
receptor GluA2/3 subunit expression, together with elevated
PICK-1 protein expression. They further probed into the
spontaneous recovery after the stress is removed.

In the experimental paper “Metabolic Changes Associ-
ated with a Rat Model of Diabetic Depression Detected by
Ex Vivo 1H Nuclear Magnetic Resonance Spectroscopy in
the Prefrontal Cortex, Hippocampus, and Hypothalamus,”
K. Liu et al. reported stress-induced depression in diabetic
depression. They used magnetic resonance spectroscopy
and immunohistochemistry to investigate the metabolic
and pathological changes in the rat brain and found that
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the levels of glutamate decrease at depression, which are pos-
sibly due to dysfunction of neurons and astrocytes.

In the experimental paper “Context and Time Matter:
Effects of Emotion and Motivation on Episodic Memory
Overtime,” Q. Sun et al. compared the reaction times
about reward stimuli, punishment stimuli, and stressful
stimuli in human subjects and found that stressful stimuli
are highly arousing and can trigger more efficient memory
consolidation.

In the experimental paper “Direct Electrophysiological
Mapping of Shape-Induced Affective Perception,” Y. Li
et al. reported a very interesting behavior and ERP study
about emotional arousal of pleasant and unpleasant stimuli.
Consistent with Lazarus’s theory of two processing pathways
of the brain about stressful stimuli and hedonic stimuli, they
found that stressful stimuli, such as angry face, can induce
faster and larger response in the earlier ERP responses, par-
ticular P1, N1.

In the experimental paper “TLR4-NF-«B Signal
Involved in Depressive-Like Behaviors and Cytokine
Expression of Frontal Cortex and Hippocampus in
Stressed C57BL/6 and ob/ob Mice,” Y. Wang et al
reported that elevated levels of cytokines such as interleu-
kin- (IL-) 1, IL-6, and tumor necrosis factor-a (TNF-«a)
are closely associated with pathology of depression in obe-
sity mice during stress processing.

In the experimental paper “Danshen-Honghua Amelio-
rates Stress-Induced Menopausal Depression in Rats,” S.
Gu et al. reported neurotransmitter and sex hormone
changes in an animal model of menopause depression. In
addition, they found that a kind of Chinese herb can help
treat menopause depression. This paper will help understand
the pathogenesis of perimenstrual depression.

In the experimental paper “Language and Sensory
Neural Plasticity in the Superior Temporal Cortex of the
Deaf,” M. Que et al. showed plausible neural pathways
for auditory reorganization for deaf patients. They probed
into the correlations of activations of the reorganized cor-
tical areas with developmental factors and provided unique
evidence towards the understanding of neural circuits
involved in cross-modal plasticity.

In the experimental paper “Examination Stress Results in
Attentional Bias and Altered Neural Reactivity in Test-
Anxious Individuals,” X. Zhang et al. studied the test stress
in college students, using ERP (event-related potentials).
They found that test stress can induce functional perturba-
tions of brain circuitry that reacts rapidly to test threat.

In the experimental paper “Relationship between
Insulin Levels and Nonpsychotic Dementia: A Systematic
Review and Meta-Analysis,” Q. Pan et al. reported a spe-
cial relationship about stress with dementia in human
subjects. They found that dementia is related with insulin,
which can induce a variety of neural plasticities, such as
apoptosis in neurons, thus cognitive functions, such as
learning and memory.

Collectively, these studies demonstrate that stress can
induce many critical changes in many mental disorders. We
hope that this special issue will stimulate interests in the field
of the mechanism of stress inducing the neural plasticity and
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will help achieve a deeper understanding of the molecular
mechanism of stress-induced mental disorders.

Fushun Wang
Fang Pan

Lee A. Shapiro
Jason H. Huang
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Visual information may convey different affective valences and induce our brain into different affective perceptions. Many studies
have found that unpleasant stimuli could produce stronger emotional effects than pleasant stimuli could. Although there has been a
notion that triangle is perceived as negative and circle as positive, there has been no systematic study to map the degrees of valence
of shapes with different affective perceptions. Here, we employed four shapes (ellipse, triangle, and line-drawn happy and angry
faces) to investigate the behavior and electrophysiological responses, in order to systematically study shape-induced affective
perception. The reaction time delay and the event-related potential (ERP), particularly the early ERP component, were applied
to find the associations with different affective perceptions. Our behavioral results showed that reaction time for angry face was
significantly shorter than those for the other three types of stimuli (p < 0.05). In the ERP results, P1, N1, P2, and N2 amplitudes
for angry face were significantly larger than those for happy face. Similarly, P1, N1, P2, and N2 amplitudes for triangle were
significantly larger than those for ellipse. Particularly, P1 amplitude in the parietal lobe for angry face was the strongest,
followed by happy face, triangle, and ellipse. Hence, this work found distinct electrophysiological evidence to map the shape-
induced affective perception. It supports the hypothesis that affective strain would induce larger amplitude than affective ease

does and strong affective stimuli induce larger amplitude than mild affective stimuli do.

1. Introduction

Threat detection from visual perception has been developed
for our survival over the time span of the biological evolution.
From conscious to subconscious levels, our brain has been
tuned to be sensitive to all kinds of affective information with
different degrees of positive and negative values. For instance,
facial expressions such as a happy face and an angry face are
consciously perceived as positive and negative in social inter-
action [1]. Some isolated schematic facial expressions such as
V-shaped downward eyebrow configuration have been rated
to be more negative and arousing than upside-down patterns
[2]. Even a simple shape, which is similar to the geometric
configuration of the face in angry expression, is perceived
as threatening. In 2006, Aronoff reviewed how humans
recognize angry and happy emotions in people, places, and

objects. He demonstrated that it is the geometrical patterns,
such as diagonal and angular configurations, rather than
actual facial features that conveyed the message of threats,
while round and curved shapes were linked to warmth [3].
Growing evidence suggests that the underlying geometry of
a visual image might serve as an effective vehicle for convey-
ing the affective meaning of a scene or of an object. A recent
study has demonstrated that downward triangle is perceived
as negative and circle as positive, and their emotional mean-
ings can be activated automatically, as shown at both behav-
ioral and electrophysiological levels [4]. Hence, the questions
arise: From complex faces to simple geometric shapes, is
there any shared cognitive processing? What is the percep-
tion advantage of shapes developed in our brain?
Kahneman hypothesized that information in the human
brain may be processed in different psychological statuses,
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such as cognitive “ease” and cognitive “strain” [5]. In each
status, the information flow might be mediated by different
networks of the brain. Motivated from Kahneman’s theory,
we further proposed that visual information might induce
affective ease or affective strain in our brain. Such affective
status might modify the brain’s processing of information
flow and thereby influence our perception of the environ-
ment. For instance, it has been observed that detecting an
angry face among happy faces is faster and more accurate
in contrast to a happy amid angry ones [6]. A similar effect
has been found not only in faces but also in shapes. Triangles
are more easily detected among circles than the reverse [7].
Negative things elicit a more rapid and more prominent
response than nonnegative events do [8]. Moreover, the emo-
tional valences of the geometrical figures have been demon-
strated to impact even cross-sensory perceptions such as
taste. For instance, a circular shape may enhance sweetness
sensitivity [9], and this effect is invariant across different cul-
tures [10]. All these findings support that different affective
states may influence the neural information processing and
the behavior pattern. Few fMRI studies have elucidated that
downward-pointing triangles activated the same neural
circuitry known to facilitate the processing of realistic, con-
textual threatening stimuli [11]. Bilateral amygdales were
more strongly activated by angular objects than by curved
ones [12]. However, the neural basis of such subtle impact
of geometrical figures on perception remains unclear still.
Hence, our present study is aimed at exploring the human
brain’s reaction to “positive” and “negative” geometrical
figures and finding the evidence of electrophysiological
mapping of shape-induced affective ease and affective strain.

The ERP is a powerful electrophysiological technique for
measuring brain activation signals, with a time resolution
accurate down to milliseconds [13]. The literature suggests
that early ERP components are sensitive to emotional stim-
uli, and the right hemisphere plays a critical role in emotion
processing. Some local brain regions such as the frontal lobe
and the parietal lobe are especially sensitive to emotional
pressure [14]. Recent studies find that the target detection
sensitivity for a negative emotional stimulus was higher than
that for a neutral stimulus. ERP revealed that high-intensity
anger expressions elicited larger P3a and late positive
potential amplitudes relative to prototypical anger expres-
sions for power-motivated individuals [15]. N170 response
to facial expressions is modulated by the affective congruency
between the emotional expression and preceding affective
pictures [16]. Positive emotions evoke N170 significantly
earlier than negative emotions do, and the amplitude evoked
by fearful faces was larger than that evoked by neutral or
surprised faces [17]. The greater the affective distance of a
target, the larger the late potential. In the present study,
we chose six early ERP components (N1, P1, N2, P2,
N3, and P3) to investigate the electrophysiological correlates
of cognitive status.

In the present study, we hypothesized that the two groups
of stimuli (positive versus negative) would be differentiable in
early ERP components, despite that facial stimuli might elicit
stronger brain activation than geometrical stimuli might. To
compare directly the perception of simple geometric shapes
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and faces, which are with different degrees of affective values,
a comparison of two target shapes (i.e., an ellipse and a
triangle) and two emotional shapes (i.e., a line-drawn happy
face and an angry face) was carried out. Moreover, the pres-
ent study deals with a particular process within the emotion
reaction: attention to affective stimuli. Since shapes provide
very abstract information, it may influence our behavior sub-
consciously. We hypothesize that the angry face and triangle
may lead the brain into a similar perception of affective
strain, while the happy face and ellipse will take the brain
to a perception of affective ease. The present study is to test
this hypothesis that simple geometric forms convey emotion
and that this perception does not require explicit judgment.
In this study, the following questions will be addressed: (1)
Do brain EEG signals elicit different patterns for affective
ease and affective strain? (2) If so, what is the difference
between these two groups? (3) Does the brain EEG signal
behave similarly for the stimulus from the same group? (4)
Can we generalize the stimulation types and predict our brain
response? All these questions will be answered and discussed
in the end.

2. Methods

2.1. Participants. Twenty randomly selected college students
(10 males and 10 females, averaged age = 23.11, SD = 1.53)
participated in the present study. All participants were
right-handed, with normal or normal-after-correction vision.
They were well explained about the details of their perfor-
mance. They have all agreed and signed on the written
informed consent declaration to volunteer as subjects in
these experiments. The study was approved by the Ethics
Committee of Changshu Institute of Technology, according
to the National Ethics Guidelines.

2.2. Materials. Two target shapes (i.e., ellipse and triangle)
and two emotional shapes (i.e., smile and angry faces) for
comparison were designed (see Figure 1). The four shapes
(with a diameter of about 20cm) were programmed via
E-Prime 2.0 to present on a computer screen in a random
sequence, with each shape repeated for 100 times, resulting
in 400 trials in total. Each shape lasted for 1.5, interpolated
by a 2s interval. A practice section consisting of 12 trials
(3 trials for each shape) was also programmed in the same
way. Participants were required to identify each shape and
press the corresponding key on a keyboard by using the index
and middle fingers of both hands (“D” represents ellipse, “F”
represents triangle, “J” represents happy face, and “K” repre-
sents angry face) as quickly and as accurately as possible.

2.3. EEG Recording. After signing a consent form, participants
were seated in front of a computer screen in a sound-proof
chamber and fitted with a 32-channel Neuroscan electrode
cap. All electrodes were positioned in accordance to the Inter-
national 10-20 System (Binnie, Dekker, Smit, and Van der
Linden, 1982) and referenced to CZ (central cortex) during
recording. An EOG (electrooculogram) was also recorded
from electrodes placed above and below each eye. Electrode
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FIGURE 1: The left side illustrates ellipse and triangle as the target stimuli, and the right side shows a line-drawn happy face and an angry face

as stronger emotional stimuli.

impendence was maintained below 5kQ with a sampling rate
of 500 Hz and a 0.15-50 Hz band-pass filter.

Participants were trained during the practice section as
long as they needed to be familiarized with the key-pressing
pattern before the formal test. They were required to keep
their body as still as possible during the formal test, in which
the EEG signals were concurrently recorded.

2.4. EEG Data Analysis. EEG data were analyzed using stan-
dard off-line procedures in BrainVision Analyzer software
(Brain Products GmbH, Germany). After eye blink correc-
tion, other artifacts (i.e., epochs with EEG power exceeding
+100 microvolts) were removed from the EEG data, and
96.6% of the original EEG data were retained. Subsequently,
these artifact-free data were segmented into 1000 ms epochs,
baseline-corrected with a 100 ms prestimulus interval, and
averaged, respectively, for the four types of stimuli. Based
on the literature suggesting that early ERP components are
sensitive to emotional processing [18, 19], peak amplitudes
were computed for N1 (50 ms-150 ms), P1 (50 ms-150 ms),
N2 (150 ms-250ms), P2 (150ms-250ms), N3 (250 ms—
350 ms), and P3 (250 ms-350 ms). For our research interest,
peak amplitudes of the abovementioned six ERP components
in eight selected electrodes (F3, F4, P3, P4, T7, T8, O1, and
02) were computed to represent frontal, parietal, temporal,
and occipital lobes in both left and right hemispheres.

3. Results

3.1. Behavioral Data. A single-factor repeated-measures
ANOVA with type as the independent variable and accuracy
as the dependent variable showed no significant result. The
reaction time of the stimuli for triangle, ellipse, angry face,
and smiling face is 376+102, 380+108, 366+104, and
3794100 milliseconds, respectively. The same ANOVA

with reaction time as the dependent variable showed a sig-
nificant main effect for type: F(3,54)=3.62, p <0.05. Post
hoc analysis revealed that reaction time for angry face was
significantly shorter than those for the other three types of
stimuli (p < 0.05). Although the average reaction time for
triangle is shorter than that for ellipse, we did not find
significance of difference in behavior level.

3.2. ERP Data. 2 (hemisphere: left versus right hemi-
sphere) x 4 (lobe: frontal, parietal, temporal, and occipital) x 4
(type: ellipse, triangle, smiling face, and angry face) within-
group repeated-measures ANOVAs were done separately
for the six early ERP components (N1, P1, N2, P2, N3, and
P3). Figure 2 depicts the examples of average waveform of
the ERP induced with different stimuli from the frontal, pari-
etal, occipital, and temporal lobes, respectively. The averaged
response amplitudes for the four early components of the four
lobes are illustrated in Figure 3.

3.2.1. N1. A significant main effect was found for type
(F(3,54) =5.85, p < 0.01). Post hoc analysis showed that N1
amplitude for angry face was significantly larger than that for
happy face (p < 0.05), and N1 amplitude for triangle was sig-
nificantly larger than that for ellipse (p < 0.05). These results
suggested that the “cognitive strain” group (i.e., angry face
and triangle) induced larger response amplitude than the
“cognitive ease” group did (i.e., happy face and ellipse). Lobe
responses vary significantly (F(3, 54) = 10.22, p < 0.001). N1
amplitude in the temporal lobe was significantly smaller than
that in the parietal lobe (post hoc, p < 0.01) and that in the
occipital lobe (post hoc, p <0.01). The right hemisphere
responded significantly stronger than the left hemisphere
did (F(1,18) = 14.03, p < 0.01).

Significant interaction effects for type x lobe (F(9, 162) =
3.28, p < 0.01), type x hemisphere (F(3, 54) = 2.94, p < 0.05),
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FIGURE 2: F3, F4, P3, P4, 01, 02, T7, and T8 are the examples of grand averaged waveforms of the left and right frontal, parietal, occipital, and

temporal lobes, respectively. Black and red and blue and green lines represent the responses of the ellipse and triangle and smiling and angry
faces as stimuli, respectively. The blue bars represent the time windows for ERP N1 component analysis.
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FIGURE 3: (a) N1 amplitude differences among the four types of stimuli; (b) P1 amplitude differences among the four types of stimuli; (c) N2
amplitude differences among the four types of stimuli; (d) P2 amplitude differences among the four types of stimuli. Note: LF = left frontal;
RF =right frontal; LP = left parietal; RP = right parietal; LT =left temporal; RT = right temporal; LO =left occipital; RO = right occipital.

lobe X hemisphere (F(3,54)=7.69, p<0.001), and typex -
lobe x hemisphere (F(9,162) =2.66, p<0.01) were found
as well. Follow-up Bonferroni-corrected paired t-tests for
the three-way interaction effect showed that N1 amplitude
for happy face was significantly larger than that for
ellipse (p<0.05) in the left frontal lobe; N1 amplitude
for angry face was significantly larger than that for triangle
(p <0.05) in the right frontal lobe; N1 amplitude for ellipse
was significantly smaller than that for triangle (p <0.05)
and that for happy face (p <0.05), as well as that for angry
face (p<0.01) in the right parietal lobe; N1 amplitude
for ellipse was significantly smaller than that for triangle
(p < 0.05) and that for happy face (p < 0.5) in the left occipital
lobe; and N1 amplitude for ellipse was significantly smaller
than that for happy face (p <0.01) and angry face (p < 0.05)
in the right occipital lobe.

3.2.2. PI. Significant main effects were found for type
(F(3,54)=7.73, p<0.001; post hoc analysis showed that
P1 amplitude for angry face was significantly larger than
that for ellipse (p <0.05) and that for triangle (p < 0.05)),

lobe (F(3,54)=6.44, p<0.01; post hoc analysis showed
that P1 amplitude in the temporal lobe was significantly
smaller than those in the other lobes (p < 0.05)), and hemi-
sphere (F(1,18) =9.62, p <0.001; P1 amplitude in the right
hemisphere was significantly larger than that in the left
hemisphere (p <0.01)).

A significant interaction effect for typexlobe was also
found (F(9,162)=3.07, p<0.01). Follow-up Bonferroni-
corrected paired t-tests showed that P1 amplitude for ellipse
was significantly smaller than that for happy face (p <0.5)
and that for angry face (p <0.5) over the frontal lobe; P1
amplitude for angry face was significantly larger than that for
ellipse (p < 0.01) and triangle (p > 0.05) over the parietal lobe.

3.2.3. N2. Significant main effects were found for lobe
(F(3,54) =10.66, p <0.001; N2 amplitudes in the occipital
lobe and the parietal lobe were significantly larger than those
in the frontal lobe (p < 0.01) and temporal lobe (p < 0.05))
and hemisphere (F(1,18)=5.50, p <0.001; N2 amplitude
in the right hemisphere was significantly larger than that in
the left hemisphere).



A significant interaction effect for type x lobe (F(9, 162) =
8.27, p<0.001) was also found. Follow-up Bonferroni-
corrected paired t-tests for this interaction effect showed that
N2 amplitude for angry face was significantly smaller than
that for ellipse (p < 0.01) and that for triangle (p < 0.05), as
well as that for happy face (p < 0.01) in the frontal lobe; N2
amplitude for angry face was significantly larger than that
for happy face (p < 0.05) and N2 amplitude for triangle was
significantly larger than that for ellipse (p < 0.01) in the pari-
etal lobe; N2 amplitude for angry face was significantly larger
than that for happy face (p < 0.05) in the occipital lobe.

3.24. P2. Significant main effects were found for type
(F(3,54) =12.69, p < 0.001; P2 amplitude for ellipse was sig-
nificantly smaller than those for other figures (p < 0.01)) and
lobe (F(3,54) = 26.61, p < 0.001; P2 amplitude in the tempo-
ral lobe was significantly smaller than that in the frontal lobe
(p <0.05) and that in the parietal lobe (p < 0.001), as well as
that in the occipital lobe (p < 0.001)).

A significant interaction effect for type x lobe (F(9, 162) =
6.27, p<0.001) was also found. Follow-up Bonferroni-
corrected paired t-tests for this interaction effect showed that
P2 amplitudes for happy and angry face were significantly
larger than those for ellipse and triangle (p <0.001) in the
frontal lobe; P2 amplitude for triangle was significantly larger
than that for ellipse (p < 0.01) in the parietal lobe.

3.2.5. N3. A significant main effect for lobe was found:
F(3,54) =8.75, p <0.001. N3 amplitude in the occipital lobe
was significantly larger than those in other lobes (p < 0.01).

3.2.6. P3. A significant main effect for lobe was found:
F(3,54) =4.38, p<0.01. P3 amplitude in the parietal lobe
was significantly larger than that in the occipital lobe
(p<0.01).

4. Discussion

The aim of this study was to investigate the neural responses
to different line-drawn configurations, which may induce the
brain into different affective perceptions. Our hypothesis is
that the circular shape leads the brain into mild “affective
ease,” which means the subject feels relaxed and comfortable
subconsciously, whereas the angular shape induces mild
“affective strain.” Likewise, the happy and angry faces make
the subject feel more relaxed or stressed consciously. The
results obtained here support our hypothesis. We observed
that the reaction time with the angry face is significantly
shorter than that with the happy face, and the response
amplitudes of P1, N1, P2, and N2 with angry face are signif-
icantly larger than those with happy face (p <0.05). On the
other hand, subjects respond to triangle with significantly
larger amplitudes than to ellipse (p <0.05). However, the
reaction time for triangle is not significantly shorter than that
for ellipse. Among the four types of stimuli, the early compo-
nent P1 amplitude in the parietal lobe for angry face is the
strongest, followed by happy face, triangle, and ellipse. The
overall response of the right hemisphere is stronger than that
of the left one.

Neural Plasticity

For the behavior findings, our observation is consistent
with the previous literature reports [3, 12, 20, 21]. The nega-
tive stimuli (affective strain group) elicit a faster and stronger
response than the positive stimuli do (affective ease group). It
is worthy of mentioning that negative stimuli evoked a stron-
ger response in early EPR components than did positive
stimuli, which was mostly mediated by the parietal and
occipital lobes, as shown in N1, P1, and N2 components. It
is known that the parietal and occipital lobes play critical
roles in visual information processing, with the occipital lobe
mediating the primary coding of visual configuration and the
parietal lobe further supporting detailed analysis of spatial
organization of visual stimuli. Early sensitivity of the two
lobes to affective stimuli suggests that the emotional meaning
of visual stimuli can be aroused in a very early stage of infor-
mation processing. This early processing of emotional signals
(i.e., identifying “threat” or “nonthreat”) is likely to help
humans survive in a complex environment. Moreover, the
timescale of the early response of visual affective stimuli also
matches with previously published research results [22].

In general, the faces have more complex information and
strong affective expression and could induce strong arousal
and affective values [23]. The simple geometric shapes are
usually treated as much less affective or almost neutral stim-
uli. However, it has been shown that angular shapes may acti-
vate fear and be crucial to processing the threat cues and
negative emotion and thus modulate the behavior and per-
formance in real life [11]. Even at the peripheral level,
research has demonstrated that triangle and circle could
modulate the skin conductance resistance and the startle
reflex differently [24]. Here, we could expect that the four
types of stimuli applied in our experiments may induce the
brain into different degrees of affective strain and affective
ease. Our data here matches our expectation. The affective
strain group induces a stronger response amplitude than
the ease group does (N1, P1, N2, and P2). Within the strain
group, angry face induces a larger amplitude than triangle
does (N1 right frontal lobe, P1 parietal lobe, and N2 frontal
lobe). Within the ease group, happy face induces a stronger
response than ellipse does (N1 left frontal, right parietal, left
and right occipital, and P1 and N2 frontal lobes). These
results indicate that at the early stage, the brain responds to
the variant affective visual stimuli differently. The prominent
activities of N1, P1, N2, and P2 have significant main effects
of different shape-induced degrees of cognitive ease and
cognitive strain.

Interestingly, the frontal lobe was more sensitive to facial
figures than to geometrical figures (i.e., as shown in N1, P1,
and P2 components). This result is consistent with the
literature showing that the frontal lobe, especially the lateral
inferior prefrontal lobe, is the “social part” of the human
brain, which deals with social relationships and functions
critically in empathy. A recent review of ERP studies has
demonstrated that affective stimulus factors primarily modu-
late ERP component amplitude [8]. Affective ERPs have been
linked to attention orientation for unpleasant pictures at ear-
lier components. Many face ERP studies have shown that
emotion facial expressions elicit an early fronto-central posi-
tive shift, ranging from 120 to 180 ms poststimulus [25].



Neural Plasticity

Another recent EEG study has shown that emotional facial
expression evokes faster attention orientation, but weaker
affective neural activity and behavioral responses, compared
to that when exposed to emotional scenes [26]. Our data
are different from this study, as we did not use the real
human face and real scene as stimuli, but simple lines and
curves. Thus, our stimuli are much simpler, abstract, and
mild compared with the real face pictures. This point is con-
sistent with the finding from Rossi et al. that photographic
but not line-drawn faces show early perceptual neural sensi-
tivity [27]. Moreover, Salgado-Montejo et al. found that facial
gestures that are associated with specific emotions can be
captured by simple shapes and lines [28]. Hence, different
types and different intensities of visually elicited emotions
may be mapped with different patterns of early responses.
For instance, positive emotional faces evoked N170 signifi-
cantly earlier than did negative emotional faces and the
amplitude of fearful faces was larger than that of neutral or
surprised faces [17]. Within the same type of emotion, differ-
ent intensities of angry facial expression lead to different
response patterns; higher intensity induces larger P3 and late
positive potential [15]. Consistent along the above lines, in
our study, different degrees of affective states evoke different
response patterns. Affective strain induces larger amplitude
of early ERP than affective ease does, and higher intensity
of affective states evokes larger amplitude of early ERP than
lower intensity of affective states does.

Studies on simple geometric shapes have received more
attention recently in behavior and neural physiological
research. Using circle and downward triangle as affective
priming, Wang and Zhang found a typical effect of affective
congruency in the task of face and word analysis [4]. Consis-
tent with previous studies, here we show that triangle is per-
ceived as “affective strain” and evokes larger amplitudes than
ellipse does which is perceived as “affective ease.” Therefore,
our study has extended previous studies and has shown
directly the event-related brain potentials with simple line-
drawn shapes and faces. It may suggest that the perception
advantage of shapes might be activated from conscious to
subconscious levels.

Regarding the neural network of emotion processing, the
amygdala, nucleus accumbens, hypothalamus, hippocampus,
insula, cingulate cortex, and orbitofrontal cortex have been
suggested to be involved [29]. Due to the vague spatial infor-
mation of EEG, the signals from parietal and occipital chan-
nels are most reliable for visually elicited human emotion
encoding and classification [14]. In our study, we observed
that significant effects of angry and happy faces are registered
in frontal, parietal, and occipital lobes. The other significant
effects of triangle and ellipse are found in the parietal lobe.
Hence, our data support the hypothesis that different degrees
of affective states could be mapped with different patterns of
neural activities.

Earlier studies showed that basic facial expressions can be
processed very rapidly which also includes emotional infor-
mation processing [17]. Neutral and positive emotions like
happiness and pleasant surprise evoked N170 more rapidly
than did negative emotions like fear, sadness, and disgust. It
has been proposed that a subcortical pathway conveys

information more rapidly to various ventral pathways than
does the N170 latency. For the negative emotion, the subcor-
tical feedback loop activates a larger underlying neuronal
network. In the literature, no subcortical sources have been
shown to be active before 140 ms (early processing periods)
most likely due to the insensitivity of ERP methods to deep
and transient sources. Later activation of subcortical sources
(after 320 ms) has been attributed to the extensive spatial
and temporal activation at such later time periods. It has
also been shown earlier that middle and superior temporal
regions are activated in the intermediate time periods
(140-400 ms). These areas are particularly sensitive for pro-
cessing of human and facial expressions. Earlier ERP and
clinical studies further suggest the activation of the right len-
tiform nucleus along with basal ganglia for angry, sad, and
neutral faces. Moreover, amygdala activation is invisible to
ERP methods. Clinical studies on patients with cerebral inju-
ries have proposed inferior frontal and ventral areas to pro-
cess recognition in humans. It has been suggested elsewhere
that separate recognition of fear, anger, and disgust involves
separate neural systems altogether. To localize the accurate
areas in the brain for processing of shapes, we need to apply
fMRI studies as the next step of investigation in the future.

In short, this study has shown directly the electrophysio-
logical mapping of the brain with different degrees of affec-
tive perception induced by visual shapes. It would be
interesting to add more parameters to the shapes, such as
asymmetry and complexity, to systematically study the influ-
ence of shape on inducing different cognitive perceptions.
Since shapes are in general more abstract and context-free,
this study will help to understand the configuration-
induced affective cognition and the related cross-modal
sensory integration.

5. Conclusions

To conclude, our results provide the first neurophysiological
evidence that two geometrical figures which are opposite in
emotional valence can be identified as “threat’” and “non-
threat” in the human mind. Consistent with our hypothesis,
happy and angry faces, as commonly perceived strong emo-
tional signals in social interaction, aroused stronger ERP
amplitudes than the two target geometrical figures did (i.e.,
ellipse and triangle). Importantly, ellipse and triangle were
found to arouse similar ERP responses to happy and angry
faces (i.e., as shown in N1 and N2 components), respectively.
Our ERP data showed that the right hemisphere was more
sensitive to emotional stimuli than the left hemisphere,
which is consistent with the emotional role associated with
the right hemisphere, as reported in previous studies.
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In contrast to cognitive emotion regulation theories that emphasize top-down control of prefrontal-mediated regulation of
emotion, in traditional Chinese philosophy and medicine, different emotions are considered to have mutual promotion and
counteraction relationships. Our previous studies have provided behavioral evidence supporting the hypotheses that “fear
promotes anger” and “sadness counteracts anger”; this study further investigated the corresponding neural correlates. A basic
hypothesis we made is the “internal versus external orientation” assumption proposing that fear could promote anger as its
external orientation associated with motivated action, whereas sadness could counteract anger as its internal or homeostatic
orientation to somatic or visceral experience. A way to test this assumption is to examine the selective involvement of the
posterior insula (PI) and the anterior insula (AI) in sadness and fear because the posterior-to-anterior progression theory of
insular function suggests that the role of the PI is to encode primary body feeling and that of the AI is to represent the
integrative feeling that incorporates the internal and external input together. The results showed increased activation in the Al,
parahippocampal gyrus (PHG), posterior cingulate (PCC), and precuneus during the fear induction phase, and the activation
level in these areas could positively predict subsequent aggressive behavior; meanwhile, the PI, superior temporal gyrus (STG),
superior frontal gyrus (SFG), and medial prefrontal cortex (mPFC) were more significantly activated during the sadness
induction phase, and the activation level in these areas could negatively predict subsequent feelings of subjective anger in a
provocation situation. These results revealed a possible cognitive brain mechanism underlying “fear promotes anger” and
“sadness counteracts anger.” In particular, the finding that the AI and PI selectively participated in fear and sadness emotions
was consistent with our “internal versus external orientation” assumption about the different regulatory effects of fear and
sadness on anger and aggressive behavior.

1. Introduction

Western psychology generally advocates the use of cognitive
methods, such as rational or cognitive reappraisal, to down-
regulate negative emotions. However, hormones released in
response to stress can impair the advanced function of the
prefrontal cortex (PFC), leading to a failure of cognitive reap-
praisal in regulating conditioned fear under stress [1, 2]; thus,

emotion regulation strategies that are less reliant on the PFC
could be more suitable for changing negative responses to
emotional arousal under stress than normal downregulating
strategies [3]. In contrast to cognitive emotion regulation
theories, traditional Chinese philosophy and medicine con-
sider different types of emotions to have mutual promotion
and mutual counteraction (MPMC) relationships (Figure 1)
involving a down-up process that depends less on the PFC
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FIGURE 1: Relationships of mutual promotion and mutual restraint
and the emotions of joy, thinking/anxiety (The original word for
“thinking” in the Chinese literature is [ [read as si]; . may
indicate either the pure cognitive thinking and reasoning process
that is nonpathogenic or the maladaptive repetitive thinking or
ruminative thinking that is typically associated with negative
emotion and has pathogenic potential. Thus, & may have
different meanings in different contexts of the MPMC theory. The
implication of maladaptive “thinking” in the MPMC theory of
emotionality includes not only ruminative thought per se but also
the negative, depression-like emotion associated with it. Therefore,
in specific contexts, particularly the context discussed in this
study, & indicates the ruminative or repetitive thinking that is
closely related to rumination in modern psychology, which is
defined as a pattern of repetitive self-focus and recursive thinking
focused on negative cases or problems (e.g., unfulfilled goals or
unemployment) that is always associated with the aggravation of
negative mood states (e.g., sadness, tension, and self-focus) and
has been shown to increase one’s vulnerability to developing or
exacerbating depression [4].), sadness, fear, and anger. The
promotion relationships include the following: joy promotes
thinking/anxiety, thinking/anxiety promotes sadness, sadness
promotes fear, fear promotes anger, and anger promotes joy. The
restraint relationships include the following: joy counteracts
sadness, sadness counteracts anger, anger counteracts thinking/
anxiety, thinking/anxiety counteracts fear, and fear counteracts joy.

[4], thereby suggesting a novel approach for emotion regula-
tion that may overcome the shortcomings of traditional
cognitive regulation strategies.

In our recent study, aggressive behavior associated with
anger was found to be effectively reduced by inducing
sadness, while the induction of fear significantly increased
self-reported anger; these findings provided behavioral evi-
dence supporting the hypotheses proposed by the MPMC
theory of emotionality that suggest “sadness counteracts
anger” and “fear promotes anger” [3, 4]. In that experiment,
anger was first induced by asking the participants to read an
extremely negative comment regarding their viewpoints (the
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mutual article evaluation paradigm) or watch standardized
anger-inducing movie clips; then, fear, sadness, or a neutral
mood was induced. The participants who were provoked
exhibited less aggressive behavior if sadness was subse-
quently induced; however, the participants became increas-
ingly angry if fear was subsequently induced.

More importantly, the principle of “sadness counteracts
anger” may have application value because the induction of
sadness (e.g., passively watching a clip from a sad movie or
listening to sad music) requires obviously fewer cognitive
control resources mediated by the PFC and may regulate
negative emotion; therefore, this principle could have some
advantages in regulating emotion relative to cognitive-
regulation strategies that may fail to work under stress. To
test this hypothesis, in our recent study, we directly com-
pared the effects of cognitive reappraisal and sadness induc-
tion on reducing anger or anger-related aggression in
nonstressful and stressful situations [3]. Expectedly, cogni-
tive reappraisal was unable to effectively relieve the subjective
feeling of anger under the stress condition; however, the
stressful condition did not influence the efficiency of sadness
induction in reducing aggressive behavior. First, all the
participants were assigned to a nonstressful or stressful con-
dition and were provoked using the mutual article evaluation
paradigm; then, the participants were asked to make a cogni-
tive reappraisal or watch sad movie clips. The cognitive reap-
praisal effectively reduced self-reported anger under the
nonstress condition but failed to have such an effect under
the stress condition; meanwhile, high cortisol levels were
found to be maintained in and after the reappraisal. It is pos-
sible that cortisol activation triggered by the arousal of the
hypothalamic-pituitary-adrenal (HPA) axis disrupted the
PFC function and further impaired the efficiency of cognitive
regulation, while stress did not influence the effects of
sadness induction on aggressive behavior and related skin
conductance, suggesting that the emotion regulation strategy
is relatively immune to stress.

However, the cognitive brain processes underlying the
phenomenon of “sadness counteracts anger” and “fear
promotes anger” are still unknown. A general perspective
for understanding these mechanisms is to consider the ways
in which different types of emotions interact, that is, how an
antecedent or subsequent emotion (such as sadness or fear)
could interact with the targeted emotion (such as anger). This
investigation of the process and neural mechanism of the
interactions among different emotions could increase our
understanding of the effective principle of the “sadness coun-
teracts anger” strategy. For example, if an individual is
aroused by sadness or fear before or after being provoked, a
certain pattern of neuropsychological components activated
by the sadness or fear could affect the expression of anger
or aggressive behavior.

More specifically, according to a meta-analysis of the
neural activation patterns associated with different types of
basic emotions, the anger and fear categories both prioritized
cortical processes that support an “external orientation/
object-focused” schema, which is characterized by goal-
driven responses in which objects and events in the world
are in the foreground [5]. In contrast, the cortical patterns
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associated with sadness support an internal orientation/
homeostatic-focused schema characterized by an orientation
toward immediate somatic or visceral experiences, which pri-
oritizes the processing of interoceptive and homeostatic
events [5]. Thus, the neural circuits mediating anger and
related aggression may be more easily triggered by the neural
activity underlying fear but more efficiently eliminated by the
neural activity underlying sadness [4].

To test this hypothesis, this study investigated the regu-
latory effects of antecedently induced sadness or fear on
the subsequent anger and related aggressive behavior in a
provoking situation and analyzed the accompanying brain
mechanisms using functional magnetic resonance imaging
(fMRI). Specifically, we explored and verified the possibility
that following antecedent-induced sadness, individuals are
less likely to become angry or aggressive (“sadness counteracts
anger”) in a provoking situation, while following antecedent-
induced fear, individuals are more likely to become angry or
display more aggression (“fear promotes anger”) in a provok-
ing situation. We identified the key brain regions activated by
sadness or fear inducing and further analyzed the correlation
between the activations of these regions and the subsequent
anger-related responses in subsequent provocation.

In particular, we made an “internal versus external orien-
tation” assumption proposing that fear could promote anger
because of its external orientation associated with motivated
action, whereas sadness could counteract anger because of its
internal or homeostatic orientation to somatic or visceral
experience. This assumption could be examined by detecting
the selective involvement of the posterior insula (PI) and the
anterior insula (AI) in sadness and fear. According to the
theory of the posterior-to-anterior progression of insular
function in re-representing human feeling and emotion, the
PI represents more primary quantities, whereas the Al inte-
grates more contextual information in its representation of
emotion [6, 7]. Therefore, we propose that fear could be more
intensively represented in the AI by its external encoding or
contextual integrating orientation and that this orientation,
because of its similarities with anger, will promote anger-
related feeling and behavior, whereas sadness could be more
intensively represented in the PI by its internal orientation or
homeostatic-focused schema and that this orientation,
because of its dissimilarities with anger, will counteract with
anger-related feeling and behavior.

2. Materials and Methods

2.1. Participants. The sample size was 24, which was calcu-
lated with the G*Power software 3.1.9.2 (input parameter:
a: 0.05; power (1— f3): 0.8). In addition, to minimize the
potential impact of age differences, twenty-six college stu-
dents (17 females and 9 males, aged 19-25 years, mean
age =22 years, all native Chinese speakers) at universities
in Beijing were recruited to participate in this study as
paid volunteers. All the participants were right-handed, had
normal or corrected-to-normal vision, and had no history
of neurological or psychiatric problems. Prior to the scanning
session, the participants signed informed consent forms, and
the study was approved by the Institutional Review Board of

the Center for Biomedical Imaging Research of Tsinghua
University. After the experiment, each participant was com-
pensated with 120 RMB for participating in the study. Two
participants (1 male and 1 female) were excluded from the
analysis due to excessive head motion during the scanning.

2.2. Experimental Design and Procedures

2.2.1. Overview of the Experimental Procedure. In contrast to
the experimental procedure used in our previous study,
which examined the regulatory effects of subsequently
evoked sadness or fear on the anger emotion that had already
been evoked [3, 4], in this study, we adopted a modified
experimental procedure to examine the interaction between
anger and sadness or fear, which could be more suitable for
within-subject design. We examined the inhibitory or facili-
tatory effects of the antecedently evoked sadness or fear on
anger or aggressive behavior in an offensive situation subse-
quently experienced by the participants. A single-factor
(mood induction: fear versus sadness versus neutral mood)
within-subject design was adopted in this study in which
the participants experienced three episodes of fear, sadness,
or neutral emotion induction, and each emotion induction
was followed by a modified competitive reaction time task
to provoke the participants; the level of subjective anger
was measured at baseline and after the competitive reaction
time task. Using this paradigm, a within-subject design that
is more suitable for an fMRI investigation could be applied.

2.2.2. Evaluation of Subjective Anger. The subjective feeling of
anger was measured using the hostility subscale of the revised
Multiple Affect Adjective Checklist (MAACL) [8, 9]. In the
Chinese version of the MAACL [10], the hostility subscale
contains 22 adjectives, including 11 words that are positively
associated with anger (i.e., irritable, cruel, jealous, disgrun-
tled, indignant, impatient, hostile, irritated, violent, furious,
and exasperated) and 11 words that are negatively associated
with anger (i.e., gracious, easy-going, good-natured, helpful,
friendly, courteous, gentle, pleasantly agreeable, kind, affable,
and cooperative). All the participants were required to assess
these 22 adjectives according to their current feelings and to
select each positive anger word (press the “1” button) or to
unselect each negative anger word (press the “2” button).
Each selection accumulated one point, and the final scores
were the sum of the total points of the selected positive anger
words and unselected negative anger words. A high total
score indicated a high level of anger.

2.2.3. Fear/Sadness/Neutral Mood Induction. In this study, 3
video clips were used to induce fear (duration, 2 min 20 sec;
from the movie “Help”; intensity, M = 3.33, SD = 2.1), sad-
ness (duration, 2min 20sec; from the movie “Mom Love
Me Once Again”; intensity, M =3.17, SD=1.56), and a
neutral emotion (duration, 2min 20sec; from the movie
“Computer Repair”; intensity, M = 1.0625, SD =0.25). The
movie clips were extracted from the Chinese Emotional
Visual Stimulus (CEVS) database [11]. While watching the
clips, the participants were asked to be as attentive to the clips
as possible, to express their natural feelings, and to avoid
suppressing any emotion.
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F1GURE 2: Overview of the presentations experienced by each subject over the course of the experiment. The entire experiment consisted of
three runs (i.e., fear/sadness/neutral mood conditions) of the procedure.

2.2.4. Anger Induction and Aggressive Behavior Measure.
The Taylor Aggression Paradigm (TAP) was used to
induce anger and measure aggressive behaviors [12-15].
The modified version of the TAP was used in this study,
and the task paradigm was adopted from a previous study
[16]. In this task, the participants were informed that they
would be playing 24 successive competitive reaction-time
trials against an opponent. However, there was no oppo-
nent, and the entire program was established in advance.
At the beginning of each trial, the participant was shown
the opponent number for the upcoming competition (each
of the three runs was supposedly played against a different
opponent to avoid the possible influence of the competi-
tion experience with the opponent against whom they
had competed in the previous run). Each participant was
allowed to determine the intensity of the noise, that is,
between 65 decibels (1—very weak) and 95 decibels
(4—very strong), his/her opponent would hear if the oppo-
nent lost; each noise had a 2-second duration. Participants
were instructed to select the noise intensity from 1 to 4 before
each competition trial, and the average noise intensity
selected by the participants over 24 rounds was used to indi-
cate participants’ aggression levels. After the participants
selected the noise intensity, they were provoked by being
shown the high-punishment selection (level 3 or 4, each
50%) of their opponents. Finally, feedback was provided
regarding whether the participant won or lost. In the losing
trials, the participants were exposed to aversive noise; in the
winning trials, the participants did not receive a punishment.
However, all win and fail trials were secretly controlled by the

experimenter, and the participants won 12 of the 24 trials of
the competition game.

2.3. Imaging Procedure. The scanning was divided into three
runs according to the mood induction (fear, sadness, or
neutral mood), and the run sequence was balanced across
all participants. The interval between two runs was 3 min to
allow the participants’ mood to return to the baseline level
and minimize any carryover effect [17]. The duration of each
run was 12 min and 54 sec, and the total time of the functional
imaging was 38 min and 42 sec. Each run consisted of two ses-
sions (Figure 2). The first session included the phases of
“introduction 1” and “watching movies.” During “introduc-
tion 1,” the participant was required to pay attention to watch-
ing movies, and in the phase of “watching movies,” the
participant was assigned to watch one of three different emo-
tional movie clips to induce sadness, fear, or neutral emotions,
with a clip duration of 140sec. During the second session,
“instruction 2” was used to introduce the rules of the TAP,
which consisted of 24 trials and was used to elicit and assess
aggression [16]. Each trial included the phase of “set noise
level” (duration: 6 sec), in which the participant set the noise
intensity for the opponent; the phase of “reaction-time task”
(duration: 1sec), in which the participant played against an
opponent; and the phase of “feedback” (duration: 13 sec), in
which the participant was provoked by being shown the
opponent’s high-punishment selection.

2.4. Image Acquisition. The data were acquired from the Cen-
ter for Biomedical Imaging Research of Tsinghua University.
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TasLE 1: Hlustration of the eighteen events defined in the image analysis.

Number Run—condition Session Event Onset time (sec) Duration (sec)

1 Instruction 1 20 5

2 Fear induction Watching fear movie clip 25 140

3 Instruction 2 168 15

Run 1—fear .. .

4 Determining noise level 186 6

5 TAP (first trial) Reaction time task 192

6 Provocation 193 13

7 Instruction 1 20 5

8 Sadness induction Watching sad movie clip 25 140

9 Instruction 2 168 15
Run 2—sadness o )

10 Determining noise level 186 6

11 TAP (first trial) Reaction time task 192

12 Provocation 193 13

13 Instruction 1 20 5

14 Neutral induction Watching neutral movie clip 25 140

15 Instruction 2 168 15
Run 3—neutral o )

16 Determining noise level 186 6

17 TAP (first trial) Reaction time task 192

18 Provocation 193 13

The fMRI scanning was performed using a 3T magnetic
resonance scanner (Philips, Netherlands) with a 32-channel
frequency head coil. To restrict head movements, the partici-
pants’ heads were fixed with plastic braces and foam pads dur-
ing the entire experiment. To perform the functional imaging,
we used an echo-planar sequence based on blood oxygenation
level-dependent (BOLD) contrast with the following parame-
ters: time (TR) = 2000 ms, echo time (TE) = 35 ms, flip angle
(FA)=90°, field of view (FOV)=200mm x 200 mm,
64 x 64 matrix, voxel size = 2.5 x 2.5 x 4mm?, 30 slices, and
4mm thickness. T2"-weighted function images parallel to
the anterior commissure-posterior commissure (AC-PC)
were obtained. To obtain structural images, high-resolution
structural T1"-weighted anatomical scanning was performed
using a 3D gradient-echo pulse sequence (TR =7.65, TE =
3.73, flip =90°, FOV =230 mm X 230 mm, and voxel size =
0.96 mm X 0.96 mm X 1 mm).

2.5. Image Analysis. The imaging data were analyzed using
SPM 8 (Statistical Parametric Mapping, Wellcome Depart-
ment of Cognitive Neurology, London, UK). During prepro-
cessing, the images of each participant were corrected with
slice-timing, realigned to correct for head motion, spatially
normalized into a standard echo planar imaging (EPI) tem-
plate in the Montreal Neurological Institute (MNI) space,
and smoothed using an 8 mm Gaussian kernel full width at
half maximum (FWHM).

For each participant, a general linear model with eigh-
teen events was defined. Specifically, each run consisted of
six events, including “instruction 1,” “watching movies,”
“instruction 2,” “set noise level,” “reaction-time task,” and
“feedback” (merged with “the presentation of a high punish-
ment by the opponent,” “feedback regarding winning or
losing,” and “being punished or not punished”). Because

each run included one experimental condition (fearful,
sad, or neutral), the three runs had eighteen (3 runsx6
events/run) events (Figure 2 and Table 1). All the events
were modeled with a canonical hemodynamic response
function using the standard SPM8 settings. Six covariates
(i.e, three rigid-body translations and three rotations
resulting from the realignment) were also included to
account for movement-related variability. Regionally spe-
cific condition effects were tested with performing linear
contrasts for each key event relative to the baseline and
each participant.

During the mood-induction phase, we were primarily
interested in the differences in the cognitive brain responses
among the different mood inductions (i.e., fear versus neutral
mood induction, fear versus sadness induction, sadness
versus neutral mood induction, and sadness versus fear
induction). We additionally performed conjunction analyses
of “fear induction > neutral mood induction,” “fear induc-
tion > sadness induction,” “sadness induction > neutral mood
induction,” and “sadness induction > fear induction” to iden-
tify the selective effects of the fear and sadness inductions.

The threshold of the whole-brain analyses was generally
set at the threshold of p < 0.001 (uncorrected for multiple
comparisons). All ROIs were created by superimposing
the activated clusters obtained from the given contrast
(e.g., the parahippocampal activation obtained in the
conjunction analysis of “fear induction>neutral mood
induction” and “fear induction>sadness induction”) on
the mask defined in the WFU PickAtlas (Version 3.0,
http://fmri.wfubmc.edu/software/PickAtlas), and the per-
centage signal changes were extracted from MarsBar (http://
marsbar.sourceforge.net). The percentage signal changes
within each ROI were extracted separately for each participant
under each condition.
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FiGure 3: Comparison of the subjective feeling of anger and aggressive behavior under the fear, sad, and neutral conditions. The difference
between the subjective anger feeling in each condition and that at baseline is shown in (a). The aggressive behavior under the three conditions
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F1GURE 4: Neuroimaging results showing brain activation associated with fear induction (i.e., watching movies). The activation of the PHG_R,
PCC_R, and precuneus_R result was taken from the conjunction analysis of “fear > neutral” and “fear > sadness” (depicted at threshold of
p <0.001), the activation of AI_R1 was taken from the contrast of “fear > sadness” (depicted at threshold of p < 0.05), and the activation of
AI_R2 and AI_L was taken from the contrast of “fear > neutral” (depicted at p < 0.05). The graphs show the mean percent signal changes
for the PHG_R, PCC_R, precuneus_R, AI_R1, AI_R2, and AI_L across the three experimental conditions.

3. Results

3.1. Behavioral Results. The change in subjective anger
(the difference between subjective anger after the TAP
session and at baseline) was significantly lower under
the sadness condition than under the fear [#(23)=-2.964,
p<0.05 d=0.526] and neutral mood [t(23)=-2.553,

p<0.05, d=0.470] conditions, and no significant differ-
ences were observed between the fear and neutral mood
conditions (Figure 3(a)). In addition, aggressive behavior, as
determined with the average noise intensity set by the partic-
ipant to punish his/her opponent over 24 rounds of the com-
petition, under the fear condition was significantly higher
than under the sadness [¢(23) =2.382, p<0.05, d =0.445]
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TABLE 2: Brain regions associated with the effects of fear induction.

Brain regions Hemisphere Brodmann’s area X MNI co)o/rdmates . t(24) k
(fear > neutral) N (fear > sadness) (conjunction)

Parahippocampal gyrus Right 19 24 —-46 -5 4.46 48
Culmen Left -18 —46 -8 4.42 58
Posterior cingulate Right 30 18 -55 13 4.02 19
Precuneus Right 9 -49 55 3.96 27
Precuneus Right 9 -52 46 3.37

Cingulate gyrus Left 31 -15 -37 43 3.82

Uvula Left 0 =70 =29 3.77

Claustrum Right 30 29 1 3.69

fear > sadness

Parahippocampal gyrus Right 36 30 —-46 -11 7.35 214
Parahippocampal gyrus Left 36 -30 —40 -11 7.14 290
Fusiform gyrus Left 37 -30 -52 -11 6.95

Declive Left -30 —-67 -14 3.33

Cingulate gyrus Left 31 -15 -37 43 6.8 1270
Middle occipital gyrus Right 19 42 -79 19 5.8

Precuneus Right 7 9 -52 55 5.78

Middle temporal gyrus Left 19 -36 -82 28 5.06 89
Middle occipital gyrus Left 19 —48 -79 13 4.48

Middle occipital gyrus Left 19 -36 -85 19 4.4

Superior frontal gyrus Right 30 41 43 4.51 9
Middle frontal gyrus Right 42 35 37 3.61

Middle frontal gyrus Right 30 8 64 4.4 11
Pyramis Right 6 -76 -26 431 88
Pyramis Left -6 -73 -26 4.16

Posterior cingulate Right 30 18 -55 13 4.16 26
Posterior cingulate Right 30 24 =58 22 3.6

Inferior parietal lobule Right 40 57 —40 40 4.04 40
Insula Right 13 33 29 4 3.8 19
Middle frontal gyrus Right 9 39 47 25 3.7 11
Inferior frontal gyrus Left 46 —45 44 7 3.64 5
fear > neutral

Parahippocampal gyrus Right 30 21 —-43 -5 4.68 95
Insula Right 13 36 14 -14 4.52 104
Inferior frontal gyrus Right 45 48 23 -2 4.29

Insula Right 13 33 29 -2 3.82

Culmen Left -18 —46 -8 4.42 90
Culmen Right 3 —-40 -2 3.84

Culmen Left -18 -37 -17 3.54

Uvula Right 0 -67 -29 4.11 17
Thalamus (medial dorsal nucleus) Right 6 -10 13 4.1 36
Posterior cingulate Right 30 18 -55 13 4.02 28
Posterior cingulate Right 31 24 -61 22 3.38

Precuneus Right —-49 55 3.96 27
Precuneus Right -52 46 3.37

Thalamus Left -31 7 3.92 30
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TaBLE 2: Continued.

MNI coordinates

Brain regions Hemisphere Brodmann’s area M y . t(24) k
Cingulate gyrus Left 31 -15 -37 43 3.82
Precuneus Left 7 -9 -52 58 3.54
Insula Left 13 -39 23 1 3.54 11
Supramarginal gyrus Right 40 63 -49 31 3.53 9
Note: threshold was set at p <0.001 (uncorrected). Cluster size is represented by k. MNI = Montreal Neurological Institute.
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F1GURE 5: Relationships between brain activation associated with fear induction and aggressive behavior under the fear condition. r represents
the correlation coeflicient. * indicates a significant difference at p < 0.05.

and neutral mood [#(23) =2.384, p < 0.05, d = 0.445] condi-
tions, and no significant differences were observed between
the sadness and neutral mood conditions (Figure 3(b)).

3.2. Imaging Results. The effect of fear induction was exam-
ined using the contrasts of “fear induction > sadness induc-
tion” and “fear induction > neutral mood induction” (both
sampled during the emotional movie-clip-viewing) and with
the conjunction analyses of these two contrasts. Increased
neural activity selectively associated with fear was identified
in the right parahippocampal gyrus (PHG_R, BA19), right
posterior cingulate cortex (PCC_R, BA30), and right precu-
neus (precuneus_R, BA7) by the conjunction analyses of
“fear induction > sadness induction” and “fear induction > -
neutral mood induction.” Right anterior insula (AI_R,

BA13) and left anterior insula (AI_L, BA13) activation was
detected in both contrasts of “fear induction > sadness induc-
tion” and “fear induction > neutral mood induction” but was
located in different Al regions in these two contrasts. Thus,
the conjunction analysis did not identify AI activation
(Figure 4 and Table 2). In addition, under the fear condition,
the BOLD responses in the ROIs of the PHG, PCC, precu-
neus, and Al positively predicted the subsequent aggressive
behavior levels (i.e., noise intensity determined by the partic-
ipants to punish their opponents) [rpyg g =0.488, p < 0.05;
rpcc.r =0.473, p<0.05; p <0.05;
T AI_R(fear>sadness) = 0.488, p< 0.05; TAI_R (fear>neutral) = 0.497,
P <0.05 and 7y =0.439, p<0.05] (Figure 5).

The effects of the sadness induction were examined by
the contrasts of “sadness induction >fear induction” and

rprecuneus,R =0.515,

fear>neutral)
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FIGURE 6: Neuroimaging results showing brain activation associated with sadness induction (i.e., watching movies). The activation of the
STG/STS_R and SFG_R was taken from the conjunction analysis of “sadness > neutral” and “sadness > fear” (depicted at p <0.001), the
activation of the mPFC/MFG_R1 and mPFC/MFG_L was taken from the contrast of “sadness > fear”, the activation of the mPFC/
MFG_R2 was taken from the contrast of “sadness > neutral” (depicted at p < 0.05), and the activation of PI was taken from the contrast of
“sadness > fear” (depicted at p < 0.005). The graphs show the mean percent signal changes separately for the STG/STS_R, SFG_R, mPEC/
MFG_L, mPFC/MFG_R2, and PI_L across the three experimental conditions.

“sadness induction > neutral mood induction” (both sam-
pled during the emotional movie-clip-viewing) and by the
conjunction analyses of these two contrasts. Increased neu-
ral activity selectively associated with sadness induction was
identified in the right superior temporal gyrus/sulcus (STG/
STS_R, BA 22/38/41) and right superior frontal gyrus
(SFG_R, BA9) by the conjunction analysis. Left and right
medial prefrontal cortex/medial frontal gyrus (mPFC/
MFG_L, mPFC/MFG_R) activation was detected in both
contrasts of “sadness induction > fear induction” and “sad-
ness induction >neutral mood induction,” but the exact
location in the mPFC/MFG differed between these two con-
trasts (Figure 6 and Table 3), and left posterior insula
(PL_L) activation was only detected in the contrast of
“sadness induction > fear induction.” Under the sadness
condition, the BOLD responses in the ROIs of the STG/
STS, SFG, mPFC/MFG, and PI were negatively correlated
with the subjective anger feeling [rgrqgrs x =—0.661,

P <0.001; rgpg_g = —0.519, p <0.01; 7pEc/MFG_R (sadness> fear)
=-0.471, p<0.05 Typromrc( =-0.560, p<

0.0L; "mPFC/MFG_R (sadness>neutral) — -0.517, p< 0.01; and
TPI_L(sadness> fear) = —0-564, p < 0.01] (Figure 7).

sadness>fear)

4. Discussion

In the current study, the participants showed more aggressive
behavior after they were induced with fear and a lower level of

anger after they were induced with sadness, thus supporting
the hypotheses of the MPMC theory of emotionality that
“sadness counteracts anger” and “fear promotes anger” from
a “proactive interference perspective” that is different from
the “retroactive interference perspective” in our previous
studies [3, 4]. In our previous study, participants were first
provoked, and we found that afterward-induced sadness
could reduce the subsequent aggressiveness level, whereas
afterward-induced fear promoted angry feelings 3, 4]. There-
fore, the MPMC theory principle of “sadness counteracts
anger” may refer to the following two different situations:
the subsequently induced sadness could help to control
anger-related aggressive behavior (the retroactive regulatory
effects) and the antecedently induced sadness could help to
reduce angry feelings (the proactive regulatory effects). Simi-
larly, the principle of “fear promotes anger” also involves the
following two situations: feelings of anger could increase if
fear is subsequently experienced, indicating that fear pro-
motes existing anger (the retroactive regulatory effects), and
an individual may express more aggressive behavior during
an aggravating situation if he/she is antecedently evoked by
fear, indicating that existing fear could foster aggressive
behavior (the proactive regulatory effects). Interestingly, the
principles of “sadness counteracts anger” and “fear promotes
anger” have different effects on subjectively reported anger
and aggressive behavior in their retroactive or proactive regu-
lation form. In the retroactive regulation form, “sadness
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TABLE 3: Brain regions associated with the effects of the sadness induction.

MNI coordinates

Brain regions Hemisphere Brodmann’s area X y . t(24) k
(sadness > neutral) N (sadness > fear) (conjunction)

Superior temporal gyrus/superior temporal sulcus Right 38 51 11 -20 7.11 127
Superior temporal gyrus/superior temporal sulcus Right 41 51 -31 4 441 57
Superior temporal gyrus/superior temporal sulcus Right 22 60 -37 10 3.41

Superior temporal gyrus/superior temporal sulcus Left 38 —48 11 -17 4.12 36
Superior temporal gyrus/superior temporal sulcus Left 38 —48 8 -26 4.02

Superior frontal gyrus Right 9 12 53 28 3.53 17
sadness > fear

Superior temporal gyrus/superior temporal sulcus Right 38 54 11 -17 7.74 449
Superior temporal gyrus/superior temporal sulcus Right 22 66 -10 -2 6.27

Superior temporal gyrus/superior temporal sulcus Right 41 54 -31 7 6.26

Superior temporal gyrus/superior temporal sulcus Left 22 -60 -4 1 5.3 287
Superior temporal gyrus/superior temporal sulcus Left 38 —-48 11 -17 5.02

Middle temporal gyrus Left 22 -51 -37 1 4.92

Superior frontal gyrus Right 9 15 53 25 4.66 279
Superior frontal gyrus Right 6 15 23 52 3.72

Medial prefrontal cortex/medial frontal gyrus Right 32 21 20 43 3.66
Parahippocampal gyrus Left 27 -27 -28 -5 4.27 30
Superior frontal gyrus Left -15 50 25 4.14 143
Medial prefrontal cortex/medial frontal gyrus Left 8 -15 38 37 3.59

Medial prefrontal cortex/medial frontal gyrus Left 24 50 7 3.56
Postcentral gyrus Left 3 -51 -16 55 4.05 11
Insula Left 13 —48 -16 22 3.77 46
Insula Left 13 -39 -16 25 3.72

sadness > neutral

Superior temporal gyrus/superior temporal sulcus Right 38 51 11 -20 7.11 209
Parahippocampal gyrus (amygdala) Left -18 -7 -14 4.84 29
Insula Right 13 39 14 -14 4.7

Superior temporal gyrus/superior temporal sulcus Right 41 51 -31 4 441 58
Superior temporal gyrus/superior temporal sulcus Right 22 63 -37 10 3.42

Superior temporal gyrus/Superior temporal sulcus Left 38 -48 11 -17 4.12 36
Superior temporal gyrus/superior temporal sulcus Left 38 -48 8 -26 4.02

Inferior frontal gyrus Right 47 48 32 -8 3.73 15
Inferior frontal gyrus Right 45 51 23 -2 3.42

Medial prefrontal cortex/medial frontal gyrus Right 6 9 53 31 3.63 28
Medial prefrontal cortex/medial frontal gyrus Right 9 6 59 16 3.48

Note: threshold was set at p < 0.001 (uncorrected). Cluster size is represented by k. MNI = Montreal Neurological Institute.

counteracts anger” significantly reduces aggressive behavior,
whereas in the proactive regulation form, “sadness counter-
acts anger” significantly reduces anger. Similarly, in the retro-
active regulation form, “fear promotes anger” significantly
promotes anger, whereas in the proactive regulation form,
“fear promotes anger” significantly promotes aggressive
behavior. Thus, aggressive behavior, despite its close relation-
ship with anger [12, 18], may be selectively regulated in differ-
ent ways depending on the context. Further studies should
investigate the difference between anger and aggressive
behavior in terms of their regulatory approaches and context.

The main goal of this study was to explore the cognitive
brain mechanism underlying the principles of “fear promotes
anger” and “sadness counteracts anger.” Compared with the
sadness and neutral mood induction, the fear mood induc-
tion was associated with more activation in the Al, PHG,
PCC, and precuneus, and activation in these regions could
positively predict the individuals’ anger feelings in a subse-
quent provocation situation. However, compared with the
fear and neutral mood inductions, the sadness mood
induction was associated with more activation in the PI,
STG/STS, and SFG, and the activation in these regions
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could negatively predict the individuals’ aggressive behav-
ior in subsequent provocation situations.

First, the AI, PHG, PCC, and precuneus activation was
associated with the processing of the fear-inducing movie
clip, which is consistent with previous neuroscience studies
showing that fearful or threatening stimuli elicit activity in
the AI, hippocampus, PCC, and precuneus, and this activa-
tion is mainly characterized by wakefulness and goal-driven
responses [5, 19]. Second, areas in the PI, frontal lobe
(e.g., superior frontal gyrus and medial frontal gyrus) and
superior temporal gyrus were selectively activated during
the processing of the sadness-inducing movie clip, which is
also consistent with previous studies investigating the neural
correlates of sadness [20-23]. These findings, together with
the significant correlation between the brain activation and
subsequent anger or aggressive behavior, may imply the
possible neural mechanism of “fear promotes anger” and
“sadness counteracts anger.”

Most importantly, our results demonstrate a clear func-
tional dissociation between the AI and PI in which the Al is
more involved in fear induction, and this Al activation posi-
tively predicted later anger, whereas the PI was more
involved in sadness induction, and this PI activation nega-
tively predicted later aggressive behavior. This result not only
proved that sadness and fear could be different in their

indicates a significant difference at p <0.001, ** indicates a significant difference at p <0.01,

representation location in the posterior-to-anterior progres-
sion of insular structure but also implied that the mechanism
mediating the different inducing effects of sadness and fear
on anger and aggressive behavior could be related to this
difference. The Al is generally considered a part of the neu-
ral loop that notices, evaluates, and adapts to threat signals
[7, 24]; the AI also reflects negative emotions, such as anx-
iety, aversion and alertness, arising from individual conflicts
in the face of unfair events [25]. The Al activation in fear,
together with the activation in the PHG, PCC, and precu-
neus, which could be related to conscious information pro-
cessing such as attentive focusing and awakening [26-29],
implied that the reason fear enhanced aggressive behavior
could be attributed to an externally oriented threat-driven
arousal state. Different from fear, sadness tended to be
selectively represented in the PI and was associated with
the representation of feeling oriented toward one’s internal
feeling and experience. The PI has been shown to connect
reciprocally with the secondary somatosensory cortex and
is highly specialized to convey homeostatic information such
as pain, temperature, itch, and sensual touch [6, 30, 31],and a
number of studies indicate that a subsection of the PI both
anatomically and functionally serves a primary and funda-
mental role in pain processing [30, 32-34]. In addition, the
induction of sadness was also accompanied by the empathy-
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or sympathy-related neural processing process embodied by
the activation of STG/STS and mPFC [35, 36]. Previous stud-
ies suggested that STS was engaged in tasks that required one
to infer and share in another individual’s mental [37, 38] and
emotional state [39, 40]. For example, Zelinkovd and col-
leagues found that videos depicting dangerous behavior in a
traffic campaign ending with tragic consequences activated
the STS and that this activation was directly related to the
participants’ empathy and sympathy [41]. Thus, the possible
neurological basis of “sadness counteracts anger” is that sad-
ness induced internally oriented feeling represented in the PI,
while eliciting empathy and sympathy processes mediated by
STS/STG and mPFC, and finally producing less of a tendency
to feel anger when provoked by others.

The current findings and conclusions must be considered
in light of our study’s limitations. First, as discussed above,
the self-reported anger and aggressive behavior were incon-
sistent because the sadness induction successfully decreased
the self-reported anger but not aggressive behavior; thus,
whether the target of “fear promotes anger” or “sadness
counteracts anger” occurs at the cognition or behavior level
or both requires further confirmation in future studies. Sec-
ond, we only examined 24 healthy, young Chinese college
students. Thus, our findings cannot be generalized to larger
populations, a nationality-unspecific context, or any clinical
population. Finally, the mood (fear, sadness, or anger) induc-
tions in this study were almost controlled in a moderate
intensity. Regulating different intensities of emotional stim-
uli, however, may involve different neural mechanisms [42];
thus, studies should investigate the influence of the inducing
mood intensity on the neural responses of “fear promotes
anger” and “sadness counteracts anger.”

5. Conclusions

In summary, our findings suggest a clear functional dissocia-
tion between the anterior and posterior parts of insula in
which the AI is more involved in the processing of “fear
promotes anger” than the PI and the PI is more involved
in the processing of “sadness counteracts anger” than the
Al Specifically, fear-induced Al activity is associated with
negative feelings (e.g., disgust and cognitive conflict) and
neural responses are related to arousal (PHG, PCC, and
precuneus), further promoting more aggression to external
irritation. In contrast, sadness elicited the activation of the
PI, which is involved in the processing of primary feeling
and neural regions that may be related to empathy/sympathy
(STG/STS, SFG, and mPFC), further producing less of a ten-
dency to feel anger when provoked by others. These findings
provide compelling neurological evidence supporting the
“fear promotes anger” and “sadness counteracts anger”
hypotheses of the MPMC theory of emotionality, which is
based on traditional Chinese medicine.
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Neural plasticity plays a critical role in mediating short- and long-term brain responses to environmental stimuli. A major effector
of plasticity throughout many regions of the brain is stress. Activation of the locus coeruleus (LC) is a critical step in mediating the
neuroendocrine and behavioral limbs of the stress response. During stressor exposure, activation of the hypothalamic-pituitary-
adrenal axis promotes release of corticotropin-releasing factor in LC, where its signaling promotes a number of physiological
and cellular changes. While the acute effects of stress on LC physiology have been described, its long-term effects are less clear.
This review will describe how stress changes LC neuronal physiology, function, and morphology from a genetic, cellular, and
neuronal circuitry/transmission perspective. Specifically, we describe morphological changes of LC neurons in response to
stressful stimuli and signal transduction pathways underlying them. Also, we will review changes in excitatory glutamatergic
synaptic transmission in LC neurons and possible stress-induced modifications of AMPA receptors. This review will also
address stress-related behavioral adaptations and specific noradrenergic receptors responsible for them. Finally, we summarize
the results of several human studies which suggest a link between stress, altered LC function, and pathogenesis of posttraumatic

stress disorder.

1. Introduction

Stressful stimuli and events engage a number of brain circuits
that ultimately activate the hypothalamic-pituitary-adrenal
(HPA) axis. During periods of stress, the paraventricular
nucleus of the hypothalamus (PVN) releases the stress pep-
tide corticotropin-releasing factor (CRF), which stimulates
both direct central and indirect peripheral effects, activating
signal transduction pathways that enhance catabolism of
energy stores and mobilize physiological and psychological
resources of the organism to permit an appropriate behav-
ioral response to the stressor. These pathways become dys-
regulated following chronic or traumatic stress, which leads
to destabilization of homeostasis and impaired immune,
cardiovascular, and gastrointestinal functions, and promot-
ing central nervous system (CNS) changes associated with
depressive and anxiety-like behaviors that contribute to the
diagnosis of stress-associated disorders [1-10]. The ability
to mobilize CNS function to respond to stressful stimuli

and ensure survival is explained in part by changes in neuro-
plastic adaptations. Several CNS structures have been dem-
onstrated to undergo neuroplastic changes following stress
[2, 11-24] which may contribute to stress-associated anxiety
and mood disorders [12, 14, 19, 25, 26]. Chronically altered
noradrenergic transmission is a characteristic of many neu-
ropsychiatric and neurodegenerative disorders [12, 27-34],
and therefore, short- and long-term stress-induced adapta-
tions in norepinephrine- (NE-) containing cell bodies may
contribute to these conditions. For the purposes of this
review, we consider short-term effects to refer to the immedi-
ate and primary action CRF signaling during stressor
exposure and the stress response on electrophysiological
properties such as membrane depolarization and action
potential generation that result from the opening of channels
already inserted in the membrane. Long-term effects on the
other hand include persistent changes that continue long
after the stress response and CRF signaling have ceased and
resulted from intracellular signaling cascades that promote
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receptor and channel trafficking, altered gene expression, and
neurite outgrowth.

A major node in the stress response that promotes norad-
renergic signaling in the CNS is the brain stem nucleus locus
coeruleus (LC). The LC and other smaller noradrenergic
brainstem nuclei, such as A1/C2 region in the solitary tract,
are activated by CRF and reciprocally communicate with
the HPA axis. Activation of A1/C2 promotes a positive feed-
back loop in stress circuitry by releasing NE in the PVN
which stimulates CRF production and release by engaging
a,-adrenoreceptors (a;AR) [35, 36]. The LC is the primary
source of NE to the forebrain [37-45], where its actions affect
sleep/wake cycles, sensory signal discrimination and detec-
tion, and cognition [2, 37, 46, 47]. It is innervated by a num-
ber of stress-responsive CRF-containing brain regions which
when released, acts on CRF receptor 1 (CRFR1) receptor to
produce acute changes in LC physiology and responsiveness
to synaptically released transmitters [48-51]. Additionally,
activation of CRFRI stimulates Gs proteins and cAMP
production [48, 52], which promotes numerous genetic and
cellular effects [28, 50, 53-57]. These observations suggest
that LC neurons may undergo many long-lasting stress-
induced adaptations (Figure 1). These changes include recep-
tor trafficking [58-60], altered expression of genes necessary
for transmitter synthesis and release [28, 54-56, 61], protein
kinases that activate transcription factors [57] and growth
factors [18], electrophysiological properties [53, 62], and
morphological changes [50, 53, 63], all of which would
directly impact LC function at both immediate and chronic
time point poststress.

While most investigations have focused on the transient
effects of stress and CRF on LC function [48, 49, 51, 64-66],
some have examined their lasting impact [28, 50, 52-54, 56,
57, 62]. This review will summarize how stress and CRF sig-
naling persistently modify morphological and physiological
features of the locus coeruleus/norepinephrine (LC/NE) sys-
tem and its associated behaviors from a genetic, cellular, and
neuronal circuitry/transmission perspective. While the
stress-induced plastic changes that occur in LC and other
brain regions during disease pathogenesis are not entirely
clear, identifying how stress can chronically alter the func-
tion of this broadly projecting brainstem nucleus across
multiple levels of regulation represents an important step
forward in clarifying the mechanisms of conditions charac-
terized by hyperactive noradrenergic transmission.

2. LC/NE Synaptic Plasticity
Changes during Stress

2.1. Adaptive Functional and Anatomical Changes of LC after
Stress. HPA axis activation is pivotal for mediating the cen-
tral stress response. Through the release of peripheral and
central neurohormones, it mobilizes various body tissues
and brain areas to orchestrate an appropriate physiological
and behavioral response. Importantly, during stressor expo-
sure, CRF is released onto the LC by the PVN and other
CRF-containing stress-responsive structures, such as the
bed nucleus of the stria terminalis, Barrington’s nucleus,
and the central nucleus of the amygdala [67-73] which
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increase its tonic discharge [51, 62, 65, 66]. LC activity corre-
lates highly with an animal’s behavioral state: during quiet
rest, LC discharges slowly in a highly regular fashion. During
periods of focused attention, a phasic mode of operation
dominates such that LC responds to salient stimuli with
high-frequency bursts of action potentials that facilitate ori-
entation and sustained attention towards behaviorally rele-
vant stimuli [74]. During stress, CRF causes increased tonic
discharge which compromises the ability of LC to respond
to salient sensory stimuli with phasic bursts. This leads to
impairments in sensory signal discrimination, several aspects
of cognition, and a generally anxious state [2, 37, 74-77].
While this might seem generally maladaptive, a consequence
of short-term stress-induced LC activation is to promote
behaviors that increase the likelihood of survival in a threat-
ening situation [2, 66]. By increasing LC discharge [51, 62,
65, 66] and therefore forebrain NE release [78-82], prefrontal
cortical operations are inhibited [3, 78], promoting a behav-
ioral phenotype characterized by broad scanning attention
and vigilance [2, 66, 81, 83], which facilitates escape from a
threatening situation.

The role of LC in stress has been the subject of study
since 1970, when karyometric studies of sleep-resistant
rabbits demonstrated an increase in nuclear size during
stress [84]. Subsequently, an extensive body of literature has
shown that LC is critical for mediating stress-induced behav-
ioral and neuroendocrine responses. The electrophysiologi-
cal effects of stress and CRF on LC have been well
characterized in a number of in vivo and ex vivo studies
[48, 49,51, 53, 62, 65, 85]. In vivo, CRF increases tonic/spon-
taneous LC discharge [65, 86, 87] through a cyclic AMP
(cAMP)/protein kinase A-dependent mechanism that depo-
larizes the membrane by decreasing potassium conductance
[48]. Additionally, CRF has been demonstrated to decrease
sensory-evoked phasic responses by LC [65, 86]. This effect
could partially be explained by recent findings from our
laboratory that show that a high concentration of bath-
applied CRF [49] and preexposure to acute stress [62] both
diminish excitatory glutamatergic synaptic transmission in
LC. We found that these electrophysiological effects persist
for at least a week poststress in adolescent rats. Moreover,
electrophysiological changes which were absent immediately
after stressor exposure develop over seven days, including
increased intrinsic excitability and a hyperpolarized thresh-
old for action potential generation [62]. These findings
suggest that LC cells in adolescent rat brain undergo long-
lasting changes following even short-term acute stressor
exposure and lead to chronically increased forebrain NE
concentration and behavioral changes.

2.2. CRF and Morphological Changes. CRF orchestrates a
series of neuroplastic changes in LC neurons and LC-
derived cell cultures [50, 52, 53, 58, 63]. Specifically, CRF
triggers morphological changes in immortalized catechol-
aminergic neurons, such as the formation of long neurites
with prominent growth cones [52]. Similarly, another study
demonstrated the ability of CRF to promote neuronal out-
growth in organotypic slice cultures of rat LC [50]. In this
study, it was found that 12 hours of CRF exposure increased
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F1GURE 1: Model of signal transduction pathways induced by stress in LC neurons. (a) Pathways which mediate short-term effects of stressor
exposure. CRF interacts with CRFRI, which through Gs-coupled receptor mechanisms increases intracellular cAMP levels, reducing
potassium conductance resulting in cell depolarization. Through unknown mechanisms, CRF decreases glutamatergic synaptic
transmission through AMPARs. (b) Pathways which mediate long-term effects of stressor. Initial CRF activation of Gs-coupled CRFR1
increases PKA activity, which phosphorylates CREB to initiate expression of stress-induced genes. These could potentially include genes
regulating AMPAR and voltage-gated ion channel expression. Inactivation of RhoA by PKA phosphorylation disinhibits Racl to increase

neurite outgrowth via actin remodeling and microtubule stabilization.

the number of primary processes and branching pattern of
neurites. Mechanisms of dendritic growth regulation by
CRF have been proposed to occur through Rac and RhoA
GTPases (Figure 1), which regulate intracellular actin
dynamics and spine length [88]. Elsewhere in the brain, inhi-
bition of Racl has been shown to promote strong effects on
dendritic spines from apical and basal dendrites on pyrami-
dal neurons with relative absence of branching effects [89].
Additional unpublished observations from our labora-
tory also suggest that in animals subjected to acute intense
stressor exposure, LC cells might undergo morphological
changes. We have previously shown that fifteen minutes of
combined physical restraint and exposure to predator odor
induces a number of long-lasting changes in LC function that
are accompanied by chronically increased anxiety-like
behavior [62]. During whole-cell patch clamp electrophysio-
logical recordings, some neurons were filled with biocytin so
their morphology could be recovered. Preliminary findings
show that LC cells from stressed animals have larger and
more complex dendritic arbors than those from control rats.
Additionally, using RNA-Seq, we identified that expression
of Ntf3, the gene for neurotrophin 3, which promotes neuro-
nal survival, differentiation, and neurite outgrowth [18, 90],

was approximately twice as high in rats one week after
stressor exposure than in their control counterparts
(Figure 2). These observations, in combination with earlier
reports of stress-induced morphological alterations in LC
neurons [50, 52, 53, 75, 91-93], suggest that stress may cause
long-lasting changes in noradrenergic transmission through-
out the CNS in response to even acute stressor exposure.
Such an effect on CNS noradrenergic transmission might
be achieved through morphological plasticity because as LC
dendrites and axons proliferate, there would be more sites
of afferent input to excite LC neurons and a greater density
of release points from which NE efflux could occur upon this
enhanced excitation, respectively. Such findings could have
important implications for posttraumatic stress disorder
(PTSD), a condition in which evidence suggests that NE
transmission is impaired [12, 31, 79, 94].

It is interesting to note that rodent LC neurons are sex-
ually dimorphic with respect to their morphological charac-
teristics and response to stress/CRF exposure. Female LC
dendritic arbors have been reported to extend further into
the peri-LC region where synaptic contacts with CRF-
positive afferents are made [71, 95, 96] and are larger with
more branching points than those of males [68, 97]. This
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FIGURE 2: LC neurons from stressor-exposed animals show a trend for increased dendritic complexity. Representative traced neurons from
control (top) and stressor exposed (bottom) animals filled with biocytin reveal a tendency for LC cells from stressed rats to possess larger and
more complex dendritic arbors a week after stressor exposure. Additionally, neurotrophin 3, which promotes neurite outgrowth and dendritic
proliferation, is upregulated in LC one week after stressor exposure. *p < 0.05 versus control.

suggests that the female LC might be subjected to greater
afferent regulation by CRF and therefore more stress-
responsive. This sexual dimorphism might provide a struc-
tural basis for differences in emotional arousal between
sexes and the greater increased susceptibility of females
to anxiety disorders [98]. Interestingly, in mice that genet-
ically overexpress CRF, the complexity of male dendritic
morphology increases to resemble the morphology of
wild-type and CRF-overexpressing females. This further
suggests that enhanced CRF signaling produces neurite
proliferation and extension in LC [58]. Such observations
provide further evidence for stress and CRF-induced cen-
tral noradrenergic reorganization.

2.3. CRF and Modified AMPA Receptor-Dependent Synaptic
Transmission. Plasticity is highly dependent on the AMPA
receptor (AMPAR), an ionotropic glutamate receptor, per-
meable to Na* and Ca®" ions. It is composed of four subunits:
GluAl, GluA2, GluA3, and GluA4, which form a heterotetra-
mer. [99-103]. We have previously shown that both stressor
exposure in vivo [62] and CRF exposure ex vivo [49] alter LC
AMPAR signaling. Given that stress and CRF can alter
AMPAR-dependent transmission, this receptor might play
a critical role in stress-induced neural plasticity. Several
mechanisms could account for altered AMPAR functioning
in LC following CRF exposure. CRF signaling in LC causes
internalization of its own receptor [59, 60, 63], and thus, if
CRF and AMPARSs are in close apposition to one another
on postsynaptic LC membranes, CRF receptor trafficking
might inadvertently induce AMPAR internalization as well.
This is particularly important with respect to some of the
intracellular proteins that AMPARs interact with. AMPARs
interact directly and indirectly with kinases and GTPases
that regulate actin cytoskeletal dynamics [50, 53, 99-101,
104, 105]. In particular, Rho GTPase activity is modulated
by guanine nucleotide exchange factors (GEFs), which are
known to interact with surface-expressed AMPARs and

promote synaptic plasticity [104]. Thus, if CRF causes shut-
tling of vesicular AMPARs to the cell membrane, which,
based on our prior observations, might occur during high
concentrations of CRF exposure [49], their association with
GEFs could promote structural plasticity in LC neurons
through interaction with Rho GTPases and modulation of
cytoskeletal structure. Identifying the mechanisms that link
CRF and AMPA receptor function and trafficking could be
informative of how LC cells adapt morphologically follow-
ing stress, thus providing insights to a number of disease
states in which LC plasticity is perturbed [29, 50, 53,
106, 107]. In addition to receptor trafficking and altered
gene expression, there are other posttranslational modifica-
tions that can be made to the AMPAR and its subunits
which could promote plastic changes to LC neurons.
Using data from both LC and non-LC studies of AMPAR
function and modification, we will review possible mecha-
nisms for AMPAR regulation.

There are multiple mechanisms of posttranslational reg-
ulation of AMPAR function, which include reversible phos-
phorylation, ubiquitination, and palmitoylation [108-110].
CRF stimulates cAMP synthesis and PKA activity [48, 50,
52], and therefore, stress could potentially alter AMPAR
phosphorylation states. The GluAl subunit is phosphory-
lated at different positions at the C-terminal end. For exam-
ple, phosphorylation at Ser-845 by PKA [101] and Ser-831
by PKC and CaMKII [111, 112] increase single channel con-
ductance. Phosphorylation of Ser-818 and Thr-840 by PKC
increases the mean channel conductance [113]. Importantly,
mechanisms that increase channel conductance have been
shown to promote activity-dependent plasticity [99, 114].
PKCA was found to phosphorylate Ser-818 on the GluAl
subunit which mediates PI3K-induced AMPAR insertion
[115]. GluR2 can also regulate synaptic plasticity through
Ser-880 phosphorylation-dependent interactions with PDZ
domain-containing proteins, which regulate receptor inter-
nalization in the hippocampus [116] and cerebellum [117].
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Thus, due to the actions of CRF on cAMP production and
PKA activity, stress could potentially impact LC plasticity
through modulation of AMPAR function which we have
demonstrated in the past [49, 62].

Another modification of AMPARs is ubiquitination,
which promotes endocytosis and degradation [108, 109,
118-120] and can occur at multiple places across the sub-
units. One effect of stress on AMPAR ubiquitination is to
decrease glutamatergic synaptic transmission in the prefron-
tal cortex (PFC), which requires specific ubiquitin ligases
Nedd4-1 and Fbx2, an effect which can be blocked by a
proteasome inhibitor [121]. Identification of LC-specific
ubiquitin ligases would help to find a precise target for stress
response control and intervention. In contrast to ubiquitina-
tion, AMPAR C-terminal cysteine residue palmitoylation
protects from degradation [122] and regulates its internaliza-
tion [123]. Palmitoylation of the transmembrane domain
promotes accumulation of AMPAR in the Golgi, possibly
performing a quality control step for proper folding, while
depalmitoylation stimulates membrane insertion of AMPAR
[123-125]. Identifying any potential mechanisms linking
CRF signaling to AMPAR ubiquitination in LC or elsewhere
would be informative of means of promoting or inhibiting
stress-induced plasticity within the nucleus.

2.4. CRF and Intracellular Signal Transduction. CRF medi-
ates its action through CRFRI1, which through Gs-coupled
mechanisms increases the concentration of cAMP that phos-
phorylates PKA [52]. However, there is another mechanism
caused by CRFRI1 activation which acts through a MAPK
cascade, in which a Gq-coupled mechanism increases
concentration of phospholipase C (PLC), which activates
metabolites which phosphorylate PKC, which in turn
phosphorylates ERK1/2 [50, 126]. CRF has been shown to
cause an increase in LC neurite length, an effect that is abol-
ished by specific inhibition of PKA or MAPK, but not PKC
[50]. PKC appears to also trigger a RhoA-activating cascade
through downstream Rho-associated protein kinase (ROCK),
which subsequently phosphorylates the collapsin response
mediator protein 2 (CRMP-2) and causes growth cone
collapse [127] (Figure 2).

Such receptor-mediated acute cellular changes could
occur through the aforementioned mechanisms, but long-
term changes could also potentially occur through regulation
of gene expression. A study of single and repeated restraint
stress demonstrated an increase in immunoreactivity of c-
Fos, pERK, pCaMKII, and pCREB in the LC two hours
following the stressor [128]. The same study also showed that
pERK and pCREB had the same expression pattern and were
colocalized to the same neurons, suggesting that activation of
the MAPK/ERK pathways with CREB phosphorylation
promote changes in gene expression. The exact mechanism
of transcriptional changes following CRF expression in
the LC is not clear. However, another study demonstrated
increased c-Fos expression and CREB phosphorylation
after acute immobilization stress, while repeated stress
increased phosphorylation of p38, cJun N-teminal kinase
(JNK 1/2/3), and ERK1/2 [129]. CREB is a transcriptional
factor which regulates transcription of multiple downstream

genes including c-Fos, brain-derived neurotrophic factor
(BDNF), tyrosine hydroxylase (TH), and neuropeptides
[130, 131]. These observations corroborate other studies that
have shown altered expression of trophic factors and NE
synthetic enzymes [18, 28, 54-57, 61].

BDNF stimulates dendritic outgrowth and increased syn-
aptic connectivity. Mice genetically overexpressing the recep-
tor for neurotrophin 3, TrkC, show increased anxiety-like
behavior, as well as increased LC neuronal density [132], sug-
gesting that some degree of positive feedback might exist
between stress, neurotrophin 3 signaling, and LC plasticity.
This is particularly interesting in light of preliminary obser-
vations by our laboratory that show that one week after acute
stressor exposure, neurotrophin mRNA is increased, an effect
accompanied by a trend for increased LC dendritic length
and complexity (Figure 2). Others have also reported
increased neurotrophin 3 expression in LC following stress,
which can be normalized with antidepressant treatment
[18]. Interestingly, in addition to sexual dimorphism of LC
morphology and stress responsiveness, there are also sex
differences in LC intracellular signaling induced by CREF: spe-
cifically, CRFRI is more strongly coupled to f-arrestin in
males, promoting receptor internalization and potentially
blunted responsiveness to CRF in the future. In females,
however, CRFR1 is more strongly coupled to Gs signaling
pathways, which promotes increased LC discharge and den-
dritic proliferation, potentially increasing future sensitivity
to stress by providing more space for synaptic contacts with
CRF-positive afferents [63, 133]. In this way, the male and
female LC may be differentially aligned to respond to stress
with specific neuroplastic adaptations that promote disease.

3. CNS Neural Plasticity Changes in Response to
NE Volume Transmission Changes

LC contributes to major CNS functions such as waking,
arousal, attention, sensory discrimination, and cognition.
Because stress promotes both short- and long-term func-
tional and neuroplastic changes in LC, some of these func-
tions might also be impacted by stressor exposure, either
directly or indirectly. Through modulation of intrinsic and
synaptic features of LC neurons, stress likely modifies norad-
renergic volume transmission in target brain areas such as
the amygdala, hippocampus, and PFC, where it potently
modulates neural plasticity [134-138]. Because stress acutely
and chronically alters LC discharge [53, 62, 66, 86] and NE
release [78-82], different adrenergic receptors might become
engaged during and after stressor exposure. The adrenergic
receptors vary in their affinity for NE [3, 78, 139, 140], and
different receptors promote different forms of plasticity and
learning [134, 135, 137, 141]. Low concentrations of NE
engage the high-affinity «; receptor, particularly in the pre-
frontal cortex, which promotes working memory, sustained
attention, and other cognitive functions [3, 142, 143].
Conversely, high NE concentration which occurs in
response to stress causes engagement of the a; and f3 adren-
ergic receptors. The a, receptor promotes LTD of prefrontal
synapses [137] and inhibition of prefrontal-dependent cogni-
tive functions such as working memory and sustained



attention [2, 83]. Indeed, enhanced «; signaling in PFC is
associated with increased behavioral flexibility [144]. Fur-
thermore, stressor exposure has been shown to increase tonic
LC discharge and promote scanning attention and behavioral
flexibility [65, 66]. It has been proposed that such a change
would permit lower-order sensorimotor regions to guide
behavior with little modulation by prefrontal circuitry, allow-
ing disengagement from specific stimuli and goal-oriented
behaviors to instead promote rapid impulsive responses [2].
Such a stress-induced shift might be beneficial when an
animal is faced with a threatening stimulus and a quick
escape must be made. Additionally, engagement of the 8
receptor promotes hippocampal plasticity and encoding
and recall of contextual fear memory [141, 145, 146]. There-
fore, persistent stress-induced changes in LC function would
elevate NE concentration in prefrontal cortex and hippo-
campus enhancing plasticity in both areas through signaling
at a; and f receptors to synergistically promote encoding
and recall of fear memories, impaired cognition, hypervigi-
lance, and behaviors that allow an appropriate behavioral
response to be generated. Therefore, an inverted U relation-
ship between LC firing and arousal/behavioral performance
model has been proposed [2, 37, 139], with maximal cogni-
tive function corresponding to “ideal” levels of LC tonic fir-
ing [147] and hyperarousal and vigilance corresponding
with excessive levels of discharge. During stress, increased
tonic LC firing is enhanced, which leads to increased levels
of NE in LC projection fields, promoting broad scanning
attention, hyperarousal, hypervigilance, and other anxiety-
like behavioral symptoms in stressed subjects.

4. Role of Stress-Induced LC/NE
Changes in PTSD

Chronic stress-induced alterations in LC structure and func-
tion that lead to behavioral impairments might contribute to
disease pathogenesis and symptomatology. Many studies
show the involvement or potential involvement of the LC
in stress-related disease states, particularly PTSD. Both
peripheral and central measures of NE activity are increased
in PTSD patient populations, including enhanced sympa-
thetic nervous system function [148-151], and increased
functional connectivity between LC and the basolateral
amygdala during conscious processing of threatening stimuli
[152]. This enhanced connectivity is particularly important
because of the role that the basolateral amygdala and its
noradrenergic inputs in particular [153-157] play in fear
conditioning. Furthermore, PTSD patients frequently show
disturbances in sleep patterns [158-160], which may be
related to chronically elevated LC discharge due to its well-
established role in mediating arousal and a forebrain EEG
associated with waking [161]. Such an effect could potentially
be related to dysregulation of other stress-sensitive systems,
such as the HPA axis which releases CRF. LC is potently acti-
vated by CRF, and increased levels of the peptide have been
found in the cerebrospinal fluid of combat veterans afflicted
with PTSD [162, 163], providing a potential means for main-
taining LC hyperactivity even in the absence of a stressor.
More recently, an fMRI study showed that PTSD patients
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showed exaggerated behavioral and autonomic responses
to loud sounds, suggesting sensitized phasic responses of
LC neurons [34]. Evidence for LC as a central mediator
of PTSD-like symptoms comes from observations that
yohimbine, an «,, receptor antagonist which disinhibits
LC neurons, produces panic attacks in up to 70% of PTSD
patients and in 89% of patients with comorbid PTSD and
panic disorder, but not in control subjects. Additionally,
plasma levels of a NE metabolite postyohimbine adminis-
tration were twice as high in PTSD patients [163]. These
findings suggest that NE release is altered presynaptically
at the level of the LC in PTSD patients, which may affect
many downstream targets [164].

In contrast to the actions of yohimbine, clonidine, a pre-
synaptic «,, receptor agonist which limits noradrenergic
transmission in the forebrain, has been shown to have
beneficial effects on hyperarousal, hypervigilance, sleep dis-
ruption, exaggerated startle responses, and nightmares in
veterans with PTSD [31]. The notion that increased NE
release promotes some behaviors associated with PTSD and
anxiety is further supported by observations that the 3-recep-
tor antagonist propranolol attenuates PTSD symptoms,
possibly due to the actions that the f3 receptor plays in fear
memory consolidation and emotion [31, 134, 135, 165-167].
Prazosin, an «,-adrenergic antagonist, has also been shown
to be beneficial for alleviating nightmares and sleep distur-
bances in both veteran [168] and children PTSD patients
[169], as well as for improving symptoms of hyperarousal,
avoidance/numbing, and traumatic recall of past events
[170]. It is also interesting to note that an in vivo PET study
that the availability of the NE transporter in the LC is
decreased in PTSD patients [171]. This could be indicative
of elevated extracellular NE concentration and would be con-
sistent with other reports of LC hyperactivity in this popula-
tion. Thus, due to the well-documented ability of stress to
promote forebrain NE release through short-term physiolog-
ical activation and enduring molecular and cellular changes in
the LC, stress-induced neuroplastic adaptations in the LC
likely contribute to disease pathogenesis. This could occur at
the level of the LC as a primary site of stress-induced plasticity
or in downstream targets of the LC due to the well-established
role of NE in mediating neuroplastic changes throughout the
brain: fMRI studies have also shown changes in hippocampal
volume and altered function in the amygdala, hippocampus,
mPFC, orbitofrontal cortex, anterior cingulate, and insular
cortex in PTSD patients [172], all of which may be related to
maladaptive plastic changes in the LC or the plastic changes
promoted by it [134, 135, 137, 165].

Based on these clinical reports, there is clear evidence that
LC hyperfunction is at least characteristic of, if not causal to,
PTSD symptomatology. However, some clinical observations
suggest a more complicated relationship that exists between
LC function and PTSD disease progression and treatment.
As mentioned above, there is clinical evidence for decreased
NE transporter availability in the LC of PTSD patients. This
could be explained by elevated extracellular NE concentra-
tion; another potential explanation could be LC neuronal
loss. Indeed, a postmortem neuromorphometric analysis of
veterans with probable or possible war-related PTSD showed
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alower LC cell count compared to controls [173], suggesting
that the LC plays in the role in the pathophysiology of PTSD,
or that a lower LC cell count may predispose individuals to
PTSD. While decreased LC cell numbers would suggest
reduced forebrain NE levels, in other pathologies in which
LC cell counts are decreased such as Alzheimer’s disease,
the surviving neurons show evidence for hyperactivity [174]
and dendritic sprouting and remodeling [107]. Additionally,
recent clinical trials using 3,4-methylenedioxymethampheta-
mine (MDMA) have shown promising results in reduction or
remission of PTSD symptoms: specifically, six phase II clini-
cal trials have shown that combined MDMA and psychother-
apy are safe and efficacious such that 52.7% of patients
receiving active drug no longer meet PTSD criteria [175].
Despite a wealth of evidence showing that enhanced norad-
renergic transmission contributes to PTSD etiology, MDMA
increases release of catecholamines, including NE. One
potential explanation for MDMA’s somewhat paradoxical
efficacy is that memory reconsolidation is enhanced via
plastic changes in the hippocampus due to elevated NE
levels [141, 145]. MDMA also facilitates fear extinction
learning [176], and thus, enhanced NE efflux following
MDMA administration might also promote plastic changes
within the amygdala [12]. Additionally, because NE is gen-
erally increased in PTSD patients, the benefits of MDMA
on symptom improvement are likely due to the drug com-
plex polypharmacological interactions and its effects on
brainwide neurotransmission. It is hypothesized that in addi-
tion to enhanced plasticity and memory reconsolidation,
heightened monoaminergic neurotransmission following
MDMA administration promotes a number of subjective
psychological effects such as increased introspection and
receptiveness for psychotherapy that lead to improved out-
comes in PTSD patients [175]. Collectively, however, many
clinical observations strongly suggest that hyperactive norad-
renergic transmission contributes to PTSD symptomology
and anxiety-like behavior.

5. Conclusions

Stressor exposure induces a series of neuroendocrine,
physiological, and behavioral adaptations that promote an
appropriate response to the stressor. Central to these diverse
functions is CRF signaling which in a number of brain
regions promotes a number of immediate [48, 49, 51,
177-184] and persistent [50, 52, 60, 121, 185-187] cellular
changes. These effects are of particular interest in LC,
where the interaction of CRF with its receptor CRFRI
activates cCAMP-dependent intracellular signaling cascades,
increasing tonic discharge and promoting anxiety-like
behavior [64, 77, 188, 189]. Evidence suggests that chronic
stressor exposure is able to alter LC gene expression [18, 28,
54-57, 61], promote long-term changes in synaptic trans-
mission and excitability [53, 62] and receptor trafficking
[58-60, 185], and, importantly, induce morphological
changes and dendritic remodeling (Figure 1) [50, 52, 53,
57, 190]. These actions appear to be dependent on a number
of kinases and GTPases and their associated signaling
pathways [50, 52, 57] and potentially on AMPAR function

[191, 192] which is modulated by CRF in the short term
[49] and stressor exposure in the long term [62]. Through
its complex signaling cascades, CRFR1 activation in LC
induces a number of long-lasting cellular effects which ulti-
mately impact the function of the nucleus itself as well as
other target brain regions which are heavily innervated
by LC and modulated by noradrenergic transmission. Crit-
ically, the LC promotes plasticity in other structures
including the PFC, amygdala, and hippocampus by pro-
moting noradrenergic transmission at «; and 3 receptors
[137, 141, 145, 146]. Therefore, stress and CRF can induce
neuroplastic changes in LC, which can lead to subsequent
neuroplastic changes elsewhere, ultimately promoting caus-
ing chronic anxiety-like behavior. Specifically, increased
tonic discharge in the short term will drive an animal to dis-
play such behavior [62, 64, 77]. Maintenance of increased LC
discharge in the long term [62] along with enhanced expres-
sion of genes necessary for NE synthesis and release [54-56]
will lead to chronically elevated forebrain NE levels. This
promotes network adaptations and plasticity in target
regions which facilitate fear memory encoding and drive an
animal towards a behavioral state characterized by vigilance,
impulsivity, and impaired cognition [3, 78, 83, 193]. Mean-
while, morphological plasticity and dendritic outgrowth into
the peri-LC area [50, 52, 53, 68, 194] will make LC subject to
greater afferent regulation by stress-responsive structures
such as PVN and CeA [58, 63, 194]. Through these mecha-
nisms, chronic or traumatic stress could permanently alter
forebrain noradrenergic transmission to promote long-
lasting changes in behavior, manifesting in humans as mood
and anxiety disorders such as depression and posttrau-
matic stress disorder. Thus, identifying how stress and
CRF promote synaptic and morphological plasticity in
LC to chronically elevate forebrain NE concentration
represents an important step in understanding disease
pathogenesis and symptomatology for mood, anxiety, and
other neuropsychiatric disorders.
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Objective. Previously, we have shown that Danshen-Honghua (DSHH) for cognitive deficits after ischemia induced impairments of
the hippocampus. Here, we investigate the effects of DSHH on stress-induced depression in menopausal rats. Methods. A rat model
with menopausal depression was established with bilateral ovariectomies in female SD rats followed by chronic mild stress
treatment for 21 days. 40 rats were randomly divided into the sham surgery group (sham surgery and no stress treatment),
surgery group (surgery with no stress treatment), surgery/stress group (surgery and stress treatment), fluoxetine group
(2.4 mgkg !, with surgery and stress treatment), and DSHH group (35 g-kg”", with surgery and stress treatment). The rats in the
last two groups were treated with stresses together with intragastric drug administration for three weeks after the surgery. Then
open-field locomotor scores and sucrose intake were tested for behavior changes. Also, the levels of norepinephrine (NE),
dopamine (DA), serotonin (5-HT), and cortisone were determined by high-performance liquid chromatography (HPLC). Serum
estradiol (E,), follicle-stimulating hormone (FSH), and luteinizing hormone (LH) were determined by radioimmunoassay.
Results. The results of open-field locomotor scores, sucrose intake in both the fluoxetine group and DSHH group, were
significantly higher than those of the surgery/stress group (P <0.01). Serum LH, FSH, and cortisone levels in both the DSHH
group and fluoxetine group were significantly lower than those in the surgery/stress group (P < 0.01). Serum E, levels in these
groups were slightly increased in these medicine groups (P <0.01). The monoamine levels in the DSHH group were much
higher than those in the surgery/stress group (P < 0.01). Conclusion. DSHH can ameliorate stress-induced depressed syndromes
in the surgery/stressed rats via regulating LH and FSH levels as well as monoamine levels.

1. Introduction

Major depressive disorder (MDD) is a leading health-related
cause of human suffering [1, 2]. The pathological mecha-
nisms of MDD are far from clear [2, 3] and are a hot topic
for neuroscience research [4, 5]. Previous studies have
pointed out that the mechanism of depression is majorly
due to the monoamine neurotransmitters, including norepi-
nephrine (NE), serotonin (5-HT), and dopamine (DA)
[6, 7], because most of the first choice antidepressants affect
5-HT and NE or 5-HT reuptakes. However, even though

many studies support the role of the central monoamine
network, other hormones or neuromodulators are involved
too, such as hormones released from the hypothalamus-
pituitary axis (HPA) [8] and sex hormones [9]. Depression
occurrence in female is twice as many as male patients [10]
and is a well-known symptom for the menopausal period
[11, 12]. In fact, one of the major symptoms of menopause
is depression [12, 13]. However, the treatment methods for
menopausal depression are different. A published study from
our colleagues showed that a Chinese medicine, Danshen-
Honghua (DSHH), is effective for cognitive deficits after
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ischemia-induced impairments of the hippocampus [14]. A
wealth of clinical experience has demonstrated that DSHH
is very effective in the treatment of menopausal depression.
Here, we tested its mechanisms in the treatment of depres-
sion by screening many hormone and neurotransmitter
changes after administration with these drugs. This study will
not only shed light on the mechanisms of depression but also
help us find alternative ways for depression treatment.

2. Materials and Methods

2.1. Animals. 40 female Sprague-Dawley (SD) rats with body
weight averaging 500 +20g, at the age of 12 months, were
randomly divided into 5 groups: the sham surgery group
(sham surgery and no stress treatment), surgery group
(surgery with no stress treatment), surgery/stress group
(surgery and stress treatment), fluoxetine group, and DSHH
group, with 8 rats in each group. The animals were treated
as shown before: the sham surgery group rats were treated
with sham surgery (only the skin was opened), the surgery
group rats were treated with surgery to remove the ovaries
but no stress treatment was introduced, the surgery/stress
group rats were treated with surgery and stress, the fluoxetine
group rats were treated with fluoxetine (2.4 mgkg™") in addi-
tion to surgery and stress, and the DSHH group rats were
treated with DSHH (35g-kg™") in addition to surgery and
stress. The rats in the last two groups were treated with
stresses together with intragastric drug administration for
three weeks continuously, three times a day, after the surgery
recovery. DSHH included Carthamus tinctorius 15g and
Salvia miltiorrhiza Bge 20 g. These drugs were grounded into
powder and mixed with 200 mL deionized water and intra-
gastrically administrated according the 35gkg™' amounts.
All the procedures were approved by the Institution of
Animal Care and Use Committee.

3. Instrument

US Thermo Microplate Reader and KH30R desktop high-
speed refrigerated centrifuge were used in the experiments.
Analytical balance, low-temperature ultracentrifuge, paraffin
embedding machine, slicer, and so on are provided by the
central laboratory. 3200 ATRAP high-performance liquid
chromatography (HPLC) tandem mass spectrometer (ABI,
USA), equipped with atmospheric pressure chemical ioniza-
tion sources (LC-APCI-MS/MS).

4. Animal Surgery/Control

4.1. Ovary Removal [2]. In addition to the sham surgery
group, the other four groups were given “ovariectomy.” Dur-
ing the surgical procedure, the rats were given 100 mg-kg ™'
ketamine to induce anesthesia and fixed on a hard plate in
supine position. A marker was marked in the rat 2 cm outside
the spine and 1cm below the ribs; the soft tissue was sec-
tioned separately. The peripheral blood vessels were ligated,
and both sides of the ovaries were removed, and finally, the
uterus was removed. The method of determining successful
ovariectomy is the vaginal epithelium keratosis test: 5 days
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TasLE 1: Effect of DSHH on body weight of rats with menopausal
depression (x £, g).

Grou Before After After

P castration castration medication
Sham 8 470.53+549 47432+6.34 484534563
surgery
Surgery 7 47529+6.15 466.31+543 488.54+6.84
Surgery/ 8 473.49+475 457.73+4.15% 47432 +6.225
stress
Fluoxetine 7 479.15+4.94 462.69+528* 47833 +6.39%
DSHH 8 469.64+523 452.74+6.36* 488.16+ 5.54%

Compared with the sham surgery group, *P <0.01, one way ANNOVA;
$P<0.01, t-test, compared with after castration.

of continuous monitoring of the rat vagina did not find the
estrous cycle. The animals were screened with the estrous
cycle one week before the surgery, to make sure they have
normal cycles.

4.2. Chronic Mild Unpredictable Stress. In addition to the
sham surgery group and the surgery group, the other three
groups of rats were housed in a single cage after the surgery
and after 5 days of surgery, they were treated with chronic
unavoidable stresses for 21 days. Stress treatment lasted for
2h, including 36 V AC electric foot shock (stimulated 1 time
every l min; each time lasted 10, for a total of 30 times), 4°C
ice-cold water swimming (5 min), 45°C heat stress (5min),
15 min shaking (1 times/s), 45-degree tilting of the rat cage
(24h), tail clipping (1 min), bed wetting (10 h), bottle empty-
ing (1h), and application of each stimulus 2 times.

5. Administration

Rats in each group, except the sham surgery group, were
treated consecutively with stress for 21 days, after the surgery
recovery. Rats in the fluoxetine group were given Prozac
2.4mgkg ', 1 time per day. Rats in the DSHH group were
given DSHH 35gkg ', which was divided 2 times a day
through gavage (the dosage was referred to a previous publi-
cation [14]). In the course of study, two rats died—one in the
surgery/stress group and one in the fluoxetine group died
during intragastric administration. Because these two rats
were dead by accident (not related to the treatments from this
study), they were excluded from the number of studies. On
the last treatment day, all 38 rats were sacrificed (cervical dis-
location). Each rat was rapidly decapitated and 5-10 mL of
blood was obtained. The serum was separated by centrifuge.

6. Observation Indicators

6.1. Open-Field Test. Open-field test was done in an open box
with both the length and width to be 80 cm and the height to
be 40 cm, the same as those that we have reported before [15].
The bottom surface was divided into 25 large areas with
white lines. The rats were placed at the center of the bottom
of the box, and the vertical activity points were measured as
the number of uprights, from the time the rat's feet left the
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TaBLE 2: Open-box experiment of menopausal depression rat (X +s).

Before castration

After surgery/stress

After medication

Group N Horizontal Vertical Horizontal Vertical Horizontal Vertical
movement movement movement movement movement movement
Sham surgery 8 543+45 11.1+2.5 452 +5.5%" 10.4+3.7"" 48.4+4.9" 10.8+2.4%"
Surgery 7 55.7+5.3 10922 351+48 82+25 38.7+3.8" 84+19*
Surgery/stress 8 59.2+6.2 11.8+1.7 28.6+5.3 7.5+3.2 21.8+3.9 74+29
Fluoxetine 7 57.3+£8.6 9.8+3.6 27.3+5.27 5.1+1.5" 48.3+2.5" 9.7+2.3™
DSHH 8 524+1.9 105+1.9 21.3+2.1" 6.8+£2.9" 50.2 £4.2" 9.7+£2.9%"

Compared with the surgery/stress group, *P < 0.01 and **P < 0.001.

bottom to the time their feet back to the bottom. The level of
activity of rats was measured through the number of bottom
blocks, through 1 grid for 1 point, such as rats walking
along the line, every 10cm considered as 1 time. Each rat
walks one time for 3 min.

6.2. Sucrose Intake Test. Sucrose intake test was carried out
on the 21st day after surgery recovery. Each rat was given
135mL of 1% sucrose solution after 24h fasting, and the
amount of sucrose solution consumed by rats was calculated.

7. Sex Hormone Measurement

Estradiol (E,), luteinizing hormone (LH), and follicle-
stimulating hormone (FSH) were measured. On the last
treatment day, the abdominal aorta was taken and the serum
was separated as soon as possible (within 8 h). The contents
of E,, LH, and FSH were determined by radioimmunoassay.
The RIA kit used was bought from the United States Depp
Company. Specific operation was carried out according to
the instructions.

8. Measurement of
Monoamine Neurotransmitters

After the chronic stress test and the behavior test, the animals
were decapitated under anesthesia with isoflurane (2%). The
brain was quickly removed and the cortex and hippocampus
were collected for HPLC and electron microscopy experi-
ment. The cerebral spinal fluid was saved in a glass syringe
and injected into a HPLC to measure NE, DA, and serotonin.
The monoamine levels were assessed by comparing the refer-
ence standard and respective peak area and elution time of
the samples using a calibration curve for each monoamine
neurotransmitter.

9. Statistical Processing Method

SPSS20.0 software was used for statistical analysis, and the
data were used in the form of X + 5. The data were compared
with #-test; analysis of variance was used to compare the dif-
ference between groups.

10. Results

10.1. Body Weight. Table 1 shows that there was no signifi-
cant difference in body weight among the five groups before

TABLE 3: Sucrose intake in rats with menopausal depression
(Xx*s,9).

Before After castration/ After

Group . L

castration stress medlCathn
Sham 23324353  21.84+274% 22154226
surgery
Surgery 7 2527+337 16.44 +2.06" 15.66 +2.83*"
Surgeryl ¢ ) 544243 6.34+1.65 7.14+1.69
stress
Fluoxetine 7 24.84+2.68 8.85+243  18.98+2.68""
DSHH 8 2232+3.05 7454287  19.58+2.22%*

Compared with the surgery/stress group, *P < 0.01 and **P < 0.001.

ovariectomy (one-way ANOVA, P>0.05). After surgery
and/or stress, the body weights of the animals in each group
decreased than those in the sham surgery group and the body
weights of the rats in the surgery/stress group were signifi-
cantly lower than those in the surgery group (one-way
ANOVA, "P <0.01, N = 38; Table 1), but there was no signif-
icant difference among the surgery/stress group, fluoxetine
group, and DSHH group (P > 0.05).

10.2. Behavioral Assessment. The results showed that there
was no significant difference in the behavior tests among
the surgery groups (one-way ANOVA, P >0.05, Table 2).
The scores of vertical movement and horizontal movement
in the surgery groups were significantly decreased than those
in the sham surgery group, (one-way ANOVA, P <0.01).
The scores of vertical movement and horizontal movement
in the fluoxetine group were significantly lower than those
in the sham surgery group (one-way ANOVA, P <0.01),
and the scores of horizontal movement and vertical move-
ment in the DSHH group were also significantly higher than
those in the surgery group (one-way ANOVA, P <0.01), but
there was no significant difference between the two groups
(one-way ANOVA, P > 0.05).

10.3. Sucrose Intake. The rats in the castration group con-
sumed less sucrose than those in the sham surgery group
(one-way ANOVA, *P<0.01; Table 3). But the sucrose
consumption in the DSHH group was significantly higher
than that in the surgery/stress group (one-way ANOVA,
*P<0.01), and the sucrose consumption in the fluoxetine
group was significantly higher than that in the surgery/stress
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TasLE 4: Comparison of monoamine and cortisone levels in CSF (X + s).
Group N NE (pg/mL) DA (pg/mL) 5-HT (pg/mL) Cortisone (ng/mL)
Sham surgery 8 1.98+1.23 498 +1.45" 6.05+1.13" 0.36 £0.26"
Surgery 7 1.88 +1.34 512+1.78 598+1.32 0.73+0.53
Surgery/stress 8 1.33+0.56 1.86+1.48 3.56 +0.44 0.89 £0.35
Fluoxetine 7 1.98+0.57* 4.15+1.88" 4.47+1.35 0.53+0.26"
DSHH 8 1.75+0.76* 426+ 1.25" 5.08 +1.36" 0.45+0.22%"

Compared with the surgery/stress group, *P < 0.05 and **P < 0.01.

group (one-way ANOVA, *P < 0.01), but there was no signif-
icant difference between the two groups (P > 0.05).

10.4. Monoamine Neurotransmitters and Hormones. The
levels of neurotransmitters norepinephrine (NE), dopamine
(DA), and serotonin (5-HT) in the CSF and cortisone in
the serum were tested with high-performance liquid chro-
matography (HPLC). The levels of NE, DA, and 5-HT in
the CSF were significantly lower in the surgery groups
compared with the sham surgery group, but cortisone
levels in the serum in the surgery/stress group were much
higher than those in the sham surgery group. The levels of
these monoamines in the two drug-treated groups were
significantly higher than those in the surgery/stress group
(one-way ANOVA, P <0.05; Table 4). Compared with that
of the surgery/stress group, the 5-HT level of the DSHH
group was statistically significantly higher (one-way
ANOVA, P<0.01).

10.5. Sex Hormones. The levels of E, in the serum of the two
drug-treated groups were not significantly different in the
surgery group and surgery/stress group. Compared with that
of the surgery/stress group, the E, level of the DSHH group
was not statistically significant (one-way ANOVA, P > 0.05;
Table 5). The levels of FSH in the two groups were lower than
those in the surgery group and surgery/stress group. Com-
pared with those in the surgery/stress group, the levels of
FSH in the DSHH group were significantly higher (t=
5.740, P <0.05). The level of LH in the treatment group
was not significantly different from that in the sham surgery
group (one-way ANOVA, P > 0.05), suggesting that DSHH
can restore ovarian function by adjusting the E, and FSH.

11. Discussion

There are tons of studies suggesting that depressions are due
to monoamine neurotransmitter changes [16-19]; in addi-
tion, many other hormones are also involved, such as sex
hormones [20]. In this study, we probed into the effects of
sex hormone changes in the menopausal depression after
treatment with medicines. We used ovariectomized female
SD rats to stop the E, release and found that these rats were
much easier to get depressed through chronic mild stress.
On the contrary to decreases in E, release, LH and FSH levels
are greatly increased, possibly due the removal of feedback
inhibition of E,. In addition, the levels of cortisone are also
increased, which suggested that LH and FSH in the pituitary

TaBLE 5: Comparisons of serum sex hormone levels in rats after
manipulation (X * s).

Group N E2(pg/mL) FSH (mIU/mL) LH (mIU/mL)
Sham surgery 8 539+1.88"" 1234+146"" 17.54+2.55""
Surgery 7 187+1.02 1565+1.44"* 24984267
Surgery/stress 8 1.34+1.25 23.57+1.56 28.43+4.35
Fluoxetine 7 245+1.36" 1532+1.22"" 18.33+2.54*"
DSHH 8§ 2.76+1.29" 16.77+146" 17.95+1.53""

Compared with the surgery/stress group, *P < 0.01 and **P < 0.001.

might affect cortisone directly. Consistent with the increase
of LH and FSH after ovariectomization in the rats, this phe-
nomenon also exists in the menopause patients. LH, FSH,
and ACTH are all released from the pituitary gland, which
are possibly interacted with each other. LH and FSH leading
to depression might also be the reasons for women being
prone to depression, especially LH, whose release surges up
during ovulation in the menstrual cycle [12], and LH
detection is used to detect ovulation, which occurs about
24-48 hours after the LH surge. In all, LH release increase
might be the reason for depression at both the ovulaton in
the menstrual cycle and menopause.

Contrary to enhancing E,, which might have a negative
feedback on LH release after menopause and thus depression,
DSHH can reduce the LH release after ovary removal,
increase CSF monoamine concentrations, and improve the
score of horizontal movement and vertical movement effec-
tively in the surgery rats. In addition, DSHH increased the
consumption of sugar water, suggesting that DSHH can
alleviate depressed syndromes in menopausal depressive rats
via regulating hormone levels, especially LH. In this experi-
ment, the activity of the rats in each group was reflected by
the horizontal activity score [21]. The sensitivity of rats to
the reward substance was reflected by the consumption of
sugar [2]. After a period of stress, the score of exploration
behavior, activity level, and sugar consumption in the
surgery/stress groups significantly decreased. These data sug-
gested that the DSHH can successfully reverse LH surge after
ovary removal and also increase the monoamine neurotrans-
mitters in the menopausal rats with the lack of interest, loss
of will behavior, loss of pleasure, and so on. Ingredients of
DSHH such as Danshen and Honghua support the synergis-
tic effects on promoting blood circulation and removing
blood stasis [22] and balance yin and yang. These herbs’
comprehensive treatment of menopausal depression is by
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tonifying the kidney, decreasing mental anxiety, harmoniz-
ing qi and blood, and so on. The antidepressant effects of
DSHH on stress after ovariectomization may also be related
to changes in sex hormone levels. The multitarget effects of
traditional Chinese medicine therapy have a great advantage
in the treatment of depression.
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Visual stimuli are known to activate the auditory cortex of deaf people, presenting evidence of cross-modal plasticity. However, the
mechanisms underlying such plasticity are poorly understood. In this functional MRI study, we presented two types of visual
stimuli, language stimuli (words, sign language, and lip-reading) and a general stimulus (checkerboard) to investigate neural
reorganization in the superior temporal cortex (STC) of deaf subjects and hearing controls. We found that only in the deaf
subjects, all visual stimuli activated the STC. The cross-modal activation induced by the checkerboard was mainly due to a
sensory component via a feed-forward pathway from the thalamus and primary visual cortex, positively correlated with
duration of deafness, indicating a consequence of pure sensory deprivation. In contrast, the STC activity evoked by language
stimuli was functionally connected to both the visual cortex and the frontotemporal areas, which were highly correlated with the
learning of sign language, suggesting a strong language component via a possible feedback modulation. While the sensory
component exhibited specificity to features of a visual stimulus (e.g., selective to the form of words, bodies, or faces) and the
language (semantic) component appeared to recruit a common frontotemporal neural network, the two components converged
to the STC and caused plasticity with different multivoxel activity patterns. In summary, the present study showed plausible
neural pathways for auditory reorganization and correlations of activations of the reorganized cortical areas with developmental
factors and provided unique evidence towards the understanding of neural circuits involved in cross-modal plasticity.

1. Introduction

Cortical structures that are deprived of their normal sen-
sory input may become responsive to the stimulation of
adjacent receptors, a process that is generally known as
cross-modal plasticity or cross-modal reorganization [1].
In human brain imaging studies, there is growing evidence
showing that, in early bilaterally deaf adults, the superior
temporal cortex (STC) may experience cross-modal

recruitment of different visual inputs, such as visual
motion [2-8], biological motion [9-11], sign language
[11-19], and silent speech reading [15, 20-23]. Animal
models have also confirmed the dystrophic change that
occurs when the auditory cortex fails to develop typically
due to the absence of auditory input [24-28].
Visual-related responses in the STC of deaf subjects
could result from long-term auditory deprivation (e.g.,
missing auditory sensory input) but could also be caused
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by other dynamic cognitive functions (e.g., sign language
learning) [1, 12, 16, 19, 29, 30]. In the previous studies,
STC activity was found to positively correlate with the
duration of deafness or the age at cochlear implantation
[2, 18, 31-35], suggesting that functional reorganization
was likely to take place in the auditory cortex over a
considerable period of time. A functional magnetic reso-
nance imaging (fMRI) study showed that STC activation
was highly correlated with speech reading fluency, but
not with the duration of sensory deprivation [36], indicat-
ing that functional compensation of sensory deprivation
did not require slow progressive colonization of the STC
by visual inputs, but instead rapidly modulated by the
preexisting latent connectivity from high-level language-
related cortical areas. Thus, for the reorganization of
STC, potentially both bottom-up signals (e.g., from the
visual cortex) and top-down modulation (e.g., from the
associative frontal-temporal areas) could contribute to
such cross-modal activity [30]. Meanwhile, a magnetoen-
cephalography study showed that the left frontotemporal
network, including the STG, was activated during lexicose-
mantic processing in the congenitally deaf individuals, but
not responsive to the early sensory visual processing,
suggesting a more top-down modulation from high-level
language-related regions [37].

Although it is clearly known that the STC responds to
various visual stimuli in deaf people, the neural mechanisms
underlying this cross-modal plasticity are still not fully
understood. There are questions remaining to be answered.
First, how do developmental factors (e.g., the duration of
deafness or the learning of sign languages) in deaf people
constrain or promote the reorganized activity in the auditory
cortex? Second, how do the bottom-up and top-down two
neural pathways contribute to cross-modal activation? Third,
does the STC integrate inputs from different pathways, or
does it keep them functionally segregated?

In the present study, using fMRI, we aimed to directly
compare cross-modal activity and whole-brain functional
connectivity in subjects when they were viewing a general
stimulus (checkerboard) representing the bottom-up input
from the visual cortex and language-related stimuli (words,
sign language, and lip-reading) denoting the both bottom-
up from visual regions and top-down signals from associa-
tive cortical areas. Nineteen profoundly deaf (congenital)
subjects, 15 residual hearing subjects with a hearing aid,
and 15 hearing subjects were recruited to investigate how
behavioral factors (e.g., the duration of hearing loss and
age at sign language learning) affected cross-modal activ-
ity. This study also aimed to investigate possible sources
of cross-modal activation by applying dynamic causal
modeling (DCM) [38] and representational similarity anal-
ysis (RSA) [39]. We hypothesized that the reorganized
STC activity by a checkerboard was mainly induced
through a feed-forward network and that activity provoked
by language-related stimuli was instigated from both feed-
forward and feedback components, but relied more on the
feedback regulation. Furthermore, it was considered that
the STC activities responsive to the two pathways were
likely to be functionally segregated.
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2. Materials and Methods

2.1. Participants. Thirty-four early-deaf subjects (14 males;
mean age: 20.8 years old) and 15 hearing controls (7 males;
mean age: 20.3 years old) participated in the study. The deaf
participants were from the Shanghai Youth Technical School
for the Deaf (http://www.shlqj.net/longxiao), and their infor-
mation on the history of hearing loss, hearing aid use, and
sign language use was documented through an individual
interview (Table 1). All participants were healthy, had a
normal or corrected-to-normal vision, were not taking psy-
choactive medications, did not have a history of neurological
or psychiatric illness, took classes at the high-school level,
and had normal cognitive functions. In the residual hearing
group, most participants communicated by a combination
of two or three strategies, which included spoken language
(13 out of 15), lip-reading (8 out of 15), and sign language
(11 out of 15), while most of the profound deaf (15 out of
19) communicated only via sign language. The ethical
committee at East China Normal University in China
approved the experimental procedure. All participants gave
their informed and written consent according to the Declara-
tion of Helsinki and were paid for their participation. The 15
hearing subjects were recruited from East China Normal
University in China and had no learning experience of sign
language or lip reading. The groups were matched for age,
gender, handedness, and education.

Suitable deaf participants were selected by means of
hearing threshold pretests, conducted within the 2 weeks
preceding the fMRI experiment. To facilitate a preliminary
screening of the subjects, deaf participants self-reported their
level of hearing loss on the basis of their audiologists’ diagno-
ses. Hearing thresholds of all the participants were then
measured at the Institute of Speech and Hearing Science,
Shanghai. Thresholds were assessed monaurally for both
ears, either with or without a hearing aid, at 250, 500, 1000,
2000, 4000, and 8000 Hz, using steps of 5dB. According to
the International Hearing Impairment Classification Stan-
dard [40], we divided the 34 deaf participants into two groups
in terms of their hearing loss level: profoundly deaf (>90dB,
n =19; in average, the left hearing is 106.8 + 2.5 dB; the right
hearing is 106.7+2.4dB) and residual hearing (<75dB,
n = 15; the left hearing is 73.6 £ 5.5 dB; the right hearing is
76.1 +4.4dB) (Table 1).

2.2. Visual Stimuli. Four different visual materials were
presented to participants, a checkerboard pattern to act as a
general visual stimulus, and three visual stimuli with lan-
guage content: words, sign language, and lip-reading
(Figure 1, which also see details in Supporting information
(available here)). All stimuli were pseudorandomly presented
using a block design (Figure 1). Within each block, only one
type of stimulus was presented. Each block lasted 20s and
was followed by a 20s interblock interval. During the 20s
visual presentation, the stimuli were played at a similar rate.
During the 20s interval, a red cross with a black background
was presented at the center of the screen and participants
were asked to maintain their gaze on the cross. Per subject,
twenty blocks in total were included. That is, each type of
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TaBLE 1: Demographic data of the participants.

(a) Profoundly deaf

Hearin
Number Age (years) Sex Cause of deafness threshold ?dB) Age of SL (years) Duration of deafness (years)
Left Right
1 17 M Hereditary 104 106 N/A 16
2 20 M Ototoxic drugs 110 110 6 19
3 20 M Ototoxic drugs 84 79 8 18
4 24 M Ototoxic drugs 119 118 13 22
5 21 F Ototoxic drugs 112 108 10 20
6 22 F Ototoxic drugs 118 120 11 15
7 18 F Ototoxic drugs 119 120 7 15
8 20 M Ototoxic drugs 110 93 9 19
9 19 F Hereditary 109 109 N/A 18
10 20 M Hereditary 94 93 N/A 20
11 23 F Meningitis 103 108 6 21
12 22 F Hereditary 81 95 N/A 22
13 21 F Unknown 110 109 7 19
14 22 F Ototoxic drugs 108 117 7 21
15 21 M Ototoxic drugs 110 110 6 21
16 21 F Meningitis 104 103 6 20
17 22 M Ototoxic drugs 105 110 7 20
18 22 M Ototoxic drugs >120 109 6 21
19 21 M Ototoxic drugs >110 110 13 19
(b) Residual hearing
Number Age ox Cause of .Hearing thres_hold (d.B) . Duration of deafness ~ Duration of hearing aid use
(years) deafness Left (without aid) Right (without aid) (years) (years)
1 18 F Meningitis 60 (105) 55 (101) 18 15
2 19 M Ototoxic drugs 100 75 (75) 17 14
3 19 F  Ototoxic drugs 48 (73) 35 (70) 19 10
4 20 F  Ototoxic drugs 105 79 (106) 18 10
5 19 M Meningitis 41 (88) 64 (103) 19 15
6 24 M Ototoxic drugs 70 (76) 93 (101) 23 11
7 24 F  Head injury 66 (107) 94 (98) 22 22
8 24 F  Ototoxic drugs 47 (68) 65 (93) 23 20
9 21 F  Ototoxic drugs 75 (86) 89 19 14
10 20 M Ototoxic drugs 69 (99) 75 (103) 18 17
11 21 F  Ototoxic drugs 86 (108) 66 (88) 19 18
12 19 F  Ototoxic drugs 69 (88) 84 (99) 18 15
13 20 F  Ototoxic drugs 96 83 (95) 18 14
14 20 F  Ototoxic drugs 108 84 (110) 18 11
15 23 F  Ototoxic drugs 65 (101) 101 20 19
(c) Hearing participants
Number Age (years) Sex
1 19 M
2 23 M
3 19 F
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TasLE 1: Continued.

Number Age (years) Sex
4 17 F
5 19 F
6 21 F
7 20 F
8 20 F
9 19 M
10 19 F
11 19 F
12 24 M
13 22 M
14 22 M
15 22 M

The hearing loss of deaf participants was confirmed by testing hearing thresholds with audiometry (see Methods and Materials) in the Institute of Speech and
Hearing Science at East China Normal University. The averaged hearing thresholds in decibels of each participant are reported in the table. Profoundly deaf
group: n =19, 9 females, mean age = 20.84 + 1.68 years; residual hearing group: n =15, 11 females, mean age = 20.73 + 2.05 years. SL: sign language. Note:

ototoxic drugs mean the misuse of antibiotics.

FIGURE 1: An example session of experimental paradigm. Subjects were presented alternating blocks of four different visual stimuli:
checkerboard, words, sign language, and lip-reading. The order of presentation was pseudorandomly assigned. For each subject, there
were 20 blocks (four stimuli X five repetitions), with each stimulus presented for 20 s and the black screen sustained for 20s as an interval.
The whole experiment was separated into three sessions for the purpose of avoiding subject fatigue. Throughout a block, subjects were
asked to either fixate on a red cross at the center of the screen or concentrate on the visual stimuli. Questions were asked at the end of the
experiment to ensure that subjects had paid attention to the visual stimuli (Supporting information).

stimulus was repeated for five times. The blocks were sepa-
rated into three sessions (6 or 7 blocks per session), with a
5 min intersession interval for rest.

Checkerboard stimuli were presented at 1280 x 1024
pixels. Each image was presented for 1s. Word stimuli were
composed of 80 Chinese characters (monosyllable) chosen
from the List of Frequently Used Characters in Modern Chi-
nese written by the State Language Commission of China.
Each character was written in white on a black background
and presented as a stimulus for 1s using a font and size of
SimSun 36. For sign language stimuli, five sentences were
chosen and expressed by a female presenter moving her
hands and arms without facial expression. The video was
presented at a resolution of 1024 x 768 pixels, and each sen-
tence lasting 10 seconds was repeated twice within the same
block (20seconds). The presenter’s face in the video was
masked to avoid potential interference from the lip-reading.
For lip-reading stimuli, consecutive frames of a feminine face
pronouncing disyllable Chinese words were presented at a
moderate speed. The disyllable words were chosen from the

Lexicon of Common Words in Contemporary Chinese by
the Commercial Press. Both sign language and lip-reading
stimuli were displayed at a rate similar to that used for the
word and checkerboard stimuli (~1 Hz). The questionnaire
data after scanning showed that all the participants were able
to view the stimuli clearly and understand the content of each
stimulus (Supporting information).

2.3. Experiment Procedure. The fMRI experiment was
approved by the Shanghai Key Laboratory of Magnetic Reso-
nance at East China Normal University. Before scanning, the
experimental paradigm and scanning procedures were intro-
duced to the deaf participants through a professional signer.
They were asked to stay focused on stimuli and were told that
they would be asked questions later after the scan to ensure
that attention had been paid to the stimuli. Visual stimuli
were displayed on a half-transparent screen hung around
285 cm away from the participant’s eyes and displayed via a
LCD projector (Epson ELP-7200L, Tokyo, Japan). The
participant viewed the screen through a mirror. The
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participant’s right hand was placed on a button box con-
nected to a computer so that the participant was able to press
a button as a sign that he/she wished to withdraw at any stage
of the experiment or scan, without having to give a reason.

After scanning, all participants were asked to complete a
feedback questionnaire about the content of the experiment
and their subjective experiences, to ensure that they were
paying attention during the experimental sessions. They were
also asked to give ratings on a 3-point scale (3 = all stimuli
were very clear, 1 = all stimuli were not clear) to ensure both
the clarity of visual stimuli presented and their full engage-
ment in the experiment. Additionally, participants had to
describe what they had just seen between trials, the frequency
of checkerboard flashing, and the meaning of simple words,
sign language, and lip-reading sentences used during the
experiment. We did not intend to control the complexity of
the language stimuli. The rating scores from stimulus catego-
ries did not significantly differ from each other (one-way
ANOVA, p>0.3).

2.4. Data Acquisition. The fMRI was performed on a 3-T
TimTrio (Siemens, Erlangen, Germany) scanner. During
scanning, the participant’s head was immobilized using a
tight but comfortable foam padding. To avoid nonspecific
activation, the participant was asked not to make any sort
of response or read aloud during the scan. When presented
with visual stimuli, the participant was required to concen-
trate on the presentation but was not required to perform
any mental task or physical operation. Ear defenders were
used for all residual and hearing participants throughout
the whole procedure. Each participant underwent a T1-
weighted structural MR scan (3-D FLASH), with 1 mm-
thick slices, a repetition time (TR) of 1900 ms, an echo time
(TE) of 3.42 ms, a flip angle of 9°, and a field of view (FOV)
of 240 x 240 mm. FMRI was performed using echo planar
imaging (EPI) sequences with the following parameters:
32 axial slices acquired in an interleaved order; TR,
2000 ms; TE, 30 ms; voxel size, 3.75x%3.75x3.75 mm; flip
angle, 70 and FOV, 240 x 240 mm. A total of 147 sessions
(78,400 volumes) were collected from 49 participants.

2.5. Preprocessing. The first two volumes of each run were
discarded to allow for T1 equilibration effects. Data were
analyzed using SPM8 (Wellcome Trust Centre for Neuroim-
aging, London, UK) running within Matlab 7.10 (Mathworks
Inc,, Natick, MA, USA). The image data preprocessing
followed standard SPM8 preprocessing procedures and
included slice timing correction, realignment for the correc-
tion of motion artifacts, coregistration to the participant’s
structural T1 image, normalization to the Montreal Neuro-
logical Institute (MNI) template, and smoothing with a
Gaussian kernel of [8 8 8] full width at half maximum. No
participants were discarded from the analysis. The head
movements were less than 3.75 mm.

2.6. Cross-Modal Activation Analysis. A first-level analysis
approach was adopted for the block-design fMRI data using
SPM8. In this step, a general linear model encompassing
the design and contrasts at the individual subject level was

created. The model contained all the information on different
conditions, onsets, and durations for all the scans combined
across a subject. The twelve predictors included [1-4] the
onsets of the four conditions (checkerboard, words, sign
language, and lip-reading) in the profoundly deaf group,
[5-8] the onsets of the four conditions in the residual deaf
group, and [9-12] the onsets of the four conditions in the
hearing group. These twelve events were modeled as delta
functions convolved with the canonical hemodynamic
response function and its temporal and dispersion deriva-
tives. Head motion parameters derived from realignment
were also included in the model as covariates of no interest.
The weighted sum of the parameter estimates from the
individual analysis was represented as contrast images that
were used for the group analysis using a random effect
model. The contrast images obtained from the individual
analyses represented the normalized condition-related
increment of the MR signal of each subject, with the visual
stimulus presentations compared with the resting baseline
period (stimuli > baseline). The second-level group analysis
of the three participant groups (Group: profoundly deaf,
residual hearing, and hearing) in the four experimental
conditions (Condition: checkerboard, words, sign language,
and lip-reading) was performed using SPM. Each contrast
image from the relevant condition was firstly submitted to
a one-sample t-test at the group level for the whole brain
to examine the cross-modal activations in the auditory
cortex in individual groups. Then, to identify the differ-
ences between groups and conditions, a two-way ANOVA
with two main factors: Group and Condition, was con-
ducted for the whole brain using a general linear model.
To define the regions of interests (ROIs) for following
analyses, the peak voxels were selected within the STC
(Brodmann areas 41 and 42) in the right hemisphere of
the whole-brain map showing a significant main effect of
Group (peak at [66 -27 13]) and within language-
related brain regions: the left anterior temporal cortex
(ATC, peak at [-57 7 —9]) and left inferior frontal gyrus
(IFG, peak at [-47 22 13]) in the map showing the
Condition effect. A spherical ROI with a 10 mm radius was
then generated and centered on the peak voxel. The mean
percent signal change for each participant was extracted from
the first-level analysis using the Marsbar software tool
(http://marsbar.sourceforge.net).

2.7. Correlation Analysis. In the residual hearing group, most
participants communicated by a combination of two or three
strategies, which made the analysis of their language learning
experience complicated. In the profoundly deaf group, lan-
guage experience of four participants was not available.
Therefore, only 15 profoundly deaf participants were
included in the correlation analysis. For the same reason,
only the profoundly deaf group was examined to be com-
pared with the hearing group in the functional connectivity
analysis and dynamic casual modeling (descripted below).
To test the hypothesis that the sign language experience
would modulate cross-modal reorganization, we examined
the activity in the right superior temporal cortex (STC; using
the ROIs defined in the STC showing the Group effect).
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Spearman’s rank tests for correlations between STC activity
and the duration of deafness or between STC activity and
the age of learning sign language were performed.

2.8. Functional Connectivity Analysis. A functional connec-
tivity analysis was performed to search for brain areas show-
ing significant differences between the profoundly deaf and
hearing groups, with the right STC as a seed region (the same
ROI in the above analyses). Functional connectivity analyses
were performed using CONN-fMRI Functional Connectivity
SPM [41]. EPI images that had been preprocessed as
described but had undergone no further statistical analysis
were used. Connectivity strength was calculated over the
visual presentation period. Before the subject-level analysis,
standard preprocessing and depositing procedures using the
default settings of the CONN toolbox were performed on
the EPI data using the BOLD signal derived from white mat-
ter masks and cerebrospinal fluid, as well as motion correc-
tion parameters from the realignment stage of the spatial
preprocessing as covariates of no interest. The data were fur-
ther band-pass filtered between 0.008 and 0.09 Hz. For each
subject, bivariate regression coeflicients were estimated to
represent the total linear temporal association between the
BOLD signal of the ROIs and the rest of the brain. The sub-
sequent analysis compared correlation strengths by a two-
sample t-test (FDR, p <0.05 corrected) on the beta images
from the group analysis to examine the differences between
the profoundly deaf and the hearing groups at a whole-
brain level. To identify the task specificity in each stimulus
condition, a further two-sample t-test (FDR, p <0.05 cor-
rected) on the beta images of differences between the groups
was performed to examine the differences between the check-
erboard condition and the three language conditions.

2.9. Dynamic Causal Modeling. Six different models regard-
ing the language-related visual inputs in deaf participants
were compared. These models mainly tested whether STC
activations were induced by language stimuli receiving the
feedback modulation from IFG and ATC and the feed-
forward signal from the primary visual cortex (V1) (see
Results). Each model was composed of four regions: IFG,
ATC, STC, and V1. The extrinsic input (visual stimulation)
always entered the system via the V1. The main differences
among the models involved the connections among brain
regions: specifically, (1) a model with feedback or feed-
forward connections between IFG/ATC and STC, (2) a
model with both feed-forward connections between V1 and
STC and between V1 and ATC, and (3) a model with only
teed-forward connections between V1 and STC or between
V1 and ATC. The models were split into two classes of fam-
ilies. The first class tested if models with or without feedback
(IFG/ATC to STC) were more likely to explain the data. The
family with feedback from IFG/ATC to STC included models
[1], [3], and [5], and the family without feedback included
models [2], [4], and [6]. The second class tested if models
fitted the data which explained the connections between V1
and STC, including V1 to STC (models [1] and [2]), V1 to
both STC and ATC (models [3] and [4]), or V1 to only
ATC (models [5] and [6]). A group analysis (p <0.001,
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FDR p <0.05 corrected) of deaf participants (profoundly
deaf and residual hearing groups) was conducted to investi-
gate the voxels most significantly activated across all three
language-related stimuli in areas of left V1, STC, ATC, and
IFG. Specifically, the peak intensities of four regions were
identified at V1 [0 -78 -3], STC [-63 -48 9], ATC
[-57 7 -9], and IFG [-48 22 13]. The principle
eigenvariety (time series) was extracted from the volumes of
interest that centered at the coordinates of the nearest voxels
within a sphere of 8 mm radius (ROI). Based on the esti-
mated model evidence of each model, using SPM8, random
effect Bayesian model selection then calculated the “exceed-
ance probability.” When comparing model families, all
models within a family were averaged using Bayesian model
averaging and the exceedance probabilities were calculated
for each model family.

2.10. Representational Similarity Analysis (RSA). The analysis
of neural activity within ROIs was conducted with the RSA
toolbox (http://www.mrc-cbu.cam.ac.uk/methods-and-resou
rces/toolboxes/) [39]. Both the primary visual area and STC
were selected as ROIs defined anatomically by using WFU
PickAtlas [42]. We compared the condition-wise patterns
amongst fMRI t-maps for the four types of visual stimuli:
checkerboard (nonlanguage), words, sign language, and lip-
reading (language). Per subject, the representational dissimi-
larity matrixes (RDMs) comprised correlation distances (1
correlation coeflicient) between the images from the blocks
for each condition in both the profoundly deaf and the resid-
ual hearing group, which yielded a 4 x4 matrix. The four
conditions were separated into two categories: nonlanguage
(checkerboard) and language (words, sign language, and
lip-reading). We then compared the correlation coeflicient
in the three pairs between the nonlanguage and the language
conditions (category C-L: checkerboard versus words,
checkerboard versus sign language, and checkerboard versus
lip-reading) with the three pairs within the language condi-
tions (category L-L: words versus sign language, words versus
lip-reading, and sign language versus lip-reading) for each
subject. In the individual ROIs, the similarities of the two
categories were tested statistically (¢-test, p <0.05) in both
the profoundly deaf and the residual hearing groups. As there
was no plasticity in the auditory cortex with most of visual
stimuli in the hearing group, the RSA analysis did not include
such group of participants.

3. Results

3.1. Brain Activations in Auditory Areas in Response to Visual
Stimuli. We first examined cross-modal activation in the STC
of both the deaf and the hearing groups at the group level for
each condition (Table 2). We found that the STC was signif-
icantly activated by all of the visual stimuli (p < 0.001, cluster
level pppr <0.05 corrected; Figure 2(a)) in the deaf partici-
pants. The visual stimuli with language content activated
the STC bilaterally, and the checkerboard only induced the
STC activation in the right hemisphere (Figure 2(a)). The
hearing subjects did not show such cross-modal activity,
except for the lip-reading condition. Then, we conducted a
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TaBLE 2: Peak activations for BA41 and BA42: profoundly deaf, residual hearing, and hearing groups (p < 0.001, uncorrected, minimum

cluster size = 10).

Peak coordinates

Peak coordinates

Group (BA41) Number of voxels  Peak Z statistic (BA42) Number of voxels  Peak Z statistic
X Y Z X Y Z
Checkerboard
Profound / / / / / 66 -27 15 19 4.47
Residual / / / / / 69 —24 9 30 3.87
Hearing / / / / / / / /
Word
Profound —48 -33 12 23 4.49 60 -30 15 29 3.78
Residual / / / / / 69 27 9 12 3.64
Hearing / / / / / / / / /
Sign language
54 -24 6 20 4.54 66 -30 12 34 5.54
Profound
/ / / / / -66  —30 6 11 4.75
. 48 -33 9 24 5.07 66 -36 18 31 4.62
Residual
/ / / / / -63 -30 6 18 4.75
Hearing / / / / / / / / /
Lip-reading
54 —-24 16 4.72 66 —24 12 39 4.70
Profound
/ / / / —66 -30 6 13 3.92
. 57 =27 12 18 441 63 —24 12 45 5.10
Residual
/ / / / / -69 =27 6 38 5.36
. 54 —24 6 13 4.44 66 =30 12 33 4.40
Hearing
/ / / / / —-69 =27 6 14 4.26

Peak coordinates refer to stereotactic coordinates in MNI (Montreal Neurological Institute) space. BA: Brodmann area.

two-way ANOVA to identify the difference in brain activity
between the profoundly deaf, the residual hearing, and the
hearing groups and between four visual conditions
(Figure 2(b) and Table 3). Results demonstrated that the acti-
vations in the right STC had a significant main effect of both
Group (p<0.001, pppg <0.05 corrected, Figure 2(b)) and
Condition (p <0.001, pppg <0.05 corrected, Figure 2(b)).
Other brain areas, including the bilateral middle lateral
occipital gyrus, bilateral anterior temporal cortex (ATC),
and inferior frontal gyrus (IFG), were also activated to the
main effect of Condition (Table 3).

We next studied the STC activation in the right hemi-
sphere that was induced by all four visual stimuli
(Figures 2(a) and 2(c) and Table 2). For the checkerboard
stimulus, we found that the right STC was significantly acti-
vated, and the post hoc region of interest (RO, selected from
the map showing the main effect of Group) analysis showed
that the cross-modal activation was significantly higher in
both the profoundly deaf (t-test, p < 0.017) and the residual
hearing groups (t-test, p < 0.002) than in the hearing group
(Figure 2(c), first row). For the visual word stimulus, the acti-
vation in the right STC showed significant differences
between the profoundly deaf and the hearing groups (#-test,
p <0.002) and between the residual- and hearing groups
(t-test, p<0.001) (Figure 2(c), second row). For the sign
language stimulus, the STC showed enhanced responses in

both the profoundly deaf (t-test, p < 0.003) and the residual
hearing groups (¢-test, p < 0.02) in comparison with the hear-
ing subjects (Figure 2(c), third row). For the lip-reading stim-
ulus, cross-modal activations were found in the right STC in
all subject groups, with no significant differences being found
between the profoundly deaf and the hearing groups and
between the residual hearing and the hearing groups (-test,
all p > 0.2; Figure 2(c), last row).

3.2. Correlations between Developmental Parameters and STC
Activations. We then wished to investigate whether activa-
tions in auditory regions showed a stronger correlation with
the duration of hearing loss or with the age of starting to
learn sign language. Most of the residual hearing subjects
had a reasonably similar learning duration in reading Chi-
nese words and frequently used multiple language strategies
(sign language, speech reading, and spoken language) in their
communications. Thus, it is difficult to determine the accu-
rate duration of language learning in the residual hearing
group. In the correlation analysis, we only included pro-
foundly deaf subjects and the developmental factors of dura-
tion of deafness and the age of learning sign language
(Table 1). We first confirmed that the two developmental
parameters were not significantly correlated with each other
(Spearman’s rank, r = —0.238, p > 0.392).
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FIGURE 2: Activations in the superior temporal cortex in response to visual stimuli. (a) Group-level activities for the four visual stimuli are
displayed in MNI (Montreal Neurological Institute) standard space. Lateral views of left and right hemispheres showing activity for the
checkerboard, word, sign language, and lip-reading stimuli in deaf (red, including both the profoundly deaf and the residual hearing
groups, n = 34) and hearing (blue, n = 15) groups within the brain regions of Brodmann areas (BAs) 41 and 42. The deaf group showed a
response to the checkerboard in the right STC region (p < 0.001, FDR p < 0.05 corrected). Bilateral STC activations were found under the
word and sign language conditions in deaf subjects (p < 0.001, FDR p < 0.05 corrected). Both the deaf and the hearing groups showed
bilateral activations for the lip-reading stimuli (p <0.001, FDR p<0.05 corrected). The coordinates and voxel sizes are listed in
detail in Table 2. (b) Brain activation to the main effect of Group and Condition are projected on lateral and top views of the brain
(t>3.0, p<0.001, FDR p < 0.05 corrected). (c) Percent signal change in the regions of interest (10 mm sphere surrounding the peak voxel
at [66 —27 13] in the right STC of the brain map showing the Group effect) of the profoundly deaf (orange, n = 19), residual hearing
(yellow, n=15), and hearing (blue, n=15) groups. *p <0.05 (Student’s t-test), **p < 0.01. Error bars indicate 1 standard error. L: left

hemisphere; R: right hemisphere; STC: superior temporal cortex; IFG: inferior frontal gyrus.

For profoundly deaf individuals, we found that the right
STC activation resulting from the checkerboard was posi-
tively correlated with the duration of deafness (Spearman’s
rank, r =0.501, p < 0.05), but not with the age of sign lan-
guage learning (Spearman’s rank, r=-0.251, p>0.366;
Figure 3(a)). In contrast, the STC activation evoked by sign
language stimuli was positively associated with the onset of
sign language learning (r =0.670, p < 0.006), but not with
the duration of deafness (r =0.034, p > 0.903; Figure 3(b)).
Similar correlations were also found for all the visual stimuli
that contained language content. That is, STC activity
induced by all of the language stimuli was highly correlated
with the onset of sign language learning (Spearman’s rank,
r=0.370, p <0.012), but not with the duration of deafness
(Spearman’s rank, r = —0.04, p > 0.792; Figure 3(c)). Further
analyses showed that the activation in the left ATC and left
IFG during the presentation of sign language was highly
correlated with the onset of sign language learning (ATC:
r=0.642, p<0.01; IFG: r=0.703, p<0.003; Figure SI).
Interestingly, the activation in the same IFG region under

the word condition also demonstrated a significant corre-
lation with the onset of sign language learning (IFG: r=
0.501, p <0.05) (Figure S1). However, no areas showing
significant correlation with the onset of sign language were
found under the checkerboard condition.

3.3. Whole-Brain Functional Connectivity with Cross-Modal
Activity in the STC. We next examined the neural sources
of cross-modal plasticity in the auditory cortex. We placed
a seed region in the reorganized right STC and examined
the difference in whole-brain functional connectivity
between the profoundly deaf and the hearing subjects
(p <0.001, FDR p < 0.05 corrected) under the checkerboard
condition. We identified significantly greater connection
strengths to the STC in the occipital cortex (peak at
[-38 -82 0], t-test, p < 0.001) and right thalamus (peak
at[14 -—12 0], t-test, p <0.01) of deaf subjects in compar-
ison with hearing subjects (Figure 4(a)).

To explore the difference in functional connectivity
between the language stimuli and the checkerboard, we
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TaBLE 3: Peak activations for the main effect of Group and Condition (two-way ANOVA, p < 0.001, FDR p < 0.05 corrected).
Main effect Brain region Number of voxels x Peak cot}afrdmates 7 Z score
Temporal_Superior_Right 151 66 =27 13 4.16
Occipital_Middle_Left 53 -36 -81 0 4.14
Occipital_Middle_Right 77 24 -96 3 5.49
Anglar_Left 34 -54 -60 39 4.02
Frontal _Middle_Right 21 -33 6 45 4.01
Group
Precentral_Left 56 -24 -3 36 3.76
Thalamus_Right 10 24 =27 21 3.92
Cerebelum_7b_Left 17 -36 —48 —42 3.47
SupraMarginal_Right 19 42 -39 33 3.35
Cingulum_Anterior_Right 10 6 42 15 3.17
Temporal_Superior_Right 426 66 -25 10 6.75
Temporal_Superior_Left 305 -63 —48 9 7.54
Frontal Inferior Tri Left 249 —48 22 13 7.58
Frontal_Inferior_Tri_Right 45 42 30 0 5.85
Temporal_Middle_Left 234 54 -3 45 6.37
Temporal_Middle_Right 261 51 -66 3 5.75
Temporal_Pole_Left 34 -57 7 -9 4.47
o Temporal_Pole_Right 50 57 6 -12 5.19
Condition ) ]
Cingulum_Anterior 123 -12 42 0 7.36
ParaHippocampal_Right 56 30 -36 -9 7.05
Fusiform_Left 30 -30 -39 -12 6.44
Frontal _Middle_Right 23 30 24 39 4.12
Precentral_Left 54 -51 -6 48 5.41
Precentral_Right 12 54 -3 45 5.19
Precuneus_Right 49 9 —48 48 6.22
Lingual_Left 29 -78 -3 4.68

Note: peak coordinates refer to stereotactic coordinates in MNI space.

further compared the connectivity contrast (profoundly deaf
versus hearing) of each language stimulus with the checker-
board contrast at the whole-brain level (p <0.001, FDR

p <0.05 corrected) (Figure 4 and Table 4). For the word
stimuli, compared with the checkerboard, we found
enhanced connection strengths not only in the left
occipital cortex (left hemisphere, peak at [-42 -58 —14],
t =3.89) but also in the bilateral ATC (the left hemisphere:
peakat [-40 2 -14], t =5.67; the right hemisphere: peak
at [58 14 -14], t=4.97) and right IFG (peak at
[54 -21 3], t=28.73; Figures 4(b) and 4(e)). The con-
nected area in the left occipital cortex for the word condi-
tion was located precisely in the classical visual word form
area, which is specific to the processing of visual word
information [43-45]. For the sign language stimuli, we
identified significantly stronger connections in the bilateral
middle temporal areas (the right hemisphere: peak at
[52 —68 6], t=6.84; the left hemisphere: peak at
[44 -70 8], t=5.74), the bilateral FFA (the right
hemisphere: peak at [42 —52 —16],t = 5.70; the left hemi-
sphere: peakat[-32 —-60 -16],t=4.20), right ATC (peak

at [50 12 -14], t=5.63), and bilateral IFG (the right
hemisphere: peak at [54 21 -6], t =5.83; the left hemi-
sphere: peak at [-48 21 -10], t =5.33; Figures 4(c) and
4(f)). The activated bilateral visual areas were identified to
be selective for visual processing of the human body
(extrastriate body area, EBA) [46]. For the lip-reading
condition, we found significantly greater connection
strengths in the bilateral FFA (the right hemisphere: peak at

[38 -58 -—12], t=7.38; the left hemisphere: peak at
[-26 -56 -10], t=5.88, Figure 4(d)), right ATC (peak
at [58 -2 -10], t=6.13), and right IFG (peak at
[52 21 20],t=3.80; Figure 4(g)). The FFA, which is well

known as an area involved in the processing of face infor-
mation [47], was activated in both the sign language and
the lip-reading conditions. In short, in comparison with
the checkerboard stimulus, the STC activity induced by
language stimuli received extra and common connections
from the ATC (e.g., the temporal pole) and frontal (e.g.,
IFG) regions. Additionally, the sensory component was
mainly from visual areas (including the VWEFA, EBA,
and FFA) that seemed highly selective to stimulus features.
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F1GURE 3: Correlations between superior temporal cortex (STC) activations and duration of deafness and onset of sign language learning in
the profoundly deaf group. (a) A sagittal slice depicting the STC region of interest (RO], selected based on the brain map showing the Group
effect, Figure 2(b)) in the right hemisphere. Significant correlations were found in the profoundly deaf group (n = 15) between right STC
activity for the checkerboard and duration of deafness (r =0.501, p < 0.05, Bonferroni corrected), but not between this activation and the
onset of sign language learning (the age of starting to learn sign language) (r =—0.251, p=0.367). (b) In contrast, significant positive
correlation was found between the activation for sign language and the onset of sign language learning (r = 0.670, p < 0.006, corrected),
but not between the activation and hearing loss duration (r = 0.034, p = 0.904). (c) In the profoundly deaf group (n = 15), the STC activity
induced by all the visual language stimuli (including words, sign language, and lip-reading) was correlated with the onset of sign language
learning (r = 0.370, p < 0.012, corrected), but not with the duration of deafness (r = —-0.04, p = 0.792).

3.4. Dynamic Causal Modeling. Although we found that the
visual cortical areas, ATC, and IFG showed functional con-
nections with STC under the language condition, we still do
not know the causal direction between these brain regions.
Dynamic causal modeling (DCM) is a generic Bayesian
framework for inferring interactions among hidden neural
states from measurements of brain activity and has been used
in early blind individuals [48, 49]. Thus, we used DCM and
Bayesian model selection to explore how language compo-
nents reach the STC in deaf subjects by comparing six plau-
sible models (Figure 5(a)). Random effects Bayesian model
selection showed that cross-modal activity observed in the
STC of deaf subjects was best explained by the feedback con-
nection from IFG/ATC (Figure 5(b), left, with feedback;
exceedance probability of 0.97) and feed-forward connection

from V1 (Figure 5(b) right, V1 to STC; exceedance probabil-
ity of 0.43; and V1 to STC/ACT; exceedance probability of
0.30) (in model 1, Figure 5(c); exceedance probability of
0.44). The result strongly suggested that the feedback compo-
nent from language circuit (ATC and IFG) and the feed-
forward component from the sensory region were both
involved in the induction of cross-modal plasticity in the
STC under the language condition.

3.5. Representational Similarity of Cross-Modal Activation in
the STC. We finally wanted to explore whether cross-modal
activities in the STC shared the same spatial activity pattern
when in receipt of distinct contributions from occipital and
temporal-frontal areas. We used a multivariate pattern anal-
ysis technique known as representational similarity analysis
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FiGurek 4: Differences in functional connectivity of the superior temporal cortex (STC) between the profoundly deaf and the hearing groups
and between the checkerboard and the language conditions. Brain slices depicting the significant differences in functional connectivity
between the profoundly deaf and the hearing groups (p < 0.001, FDR p < 0.05 corrected) with the seed region set in the right STC. For the
checkerboard stimulus (a), significantly enhanced functional connectivity between profoundly deaf and hearing subjects was found in the
left occipital cortex and right thalamus. In comparison with the checkerboard (whole brain, p < 0.001, FDR p < 0.05 corrected), for the
word condition (b, e), greater connectivity was shown in the visual word form area, bilateral anterior temporal cortex, and right inferior
frontal gyrus. For sign language (c, f), the bilateral extrastriate body area, right ATC, the bilateral FFA, and the bilateral IFG were
identified as having strong functional connectivity with the right STC. For lip-reading stimuli (d, g), the bilateral FFA, right ATC and
right IFG showed higher functional connectivity with the right STC. Asterisks denote a significant difference between the profoundly deaf
group and the hearing group. Error bars indicate 1 standard error. ***p < 0.001 and *p < 0.05.

(RSA) [39] to examine how the spatial pattern of BOLD sig-
nals over voxels varied in response to different visual stimuli.
Per subject, the representational dissimilarity matrixes
(RDMs) comprised correlation distances (1 correlation
coefficient) between the images from the blocks for each con-
dition in both the profoundly deaf and the residual hearing
groups, which yielded a 4x4 matrix. The four conditions
were separated into two categories: nonlanguage (checker-
board) and language (words, sign language, and lip-reading).
We then compared the correlation coeflicient in the three
pairs between the nonlanguage and the language conditions
(category C-L) with the three pairs within the language
conditions (category L-L) for each subject. Results showed
that correlation coefficients between the checkerboard and
any of the language-related stimuli in the bilateral STC were
significantly lower than those between any two language-
related stimuli in both the profoundly deaf (Figure 6(a), the
left hemisphere, t-test, p <0.0001; the right hemisphere,
t-test, p<0.005) and the residual hearing groups
(Figure 6(a), the left hemisphere, p < 0.0001; the right hemi-
sphere, p < 0.05). As a control comparison, no significant dif-
ferences in RSA were found in the primary visual cortex in
either the profoundly deaf (Figure 6(b), the left hemisphere,
t-test, p > 0.65; the right hemisphere, t-test, p > 0.81) or the
residual hearing individuals (Figure 6(b), the left hemisphere,
t-test, p > 0.72; the right hemisphere, t-test, p > 0.87).

4. Discussion

Relative to hearing subjects, both profoundly deaf and resid-
ual hearing subjects showed enhanced STC responses to
checkerboard, word, and sign language stimuli, which con-
firmed the existence of cross-modal plasticity after auditory
deprivation [2, 14, 35, 50, 51]. While Lambertz et al. [51]
reported that cortical reorganization of the auditory cortex
was only present in profoundly deaf subjects not in subjects
with residual hearing ability, our results showed that such
plasticity existed in both groups of hearing-impaired sub-
jects. One possible interpretation could be that intensive
behavioral and perceptual training caused neuroplasticity in
the late-onset sensory deprivation [30]. Despite the fact
that there are differences between pre- and postlingually
deaf individuals, cross-modal activity is consistently found
in postlingually deaf CI patients as well as in mild to mod-
erately hearing impaired individuals [33, 52-54]. Hearing
subjects also showed significant STC responses to lip-
reading in the present study, which is compatible with
previous observations indicating that silent speech reading
activates lateral parts of the superior temporal plane in
hearing adults [15, 20-23].

Although sensory deprivation triggers cortical reorgani-
zation, the origin of anatomical and functional changes
observed in the STC of deaf individuals is not only sensory
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TasLE 4: Difference in functional connections with the right STC as a seed region.
Contrast Brain region Eﬁrg}:;g ;eak coor;d,matezs T value
Occipital_Middle_Left 399 -38 -82 0 5.23
Occipital_Middle_Left 318 -24 -94 8 521
Cerebellum_Left 40 -32 —-60 —48 471
Checkerboard: profoundly deaf versus hearing group P'firaHlppocar.npal_Rllght o 30 16 28 438
Cingulum_Middle_Right 58 10 26 32 4.15
Thalamus_Right 35 14 -12 0 3.89
Supplementary_Motor_Right 11 12 18 60 3.73
Cerebellum_Left 28 -30 -58 -24 3.71
Frontal_Inferior_Orb_Right 74 54 21 3 6.67
Temporal_Pole_Superior_Right 54 58 14 -16 6.02
Word: (word: profoundly deaf versus hearing groups) Temporal_Pole_Superior_Left 49 —-40 2 -16 4.95
versus (checkerboard: profoundly deaf versus hearing) Visual_word_form_area_Left 47 —42 58 —14 4.71
Occipital_Middle_Right 32 42 -74 14 4.06
Cingulum_Middle_Right 23 6 4 40 3.88
Occipital_Middle_Left 253 —-44 -70 8 5.98
Occipital_Middle_Right 124 52 -68 6 6.84
Fusiform_Left 67 -32 -60 -16 4.20
Fusiform_Right 51 42 -52 -16 5.70
Sign.language: (sign language: profoundly deaf versus Temporal_Pole_Superior_Right 44 50 12 —14 589
hearing groups) versus (checkerboard: profoundly .
deaf versus hearing) Temporal_Pole_Superior_Left 19 —44 14 -16 4.13
Frontal_Inferior_Orb_Left 37 54 21 -6 4.31
Frontal_Inferior_Orb_Right 30 -48 21 -10 5.83
Supplementary_Motor_Area 39 6 10 64 4.39
Parietal_Superior_Left 12 =20 -54 50 4.23
Fusiform_Left 122 -26 -56 —10 5.45
Fusiform_Right 146 38 -58 -12 7.85
Temporal_Pole_Superior_Right 97 58 -2 -10 5.77
Lip-Feading: (lip-reading: profoundly deaf versus Frontal_Inferior_Tri_Right 43 48 2 18 379
hearing groups) versus (checkerboard: profoundly . :
deaf versus hearing) Frontal_Inferior_Orb_Right 21 52 21 20 3.53
Precentral Left 19 —44 -6 —48 4.25
Precentral_Right 22 52 4 46 6.87
Supplementary_Motor_Area 13 -4 6 60 5.13

Note: peak coordinates refer to stereotactic coordinates in MNI space; p < 0.001, FDR p < 0.05 corrected.

(feed-forward) but also cognitive (feedback), such as in the
use of sign language and speech reading [30]. The purely
visual stimulus (checkerboard) provoked activations in the
right STC, which showed correlations only with the duration
of deafness [52], and strong functional connectivity with the
visual cortex and thalamus, implying the contribution of
sensory components to the plasticity. However, the cognitive
stimuli with language content induced activations in both the
right and the left STC, which exhibited strong association
only with the experience of sign language learning, and
enhanced functional connections with not only visual corti-
cal areas but also the ATC and IFG, suggesting a strong
potential top-down modulation of plasticity induced by the
linguistic components of the cognitive stimuli. The DCM
analysis further confirmed the information flow triggered
by the visual stimuli with language content, by showing a

strong feedback effect from IFG/ATC and a feed-forward
effect from V1 to STC.

In deaf humans, it was found that auditory areas
preserved the task-specific activation pattern independent
of input modality (visual or auditory), suggesting the task-
specific reorganization during the cortical plasticity [55].
Cardin et al. [18] showed that auditory deprivation and
language experience cause activations of different areas of
the auditory cortex when two groups of deaf subjects with
different language experience are watching sign language.
In the auditory cortical areas of deaf animals, Lomber with
his colleagues showed that the neural basis for enhanced
visual functions was located to specific auditory cortical sub-
regions. The improved localization of visual stimuli was
eliminated by deactivating the posterior auditory cortex,
while the enhanced sensitivity to visual motion was blocked
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FIGURE 5: Dynamic causal modeling. (a) The six dynamic causal models used for Bayesian model comparison. Each model receives
(parameterized) input at primary visual cortex (V1) source under the language condition in deaf participants. (b) Family-wise Bayesian
model selection was used to establish the best neural network architecture for the feedback and feed-forward effect to the STC. Families of
models with feedback from IFG/ATC to STC and with feed-forward from V1 to STC/ATC best explained the data. (c¢) Random effects
Bayesian model selection showed model 1 (marked with the red box in (a)) best fits the data for the language condition in deaf individuals.

by disabling the dorsal auditory cortex [25, 56, 57]. Land et al.
[58] demonstrated that visually responsive and auditory-
responsive neurons in the higher-order auditory cortex of
deaf cats form two distinct populations that do not show
bimodal interactions. However, we still know little of how
other brain regions contribute to the task-specific activations
in the auditory cortex. In the present study, although neural
reorganization in deaf individuals permits both the sensory
and language inputs to reach the STC, the RSA result sug-
gested that the functions of the two components were segre-
gated within the reorganized auditory area, which confirmed
the functional segregation hypothesis. Furthermore, our
functional connectivity analysis suggested that the stimulus-
specific activation in STC was probably developed via differ-
ent neural pathways. Specifically, the sensory component of
stimuli was found to be highly stimulus-specific. During the
word presentation, visual areas functionally connected with

the STC were located exactly within the visual word form
area (only in the left hemisphere, Figure 4(b)) which is a
region demonstrated to be involved in the identification of
words and letters from lower-level shape images prior to
association with phonology or semantics [44, 45, 59]. During
the sign language and lip-reading stimuli, the functionally
connected visual areas were identified as being in the extra-
striate body area and fusiform face area, which is known to
be especially involved in facial recognition [47, 60] and
human body representation [46]. In contrast, for the lan-
guage component, the cross-modal plasticity shaped by
sign language could also be generalized to the responses
to other language stimuli (Figure 3(c) and Figure S1).
Additionally, STC activities induced by the word, sign lan-
guage, and lip-reading stimuli were functionally connected
with a similar neural network consisting of the temporal
pole areas and inferior frontal regions (part of Broca’s
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area) (Figure 4), which was shown to be involved in
semantic processing in the language system [61]. These
results may suggest that the language components from
different visual stimuli share a common language circuit
for top-down visual-auditory reorganization.

The difference between checkerboard and language-
related stimuli (Figure 6(a)) cannot be interpreted by other
experimental accounts. For example, one may argue that
the language stimuli have a higher visual richness than the
purely visual stimuli, which may therefore have induced
higher similarity within language stimuli. This seems
unlikely, as such a difference in similarity was not shown in
the primary visual cortex (Figure 6(b)).

Previous studies on prelingual deaf groups have proposed
a link between poor speech outcomes and exposure to a
visual language and indicate that the incapacity for pro-
cessing auditory signals (poorer outcomes of cochlear
implant) is due to usurping of the auditory cortex functional-
ity by visual language [31, 32, 62-64]. However, to the con-
trary, some studies indicate that proficiency with speech
reading is linked to better outcomes of cochlear implant

[31, 33, 65-68]. Thus, together with other animal studies,
our human imaging results on functional segregation suggest
that, although exposure to sign language may indeed partially
take over the auditory cortex, the auditory regions could still
preserve the ability to process auditory signals following
cochlear implants, with this being facilitated through the
recruitment of new populations of neurons or different
spatial activity patterns.

In conclusion, both language and sensory components
contribute to the cross-modal plasticity of the STC in deaf
people; these are associated with hearing loss duration and
language experience, respectively. The feed-forward signal of
sensory input is highly stimulus-specific, while the feedback
signal from language input is more associated with a common
neural network. Finally, even though both pathways activate
auditory areas in deaf people, they seem functionally segre-
gated in respect to cross-modal plasticity. In summary, this
study provides important and unique evidence for under-
standing the neural circuits involved in cross-modal plastic-
ity in deaf people and may guide clinicians in consideration
of cochlear implants or hearing recovery.
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Cognitive dysfunctions are highly comorbid with depression. Impairments of cognitive flexibility, which are modulated by the
monoaminergic system of the prefrontal cortex (PFC), are increasingly recognized as an important component of the
pathophysiology and treatment of depression. However, the downstream molecular mechanisms remain unclear. Using a
classical model of depression, this study investigated the effects of social defeat stress on emotional behaviors, on cognitive
flexibility in the attentional set-shifting task (AST), and on the expression of extracellular signal-regulated kinase 1 and 2 (ERK1
and ERK2) and their downstream signaling molecules cAMP-response element binding protein (CREB) and brain-derived
neurotrophic factor (BDNF) in two subregions of the PFC, the medial prefrontal cortex (mPFC), and the orbitofrontal cortex
(OFC). The results showed that stress induced emotional and cognitive alterations associated with depression, including a
decreased sucrose intake ratio and impaired reversal learning and set-shifting performance in the AST. Additionally, rats in the
stress group showed a significant decrease only in ERK2 signaling in the mPFC, while more extensive decreases in both ERK1
signaling and ERK2 signaling were observed in the OFC. Along with the decreased ERK signaling, compared to controls,
stressed rats showed downregulation of CREB phosphorylation and BDNF expression in both the OFC and the mPFC. Further
analysis showed that behavioral changes were differentially correlated with several molecules in subregions of the PFC. These
results suggested that social defeat stress was an effective animal model to induce both emotional and cognitive symptoms of
depression and that the dysfunction of ERK signaling activities in the PFC might be a potential underlying biological mechanism.

1. Introduction

Depression is the most common serious psychiatric disorder
among those with established sets of emotional and cognitive
symptoms. Deficits in cognitive flexibility associated with
prefrontal lobe dysfunction have been recognized as an
important risk factor for the onset of depression [1, 2].
Additionally, antidepressant treatments, which ameliorate
emotional symptoms but do not affect cognitive dysfunction,
can predict the reoccurrence of depression and of worsened
social function and adaptation [3, 4]. Studies across different
species (human, primate, and rodent) have demonstrated
that prefrontal monoaminergic systems, which are the main

targets of antidepressants, are involved in the modulation
of cognitive flexibility [5, 6]. For example, monoaminergic
neurotransmitters, especially serotonin (5-HT) in the orbito-
frontal cortex (OFC) and norepinephrine (NE) in the medial
prefrontal cortex (mPFC), regulate reversal learning and
set shifting, respectively, two core components of cognitive
flexibility [7-10]. In addition, it has been shown that
compared with acute antidepressant treatment, chronic
antidepressant treatment has better outcomes for the amelio-
ration of cognitive dysfunctions [11] and similar effects on
emotional symptoms [12]. These data suggest that there
may be a downstream molecular cascade involved in modu-
lating the emotional and cognitive symptoms of depression.
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The extracellular signal-regulated kinase (ERK) signaling
pathway in neural cells is regarded as the aggregation point
for the effects of monoamines in the brain [13]. Previous
studies from us and others have shown that ERK signaling
is widely involved in the regulation of neuronal plasticity
[14], emotion [15], and learning and memory [16, 17]. For
example, inhibition of mPFC ERK signaling pathways can
induce depressive behaviors such as anhedonia [15] and
impair the retention of fear memory [18]. Our previous study
also found that acute microinjection of the stress hormone
corticotropin-releasing hormone (CRH) into the locus
coeruleus exerted an inverse U-shaped dose-response effect
on the performance of cognitive flexibility, especially set
shifting, and this effect was correlated with the level of ERK
phosphorylation in the mPFC [19]. There are two isomers
in the ERK family, ERK1 (42kD) and ERK2 (44 kD). It has
been shown that ERK1 and ERK2 have different roles in the
regulation of cognitive function. For example, ERK2 mutant
mice showed severe cognitive impairment in an associative
learning task, and children with decreased ERK2 levels
showed impaired cognitive function [20]. In contrast, there
is an enhancement of striatum-dependent LTP in ERKI
knock-out mice, and the enhancement of ERK2 in ERKI
knock-out mice was strongly associated with an improve-
ment in learning and memory [21]. However, it remains
unclear whether and how ERKI and 2 modulate different
components of cognitive flexibility mediated by different
subregions of the PFC.

The present study was designed to examine the effects of
chronic stress on depressive-like behaviors and on the ERK1/
2 pathways in different areas of the PFC, as well as on the
relationships between those subregions. Social defeat stress,
a classical animal model of depression [22], was used to
induce depressive alterations with emotional and cognitive
symptoms. Sucrose preference, a core parameter of depres-
sion, and cognitive flexibility were tested. Rodent cognitive
flexibility was assessed via the attentional set-shifting task
(AST), a task analogue to the Wisconsin card-sorting task,
which sensitively reflects cortical function in humans. In
addition, the activities of ERK1 and ERK2 signaling and their
downstream targets CAMP-response element binding protein
(CREB) and brain-derived neurotrophic factor (BDNF) in
the mPFC and OFC were examined. These targets were
chosen because CREB is one of the most important nuclear
transcription factors downstream of ERK signaling [23],
and it further regulates the production of BDNF, an
activity-dependent molecule that exerts effects on neuronal
activity [24]. There is also an activation of the ERK signaling
pathway after binding of BDNF and its receptor TrkB.
Therefore, the ERK pathway acts as both an upstream and
a downstream signaling pathway of BDNF, both of which
form a positive feedback loop [25-27].

2. Materials and Methods

2.1. Animals. Adult male Wistar rats (180-220 g) as intruders
were obtained from the Lab Animal Center of the China
Academy of Military Medical Sciences (Beijing, China). Ani-
mals arrived 7 days before the experiment for acclimation
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(days 1-7). Rats were maintained on a 12h light/dark cycle
(with the light on at 08:00 am) with food and water available
ad libitum except for during the saccharine preference test
and the restricted diet period in the AST. Body weights were
determined once a week across the whole experimental
period. As aggressive residents in the social defeat procedure,
adult male Long-Evans rats (650-800g) were obtained
from the Lab Animal Center of the Third Military Medical
University of the Chinese PLA (Chongqing, China) and sin-
gly housed for at least 14 days for a strong territorial effect.

All experimental procedures were performed with the
approval of the Institutional Review Board of the Institute
of Psychology at the Chinese Academy of Sciences and
according to the guidelines of the National Institutes of
Health Guide for the Care and Use of Laboratory Animals
(NIH Publication number 80-23).

2.2. Social Defeat Stress. Chronic social defeat stress was
widely used as an animal model of depression. After 7 days
of acclimation, the intruder rats were randomly assigned to
either the social defeat stress (1 =10) or the control (1 =6)
groups. Rats in the stress group received 14 d of social defeat
(days 8-21), and the controls were free of stress. The social
defeat stress in this study was performed using the
“resident-intruder” paradigm as described previously [28].
Briefly, each episode of social stress lasted for 45 min; during
the first 15 min, a rat was placed into the home cage territory
of an unfamiliar Long-Evans resident that was previously
screened for high aggression, and the intruder faced different
residents every day. A typical agonistic encounter resulted in
intruder subordination or defeat, signaled by the intruder
assuming a supine position for at least 3 sec. After the defeat,
a wire mesh enclosure was placed in the cage to prevent
physical contact between the resident and the intruder but
allowing visual, auditory, and olfactory contact for the
remaining 30 min of the defeat session. Controls were placed
into a novel but unoccupied cage for 45min daily in the
same procedure. Rats were returned to their home cages
after each session.

2.3. Sucrose Preference Test. Rats were deprived of water and
food for 20 h (beginning at 20:00) and then were given a 2h
(16:00-18:00) time window for the sucrose preference test
before (day 7) and after (day 21) 2 weeks of social defeat
stress. The rats were given two bottles, one containing tap
water and the other containing 1% sucrose solution. The
amount of each solution consumed was determined by
weighing the bottles before and after the test. Total sucrose
solution intake and total water intake were recorded. The
sucrose preference was assessed by calculating the percentage
of sucrose solution intake as total sucrose solution intake/
total (sucrose +water) intake. At the end of the preference
test, rats were given free access to water and food.

2.4. AST. The procedures for the AST were similar to those
described in our previous study [29]. Briefly, rats were
restricted to 10-14 g of food per day to maintain 80-85% of
their original body weight, with free access to water. Rats
were trained to obtain a reward (1/4 of a Honey Nut Cheerio)
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by digging in two terracotta pots that were defined by a pair
of cues along two stimulus dimensions: the digging medium
filling the pots and the odor applied to the inner rim of the
pots. The “positive” pot was baited with a reward buried at
the bottom of the digging medium. The test contained five
successive stages with increasing difficulty: the first stage
was simple discrimination (SD), which only presented one
relevant stimulus dimension (e.g., the medium). The second
stage was compound discrimination (CD) in which the same
relevant stimulus dimension as that in the SD stage
(medium) was required, and the second dimension (e.g.,
the odor) was presented as an irrelevant distractor. The third
stage was intradimensional shifting (IDS), wherein the
medium was still the relevant dimension and the odor was
still irrelevant, but new media and new odors were intro-
duced. The fourth stage was reversal learning (REL), in which
the same media and odors were used and the medium
remained the relevant dimension, but the positive and nega-
tive cues from the IDS stage were reversed. The fifth stage was
extradimensional shifting (EDS), in which all new media and
odors were again introduced, and the relevant dimension was
the odor instead of the medium. The test proceeded to the
next stage when a rat reached a criterion of six consecutive
correct trials. The number of trials to reach the criterion for
each stage was recorded.

2.5. Tissue Sampling and Western Blotting Analysis. At 24h
after the end of the behavioral testing, rats were decapitated,
and the brains were rapidly removed on ice. Each brain
was placed into a freezing microtome (Leica, CM 3050,
Germany), according to the atlas of Paxinos and Watson
[30]; the mPFC (3.20-2.20mm from the bregma) and
OFC (4.70-3.70mm from the bregma) were bilaterally
punched using a stainless steel cannula with an inner
diameter of 0.6 mm at —20°C as described in our previous
studies [29, 31]. Then, the tissues were placed into liquid
nitrogen for rapid freezing and were stored at —80°C for
subsequent processing.

The tissue samples were placed in 50-70 puL of precooled
lysate buffer (4°C, pH7.5, containing 5ug/mL leupeptin,
5 ug/mL aprotinin, 5ug/mL pepsin inhibitor, 5 ug/mL tryp-
sin inhibitor, 2mM EDTA, 2mM EGTA, 1mM DTT, and
0.5% NP-40) depending on their volume and were then
homogenized using an ultrasonic homogenizer (Sonic Co.,
Stratford, CT, USA). The protein concentrations in the
homogenates were determined by a bicinchoninic acid
(BCA) Protein Assay Kit (CW Biotech, Beijing, China). The
homogenates were then mixed with 5x sodium dodecyl
sulfate (SDS) in proportion to the volume to prepare sample
solutions with a certain concentration. The prepared sample
solutions were denatured at 95°C for 8min. Denatured
proteins (32 ug) were separated by 12% SDS-PAGE and
transferred onto a nitrocellulose (NC) membrane at
230 mA for 1h. The membrane was blocked with 5% nonfat
milk diluted in TBST overnight at 4°C. After being washed in
TBST (10 min X 3), the membrane was incubated at RT for
2h on a shaker with primary antibodies: a rabbit monoclonal
ERK1/2 antibody (1:1000, Cell Signaling Technology Inc.,
Beverly, MA, USA) and a rabbit monoclonal pERK1/2

antibody (1:2000, Cell Signaling Technology Inc.). After
further washing in TBST (10 min x 3), the membrane was
incubated at RT for 1h on a shaker with an HRP-
conjugated goat anti-rabbit IgG secondary antibody
(1:4000, Zhongshan Golden Bridge Biotechnology, Beijing,
China) and then washed again. Bands were detected by
enhanced chemiluminescence (ECL, Millipore, Bedford,
MA, USA) via a FluorChem E System (ProteinSimple, Santa
Clara, CA, USA). After exposure, the membranes were
stripped and reprobed with a primary mouse monoclonal
GAPDH antibody (1:1000, Zhongshan Golden Bridge
Biotechnology) and secondary HRP-conjugated goat anti-
mouse IgG (1:4000, Zhongshan Golden Bridge Biotechnol-
ogy) following the above steps. The pCREB and BDNF levels
and the corresponding GAPDH levels were determined in
different NC membranes using the same procedures. All
bands were quantified using Lab Works TM 4.6 (image
acquisition and analysis software). The ratio of the intensity
of each target band to that of the GAPDH band was used
to analyze differences between the stress and control groups.

2.6. Statistical Analysis. The statistical analysis was
performed using “Statistical Package for Social Sciences”
software (SPSS, version 11.5). AST data were analyzed by
two-way ANOVA (stress x stage) with repeated measures
over stages. The body weight and sucrose preference data
were analyzed by two-way ANOVA (stress x test day) with
repeated measures over tests. The levels of molecular
expression in each subregion of the PFC between the
stress and control groups were compared using Student’s
t-test. Pearson’s correlation analysis was adopted for corre-
lation analyses of molecular levels and behavioral alter-
ations in the mPFC and OFC, respectively. Differences
were considered significant at p < 0.05.

3. Results

3.1. Body Weight. As shown in Figure 1, there were significant
effects of the test day [F(2,13)=224.3, p<0.001] and
stress condition [F(1,14) =7.5, p=0.016]. Further analysis
showed that there was no difference in body weight
between the controls and stressed animals (f;5=-0.713,
p =0.488) before stress exposure (day 7). Animals in the
stress group showed a lower body weight compared to that
in the controls after 7 days (t;5 =-2.760, p=0.015) and 14
days (t,5 =—2.883, p=0.0012) of stress exposure.

3.2. Sucrose Preference Test. The results indicated the main
effects of the test day [F(1,12) =7.279, p=0.019] and stress
[F(1,12) =5.356, p=0.039]. Further analysis showed that
the percentage of sucrose solution intake was not signifi-
cantly different (¢, =-0.309, p=0.763) between controls
and stressed animals before the stress; however, significant
differences were observed after 14 days of stress exposure
(t;5 =—-2.818, p=0.014) (Figure 2).

3.3. AST. Figure 3 shows significant main effects of stress
[F(1,14) =23.35, p<0.001] and task [F(4,56)=21.517,
p<0.001] and a significant effect of the stressx task
interaction [F(4,56) =2.576, p=0.047]. For the main
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expressed as the mean + SEM. *p < 0.05 compared to controls.

effect of task, post hoc comparisons showed that significantly
more trials were required to reach the criterion during REL
and EDS than during the other tasks (p <0.001). Post hoc
analysis of the stress effect indicated that stressed rats
required significantly more trials to reach the criterion in
the REL and EDS stages of the AST than did the controls
(REL: t,;=2.672, p=0.018; EDS: t,.=3.41, p=0.005;
Figure 3).

3.4. Protein Expression of ERK1/2, CREB, and BDNF in the
mPFC and OFC. The levels of pERK1/2, ERK1/2, pCREB,
BDNF, and GAPDH in the OFC and mPFC are shown in
Figures 4 and 5, respectively. Stress significantly decreased
ERK1, pERKI, pERK2, pCREB, and BDNF levels in
the OFC (ERKI: t,,=3.774, p=0.002; pERKI: t,, =
4.109, p=0.001; pERK2: t,,=3.27, p=0.006; pCREB:
t,,=2.958, p=0.011; and BDNF: t,, =4.765, p<0.001;
Figure 4). There were no changes in ERK2, in the ratio

of pERK1 to total ERK1 (pERK1/ERK1), or in the ratio
of pERK2 to total ERK2 (pERK2/ERK2) in the OFC.
Stress also markedly decreased pERK2, ERK2, pERK2/
ERK2, pCREB, and BDNF levels in the mPFC (pERK2:
t,, =3.468, p=0.004; ERK2: t,, =2.74, p=0.035; pERK2/
ERK2: t,, =13.00, p < 0.001; pCREB: ¢, = 3.256, p = 0.006;
and BDNF: t,, =5.46, p <0.001; Figure 5). There were no
changes in pERK1, ERK1, or pERK1/ERKI1 in the mPFC.

3.5. Correlations between Behavioral and Molecular
Alterations in Rats. Results of the correlation analysis are
shown in Table 1. In the mPFC, several molecules, including
pERK2, ERK2, and BDNF, showed trends of negative associ-
ation with the number of trials to reach the criterion in the
EDS stage of the AST (r=-0.460, p=0.085; r=—0.476,
p=0.073; and r=-0.485, p=0.067, resp.), while a mar-
ginally or significantly positive correlation was observed
between these proteins and sucrose preference (r=0.473,
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p=0.075 r=0.482, p=0.069; and r=0.534, p=0.040,
resp.). In the OFC, we observed a significantly negative
correlation only between the number of trials to reach
the criterion in the REL stage and the BDNF expression
level (r=-0.559, p=0.030).

4. Discussion

In the present study, chronic social defeat stress induced
behavioral and molecular alterations in depression, as mani-
fested by anhedonia and deficits in cognitive flexibility, as
well as by inhibited ERK-CREB-BDNF signaling in two sub-
regions of the PFC. Further analysis showed a correlative
relationship between behavioral and molecular alterations.
These results suggested that the ERK signaling pathway
may be a molecular mechanism for emotional and cognitive
dysfunction in depression and is a potential target for better
pharmaceutical treatment.

Social defeat stress induced a set of behavioral pheno-
types of depression, including a decrease in the percentage
of sucrose solution intake (reflecting anhedonia, a core symp-
tom of depression) and reduced body weight gain, as well as
increased trials to the criterion in the REL and EDS stages of
the AST (reflecting deficits in cognitive flexibility in strategy
shifting and set shifting, resp.). These results are in accord
with those from other studies, in which repeated social defeat
resulted in long-lasting loss of body weight [32, 33] and a
decreased preference for sweet liquid in rats [34]. Social
defeat stress did not significantly reduce sucrose preference
of rats until the second week. Some researchers found that
the effect of chronic stress on sucrose preference occurred
around 10 days after stress [35, 36], while Becker et al. found
that social defeat stress significantly decreased the sucrose
preference within a short period of time [37]. In addition,
other researchers reported that social defeat stress did not
significantly change sucrose preference until the third week
[38], which may be related to the different experimental

paradigm and animal strains used in these studies. In
addition, cognitive inflexibility is increasingly recognized as
an important risk factor involved in the onset, treatment,
and reoccurrence of depression [39]. The deficit profiles of
various components of cognitive flexibility induced by
chronic stress depend on their consequences on structure
and function within the PFC. For example, chronic unpre-
dictable stress and chronic restraint stress induced selective
impairment in the EDS with no effect on the REL [11, 40],
while chronic intermittent cold stress selectively impaired
the REL in the AST but did not affect the EDS [41]. Using
the social defeat stress model, this and previous studies by
us and Snyder et al. reported impairment in cognitive flexi-
bility in mice and rats [19, 29]. Considering social stress as
the main source of life stress, these data suggested that
chronic social defeat can be used as a validated social
stressor to model both the emotional and cognitive symp-
toms of depression.

We found that ERK signaling in the PFC was inhibited by
social defeat stress. There were significant decreases in the
protein levels of ERK and/or phosphorylated ERK (pERK)
in different subregions of the PFC, as shown by lower expres-
sion levels of ERK1, pERK1, and pERK2 in the OFC and of
pERK2, ERK2, and pERK2/ERK2 in the mPFC in stressed
rats compared to those in the control rats. Several studies
have reported effects of various chronic stressors on ERK sig-
naling in different brain areas. For example, chronic multiple
stress impaired spatial cognition in the Morris water maze
and significantly reduced the expression of pERK in the
hippocampus and PFC of rats [42], while ERK activation
caused the upregulation of dendritic spine density in CAl
pyramidal neurons [43-45] and improved spatial learning
and memory [25, 46, 47]. It has been shown that social defeat
stress can damage the structure and function of the PFC [48],
which is involved in a variety of higher brain functions, such
as emotion, social behavior, and cognitive function. Consid-
ering its important role in neuroplasticity, inhibition of
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ERK signaling in the mPFC and OFC in this study suggests
that the deficits in cognitive flexibility may be mediated by
impairment in corresponding areas.

In addition, this study showed differential alterations in
ERK1 and ERK2 signaling in different areas of the PFC after
social defeat stress, with a specific decrease in ERK2 signaling
in the mPFC and a more extensive reduction in both
ERKI signaling and ERK2 signaling in the OFC. Functional

differences in ERK1 and ERK2 signaling in the regulation
of brain and behavior have been reported. For example,
ERK2 plays a positive role in Ras-dependent cell prolifera-
tion, while ERK1 probably affects overall cell signaling output
by antagonizing the activation of ERK2 [49]. Consistently,
ERK1 knock-out mice exhibited increases in striatum-
dependent LTP and ERK2 expression, and those effects were
strongly associated [21]. A recent study also showed that
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ERK1 and ERK2 interacted to balance the process of
cytoplasmic-nuclear trafficking [50]. Such differential effects
of stress on ERK1 and 2 were also reported by Feng et al,,
in which depressed animals with early manipulation exhib-
ited differential expression and phosphorylation of ERK1
and ERK2 in the hippocampus and in the frontal cortex

[51], suggesting that a balance between ERK1 and 2 may be
involved in neural and cognitive responses to stress.

Along with the inhibition of ERK signaling in the mPFC
and OFC, expression levels of the downstream targets
pCREB and BDNF were also significantly downregulated in
this study. Various chronic stressors such as chronic social
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defeat can reduce CREB or pCREB and BDNF expression in
the PFC [52-54], though studies do not show uniform results
[55, 56] due to differences in experimental conditions, such
as stress paradigms, brain areas analyzed, and time of testing.
Decreasing or eliminating the expression of CREB or BDNF,
due to stress or pharmaceutical or transgenic methods,
causes emotional and cognitive impairment, such as in
long-term memory consolidation [57] and in spatial cogni-
tion in the Morris water maze [33, 58]. In this report, we pro-
vide extensive evidence that ERK-CREB-BDNF signaling in
the PFC may be involved in the alterations in cognitive flex-
ibility induced by social defeat stress.

The relationship between ERK-CREB-BDNF signaling
and the behaviors induced by social defeat were further sup-
ported by correlation analysis. First, the sucrose ratios were
associated with BDNF levels in the mPFC. Other studies have
shown that decreased BDNF expression in the hippocampus
and mPFC was associated with chronic stress-induced
depressive behaviors, such as anhedonia and despair behav-
ior in the forced swimming test [59]. Snyder et al. found that
there was a loss of sucrose preference in hippocampus
neurogenesis-deficient mice than intact mice [60]. The
present study also found that social defeat stress reduced
BDNF expression in the mPFC and OFC, suggesting that
the stress-induced reduction of sucrose preference may be

Neural Plasticity

related to changes of neurogenesis in the brain. Second, the
increased number of trials to reach the criterion in the REL
stage was significantly negatively correlated with the BDNF
levels in the OFC. Structural and functional impairments in
the OFC have been found in depressive patients and animals
[61]. Considering that performance in reversal learning and
set shifting depends on the normal structure and function
of the serotoninergic system in the OFC and of the noradren-
ergic system in the mPFC, respectively [5, 8-10, 62, 63], these
results suggest that different components of cognitive flexi-
bility may be regulated by different ERK signaling pathways
downstream of stress-induced changes in monoaminergic
signaling, which shows extensive deficiencies in depression.

5. Conclusion

In conclusion, this study confirmed that social defeat stress
can be used as a valid model to induce both the emotional
and the cognitive domains of depression. Furthermore, we
found that social defeat stress inhibited ERK-CREB-BDNF
signaling by region-dependent effects on ERK1 and 2 in the
PFC, which was correlated with anhedonia and impaired
cognitive function. These results suggested that ERK-
CREB-BDNF signaling in the PFC could be a common
pathway involved in the emotional and cognitive symptoms
of depression.
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Previous studies have shown that compared with neutral cues, stimuli with positive and negative/stressful contexts or reward and
punishment cues are remembered better. However, it is unclear whether the enhanced effect differs in emotion or motivation
dimensions and the passage of time. We addressed these issues by manipulating different contextual cues for neutral words at
different time intervals. In experiment 1, subjects were asked to learn words with picture contexts in positive, negative/stressful,
and neutral valences and were tested by old/new word recognition and contextual judgment 10 min, 1 day, and 1 week later. In
experiment 2, the reward and punishment motivations were manipulated by monetary cues during learning. Word recognition
and contextual judgment were assessed 10 min, 1 day, 1 week, and 1 month after the study. Compared with negative and
punishment conditions, the words in positive and reward contexts were recognized better at shorter intervals, which was
associated with recollection process. In contrast, the words in negative and punishment contexts were recognized better at
longer intervals, which was mainly associated with familiarity process. These results clarified how different dimensions of
emotional and motivational contexts influence memory at short and long intervals and highlighted the role of contextual

features in memory formation and consolidation.

1. Introduction

We encounter enormous information every day, but only
a small portion of the information is remembered and
remained in the long-term memory. In recent years, studies
have suggested that in addition to some salient events (e.g.,
emotional faces and stressful events), emotional and motiva-
tional contexts can also enhance memory for associated
neutral events. The negative/stressful and positive stimuli
are usually used as emotional contexts [1-4] and monetary
reward and punishment/loss as motivational contexts [5, 6].
The electronical shock is used as punishment [7, 8] or
negative manipulation [9].

Emotional and motivational contexts influence memory
when they are presented in different phases. The contexts
can be presented before/with the stimuli (as cues), or after
the stimuli, leading to proactive or retroactive memory
enhancement. For example, memory for face names was

enhanced when happy expressions were presented as cues
[10], and memory for neutral pictures was enhanced when
negative cues were used in 5min delay [11]. With regard
to motivational contexts, in a study by Adcock et al. [5],
participants were presented with pictures that were labeled
with high- and low-reward cues. The recognition perfor-
mance was better in the high- versus low-reward condition
24h later. The neutral words with shock cues were recog-
nized better than those without shock cues 24h later [7].
In addition, the enhancement for reward contexts is associ-
ated with a high confidence [5] and recollection process
[12, 13]. In a study of Gruber et al. [12], subjects learned
the object-scene associations in high- or low-reward condi-
tion and tested them with object and object-scene associa-
tions about 30min later. Compared with the low-reward
condition, the associations that were learned in the high-
reward condition were remembered better and relied on the
recollection contribution.
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One interesting question addressed in this study is
whether the memory enhancement by emotional or motiva-
tional contexts is time-dependent. As memory is generally
forgotten with the passage of time [14], it is unclear whether
the enhancements remain for a long time. Previous studies
have suggested that emotional and motivational contexts
influence both encoding and consolidation stages. Emotional
and motivational stimuli could attract more attention during
encoding [15-17]. In addition, negative/stressful stimuli
are usually highly arousing, which triggers a more efficient
consolidation by the interaction of the amygdala and hip-
pocampus system [18]. Motivational stimuli, on the other
hand, enhance memory consolidation by the interaction
of dopamine and hippocampus system [19]. The studies
using the retroactive memory paradigms provided additional
evidence for the consolidation mechanisms. For example,
Murayama and colleagues showed that monetary reward
cues enhanced proactive memory for irrelevant objects, but
the effect was observed only after 24 h, not immediately upon
testing [20, 21].

Although it is possible that emotional and motivational
contexts lead to stable memory enhancement over time,
current findings are not clear. Most studies found the
enhanced memory for emotional contexts immediately after
learning [1-3, 11]. Some studies found the enhanced effect
at 24 h but not at short intervals [9, 22]. For the motivational
manipulation, some studies found the reward-related
memory enhancement for neutral pictures shortly after
study (I min in Shigemune et al; 30min in Murty et al.)
[8, 23] or 24h later [5, 7]. But others showed the reward-
related enhancement in 3 weeks but not immediately after
study [6]. Few studies compared the memory enhancement
between different time intervals longer than 1 week [6].

The inconsistent findings may be due to the fact that
memory enhancement differs in types of contexts with the
passage of time. When memories with different contexts were
directly compared, positive contexts enhanced memory more
strongly than negative (and neutral) cues for target pictures
[2, 3], words [1], and faces [24] at the day of encoding. Other
studies using actual shocks during encoding found the
enhanced effect at 24 h but not at short intervals [9, 22]. With
regard to motivational contexts, a study by Murty et al. [8]
compared the effects of monetary reward and mild shock
on subsequent recognition of surprise events 30 min after
they were learned. The results showed that events with
reward motivation resulted in higher memory performance
than those with shocks. Note that the memories in positive/
reward contexts were enhanced minutes or 1day after the
encoding, which raised the possibility that memory enhance-
ment for the positive and reward contexts occurs earlier,
whereas that for the negative contexts occurs later in memory
stage. But studies of different emotional and motivational
contexts varied in the testing intervals, most only after short
delays [8, 23]. We know little about how the memory
enhancement changes over time, and it is necessary to
include both the time interval and different context as
independent factors to address this issue.

If memory enhancement for different contexts differs in
time intervals, we would find different contribution of
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recollection and familiarity processes over time. On the
one hand, the memories for positive and reward and the
memories for negative and punishment contexts depend
on recollection and familiarity differently. For example,
the reward-related memory is associated with recollection
[6, 12]. The enhanced memory for neutral scenes associated
with shock is associated with the familiarity rather than the
recollection [9]. On the other hand, previous studies have
suggested that memory relying on recollection and familiar-
ity processes differs in forgetting characteristics [25]. As
stated in Sadeh et al. [25], memories relying on recollection
are forgotten primarily due to decay over time but are rela-
tively resistant to interference from irrelevant information.
By contrast, memories relying on familiarity are prone to
interference but show less effect of decay. Therefore, when
memory enhancement due to different emotional contexts
and motivations is associated with recollection and familiar-
ity processes, the forgetting rate would differ over time.

Combining the study for memory with emotional and
motivational contexts is important, because both of the
contexts are commonly used in memory studies, but it is
unclear whether they have similar effects on memory
enhancement and whether they rely on similar mechanisms.
Some studies showed that both electronical shock and money
loss led to similar activation in the striatum [26], and positive
emotion evoked value representations in the striatum [27]. In
addition, facilitation of memory by punishment motivation
may recruit similar neural circuitry as threatening items in
the amygdala [7] and medial temporal regions [9]. Clarifying
their relationship in behavioral level would provide insights
on studies on neural mechanisms.

In sum, the objective of the study was to explore to
what extent different emotional and motivational contexts
influence memory for neutral targets over time. We
addressed these issues by manipulating different contextual
cues for neutral words at different time intervals. In exper-
iment 1, pictures with positive, negative/stressful, and neu-
tral valences were used as contexts of words [2, 3, 28]. To
dissociate the effects of valence and arousal, the arousal
levels of positive and negative/stressful pictures were
matched. After subjects learned the associations between
words and contexts for 10min, 1 day, and 1 week, they
were tested by old and new word recognition and contextual
judgment. We did not include 1-month interval in experi-
ment 1, because that the memory performance was at chance
level at 1 month in pilot studies. In experiment 2, the reward
and punishment motivation was manipulated by monetary
cues during learning and subjects’ fees afterward. The moti-
vational levels of punishment and reward were also matched
by a separate rating, which was also confirmed by partici-
pants’ post hoc reports. The word recognition, remember/
know judgment, and contextual judgment were performed
10min, 1 day, 1 week, and 1 month after the study. Based
on previous studies, we hypothesized that emotional and
motivational contexts enhance memory for subsequent
words. In comparisons of different contexts, memory in pos-
itive and reward conditions depends on recollection and is
higher than that in negative and punishment conditions at
shorter intervals, whereas memory enhancement for negative
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FiGure 1: Emotional and motivational rating in experiments 1 and 2.

and punishment pictures may be more familiarity-based and
could last for a longer time.

2. Materials and Methods

2.1. Experiment 1. In experiment 1, by using the emotional
contextual paradigm, we explored whether negative or
positive contexts enhanced memory for neutral words differ-
ently over time. The negative and positive pictures were
matched in their arousal levels. Participants were first pre-
sented with neutral words, followed by pictures of positive,
negative, and neutral valences overlaid on the neutral words.
They were tested for memories of words and contextual
information after 10 min, 1-day, and 1-week intervals.

2.1.1. Participants. Twenty-eight healthy, right-handed
participants (10 males) with a mean age of 22.1+2.2 years
were recruited in the study. All of the participants were native
Chinese speakers, and they all provided written informed
consent in accordance with the procedures and protocols
approved by the Review Board of School of Psychological
and Cognitive Sciences, Peking University.

2.1.2. Material. Two within-subject factors were included
in the study: context (positive, negative, and neutral) and
time interval (10min, 1 day, and 1 week). The contexts
were 180 pictures, of which negative, neutral, and positive
pictures each having 60 pictures. Another 18 participants
(11 males, average age 23+1.97 years) rated the pictures
in the dimensions of valence and arousal. The three types
of contexts differed significantly in valence (2.90+0.61 for
negative, 6.41 +0.69 for positive, and 5.01 + 0.36 for neutral,
F(2,34)=157.90, P<0.001, #*=0.90) and arousal (6.23+
0.83 for negative, 6.08+1.15 for positive, and 3.73+£0.95
for neutral, F(2,34)=114.21, P<0.001, 7> =0.87) ratings
(Figure 1(a)). Negative pictures had the lowest valence rating
scores (P’s<0.001). More important, the negative and

positive pictures were comparable in arousal rating (P =
0.99), and both were rated higher in arousal than the neutral
pictures (P’s < 0.001). Thus, the arousal level was optimally
controlled in the experiment.

The neutral words were 360 Chinese nouns, half of which
were abstract (e.g., courage) and the other half were concrete
(e.g., bedding). They had middle level of word frequency
(26.56+£92.99) and number of strokes (17.30+4.93). The
words were divided into two sets, one set as learning materials
and the other as new words during retrieval. Each set was fur-
ther divided into three subsets. The subsets were matched in
frequency and number of strokes (F’s < 1). The pictures were
divided into four sets. Each set had 20 negative pictures, 20
neutral pictures, and 20 positive pictures. The four sets were
used as the contexts for four time intervals. The four sets were
matched in their valence and arousal ratings (F’s < 1). The 180
pictures and 180 words were formed into 180 pairs that did
not have close semantic relationship to each other. The mate-
rials were counterbalanced so that each picture-word pair had
an equal chance to be the material for each condition.

2.1.3. Procedure. During the study phase (Figure 2(a)), a
neutral word was first presented for 2s for each trial, and
the participants were asked to judge whether the word was
a concrete noun or an abstract noun. Then the combination
of picture and word was presented for 6, during which par-
ticipants were asked to remember the word and its link with
the picture to imagine a scene, followed by the task of making
a subjective evaluation of the vividness of the imagination
they made (1 refers to not vivid at all, and 5 refers to
extremely vivid). All stimuli were pseudorandomly presented
during the encoding phase so that no more than three stimuli
that were tested in the same time interval and with the same
valence were presented consecutively.

During the test phase, a word was presented on the screen
for 2 s for each trial, and the participants judged whether the
word was old or new as accurately and quickly as possible
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FIGURE 2: Procedure of the study and test sessions in experiment 1. During encoding, participants first performed a concreteness judgment for
each word and then performed an imagination task to combine the picture and the word. During retrieval, the participants made word
recognition, R/K/G judgment, and source judgment for each word. Chinese words are replaced by English words for illustration purpose.

(Figure 2(b)). If the word was judged as “old,” the word was
presented for 1s again, and the participants were asked to
make remember/know/guess judgment. The response with
“remember” was made when the participants could retrieve
stimulus-related details or contexts; the response with
“know” was made when they only felt that the stimulus was
familiar without any detailed information. The response of
“guess” was made when they retrieved the stimulus by the
previously mentioned two processes, they responded with
“guess.” Finally, the word was presented again, and the par-
ticipants judged whether the context picture was emotional/
neutral or negative/positive. The old and new words were
pseudorandomly presented for each time interval, so that
no more than three words that were in the same valence were
presented consecutively.

The participants learned the 180 words in the same
day and then performed the recognition tests at three
time intervals (with different words). Before each test
phase, a 5min distraction task was performed to avoid a
rehearsal from the study phase (i.e., count backward by
7 continuously from 1000). The participants had separate
opportunities to practice the study and test trials before
the formal phase.

2.1.4. Data Analysis. The hit rate (Hit), false alarm rate (FA),
corrected recognition (Hit-FA), and the mean reaction times
(RTs) were calculated and analyzed separately, using a
repeated measures ANOVA with the time interval (10 min,
1 day, and 1 week) and the emotional contextual type
(positive, negative, and neutral) as within-subject factors.
Four subjects’ data were excluded due to lower hit rates
(>2 SD) at 10 min. The remaining 24 subjects’ results were
used for data analysis. The d’ was also calculated for each
subject and averaged according to signal detection theory.
Because the results of the d' value and corrected recognition
were similar, only the corrected recognition results were
reported in detail. The RTs were based on the mean RT's
and only correct responses were included in the analysis.
The forgetting rate was estimated by the interaction between
the retention interval and the memory type [29, 30]. Par-
tial eta squared (%) was calculated to estimate the effect
size of each analysis. Post hoc pairwise comparisons were
Bonferroni-corrected (P < 0.05, two-tailed).

Recollection and familiarity processes were estimated
using the independent K (IRK) procedure [31, 32], in which
R responses were assumed to estimate recollection, whereas
familiarity was estimated as the proportion of K responses
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divided by the proportion of non-R responses. By this, the R
and K responses were not only mutually exclusive but also
independently estimated. Then R and IRK responses were
corrected using the FA: recollection=p(R, Hit)-p(R, FA);
familiarity = p(K, Hit)/(1-p(R, Hit))—p(K, FA)/(1-p(R, FA))
[31-33]. Repeated measures ANOVA with the time interval
(10min, 1 day, and 1 week) and the emotional contextual
type (negative, positive, and neutral) as within-subject factors
was performed.

2.2. Experiment 2. In experiment 2, we explored whether
punishment or reward motivation modulated memory dif-
ferently over time. Participants learned the same neutral
words as those in experiment 1. In one-third of the trials, they
were told that if they remembered the word during the test,
they would be rewarded afterward. In another third of the
trials, if they did not remember the word afterward, they
would be punished. In the last third of the trials, if they
remembered the words, they were neither rewarded nor pun-
ished. The motivational intensity was assessed and matched
for reward and punishment conditions to exclude its poten-
tial effect on memory performance [34]. Word recognition
and source memory were tested after different time intervals.

2.2.1. Participants. Twenty-eight healthy, right-handed par-
ticipants (12 males) with a mean age of 22.0 + 2.64 years were
recruited in the study. All of the participants were native
Chinese speakers, and they all provided written informed
consent in accordance with the procedures and protocols
approved by the Review Board of School of Psychological
and Cognitive Sciences, Peking University.

2.2.2. Materials. Two within-subject factors were included in
the study: motivational context (reward, punishment, and
control) and retention interval (10 min, 1 day, 1 week, and
1 month). The words were the same as those in experiment
1. The motivation was manipulated with symbols. The
symbol “T 6 yuan” referred to the reward condition, symbol
“|l 6 yuan” referred to the punishment condition, and “0
yuan” referred to the control condition.

Before the formal experiment, another 10 participants
(5 males, 23 + 1.62 years old) rated the motivational intensity
of the punishment and reward conditions. The participants
were asked to rate their motivation to remember the word
when they would get the reward for remembering or when
they would get the punishment for forgetting. We asked the
participants to rate their motivational intensity from 1 to 9
(lowest to highest). The amount of money varied from 0.1
yuan to 0.2 yuan, 0.5 yuan, 1 yuan, 5 yuan, and 10 yuan. To
control the influence of the total amount of money on the
rating, the participants were told that they would pay 20
yuan, 60 yuan, and 200 yuan, respectively, after the test.
The results showed that the motivational intensity increased
linearly when the reward or punishment levels increased
(Figure 1(b)), irrespective of the total test fee. Thus, we
chose 6 yuan as the level of punishment and reward in
the experiment.

2.2.3. Procedure. During the encoding phase, the participants
were told to memorize the words in different motivational

conditions. In each trial, participants were first presented a
neutral word for 2s, during which they made a concrete/
abstract judgment with the word (Figure 3(a)). Then the
word was presented again for 4 s with the motivational cues.
Three kinds of symbols represented motivational cues, “0
yuan,” “| 6 yuan,” and “T 6 yuan.” The “T 6 yuan” meant that
the participants would get the reward of 6 yuan for each word
if the word was correctly recognized in the recognition task;
“| 6 yuan” meant that the participants would get a deduction
of 6 yuan for each word if the word was not correctly recog-
nized in the recognition task; “0 yuan” meant that there was
neither reward nor punishment regardless of whether the
participants recognized the word in the recognition task.
The participants were asked to remember the association of
word and the motivational condition. At the end of the
learning phase, they were asked to fill in a motivational inten-
sity scale, using numbers 1 to 5 to evaluate the motivational
intensity of memorizing words subjectively in different
incentive conditions.

During the test phase, in each trial, the participants
performed three tasks: an old/new recognition test, a
remember/know/guess (R/K/G) judgment, and a moti-
vational condition (reward/control/punishment) judgment
(Figure 3(b)). The procedure was the same as experiment
1, except that in the source memory task, the participants
were asked to judge the motivational condition the word
was associated with. The words were presented in a pseu-
dorandom order, so that no more than three words from
the same incentive condition or old/new condition were
presented continuously.

To control for the response bias, two steps were further
applied. First, before the experiment, the participants were
informed that the amount of reward and punishment was
independent of the test pay. Second, before the test phase,
the participants were told that the judgment of new words
would be rewarded and punished. When a new word was
judged as new, the participants would be given a 2-yuan
reward; when a new word was judged as old, the participants
would get a deduction of 2-yuan punishment.

Before the formal test, the participants had an exercise
with feedback of their performance, and they saw their own
rewards and punishments at the end of the exercise. In the
formal test phase, no feedback was provided.

After the study, the participants were asked to fill in the
questionnaire about the motivational intensity (range: 1-5):
How strong is the motivation to avoid losing money when
you see the cue of “| 6 yuan”? How strong is the motivation
to gain money when you see the cue of “] 6 yuan”? How
strong is the motivation to gain more money when you see
the cue of “0 yuan™?

The participants learned the 240 words in the same day
and then performed the recognition tests at four time inter-
vals. The material varied for different time intervals. Before
each test phase, to avoid a rehearsal from the study phase,
the participants were asked to count backward by 7 continu-
ously from 1000 for 5 minutes. In addition, to prevent the
participants from rehearsing the stimuli after the study
phase, they were reminded that it was not necessary to
retrieve or forget the stimuli intentionally.



Study

Sweater
2s | 1:Concrete 2:Abstract

T 6 yuan

Sweater

0.5s

Project

2s | 1:Concrete 2:Abstract

T 6 yuan

Project

(a)

Neural Plasticity

Test

Sweater

1:New 2:0ld

Sweater

2s 1:Remember 2:Know
3:Guess

Sweater

2s | 1:Punishment 2:Reward
3:Control

()
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each word and then tried to remember the word with different motivational cues. During retrieval, the participants made word recognition,
R/K/G judgment, and source judgment for each word. Chinese words are replaced by English words for illustration purpose.

2.2.4. Data Analysis. The analysis was the same as that in
experiment 1. The Hit rate, FA rate, corrected recognition
(Hit-FA), and mean RTs were calculated and analyzed
separately using a repeated measures ANOVA with the time
interval (10min, 1 day, 1 week, and 1 month) and the
motivational context (reward, punishment, and control) as
within-subject factors. Two subjects’ data were excluded
due to lower hit rates (>2 SD). The remaining 26 subjects’
results were used for data analysis.

3. Results

3.1. Experiment 1. During the encoding task, the participants
rated the sentence vividly with an average score of 3.14+
0.53. The ANOVA results showed that there was no signifi-
cant difference in vividness for different contexts (positive:
3.20£0.51; negative: 3.12+0.55; neutral: 3.12+0.58. P=
0.81). This ensured that stimuli in each condition were
efficiently encoded.

For the corrected recognition, the results showed that
memory accuracy decreased over time (F(2,46)=130.52,
P <0.001, %> = 0.85) (Figure 4). There was a significant inter-
action between retention interval and context (F(4,92) = 5.30,
P =0.001, #* = 0.19). Further analysis showed that there was
higher corrected recognition for positive (P =0.007) and
negative (P =0.003) conditions than for the neutral condi-
tion at 10min and higher for the positive than for the
negative condition at 1 day (P =0.05). There was higher

corrected recognition for the negative than for the positive
condition (P=0.035) at 1 week (Figure 4(a)). In addition,
for memory in negative contexts, recognition performance
decreased from 10 min to 1 day (P < 0.001) and stayed stable
from 1 day to 1 week (P =0.149). For memory in positive
and neutral contexts, recognition performance decreased
from 10 min to 1 day (P < 0.001) and from 1 day to 1 week
(P’s <0.005). The corrected recognition in different condi-
tions was significantly higher than expected by chance
(0) (P’s<0.05). For the RTs, there was a significant effect
for the time interval (F(2,46) =5.21, P=0.01, #* = 0.207) but
no significant effect of context or the interaction between
context and interval (P’s > 0.05).

The Hit rate decreased over time (F(2,46)=57.11,
P <0.001, #*=0.713). The effect of interaction was signifi-
cant (F(4, 92)=4.05, P=0.005, #*=0.15). Memories for
both negative and positive contexts were higher than those
for the neutral context at 10 min interval (P’s < 0.01), and
the memory for positive and negative contexts did not dif-
fer (P =0.99). There were no significant differences among
contexts at 1-day and 1-week intervals (P’s > 0.10). For the
FA rate, there was significant effect of time interval
(F(2,46) =13.28, P < 0.001, ;12 =0.37), increasing from 10 min
to 1 day (P <0.01) and from 1 day to 1 week (P <0.01),
but the interaction and context effect were not significant
(P’s > 0.20).

Regarding the contribution of recollection, there was a
significant effect of time interval (F(2, 46) =40.89, P < 0.001,
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FIGURE 4: Results of experiment 1. Corrected recognition (a). Contribution of recollection (b) and familiarity (c). The error bars represent the
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1> = 0.64), showing that the recollection estimates decreased
over time. The interaction between time interval and con-
text was significant (F(4, 92)=3.87, P=0.011, #*=0.14).
Further analysis showed a higher contribution of recollection
for the positive (P=0.001) and the negative (P =0.008)
than for the neutral at 10 min. There was a higher contri-
bution of recollection for negative than for neutral at 1
day (P =0.022) (Figure 4(b)). The recollection estimates in
different conditions were significantly higher than expected
by chance (0) (P’s < 0.02).

Regarding the contribution of familiarity, there was a
significant effect of time interval (F(2,46) =23.58, P < 0.001,
#? =0.506). The interaction between time interval and con-
text was significant (F(4,92)=5.506, P =0.002, > =0.193).
Further analysis showed that there was a higher contribution
of familiarity for the negative than for the positive (P = 0.019)
at 1 week (Figure 4(c)). In addition, the contribution of
familiarity decreased from 10 min to 1 week for the positive
condition (P’s <0.01) and decreased from 10 min to 1 day
for the negative condition (P <0.001). The familiarity esti-
mates in different conditions were significantly higher than
expected by chance (0) (P’s < 0.05).

We also included the process (recollection, familiarity)
as a factor in the ANOVA analysis. The results showed
a significant interaction among process, time, and con-
text (F(4,84)=3.51, P<0.01, #*=0.14). The effect of
process was not significant (F<1). Further analysis
showed that there was a higher contribution of familiar-
ity than of recollection for the negative context at 1 week
(P=0.006). It suggested that memory performance relies
on both recollection and familiarity, and the higher mem-
ory for the negative context at 1 week is associated with
the familiarity contribution.

Regarding the memory for the emotion/neutral judg-
ment, the results showed that memory accuracy decreased
over time (F(2,46) = 17.60, P < 0.001, > = 0.434). There was
a significant main effect of emotion (F(1,23)=11.69, P=
0.002, > = 0.337), showing a higher accuracy for the neutral
than for the emotional (P =0.002). Only the source mem-
ory for the neutral contexts was above the chance level.
Regarding the memory for the negative/positive judgment,
the results showed that memory accuracy decreased over
time (F(2,46)=3.4, P=0.047, > =0.129). There was no
significant main effect of emotion (F(1,23)=1.04, P =0.318,



#? = 0.043), showing no difference of accuracy between neg-
ative and positive source memory. The source memory was
not above chance level in the negative/positive source judg-
ment. We also calculated the source memory out of the cor-
rected trials, but the result remained the same. It suggested
that subjects could not remember the context conditions
the words had during encoding.

In sum, the main result of experiment 1 was that there
was significant interaction between time and context for cor-
rected recognition. The memory with negative and positive
contexts changed over time in different patterns. The positive
advantage (versus negative) occurred at the 1-day interval,
and negative advantage (versus positive) occurred at the 1-
week interval. In addition, the positive advantage at 1 day
was driven by both recollection and familiarity processes,
whereas the negative advantage at 1 week was driven by the
familiarity process. The memory for contextual information
was not above chance level; therefore, it was not enhanced.

3.2. Experiment 2. The subjective rating scores after the study
showed that the scores of motivation were higher for both
reward (4.07 £ 0.71) and punishment (4.24 + 0.64) conditions
than the control (3.07 +1.07) condition, F(2,56)=21.367,
P <0.001, but there was no significant difference between
the reward and the punishment conditions (P =0.80).
The post hoc reports ensured that the motivational levels
of reward and punishment were matched.

For the corrected recognition, the results showed that
memory accuracy decreased over time (F(3,75)=196.71,
P <0.001, > =0.887) (Figure 5(a)). There was a significant
main effect of motivation (F(2,50)=4.72, P=0.013, #* =
0.159), showing that memory for the reward condition
was higher than that for the control condition (P =0.022),
but the memory for the punishment condition was similar
to that of the control condition (P=0.53). There was
a significant interaction between time interval and con-
text (F(6,150) =4.07, P=0.001, #* = 0.14). Further analysis
showed higher corrected recognition for the reward condi-
tion than for the punishment (P = 0.012) and control condi-
tions at 10 min (P’s < 0.01) and 1 day (P’s < 0.05), but there
was higher corrected recognition for the punishment than
for the reward (P =0.007) and control (P=0.026) at the
1-month interval, with no significant difference between
the reward and control condition (P> 0.05). It suggested
that memory for the punishment condition is forgotten
more slowly than the other two conditions. The corrected
recognition in different conditions was significantly higher
than expected by chance (0) (P’s<0.05). For the RTs,
there were no significant effects of time interval, context,
or their interaction (P’s> 0.05).

Similar to the corrected recognition, the Hit rate
decreased over time (F(3,75)=70.36, P <0.001, #* =0.74).
There was a significant main effect of motivational condition
(F(2,50)=4.85, P=0.013, #* = 0.162), showing that memory
performance for the reward condition was higher than that
for the punishment and control conditions (P’s < 0.02), but
the memory for the punishment and control conditions did
not differ (P =0.10). There was no significant interaction
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between context and time interval (F(6,150)=1.56, P =0.18,
1> =0.06). For the FA rate, there was a significant effect of
time interval (F(3,75) =56.68, P < 0.001, #* = 0.69), increas-
ing from 10 min to 1 day (P < 0.001) and from 1 day to 1 week
(P<0.001), and remained stable from 1week to 1 month
(P>0.05). The interaction was significant (F(6,150)=2.90,
P=0.01, #*>=0.104). Further analysis showed that the
FA rate was higher for the punishment (versus reward)
condition at 10min (P=0.06), but the opposite at the
1-week interval (P =0.008).

Regarding the contribution of recollection, there was a
significant effect of time interval (F(3,75)=140, P <0.001,
#? = 0.848). The interaction between context and time inter-
val was significant (F(6,150) =5, P =0.001, * =0.167). Fur-
ther analysis showed that there was a higher contribution of
recollection for the reward condition than for the punish-
ment and control conditions at 10 min (P <0.001) and 1
day (P < 0.05) (Figure 5(b)). The estimates in different condi-
tions were significantly higher than expected by chance (0)
(P’s < 0.05) except for that in the reward condition at the
1-month interval (P =0.17). It suggested that reward advan-
tage is attributed to the recollection process, but recollection
decreased quickly in the reward condition. The contribution
of familiarity decreased over time (F(3,75) = 24.61, P < 0.001,
#* =0.50). The interaction of interval and context was not
significant (F<1, P> 0.60) (Figure 5(c)). The estimates in
different conditions were significantly higher than the
expected by chance (0) (P’s <0.05) except for that in the
reward condition at the 1-month interval (P =0.11).

We also included the process (recollection, familiarity)
as a factor in the ANOVA analysis. The results showed a
significant effect of process (F(1,24)=14.91, P=0.001,
#* =0.38). There was a marginally significant interaction
among process, time, and context (F(6,144)=1.87, P=
0.08, #7*=0.07). Further analysis showed that there was
a higher contribution of recollection than familiarity in
the positive and neutral contexts at 10min and 1 day
(P’s<0.01) and in the negative context only at 10min
(P=0.001). It suggested that memory performance relies
on recollection at shorter intervals, but relies on both pro-
cesses at longer intervals. The higher memory for the
negative context at 1 week might be associated with both
recollection and familiarity contributions.

The source memory was not above chance level (0.33)
from 1 day to 1 month (P’s > 0.05). At the 10 min interval,
there was higher accuracy for the reward than for the punish-
ment condition (P = 0.04), but both conditions did not signif-
icantly differ from the control condition (P’s > 0.30). There
was no significant effect of interaction (F(6,150) =2.05, P =
0.081, 112 =0.08). The result remained the same when cor-
rected values of source memory were used for analysis.

In sum, similar to those in experiment 1, there was signif-
icant interaction between time and context for corrected
recognition in experiment 2. The memory by reward
decreased quickly and depended on the recollection process,
whereas the memory by punishment contexts decreased
slower after 1 week. The results of experiment 2 suggested
that memory by punishment and reward motivation pro-
duces different rates of forgetting.
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4. Discussion

In this study, the factors of type of context and time interval
were manipulated to explore their effects on memory for
neutral targets. We asked whether these factors influenced
memory after different emotional contexts and motivational
conditions over time. By controlling for the arousal level
and motivational intensity, the results showed significant
interaction between context and time interval in experiments
1 and 2. Compared to negative and punishment conditions,
words in positive and reward contexts were recognized better
at shorter intervals, which was associated with recollection
process. In contrast, the words in negative and punishment
contexts were recognized better at longer intervals, which
was mainly associated with familiarity process. The results
clarified how contextual and motivational cues influence
memory at both short and long intervals and highlighted
the contextual feature in memory formation and retention.

4.1. Positive versus Negative Contexts from 10 Min to 1 Week.
One novelty of the study was that we compared the memory
performance in the positive and negative contexts in different

time intervals and found that they had different effects on
memory of neutral targets over time. Specifically, memory
in the positive contexts was forgotten from 10 min to 1 week,
whereas memory in the negative contexts was forgotten only
from 10min to 1day. Thus, the enhanced memory in the
positive context was obvious at shorter intervals, which relied
on the recollection, whereas the negative (versus positive)
enhancement was obvious at longer intervals, which mainly
relied on the familiarity process.

The results supported our hypothesis that memory
enhancement in the positive and negative contexts is differ-
ent and time-dependent. The reason for the time-
dependent memory enhancement is associated with the
underlying processes. First, positive and negative emotions
have different characteristics, and memories associated with
them rely differentially on recollection and familiarity pro-
cesses. Compared with negative emotion, positive stimuli
broaden the scope of attention [35], which results in
increased perceptual processing of task-irrelevant informa-
tion [15]. The memory for the neutral words may thus have
more associated contextual information, leading to increased
recollection contribution [36]. In contrast, negative contexts
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reduced memory specificity and lead to overgeneralized emo-
tional memory [37]. The enhancement after shock as con-
texts depended on item familiarity but not recollection [9].

Second, there are different forgetting rates for memories
depended on recollection and familiarity [25, 33]. Memory
relying on the recollection process is subjected to decay,
whereas that relying on familiarity process is more resistant
to decay over time [25]. In experiment 1, the interactions
between time interval and context were significant for both
recollection and familiarity processes. There was higher rec-
ollection contribution for the positive and negative contexts
than the neutral at 10min and higher familiarity for the
negative than for the positive at 1 week. The contribution
of familiarity decreased more slowly for the negative than
the positive contexts. This explains why memory in positive
contexts was more enhanced at 10 min and 1-day intervals,
and memory in negative contexts could remain at 1 week.
Cairney et al. also showed that memory of target pictures in
negative contexts was less likely to be lost [38]. The results
provided evidences that the positive and negative contexts
are associated different processes to enhance memory with
the passage of time.

4.2. Reward versus Punishment/Stressful Contexts from
10 Min to 1 Month. Previous studies have suggested that the
effect of motivational contexts occurs right after the encoding
[23], 24 hours later [5], and even three weeks later [6]. The
current study clarified the extent the reward and punishment
contexts modulated memory at different time intervals.
Neutral words in reward contexts were recognized at higher
level than those in the punishment and neutral contexts at
10 min and 1 day, and the words in the punishment contexts
were recognized better than those in the positive and neutral
contexts at 1 month. Thus, words in the stress/punishment
context were forgotten more slowly than those presented in
the reward contexts.

In this study, we found the reward-related enhancement
occurred at both 10 min and 1day. The memory enhance-
ment was also observed when the test delay was immediately
or minutes after encoding [13, 23, 39]. Reward but not
punishment context enhanced the memory when the test
was performed minutes after encoding [8, 34]. Although
Shigemune et al. found comparable enhancement for both
reward and punishment contexts immediately after encoding
[23], they measured item with source memory correct rather
than item memory.

Some studies only found the reward-related enhance-
ment at 24h but not immediately after study [20, 21]. The
results of reward-related enhancement at both 10 min and 1
day in this study are not contradictory to the retroactive
enhancement, because we presented the motivational con-
texts with the neutral words for 4s, rather than after the
neutral words [20, 21]. The mechanisms for proactive or
retroactive enhancement are different. When contexts are
presented before or right with the stimuli, both encoding
and consolidation processes are possible ways to enhance
proactive memory [13, 23, 39, 40]. In contrast, the retroactive
memory emphasizes that the reward and punishment con-
texts modulate memory consolidation [20-22]. For example,
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if neutral objects were paired with shock, the retroactive
memory for the objects in the same category was selectively
enhanced 6h and 24h later [22]. Similar pattern occurred
when the category was rewarded [39, 41, 42]. Also note that
in Dunsmoor et al. [22], in addition to the retroactive mem-
ory enhancement, they found the memory enhancement for
the stimuli that were paired with shocks immediately after
encoding, 6h and 24h later, which was consistent with
our findings.

Similar to that for emotional contexts, the reason for the
time-dependent memory enhancement for motivational con-
texts is associated with the underlying processes. The results
showed that the enhancement for the reward contexts at
short intervals was associated with recollection contribution,
and that for the punishment context at longer interval was
associated with both recollection and familiarity contribu-
tion. It is suggested that under the reward condition, subjects
are more likely to remember the details of the neutral stimuli
[6]. There was a higher contribution of recollection than
familiarity in the positive and neutral contexts at 10 min
and 1-day intervals. Previous studies have also shown that
reward improved memory by selectively enhancing recol-
lection process rather than familiarity [12, 13, 43]. As the
recollection process is subjected to decay over time [25, 33],
the memory enhancement for the reward contexts dimin-
ished over time. By contrast, punishment motivation facili-
tates global representation of context [8], so the memory
under the punishment is more schematic. At the 1-month
interval, the recollection and familiarity estimates were both
above chance level for the punishment condition but not
for the reward condition. Thus, the different forgetting pat-
tern for the reward and punishment context reflects that
the underlying processes support memory representations.

4.3. Memory for Contextual Information. Different from the
enhanced memory for the target words, we did not find
significant memory enhancement for contextual informa-
tion. The source memory did not exceed the chance level in
most conditions in experiments 1 and 2.

Our results suggested that memory enhancement
does not apply to all information related to the targets
[11, 13, 44, 45]. The memory of contextual information
may be automatic and implicit. Different from remembering
the emotional target, the relation between the target and con-
text is sparse. Emotion and motivation selectively affect the
recollection of target items rather than the contexts [46, 47]
and do not enhance the memory of extrinsic or contextual
information [46]. In addition, even participants were more
confident that they remembered pictures, the performance
was irrespective of actual encoded context [45]. Thus, it is
the subjective feeling of the context, not the objective context
that determines the memory for contextual information.

On the other hand, even the source memory is implicit,
the context could influence the subsequent cognitive pro-
cesses, such as decision making and valence judgment
[37, 48]. These results suggested that emotional and motiva-
tional contexts influence memory retrieval in the absence of
overt behavioral differences [49]. Participants may reexperi-
ence the emotion automatically during retrieval of neutral
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targets [49, 50]. Also, note that the source memory may be
related to source type. For example, Shigemune et al. tested
the position of the word, rather than the contextual condi-
tion, and found higher source memory for emotional condi-
tions [23]. Further studies could use implicit memory tasks
or other sources to clarify whether the source information
is retained.

4.4. Relationships between Emotional and Motivational
Contexts. Although emotional pictures and monetary cues
were different in various aspects, our results showed that
both of them enhanced the memory for the neutral targets.
In addition, the memory enhancement in experiments 1
and 2 had similar characteristics. For example, the positive
and reward contexts enhanced memory at shorter time
intervals, which were driven by the recollection process;
whereas, the negative and punishment contexts enhanced
memory at longer intervals, which were mainly driven by
the familiarity process. In addition, the memory for contex-
tual information was low.

There is a close relationship between emotion and
motivation in both behavior and brain activation. For exam-
ple, in a study by Delgado et al., mild shock and loss of money
were used as aversive unconditioned stimuli separately and
were paired with one of two conditioned stimuli [26]. The
results showed that the striatum was involved in both
shock and money conditions. In addition, positive stimuli
enhance reward-related memory performance and activation
in the midbrain [27, 51]. Arousal level interacted with the
motivational condition to influence subsequent memory per-
formance [34]. These results suggested that positive and
reward and negative and punishment may interact and share
similar brain mechanisms, including the midbrain reward
system and the amygdala. The results in our study provided
behavioral evidences that the positive and reward and
negative and punishment context had similar mechanisms
in enhancing memory of the neutral targets. Both types of
the contexts could modulate the medial temporal memory
system, making the behavioral consequences similar.

On the other hand, the effects of the two types of contexts
differed in several aspects. In this study, although we are
unable to compare the two types of contexts directly due to
various experimental manipulations, some differences may
be inferred from our results. First, memory performance in
the motivational contexts was higher than that in the emo-
tional contexts, especially at shorter intervals. The memory
enhancement for the motivational contexts depended more
on recollection, because the results showed higher recollec-
tion estimates than familiarity in experiment 2, but the two
processes were comparable in experiment 1. Second, the
memory in the emotional contexts seemed to be forgotten
more quickly than that in the motivational contexts. Par-
ticularly, memory enhancement for the negative contexts
occurred at 1 week, whereas that for the punishment contexts
at 1 month. We call for caution in interpreting this result and
advise further studies to clarify whether the memory in the
motivational contexts lasts longer than that in the emotional
contexts. The difference in memory performance may be a
possible source of divergent results. Third, the memory for
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motivational contexts was above chance level at the 10 min
interval, but the memory for emotional contexts was not
above chance level from 10 min to 1 week. These results sug-
gested that reward and punishment contexts might facilitate
memory details of both target item and source information at
shorter intervals. How these differences happen at the level of
neural activation needs future investigations.

4.5. Conclusions. In summary, the results of this study
clarified the cognitive mechanisms of how contextual and
motivational cues influence memory formation and consoli-
dation. The positive and reward contexts enhanced memory
by recollection process and lasted for a shorter time. The
negative and punishment contexts enhanced memory mainly
be familiarity process and lasted at longer intervals. The
results provided evidence that emotional and motivational
cues influence memory processes in different dimensions
and highlight that different processes mediate memory
enhancement in different contexts.

The current findings have significant implications for
practice. It is clear that different contexts had impacts on
recent and remote memories that were associated with these
contexts. On the one hand, we are exposed to a large amount
of information, and most of it is devoid of emotional and
motivational values. To enhance memory, one possible way
is to combine emotional or motivational contexts with the
information. Moreover, because these contexts differ in their
effects on retention time and detail or gist part of memory,
different contexts could be chosen to enhance memory. On
the other hand, it sheds light on how stress induces long-
term consequences in memory and many mental disorders
[52, 53]. For example, acute stress could be induced by
negative events, so the results are similar to those in neg-
ative and punishment contexts [4]. But as stress level dif-
fers in its intensity and duration, the effects of stress on
memory are complicated and need careful manipulation
and interpretations.
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Diabetic patients often present with comorbid depression. However, the pathogenetic mechanisms underlying diabetic depression
(DD) remain unclear. To explore the mechanisms underpinning the pathogenesis of the disease, we used ex vivo 'H nuclear
magnetic resonance spectroscopy and immunohistochemistry to investigate the main metabolic and pathological changes in
various rat brain areas in an animal model of DD. Compared with the control group, rats in the DD group showed significant
decreases in neurotransmitter concentrations of glutamate (Glu) and glutamine (Gln) in the prefrontal cortex (PFC),
hippocampus, and hypothalamus and aspartate and glycine in the PFC and hypothalamus. Gamma-aminobutyric acid (GABA)
was decreased only in the hypothalamus. Levels of the energy product, lactate, were higher in the PFC, hippocampus, and
hypothalamus of rats with DD than those in control rats, while creatine was lower in the PFC and hippocampus, and alanine
was lower in the hypothalamus. The levels of other brain metabolites were altered, including N-acetyl aspartate, taurine, and
choline. Immunohistochemistry analysis revealed that expressions of both glutamine synthetase and glutaminase were decreased
in the PFC, hippocampus, and hypothalamus of rats with DD. The metabolic changes in levels of Glu, Gln, and GABA indicate
an imbalance of the Glu-Gln metabolic cycle between astrocytes and neurons. Our results suggest that the development of DD
in rats may be linked to brain metabolic changes, including inhibition of the Glu-Gln cycle, increases in anaerobic glycolysis,
and disturbances in the lactate-alanine shuttle, and associated with dysfunction of neurons and astrocytes.

1. Introduction

As a chronic and progressive disease, diabetes is commonly
associated with several neuropsychiatric comorbidities, such
as depression, dementia, schizophrenia, and bipolar disorder
[1]. The incidence of depression is two to three times higher
in patients with diabetes than in healthy persons [2, 3].
Depression is also one of the most neglected symptoms in
patients with diabetes and is directly linked with reduced
quality of life, lower medical adherence, poor nutrition, lower
physical and mental wellbeing, and even higher mortality

[4-6]. Studies examining the pathogenesis of diabetic depres-
sion (DD) may contribute to developing novel interventions
or therapeutic targets.

The mechanisms unpinning DD remain unclear. How-
ever, oxidative stress has been suggested as an important
underlying mechanism on the basis of results from patho-
physiology studies [7-9]. Oxidative stress causes significant
changes in the function of several macromolecules (proteins,
lipids, and DNA), and the persistent effects of these changes
are related to the etiology of diabetes and depression.
Hypothalamic-pituitary-adrenal axis dysregulation also plays
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crucial roles in the pathogenesis of DD [8]. In addition, DD
may be attributed to impaired neurogenesis and brain-
derived neurotrophic factor synthesis [8]. Despite these find-
ings, more questions than answers regarding the mechanisms
underpinning DD remain.

Studies have shown that depression may be induced by
unbalanced glutamatergic and GABAergic neurotransmitter
metabolism. An in vivo magnetic resonance spectroscopy
(MRS) study has reported that, compared with those in
healthy participants, the glutamate (Glu) and the glutamate
and glutamine (GIx) levels were significantly lower in the
anterior cingulate in patients with major depression [10].
Gamma-aminobutyric acid (GABA) and GIx levels were also
decreased in the prefrontal regions of patients with depres-
sion, and Glu and glutamine (Gln) levels were decreased in
the subcortical area in type 2 diabetic patients with major
depression [11, 12]. These suggest a possible role of decreased
glutamatergic and GABAergic neurotransmission within
these brain regions in the pathogenesis of depression. How-
ever, studies have also shown that increased glutamatergic
and GABAergic neurotransmission may be involved in
depression. Xu et al. found that the Glx/creatine value was
significantly increased in the thalamus in patients with bipo-
lar depression compared with that in healthy controls [13].
Glodzik-Sobanska et al. revealed an elevation of GABA levels
in the frontal lobes of poststroke patients with depression
[14]. These inconsistencies in the changes of glutamatergic
and GABAergic neurotransmission may stem from several
factors, including the poor sensitivity of in vivo MRS, other
pathophysiological conditions of the patients, and differences
in the brain regions investigated.

Usually, ex vivo 'H nuclear magnetic resonance (NMR)
spectroscopy is conducted at higher field strength than
in vivo "H NMR spectroscopy. Hence, the detection sensitiv-
ity, regional specificity, and dispersion of metabolite peaks
are remarkably improved in ex vivo "H NMR spectroscopy
[15]. One of our previous studies done by this approach
found that hyperbilirubinemia can result in region-specific
perturbation of metabolic pathways including neurotrans-
mitter transition and energy metabolism in the brain [15].
These results have contributed to the understanding of the
pathogenesis of bilirubin encephalopathy. Thus, we used this
same approach in the present study along with pathological
analyses of key proteins to investigate the features of metab-
olism in samples of the prefrontal cortex (PFC), hippocam-
pus, and hypothalamus obtained from rats modeling DD.
The purpose of the present study was to explore metabolic
variations in these brain regions, which may provide impor-
tant clues for understanding the mechanisms of DD or for
identifying novel interventions.

2. Materials and Methods

2.1. Animals. Male Wistar rats (about 6 weeks of age, weighing
163.4+3.9g) were purchased from the SLAC Laboratory
Animal Co. Ltd. (Shanghai, China). The animals were allowed
to adapt to the laboratory environment for 1 week before
the experiments. During the whole experimental process,
rats were kept in a temperature- and humidity-controlled
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environment on a 12h light/dark cycle. Food and water
were available ad libitum. All animals were treated in strict
accordance with the National Institutes of Health’s Guide
for the Care and Use of Laboratory Animals.

2.2. Rat Model of DD. The induction of DD was conducted
according to a previously described procedure [16, 17]. The
animals were randomly allocated to the control group (1 = 8)
or the DD group (n=18). After a 12h fast, rats in the DD
group were injected intraperitoneally with streptozotocin
(Sigma, St. Louis, MO, USA) dissolved in 0.01 mol/L citric
acid solution (pH =4.5) at a single dose of 64 mg/kg. Control
rats received injections of citrate buffer alone. Seventy-two
hours after streptozotocin administration, blood glucose
was measured after obtaining blood through tail nicking with
a Glucotrend monitor (Roche Diagnostics, Switzerland). The
rats with increased blood glucose level (>16.70 mmol/L) were
subjected to the chronic unpredictable mild stress (CUMS)
procedure. The stress procedure consisted of a range of
stressors, including crowding (10 rats cohabiting in one cage
for 24h), cage tilt (40° for 24 h), white noise (80 +2db for
6h), wet bedding (24 h), cold swim (4°C for 5 min), strobo-
scopic illumination (300 flashes/min for 6 h), and tail pinch
(for 1 min). Over a period of 28 days, one of these stimuli
was randomly chosen and used to the rats in case the rats
were capable of anticipating the stimulus. For each rat, every
stimulus was applied four times within 28 days. Control ani-
mals were housed in a separate room and had no contact
with the stressed group. Body weight was measured on days
0, 14 (2 weeks), and 28 (4 weeks) after the CUMS procedure.

2.3. Open-Field Test. The open-field test is an evaluation of
spontaneous and exploratory activities as well as of anxiety-
like behavior in a novel environment in rodents [16, 18].
The rats in the DD group were subjected to this test after
the 4-week CUMS procedure. The open-field apparatus was
made of opaque materials. Its bottom was 90 x 90 cm square
and divided into 25 equilateral squares. The height of the wall
surrounding the bottom was 40 cm. Being placed in the cen-
tral square, the rat was permitted to explore freely for 5 min.
A video-tracking system was used to record the distances
traveled and the time spent in the central and peripheral
areas. After each rat finished the test, the apparatus was
cleaned with 100% alcohol and dried so that the next rat
would not be influenced by the smell of the preceding rat. A
behavioral analysis system was used to analyze the acquired
video-tracking data.

2.4. Morris Water Maze Test. Spatial learning and memory
were tested using the Morris water maze [19]. The Morris
water maze apparatus was a water tank (110 cm in diameter,
30cm high) with a platform (7 cm in diameter) inside the
tank (raised 19 cm from the tank bottom) that was not visible
to the rats. The tank was filled with 20 cm height of water
maintained at a temperature of 24-26°C. The rats were
trained for 4 consecutive days, and on each training day,
the rats swam four 60s trials (initial placement rotated for
each trial) or until they reached to the hidden platform. On
the fifth day, the platform was removed for a 60s trial and
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the swim path as well as the time spent swimming were
recorded by a video-tracking computer system.

2.5. Sample Collection. After the behavioral tests were com-
pleted, 14 rats in the DD group and 6 control rats were
decapitated and the brain was rapidly removed. The bilat-
eral PFC, hippocampus, and hypothalamus were quickly
dissected, frozen in liquid nitrogen, and stored at —80°C
until they were treated for use in "H NMR studies. The
remaining rats were anesthetized with 4% chloral hydrate
and perfused intracardially with phosphate-buffered saline
(PBS) followed by 4% paraformaldehyde in PBS. Then,
brain tissues were collected, fixed in 10% formalin for
24h, imbedded in paraffin, and stored at 4°C until used
for immunohistochemical studies.

2.6. Brain Metabolite Extraction and Acquisition of "H NMR
Spectra. Our previously reported method was used to prepare
brain tissue extracts and acquire "H-NMR spectra [15, 20].
Briefly, the tissue was weighed into a centrifuge tube. Then,
ice-cold methanol (4 mL/g) and distilled water (0.85 mL/g)
were added into the tube, homogenized by vortex at 4°C. Sub-
sequently, chloroform (2 mL/g) and distilled water (2 mL/g)
were added to the tube and mixed by vortex. After being kept
on ice for 15min, the final mixture was centrifuged at
1000 xg for 15min at 4°C. The supernatant was extracted
and lyophilized for approximately 24 h. The dried metabolite
mixture was weighted and then dissolved in 0.6 mL of 99.5%
D,0 for NMR analyses.

A Bruker Avance III 600 MHz NMR spectrometer was
used to conduct all "H NMR experiments. The crucial
parameters were set as follows: spectral width, 12,000 Hz;
acquisition time, 2.65s per scan; relaxation delay, 10s; and
number of scans, 256. By using the TopSpin software (v2.1
pl4, Bruker BioSpin, Germany), all spectra were preprocessed
with a reference of the lactate peak (CH,, 1.33 ppm) and
manual correction of the phase and baseline.

2.7. Data Processing of NMR Spectra and Multivariate
Pattern Recognition. For exploiting whole metabolic infor-
mation in the spectra, AMIX software package was used to
divide all NMR spectra into integral regions, which had an
equal width of 0.01 and 0.0015 ppm. Due to the residual peak
from the suppressed water resonance, the integral of the
NMR region (& 5.85-4.60) was set to zero. Other integral
regions were normalized to the total sum of the spectral
intensity. Then, the normalized integral values were entered
into SIMCA-P+ 12.0 software (Umetrics, Umed, Sweden) as
variables and were mean-centered for multivariate data anal-
ysis. The projection to latent structures-discriminant analysis
(PLS-DA) was used to discriminate the class and identify the
biomarkers [21]. In order to acquire the most efficient 2-D
representation of the information, the principal component
(PC) score plot of the first two principal components (PC1
and PC2) was applied to visualize the data. Each point on
the PC score plot represented an individual spectrum of the
sample [15]. The position of each point along a given axis
in the score plot was influenced by variables in the same axis
in the loading plot [22]. PLS-DA revealed differences in the

composition of different groups, which were necessary to
eliminate outliers and enhance the quality of the PCA model.
Differences in the metabolites between groups were shown as
coeflicient of variation plots, which facilitate interpretation
because the loadings resemble NMR spectra. The scores
and loading plots complemented each other. The loading
plot—wherein differential peaks of metabolites are shown
as positive and negative signals suggest the relative metabo-
lite changes—was applied to determine which spectral vari-
ables were the main contributors to the discrimination of
the samples on the score plot [15, 20, 23].

2.8. Immunohistochemistry. For immunohistochemical stain-
ing, tissue sections were cut to a thickness of 3 ym, deparaffi-
nized with xylene, and rehydrated in a graded series of
ethanol. Immunohistochemistry was performed according
to procedures described in previous studies [24, 25]. Briefly,
fixed brains were incubated with glutamine synthetase (GS)
(1:200, Santa Cruz Biotechnology, CA) and glutaminase
(GLS) (1:200, Abcam, ab156876) antibodies overnight at
4°C. The sections were washed in PBS 3 times, then incubated
with horseradish peroxidase-conjugated secondary antibod-
ies at 37°C for 1h, and finally terminated by 3,3'-diamino-
benzidine. The images were photographed with a Nikon
Eclipse 80i (Nikon, Japan). For each immunohistochemical
stain, the signal densities were analyzed using three
selected sections from the PFC, hippocampus, and hypothala-
mus with Image-Pro Plus software (version 6.0, Rockville,
MD, USA).

2.9. Target Metabolic Changes in Tissues and Statistical
Analysis. By reference to internal trimethylsilyl-propionic-
2,2,3,3-d4 acid, the concentrations of metabolites were
determined from the spectra and expressed as mmol/kg wet
tissue weight. Significant statistical difference between the
rats modeling DD and the control rats for the identified
metabolites, body weight, and behavioral data was deter-
mined using Student’s t-test with SPSS software (version
13.0, SPSS Inc., USA). The level of statistical significance
was set at p <0.05.

3. Results

3.1. Body Weights and Behavioral Analyses. Compared with
the control group, rats in the DD group showed a significant
decrease in body weight on days 0, 14, and 28 after the CUMS
procedure (Figure 1(a)).

In the open-field test, the total distance traveled by rats in
the DD group was significantly lower than that traveled by
rats in the control group. A reduction in activity time and
time spent in locomotion indicated less spontaneous activity
in these rats (Figures 1(b)-1(d)). These data suggested that
rats treated with streptozotocin and CUMS had less interest
than control rats in exploring a new environment.

In the Morris water maze test, the number of times the
rats crossed the location where the platform had been hidden
and the amount of time spent in the platform quadrant were
significantly different between the two groups (Figures 1(e)
and 1(f)). Compared with rats in the control group, rats in
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groups. (a) body weight, (b) times of locomotion, (c) activity time, (d) total time, (e) times of crossing the platform, (f) space exploration

time. Significant level: *p <0.05, **p < 0.01.

the DD group traveled irregularly during the 1 min probe
test, with significantly fewer crossings of the area where the
platform had been located and less time spent in the platform
quadrant. This suggested that after 4 days of training, rats in
the DD group appeared to perform worse in learning and
consolidating the platform location, which can be interpreted
as an expression of memory impairment in these rats.

3.2. '"H NMR Spectra and PLS-DA Analysis. Figure 2 shows
representative 'H NMR spectra of the PFC extracts obtained
from rats in the DD and control groups. Assignments pre-
sented in Figure 2 are based on our previous publication
and were verified by 2D 'H-"H COSY and TOCSY spectra
(data not shown) [20]. Many endogenous metabolites can
be measured from the '"H NMR spectra, including lactate
(Lac), Glu, Gln, GABA, aspartate (Asp), succinate (Suc), crea-
tine (Cre), alanine (Ala), N-acetyl aspartate (NAA), taurine
(Tau), myo-inositol (m-Ins), glycine (Gly), and choline (Cho).

After the segmentation of the NMR spectra of PFC
extracts, a multivariate data analysis was used to determine
metabolic profile changes in rats in the DD group. Marked
separation was found between the DD and control groups
in the #(1) direction on PLS-DA score plots (Figure 3), which
indicates a different spectral feature of the two groups in the
PFC. The corresponding coeflicient-coded loading plot
(Figure 3) showed that Glu, Lac, NAA, and Cre contribute
to the separation. Similar patterns of metabolism were found
in the score plots and loading plots of the spectra from the
hippocampal and hypothalamic extracts (Figure 3).

3.3. Quantitative Analysis of Metabolic Alterations. The
changes in the metabolites of the PFC, hippocampus, and
hypothalamus obtained from rats in the DD group are shown
in Figures 4 and 5. DD induced a significant increase in Lac
but no apparent change in Suc in the PFC, hippocampus,
and hypothalamus. Cre was decreased in the PFC and
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FIGURE 2: Representative '"H NMR spectra of the PFC extracts obtained from rats in the control (a) and DD (b) groups.

hippocampus of these rats. NAA was significantly decreased
in the PFC, hippocampus, and hypothalamus, and Cho was
decreased in the latter two brain areas, while Tau was
increased in the former two regions. Ala was decreased
only in the hypothalamus, and m-Ins was increased only
in the hippocampus. Marked decreases in Glu and Gln
neurotransmitter concentrations were found in the hippo-
campus of rats in the DD group. Similar decreases in these
neurotransmitters along with Asp and Gly were found in
the PFC and hypothalamus. GABA was decreased only in
the hypothalamus.

3.4. Key Enzymes in the Glu-GIn Cycle. As a crucial enzyme in
the cytoplasm of astrocyte, GS results in the formation of Gln
from Glu [24]. GLS is an important enzyme in neuronal
axons and generates Glu from Gln. Immunohistochemical
staining showed that GS was decreased in the PFC, hippo-
campus, and hypothalamus of rats in the DD group, indicat-
ing inhibition of the pathway from Glu to Gln (Figure 6).
Decreased labeling of GLS neurons was found in these brain
areas (Figure 7), which was in accordance with the reduction
of Gln to Glu.

4. Discussion

In this study, we successfully established a rat model of DD
and comprehensively reported metabolic alterations in the
PEC, hippocampus, and hypothalamus in these rats as deter-
mined by ex vivo "H NMR spectroscopy. We found marked
metabolic changes of neurochemicals containing some cru-
cial neurotransmitters and energy products, as well as

disruption in the markers of neuronal and astrocytic activity
in these brain areas in rats modeling DD.

4.1. Establishment of the Rat Model of DD. Streptozotocin is
frequently used to induce diabetes in rats [26]. After an ade-
quate dose of streptozotocin is injected, rats generally main-
tain a high level of blood glucose and fail to gain body weight.
Near the end of the present study, rats in the DD group
exhibited approximately half the body weight of control rats.
The CUMS procedure is thought to simulate unpredictable,
stressful daily life events [27]. It has a significant impact on
anxiety and metabolism and results in anhedonia, which is
a major symptom of human depression. The CUMS proce-
dure is commonly used to develop depression in rats. In
our study, rats in the DD group subjected to the CUMS
procedure exhibited significant decreases in locomotion
and in exploratory activity in the open-field test, represent-
ing both a loss of interest in new stimulating situations and
a deficit in motivation. In the Morris water maze test, rats
in the DD group spent less time in the target quadrant and
had fewer crossings over the hidden platform, indicating
impaired memory function and spatial learning deficits
after the CUMS treatment. Taking together, the body
weight change and the results of the behavioral tests indi-
cated the successful establishment of a rat model of DD.

4.2. Changes in Neurotransmitter Metabolism. As an impor-
tant metabolic cycle between astrocytes and neurons, the
Glu-Gln cycle regulates homeostasis of neurotransmitters
such as Glu, Gln, and GABA in the brain. Glu is the
main excitatory neurotransmitter, and GABA is the main
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FIGURE 3: PLS-DA scores (left) and coefficient-coded loading plots (right) for the models discriminating the rats in the DD group (red dots)
from control rats (blank squares) for data obtained in PFC (a), hippocampus (b), and hypothalamus (c) samples.

inhibitory neurotransmitter. In this study, both Glu and
Gln levels were significantly decreased in the PFC, hippo-
campus, and hypothalamus of rats modeling DD, which is
consistent with previous studies showing a significant
reduction of Glu and Gln levels in the subcortical region
of the brain in patients with type 2 diabetes and major
depression [12]. Glu and Gln were significantly increased
in the frontal region of diabetic patients [28], but were
significantly decreased in the PFC and hippocampus of
depressed rats [29]. We speculated that the changes of
Glu and Gln in our study is likely due to the effect of

depression. Compared with that in controls, GABA was
significantly decreased only in the hypothalamus of the
rats modeling DD. This is similar to the previous obser-
vation that major depression is associated with reduced
GABA levels in the dorsomedial/dorsal anterolateral PFC
of the brain [11]. Decreased GABA was also observed
in the hippocampus of diabetic rats [30]. Both depression
and diabetes result in the decreased GABA in human and
rat brain. Thus, it cannot be concluded whether the
observed change of GABA in our study is rather due
to diabetes or depression. Since the metabolic pathways
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which regulate the producing and the cycling of Glu, Gln,
and GABA are closely coupled, alterations in these neuro-
transmitters reflect change of the balance of the Glu-Gln
shuttling between astrocytes and neurons in the PFC, hip-
pocampus, and hypothalamus of rats modeling DD. This
perhaps resulted from decreased Glu synthesis in neurons
via GS and/or reduced Glu uptake by astrocytes, where Glu
is transformed into Gln by GLS. Interestingly, our immuno-
histochemical staining showed that both GS and GLS were
attenuated in the PFC, hippocampus, and hypothalamus of
rats in the DD group. The decreases in Glu and Gln were in
agreement with the alterations of these key proteins in the
Glu-Gln cycle.

The reduced levels of Glu and Gln also suggested
reduced precursor pools, which may have been caused by
diabetes-induced impairment of glucose metabolism and

depression-induced dysfunction of astrocyte. Studies have
revealed that changed astrocyte metabolism is necessary
for maintaining cerebral Glu and GABA levels in diabetic
rats and impaired astrocyte function is responsible for the
reduction of Glu and Gln concentrations in depressed
patients [31, 32].

Depression may be ascribed to a change in the function of
glutamatergic and GABAergic neurons. Glu and GABA play
crucial roles in the regulation of emotion and stress [33]. Glu
is released from the presynaptic cell and acts on postsynaptic
receptors, such as N-methyl-D-aspartate (NMDA) receptors
[34]. GABA acts at inhibitory synapses in the brain by bind-
ing to specific transmembrane receptors, including GABA ,
and GABA; receptors [35, 36]. It has been demonstrated that
the expression levels of NMDA and GABA receptors are
changed in synaptic densities in the brains of diabetic rats
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[37, 38]. However, the relationship between DD and the
changes in Glu and GABA levels as well as NMDA and
GABA receptor activity remains ambiguous and needs fur-
ther study.

4.3. Changes in Energy Metabolism. Brain energy supply
relies almost entirely on glucose oxidative metabolism in
the mitochondria. When brain energy requirements exceed
the oxidative metabolism rate, the anaerobic glycolysis path-
way will be enhanced and the production of Lac will be mark-
edly increased. Lac will then be used as the energy substrate
to maintain normal cerebral energy homeostasis and metab-
olism [39]. In this study, the increased Lac level may indicate
that anaerobic glycolysis was increased and the mitochon-
drial function was impaired in the PFC, hippocampus, and
hypothalamus of rats modeling DD. Similarly, an increased

Lac level is associated with diabetes in humans [23]. Thus,
the change of Lac in our study is likely due to the effect of dia-
betes. Besides, the lactate-alanine shuttle is responsible for
nitrogen exchange in the brain of mammals. Compared with
control rats, Lac was increased and Ala was decreased in the
present study, suggesting a disorder in the lactate-alanine
shuttle of the hypothalamus in the DD group. Cre also takes
part in the regulation of cellular energy metabolism and is
utilized as an energy reservoir in cells with a high energy
demand [40]. Compared with that in control rats, Cre was
significantly decreased in the PFC and hippocampus but
not in the hypothalamus of rats in the DD group. However,
Cre was significantly increased in the ventral lateral prefron-
tal region of bipolar depressed patients [41] and also in the
hippocampus of diabetic rats [42]. This suggested that the
observed reduction of Cre in our study only occurs when
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diabetes and depression appear together and may be the
result of a combined effect of diabetes and depression. In
addition, the change of Cre could be considered as one of
the specific changes in DD. The changes in Cre also reflect
abnormal energy metabolism in the PFC and hippocampus
of rats in the DD group.

4.4. Changes in Other Metabolites. NAA is regarded as a sur-
rogate marker of the status of the neuronal function. Sharp
decreases in the levels of NAA were found in the PFC, hippo-
campus, and hypothalamus of rats in the DD group. Simi-
larly, a significant reduction in NAA has been reported in
patients with depression [43] and also in patients with diabe-
tes [28, 44]. Thus, it cannot be concluded whether the reduc-
tion of NAA in our study is due to diabetes or depression.
Our results indicated that neuronal dysfunction occurred in
rats of the DD group.

As markers of astrocytic activity, Tau, m-Ins, and Cho
have crucial functions in regulating the intracellular osmolar-
ity in astrocytes [45, 46]. Disturbances in their levels have
been interpreted as a compensatory response to an increase
in intracellular osmolarity in glial cells [47]. In our study,
brain region-specific changes of these metabolites were
observed in rats in the DD group. For example, Tau was
increased in the PFC and hippocampus and m-Ins was
increased in the hippocampus, while Cho was decreased
in the hippocampus and hypothalamus. Both depression
and diabetes result in the increased Cho in human brain
[41, 48]. Hence, the decreased Cho in our study only occurs
when diabetes and depression appear together and may be
the result of a combined effect of diabetes and depression.
In addition, the decreased Cho may be one of the specific
changes in DD. Both depression and diabetes cause the
increased Tau in rat hippocampus [29, 49], while depres-
sion causes the decreased Tau in rat PFC [50]. Thus, it can-
not be concluded whether the observed change of Tau in
our study is due to diabetes or depression. The level of
m-Ins in the hippocampus was found increased in the ani-
mal model of diabetes [23, 49], but decreased in the animal
model of depression [29], suggesting that diabetes plays a
dominant role in the change of m-Ins in this study. The
changes of Tau, m-Ins, and Cho are likely mechanisms
compensating for changed astrocytic osmolarity in the PFC,
hippocampus, and hypothalamus.

5. Conclusion

The current study was designed to detect changes of numer-
ous metabolites in the rat brain to explore the mechanisms
underpinning DD. Changes in the metabolism of the neuro-
transmitters Glu, Gln, GABA, Asp, and Gly and the energy
products Lac and Cre as well as other metabolites in the
PEC, hippocampus, and hypothalamus were observed. Our
results suggested that DD may be associated with metabolic
changes, such as inhibition of the Glu-Gln cycle, increase in
anaerobic glycolysis, and disruption of the lactate-alanine
shuttle, as well as with the dysfunction of neurons and astro-
cytes. Our results will advance the understanding of the
underlying mechanisms of DD.
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Studies found that elevated levels of cytokines such as interleukin- (IL-) 13, IL-6, and tumor necrosis factor-oe (TNF-«) are closely
associated with the pathogenesis of depression. Obesity providing a low-grade inflammation state was proposed to be implicated in
susceptibility to depression in obesity. However, the alterations of cytokines and the TLR4-NF-«B signal in the brain of normal-
weight and obese mice under stress have not been fully elucidated. This study used chronic unpredictable mild stress (CUMS) to
induce a depressive-like behavior in an animal model and examine depressive-like behaviors, memory changes, and serum
corticosterone levels, as well as the expressions of cytokines and NF-«B in the frontal cortex and hippocampus. We aimed to
observe the role of neuroinflammation in susceptibility to depression in obesity under CUMS. In addition, we investigated the
protective effect of inhibiting the TLR4-NF-«B signal. Our results demonstrated that CUMS induced depressive-like behavior
and spatial memory damage, higher level of serum corticosterone, and overexpression of cytokines and NF-xB in the frontal
cortex and hippocampus in both C57BL/6 and ob/ob mice. ob/ob mice displayed serious behavioral disorder and higher levels
of IL-1p, IL-6, TNF-a, and NF-«B. Our results concluded that a hyperactive TLR4-NF-«B signal and higher level of cytokines
are involved in susceptibility to depression in stressed obese mice.

1. Introduction

An increasing amount of literatures have reported that neu-
roinflammation is linked with etiology of depression [1-3].
Immune activation and elevated levels of cytokines in the
brain are closely associated with severity of depression
[4-6]. Further, some cytokines such as interleukin- (IL-)
13, IL-6, and tumor necrosis factor-a (TNF-«a) were
believed to be contributors of the onset and progression
of depression [7-9] because these cytokines affected the
neuron function and neuroactive molecule production
which were associated with depression [10-12]. Mean-
while, some anti-inflammation medications could relieve
symptoms of depression by reducing the overexpression
of cytokines [7, 13-15].

Recently, a great body of researches has demonstrated
that depression and obesity are coexisting [16-18]. The
high-fat diet combined with chronic unpredictable mild
stress (CUMS) could induce a serious depressive-like
behavior in rats [19]. Neuroinflammation was the link of
the pathophysiology of obesity comorbidity with depres-
sion as obesity provided a low-grade inflammation state
[17, 18, 20]. Specially, increased damage-associated molecu-
lar pattern (DAMP), an active element of the TLR4/NF-xB
signal, has been found in stress reaction which was regarded
as the major reason of depression [16]. Higher levels of
IL-18, IL-6, and TNF-«a in the brain were believed to
induce depression due to DAMPs under stress [21]. Our pre-
vious studies revealed that both long-term mild stress and
lipopolysaccharide (LPS) induced depressive-like behaviors
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as well as IL-1p3, IL-6, and TNF-« expression in the frontal
cortex and hippocampus [7, 22]. These results supported
the conclusion that the activation of TLR4-NF-«B is involved
in the pathogenesis of both depression and obesity. However,
the role of the TLR/NF-«B signal in susceptibility to depres-
sion of stressed obesity remains unclear.

TLR4 belongs to the TLR family, which is composed of
evolutionarily conserved microbe-specific structural motifs
and the endogenous molecule recognition transmembrane
TLR4 expressed in various sentinel cells of the central
nervous system and formed the first line of defense in the
brain [23, 24]. The sustained expression of TLR4 induced
neuroinflammation which constitutes the reason of psychiat-
ric disorders [21]. LPS induced both depressive-like behavior
and cytokine expression in the hippocampus of mice, and
mice lacking caspase-1 resisted LPS-induced depressive-like
behavior [22]. The above studies suggested that activated
TLR4 might play a crucial role in the pathophysiology of
depression. NF-«B is a transcription factor which induces a
certain cytokine expression and regulates the inflammatory
cascade [25, 26]. More importantly, studies have clearly
shown that NF-«B increased IL-1f3 and TNF-« expression
in the hippocampus and frontal cortex during stress [7] and
regulated neurogenesis in the hippocampus which were
closely related with depression [27, 28].

In the study, CUMS was used to establish an animal
model for depression, which replicates the specific neuroen-
docrinological and cytokine expression abnormalities of
depression patients [29]. In addition, ob/ob mice with higher
levels of blood lipid and C57BL/6 mice were used in order to
distinguish the differences in behavioral alteration and
cytokine expression between normal-weight and obese mice.
Given that a higher level of blood lipid is one of the DAMPs
that could initiate TLR4 and inhibition of the TLR4-NF-xB
signaling pathway, which might be a potential strategy in
depression treatment, the aim of the study was to compare
the depressive-like behaviors and the levels of cytokines
(IL-1pB, IL-6, and TNF-«) and NF-«B in the brain between
C57BL/6 mice and ob/ob mice after CUMS and whether
the TLR4 antagonist Tak242 could reverse the depressive-
like behaviors and overexpressions of cytokines and NF-xB
in stressed mice.

2. Materials and Methods

2.1. Animals. Thirty male C57BL/6 mice, seven to eight
weeks old, weighing 18-22 grams and thirty male ob/ob
mice, seven to eight weeks old, weighing 40-45 grams
obtained from Vital River Laboratory Animal Technology
Co., Ltd. (Beijing, China), were housed (5 per cage) and
maintained under a 12 hr light-dark cycle, at 20-24°C with
free access to food and water. The weights of mice were
recorded at baseline and every week during the CUMS pro-
cedure and on the day after behavioral tests. The order of
behavioral tests was sucrose preference test, open-field test,
and Morris water maze test. All procedures used in this
study were reviewed and approved by the Ethics Committee
of School of Medicine, Shandong University, which complies
with the National Institutes of Health’s Guide for the Care
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and Use of Laboratory Animals (NIH publication no. 85-23,
revised 1985).

2.2. Experimental Groups and Drug Administration. After 7
days of adaptation, C57BL/6 mice and ob/ob mice were
randomly divided into 6 groups (10 mice per group):
C57BL/6 control group (Ctrc57), C57BL/6 CUMS group
(CUMSc57), C57BL/6 CUMS + Tak242 (Takc57), ob/ob
control group (Ctrob), ob/ob CUMS group (CUMSob), and
ob/ob CUMS + Tak242 group (Takob). Two CUMS groups
received CUMS procedure, and two Tak242 groups received
both CUMS procedure and a daily intraperitoneal injection
of TLR4 antagonist Tak242 (3mg/kg, freshly suspended
in 80% polyethylene glycol 400) at 30 min prior to stress
exposure [30]. The control and CUMS groups were given
80% polyethylene glycol 400 (vehicle) to balance the
systematic error.

2.3. Chronic Unpredictable Mild Stress. Mice in the CUMS
and CUMS + Tak242 groups were repeatedly exposed to a
series of chronic unpredictable mild stressors that included
the following: 8 hours of food deprivation, 8 hours of water
deprivation, 45° lean cage, white noise (1500 Hz, 92 PB, 1 h),
day and night confusion, foot shock for 15min (50 mV, 10s
duration, average 1 shock/min), and horizontal oscillation
for 20 min. Each stressor was applied per day, and the entire
stress procedure lasted for 3 weeks, with stressors applied in a
completely random order, inducing a depressive state [31].

2.4. Behavior Tests

2.4.1. Sucrose Preference Test. A decreased sucrose preference
is considered to be homologous to anhedonia, the inability to
experience pleasure, which simulates the defining symptom
of major depression [32, 33]. Mice were individually housed
during the sucrose preference test. Prior to the test, there
was a 48-hour adaptation period for mice to habituate to
sucrose solution or water. After that, a 23-hour period of
water and food deprivation was carried out. Then, each
mouse was given free access to two bottles for 1 hour, one
with 200ml 1% (w/v) sucrose solution and the other with
200 ml water. The drinking bottles were weighed to calculate
the consumption of fluids 1 hour later. The sucrose prefer-
ence percentage was evaluated by the amount of sucrose
solution consumed during consumption of all fluids, the
decrease of which indicated the depression symptom.

2.4.2. Open-Field Test. An open-field test was used to test the
exploration motivation of mice [34, 35]. The open-field
apparatus is made of black acrylic (90cm diameter and
45cm wall height). Mice were placed individually at the
center of the apparatus and left free to explore the arena for
5min. The following indices were recorded: number of grid
crossings (horizontal movement), defined as crossing into
the nearby grids with more than three paws or half of the
body; number of rears (vertical movement), defined as both
forelimbs raised at least 1cm above the ground; frequency
of grooming behaviors; and time in centre squares, defined
as the time spent in the central nine grids before stepping into
the outer grids of the apparatus. The box was thoroughly
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cleaned between tests. The time in centre squares, horizontal
and vertical movements, and number of grooming were
recorded by a camera linked with a computer which fitted
with a SMART video tracking system in the study (SMART
v3.0, Panlab, Spain).

2.4.3. Morris Water Maze. A version of the conventional
Morris water maze test was performed to evaluate spatial ref-
erence learning and memory [36]. The maze was a blue pool
(0.8 m in diameter) filled with water (0.3 m deep, 25+ 1°C).
Geometric pictures pasted on the surrounding walls were
used by the mice for space orientation. Four equal quadrants
were divided according to four directions: I, II, III, and IV.
Movement tracks of the mice were captured by a CCD cam-
era connected with a computer. All mice were allowed to
swim for 60s freely within 24 hours before the formal
training. During the following 4 consecutive days, mice were
trained to find a platform (12 cm diameter) hidden under the
water surface in quadrant IV 4 times per day. If a mouse
failed to find the platform within 60 s, it was manually guided
to the platform and allowed to remain there for 10s. The
escape latency was scored as 60's for these mice. On the fifth
day, all mice were released into the maze without the hidden
platform from an identical point of quadrant I and allowed to
swim freely for 60 seconds. The percentage of time spent in
quadrant IV of mice on the fifth day was analyzed.

2.5. Serum Corticosterone Measurement. At the end of the
experiment, the animals (six per group) were sacrificed
under deep anesthesia; all blood samples were obtained
and centrifuged for 10 min at 3000 rpm. Serum corticoste-
rone (CORT) was measured using a commercially available
radioimmunoassay (RIA) kit (Nanjing Jiancheng Bioengi-
neering Institute, China). RIA was performed according to
the manufacturer’s instruction.

2.6. Enzyme-Linked Immunosorbent Assay. Animals (six
per group) were sacrificed under deep anesthesia, and both
sides of the frontal and parietal bones were pulled off to
collect the whole brain from the cranial cavity. After that,
the frontal cortex and hippocampus were collected and
immersed immediately in liquid nitrogen and stored at
—80°C for further protein isolation. The tissue was dissoci-
ated using an ultrasonic cell disruptor and lysed in cold lysis
buffer containing 10 mM Tris-HCl, pH 8.0, 240 mM NaCl,
5mM EDTA, 1 mM dithiothreitol, 0.1 mM phenylmethane-
sulfonyl fluoride, 1% Triton X-100, 1 mM sodium vanadate,
and 1g/ml of leupeptin, pepstatin, and aprotinin. Tissue
lysates were incubated at 4°C for 20 min. The sample was
centrifuged at 12,000 rpm for 10 min at 4°C, then the super-
natant was collected and protein content was determined
by BCA protein assay reagents (Pierce, Rockford, IL). The
levels of IL-1B3, IL-6, and TNF-a were measured using
commercially available enzyme-linked immunosorbent assay
(ELISA) Kkits according to the manufacturer’s instructions
(Beijing Ke Ying Mei Technology Co., Ltd, China). Briefly,
serial dilutions of protein standards and samples were added
to 96-well ELISA plates, followed by biotinylated antibodies
of IL-1p, IL-6, and TNF-a. After rinsing with wash buffer, a

prepared solution of the avidin-horseradish peroxidase con-
jugated complex was added followed by addition of substrate
solution. The reaction was stopped by the stopping solution.
The optical density was detected at 450 nm using the iMark
Microplate Absorbance Reader (Bio-Rad Labs, Hercules,
CA, USA). The concentration of each sample was calculated
from the linear equation derived from the standard curve of
known concentrations of the cytokines.

2.7. Western Blotting

2.7.1. Protein Isolation. Brain tissue was homogenized in a
lysis buffer supplemented with 1% protease inhibitor phenyl-
methanesulfonyl fluoride (PMSF) in a ratio of 1:5 (1 g tissue/
5ml reagent). The lysed tissue sample was centrifuged at
14000g at 4°C for 30 min, and then the protein-containing
supernatant obtained was either immediately used or stored
at —80°C. The protein concentration was detected with a
BCA Protein Assay Kit (Beyotime Institute of Biotechnology)
using the iMark Microplate Absorbance Reader (Bio-Rad,
CA, USA).

2.7.2. NF-xkB Western Blotting. Brain protein samples con-
taining the same amount of total protein were mixed with
a 5x Laemmli loading buffer (protein volume:loading
buffer=4:1). The mixed protein sample was heated at 99°C
for 5min to cause protein denaturation, and then 20 ug of
protein sample was separated on 12% sodium dodecyl
sulfate-polyacrylamide (SDS-PAGE) gel and electrotrans-
ferred to polyvinylidene difluoride (PVDF) membranes
(Bio-Rad, CA, USA). The membrane was blocked with 5%
skim milk in TBS containing 0.1% Tween-20 (TBST) for
1h and incubated with primary antibodies against NF-xB
p65 protein (anti-rabbit, 1:2500, Abcam, USA) or GAPDH
(anti-rabbit, 1:5000, Biogot Technology Co., Ltd) at 4°C
overnight in a refrigerator. The following day, after washing
with TBST three times for 5min, the PVDF membrane was
incubated for 1h at room temperature with the secondary
antibody (anti-rabbit, 1:10000, ZSGB-BIO, China). Then,
the PVDF membrane was washed again with TBST three
times for 15min; the Western blots were visualized after
being incubated with ECL solution (Millipore Corp., Billerica,
Massachusetts, USA) for 1 min and exposed onto photo-
graphic films (Eastman Kodak Company, Rochester, New
York, USA) for 10-90 sec. Signal intensities were quantified
using the Image] 14.0 software, and the density value of the
objective protein band was normalized according to that of
the GAPDH band of the same sample.

2.8. Immunohistochemistry. The animals (four per group)
were anesthetized with pentobarbital and perfused with
50 ml of 0.1 M PBS, followed by 100 ml ice-cold 4% parafor-
maldehyde (PFA). Paraffin-embedded frontal cortex and
hippocampus tissues were cut to a thickness of the 5um
section on a microtome. After rehydration, the sections were
incubated with fresh 3% H,O, for 10min under room
temperature, washed with distilled water, and heated at
95-98°C in 0.01 M citrate buffer (pH6.0) for 15min, then
cooled at room temperature for 30 min and washed with
PBS. Then the sections were blocked with normal goat
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F1GURE 1: The comparison of body weight in different groups. (a) Body weight changes during CUMS of C57BL/6 mice; *p < 0.05 compared
with 0 day and #p < 0.05 compared with 7 days. (b) Body weight changes during CUMS of ob/ob mice; *p < 0.05 compared with 14 days.
(c) The body weight on the day after behavioral tests. Results are expressed as mean + SEM (n =10 in each group); **p <0.01.

serum for 20 min, incubated with rabbit anti-NF-xB p65
antibody (1:250, GeneTex, USA) at 4°C overnight, and
washed with PBS. After that, the sections were incubated
with biotinylated goat anti-rabbit IgG antibodies at 37°C
for 15min, rewashed with PBS, incubated with the
streptavidin-biotin complex (SABC) at 37°C for 15min,
and then stained with diaminobenzidine under a micro-
scope. At the end, the sections were dehydrated, cleared,
and mounted. After all the staining was finished, each
section was viewed under 400x magnification, and NF-«B
P65 expression was observed.

2.9. Statistics. Data were presented as the mean + SEM.
Statistical analysis of data was carried out by one-way
analysis of variance (ANOVA) with S-N-K post hoc test
and independent samples t-test. Further, two-way ANOVA

was used to analyze the change in bodyweight during the
CUMS procedure. Differences were considered statistically
significant if the p value was less than 0.05.

3. Results

3.1. Body Weight. The results showed that the main effect
of group on body weight was not significant (F=2.093,
p=0.128; F=1.764, p=0.177), but the time effect on body
weight was significant in C57BL/6 groups (F =42.227, p <
0.001) and ob/ob groups (F =24.327, p < 0.001) during the
period of CUMS (Figures 1(a) and 1(b)). The body weight
of both C57BL/6 and ob/ob mice increased during 14 days
of the CUMS procedure. Briefly, the body weights of the
C57BL/6 control group and CUMS group significantly
increased at 7 days of the CUMS procedure compared with
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those at baseline (F =9.157, p <0.001) (p < 0.05, resp.), and
the body weight of the C57BL/6 Tak242 group significantly
increased at 14 days of the CUMS procedure compared with
that at baseline (p <0.05, resp.). The body weights of all
ob/ob groups significantly increased at 14 days of CUMS
procedure compared with those at baseline (p<0.05,
resp.). There were significant differences in body weight
between C57BL/6 mice and ob/ob mice in control groups
(t=27.731, p < 0.001), CUMS groups (t = 32.160, p < 0.001),
and Tak242 groups (¢ =36.014, p <0.001) after behavioral
tests (Figure 1(c)). The results indicated that there was no
effect of the CUMS regimen on body weight of both
C57BL/6 mice and ob/ob mice, but ob/ob mice had greater
body weight than C57BL/6 mice had on the day after
behavioral tests due to the animal strains.

3.2. Behavioral Tests

3.2.1. Sucrose Preference Test. As shown in Figure 2(a),
CUMS exposure significantly reduced the percentage of
sucrose consumption in both stressed C57BL/6 mice and
ob/ob mice in comparison with the control animals [F =
76.236, p<0.001; F=22.252, p<0.001], while treatment
with Tak242 significantly prevented the decrease in sucrose
consumption, as compared to the CUMS-exposed mice
(p<0.01; p<0.01). In addition, the Ctrob and CUMSob
groups had lower percentage of sucrose consumption
than the Ctrc57 and CUMSc57 groups had (f=6.827,
P <0.001; t=20.646, p <0.001). The results indicated that
stress decreased sucrose preference in C57BL/6 mice and
ob/ob mice, while the antagonist reversed the alteration.
Both unstressed and stressed ob/ob mice had lower
sucrose consumption than C57BL/6 mice had.

3.2.2. Open-Field Test. As shown in Figure 2(b), CUMS
increased the time in centre squares in C57BL/6 mice [F =
16.483, p < 0.001] (p <0.01), but Tak242 could not relieve
the alteration (p < 0.01). There was a significant difference
in the time in centre squares among ob/ob mice [F =4.334,
p=0.025], unstressed and stressed mice had a longer time
in centre squares compared with the antagonist group
(p<0.05 p<0.01). Moreover, all ob/ob groups had a
longer time in centre squares than their C57BL/6 counter-
parts had (t=3.378, p=0.004; t =6.531, p<0.001; and ¢t =
2.706, p =0.015). As shown in Figure 2(c), the C57BL/6 mice
in the CUMS group showed decreased horizontal and vertical
movements [F = 3.496, p = 0.045] in comparison to the con-
trol group (p <0.05). Treatment with Tak242 significantly
reversed the behavioral alteration as compared to the CUMS
groups (p <0.05). In ob/ob mice, unstressed and stressed
mice had lower horizontal and vertical movements compared
with the antagonist group [F =6.463, p=0.006], Tak242
prevented the lower exploratory behaviors (p <0.01). In
addition, all ob/ob groups had decreased horizontal and
vertical movements compared with the C57BL/6 group
(t=8.860, p<0.001; t=5.268, p<0.001; and t=3.860,
p=0.001). As shown in Figure 2(d), CUMS increased the
number of grooming in ob/ob mice [F =8.915, p=0.001]
(p<0.01) while Tak242 relieved the change (p <0.05).

The control ob/ob group and CUMS ob/ob group displayed
a much higher number of grooming than did C57BL/6
groups (t =3.344, p=0.004, and ¢ =3.291, p = 0.004, resp.).

The results indicated that stress induced lower interest in
a new environment. Behavior suppression of both C57BL/6
mice and ob/ob mice was explored; ob/ob mice had obvious
behavioral disorders in the OFT compared with C57BL/6
mice, and the antagonist improved most of the abnormal
behaviors in both mice and ob/ob mice.

3.2.3. Morris Maze Test. As shown in Figure 2(e), CUMS
mice showed less target quadrant time in the Morris maze
test [F=22.123, p=0.001, and F=4.283, p=0.026] in
comparison to the control mice (C57BL/6 mice: p <0.01;
ob/ob mice: p < 0.05). Treatment with Tak242 significantly
reversed the behavioral alteration as compared to the CUMS
C57BL/6 mice (p <0.01), while Tak242 treatment did not
improve the behavioral change in the Tak242 ob group
(p>0.05). Moreover, the CUMSc57 group had less target
quadrant time compared with the CUMSob group (¢ = 2.889,
p =0.010), while Tak242 ¢57 had a longer target quadrant
time compared with the Takob group in the Morris maze test
(t=3.451, p=0.003). The results indicated that CUMS
induced less target quadrant time in both C57BL/6 mice
and ob/ob mice in the Morris maze test, and the antagonist
relived the alteration in C57BL/6 mice.

3.3. The Level of Serum Corticosterone. As shown in
Figure 3, CUMS induced a higher level of serum corticoste-
rone in stressed ob/ob mice [14.070, p < 0.001] compared
with unstressed mice (p <0.01). Tak242 could reverse the
increased level of corticosterone in ob/ob mice (p < 0.01).

3.4. The Levels of Cytokines in the Frontal Cortex and
Hippocampus. Cytokine expression in the frontal cortex is
shown in Figures 4(a)-4(c). As shown in Figure 4(a),
the level of IL-1f increased in both stressed C57BL/6 mice
[F =244.847, p < 0.001] (p <0.01) and ob/ob mice as com-
pared to controls [F =251.203, p < 0.001] (p=0.01), while
Tak242 could reverse the alteration in C57BL/6 mice and
ob/ob mice (p <0.01; p<0.01). ob/ob mice in the control
group, CUMS group, and Tak242 group had higher levels
of IL-1f than C57BL/6 mice had (t =39.963, p <0.001; t =
298.468, p <0.001; and t =27.188, p <0.001). As shown in
Figure 4(b), CUMS significantly increased the levels of IL-6
in C57BL/6 mice [F=32.093, p=0.001] (p<0.01) and
ob/ob mice [F=67.729, p <0.001] (p <0.01) as compared
to controls, while Tak242 decreased the levels of IL-6 in
C57BL/6 mice (p <0.01) and ob/ob mice (p <0.01). Fur-
ther, ob/ob mice in the control group, CUMS group, and
Tak242 group had higher levels of IL-6 than C57BL/6
mice had (t=11.741, p<0.001; t=13.777, p <0.001; and
t=82.866, p <0.001). As shown in Figure 4(c), stress sig-
nificantly increased TNF-a in C57BL/6 mice [F =215.849,
p<0.001] (p<0.01) and ob/ob mice [F=54.251, p<
0.001] (p <0.01), while Tak242 could reverse the change
in TNF-« level (p <0.01; p<0.01). The Ctrob, CUMSob,
and Tak242 ob groups had higher levels of TNF-a than
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F1GURE 2: The comparison of behavior changes in different groups: (a) sucrose preference percentage in the SPT; (b) time in centre squares in

the OFT; (c) number of horizontal and vertical movements in the OFT; (d) number of grooming in the OFT; (e) percentage of time spent in

the target quadrant in the MWM test. Results are shown as mean + SEM (n

10 in each group). *p < 0.05 and **p < 0.01.
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different groups. Data are expressed as means+ SEM (n=6 in
each group). **p < 0.01.

C57BL/6 groups had, respectively (t=20.156, p <0.001;
t=353.631, p<0.001; and f=11.044, p <0.001).

The results indicated that CUMS induced increased
IL-1pB, IL-6, and TNF-« levels in the frontal cortex in both
C57BL/6 and ob/ob mice, while the antagonist reversed the
alteration; ob/ob mice had higher levels of cytokines in the
frontal cortex than C57BL/6 mice had.

Cytokine expression in the hippocampus is shown in
Figures 4(d)-4(f). The change tendency was similar to the
frontal cortex. Figure 4(d) shows that the levels of IL-1f3
increased in both CUMS C57BL/6 group [F =167.546, p <
0.001] (p <0.01) and CUMS ob/ob group compared to the
control group [F=24.858, p=0.001] (p <0.01); however,
Tak242 reversed the alteration in C57BL/6 mice and ob/
ob mice (p<0.01; p<0.01). Unstressed, stressed, and
Tak242 ob/ob mice had higher levels of IL-1f than
C57BL/6 mice had (t=10.107, p=0.001; t=12.004, p <
0.001; and t=13.796, p <0.001). Figure 4(e) shows that
CUMS significantly increased the levels of IL-6 in C57BL/6
[F=41.508, p<0.001] (p<0.01) and ob/ob mice [F=
13.651, p=0.006] (p <0.01) compared to the control, while
Tak242 decreased the levels of IL-6 in C57BL/6 mice (p <
0.01) and ob/ob mice (p <0.01). Meanwhile, unstressed,
stressed, and Tak242 ob/ob mice had higher levels of IL-6
than C57BL/6 mice had (t =7.676, p=0.002; t =5.443, p =
0.006; and t=15.702, p <0.001). Figure 4(f) shows that
stress increased TNF-a in C57BL/6 [F =94.544, p < 0.001]
(p < 0.05) and ob/ob mice [F =47.300, p < 0.001] (p < 0.01),
while Tak242 could reverse the change in TNF-« level (p <
0.01; p < 0.01). ob/ob mice in the control, CUMS, and antag-
onist groups had higher levels of TNF-a than C57BL/6
groups had (r=4.381, p=0.012; t=21.203, p < 0.001; and
t=37.023, p <0.001).

The results suggested that CUMS induced increased
IL-13, IL-6, and TNF-« levels in the hippocampus in
C57BL/6 mice and ob/ob mice, while the antagonist reversed
the alteration; ob/ob mice in unstressed, stressed, and

antagonist groups had higher levels of cytokines in the
hippocampus than C57BL/6 mice had.

3.5. NF-kB p65 Expression in the Frontal Cortex
and Hippocampus

3.5.1. NF-xB p65 Expression in the Frontal Cortex and
Hippocampus in Western Blot. Figure 5(a) shows the NF-xB
p65 expression in the frontal cortex in Western blot. The
CUMS procedure induced a marked increase in NF-«xB p65
level in C57BL/6 mice compared to control animals [F =
4.043, p=0.035] (p <0.05), and Tak242 could relieve the
alteration (p >0.05 control group versus Tak242 group).
CUMS did not induce a significant increase in NF-«B p65
level in ob/ob mice [F=2.359, p=0.123]. Moreover, the
NEF-«B p65 level of ob/ob mice in the control group was
higher than that of the C57BL/6 mice in the control group
(t=4.669, p=0.001). The results suggested that both
unstressed and stressed ob/ob mice had higher levels of
NF-«B p65 than C57BL/6 mice in the frontal cortex, but
the antagonist could not reverse the alteration of the NF-
kB p65 level in ob/ob mice.

Figure 5(b) shows the NF-xB p65 expression in the
hippocampus in Western blot. CUMS induced a higher level
of NF-kB p65 expression in C57BL/6 mice compared to
control animals [F=4.177, p=0.032] (p<0.05), while
Tak242 relieved the alteration (p > 0.05, control group versus
Tak242 group). CUMS induced an increase in NF-«B p65
expression in ob/ob mice compared to control mice [F =
5.641, p=0.015] (p < 0.01), while Tak242 could reverse the
alteration (p < 0.05). Further, there were significant differ-
ences in NF-«B p65 expression in the hippocampus between
control groups (t=5.548, p <0.001), CUMS groups (t=
8.350, p < 0.001), and Tak242 groups (t =4.592, p=0.001)
of C57BL/6 mice and ob/ob mice. The results indicated that
ob/ob mice had a higher level of NF-xB p65 in the hippocam-
pus than C57BL/6 mice had; stress worsened the situation,
while the antagonist normalized it.

3.5.2. NF-kB p65 Expression in the Frontal Cortex and
Hippocampus in IHC. Figure 5(c) shows the NF-«B p65
expression in the frontal cortex (above) and hippocampus
(below) in immunohistochemistry (IHC). Figures 5(b) and
5(c) show the cell counting of NF-xB p65 expression in the
frontal cortex and hippocampus. The NF-xB expression in
IHC confirmed the change tendency of NF-«B p65 expres-
sion in the frontal cortex and hippocampus in Western blot.

In Figure 5(d), CUMS induced significant NF-xB p65
expression in the frontal cortex of C57BL/6 mice [F=
50.864, p <0.001] (p<0.01), while Tak242 reversed the
change in mice of the Takc57 group (p<0.01). CUMS
induced an obvious NF-«B p65 expression in the frontal
cortex of ob/ob mice, but the differences in the number of
NF-«B p65-positive expression cells among the three groups
did not reach significance [F =2.275, p = 0.159]. There were
no significant differences in the number of positive expres-
sion cells in the frontal cortex between C57BL/6 mice
and ob/ob mice in control groups (t=0.333, p=0.750),
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F1GURE 4: Cytokine expression in the frontal cortex and hippocampus measured in different groups: (a) IL-13 expression in the frontal cortex;
(b) IL-6 expression in the frontal cortex; (c) TNF-a expression in the frontal cortex; (d) IL-1f3 expression in the hippocampus; (e) IL-6
expression in the hippocampus; (f) TNF-«a expression in the hippocampus. Data are expressed as means + SEM (n =6 in each group).
*p<0.05and **p<0.01.
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FIGURE 5: NF-«B p65 expression in the frontal cortex and hippocampus. (a) NF-xB p65 expression in the frontal cortex measured in Western
blot. (b) NF-«B p65 expression in the hippocampus measured in Western blot. (c) NF-«B p65 expression in the frontal cortex and
hippocampus in immunohistochemistry (x400). Above: frontal cortex; below: hippocampus. (d) Positive expression neuron counting in
the frontal cortex in a high-power field (hpf). (e) Positive expression neuron counting in the hippocampus in a high-power field (hpf).
Data are expressed as means + SEM (n = 6 in each group and n =4 in each group). *p < 0.05 and **p < 0.01.
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CUMS groups (t=0.323, p=0.758), and Tak242 groups
(t=0.562, p=0.595).

In Figure 5(e), CUMS induced a significant NF-xB p65
expression in the hippocampus in the CUMSc57 group
compared with the control group [F=19.293, p <0.001]
(p<0.01). Tak242 changed the alteration of NF-xB p65-
positive expression in the hippocampus in the Takc57
group (p<0.01). CUMS induced a much more NF-«B
p65-positive expression in the hippocampus in the CUMSob
group [F=4.162, p=0.053] (p<0.05), while Tak242
relieved the increased NF-«xB p65 expression of the hippo-
campus in the Tak242 ob group (p > 0.05). ob/ob mice in
the control group had significantly more positive expression
cells than C57BL/6 mice had in the control group (t = 6.481,
p =0.001); no significant differences in the number of posi-
tive expression cells were found between C57BL/6 mice
and ob/ob mice in the CUMS group (t=2.114, p=0.079)
and Tak242 group (t =1.759, p=0.129).

4. Discussion

Studies have confirmed that stress was associated with ele-
vated inflammation and depression, and increased cytokines
in the brain played a crucial role in the etiology of depression
[1]. Meanwhile, a low-grade inflammation state might con-
stitute vulnerability to depression in an obese population
[16] because the higher levels of certain cytokines in the
prefrontal cortex and hippocampus were regarded as con-
tributors of emotional disorder and memory damage [7].
The present study probed the depressive-like behaviors
induced by CUMS between normal-body weight mice and
ob/ob mice [37, 38] and the protective effects of the TLR4
antagonist on behavioral changes [22, 27, 28]. The results
demonstrated that CUMS induced lower sucrose consump-
tion, more time spent in the central squares, low number of
movements in OFT, and less target quadrant time in
MWM in both C57BL/6 mice and ob/ob mice. The results
all suggested that the stressed animals displayed anhedonia
and disinterest in a new environment and were in a state of
low excitement and memory impairment [21, 22]. Inconsis-
tent with the hypotheses, TLR4 antagonist Tak242 displayed
different effects on preventing the behavioral disorders by
showing that Tak242 remarkably reversed lower sucrose con-
sumption and induced behavioral disorders in OFT and
memory impairment except anhedonia in C57BL/6 mice
and memory impairment in ob/ob mice. The findings impli-
cated that overexpression of cytokines in the frontal cortex
and hippocampus could not interpret all depressive symp-
toms; dysfunction of the hypothalamic-pituitary-adrenal axis
(HPA) and the neurotransmitter system played important
roles in the pathogenesis of depression [39, 40]. However, it
was noticed that ob/ob mice in both control group and
CUMS group displayed serious anhedonia and autonomic
activity suppression than did C57BL/6 mice which suggested
that obese animals might be more vulnerable to depression
than normal weight animals under stress [41, 42].

Studies showed that certain cytokines such as IL-13 were
involved in the pathogeneses of depression [2, 3]. TNF-«
was closely related with locomotor activity suppression,

Neural Plasticity

anhedonia, and fatigue, as well as alterations in cognition,
and might cause depressive symptoms through the HPA
axis [40]. Our previous study also confirmed that the
reduction level of IL-1f3, IL-6, and TNF-« in the hippocam-
pus could relieve depressive-like behaviors [5, 17]. In the
study, CUMS increased the IL-1f3 and IL-6 expression in
both C57BL/6 and ob/ob mice, while Tak242 prevented the
alterations. The results supported the conclusion that stress
elevated the inflammation condition and induced depression.
Moreover, the present study showed that ob/ob mice in
unstressed, stressed, and antagonist groups had higher levels
of IL-1p3, IL-6, and TNF-« in both frontal cortex and hippo-
campus than C57BL/6 mice which indicated that ob/ob mice
had higher baseline of cytokines in certain brain areas; stress
worsened the situation, while the TLR4 antagonist could not
completely reverse the increased cytokines in ob/ob mice.
Combined with the results that both unstressed and stressed
ob/ob mice had serious depressive-like behaviors than
C57BL/6 mice had, the study reached the conclusion that
higher levels of cytokines of the frontal cortex and hippocam-
pus might be the reason for the susceptibility to depression in
obese mice [20].

TLR4-mediating innate immune response was associated
with neuroinflammation [23, 24]. NF-xB was a cardinal
transcriptional regulator of inflammation and apoptosis of
neurons [1, 10]. DAMPs activated the TLR4-NF-xB pathway
and induced elevated levels of IL-13, IL-6, and TNF-« [16].
In order to clarify the role of TLR4-NF-«B signaling in the
regulation of inflammatory responses during CUMS, we
examined the NF-«B expression in the frontal cortex and
hippocampus which are closely related with cognition and
emotion using Western blot and immunohistochemistry. In
the results of Western blot, CUMS induced a significant
increase in NF-xB expression in the frontal cortex and the
TLR4 antagonist reversed the overexpression of NF-xB in
C57BL/6 mice. However, both CUMS and antagonist did
not change the NF-xB expression in the frontal cortex in
ob/ob mice. This explains that ob/ob mice in the control
group had high NF-«B expression at baseline than C57BL/6
mice had, and CUMS failed to increase the level of NF-«B
in the frontal cortex. In addition, the present study shows
that CUMS induced a significant increase in NF-«B expres-
sion in the hippocampus while the TLR4 antagonist could
reverse the overexpression of NF-«B in both C57BL/6 mice
and ob/ob mice, but all ob/ob mice displayed higher NF-«B
levels in the hippocampus than C57BL/6 mice did. The
results suggested that the high NF-«B expression at baseline
was the crucial reason for the overexpression of cytokines
in the hippocampus; CUMS stimulated higher levels of
NF-«B, but the antagonist could normalize in ob/ob
mice. In the THC result, CUMS induced NF-«xB overex-
pression in the frontal cortex and hippocampus in both
C57BL/6 and ob/ob mice, and ob/ob mice in the control
group had more obvious NF-«B expression in the hippo-
campus than C57BL/6 mice had, which was consistent
with the results in Western blot. Based on the findings,
the study concluded that ob/ob mice had a hyperactive
TLR4-NF-«B signal and higher level of cytokines under
CUMS [1, 21]. Our study may provide novel insights into
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the development of new therapeutic approaches for obesity
comorbidity depression [39, 43].

5. Conclusions

Our results demonstrated that CUMS induced a depressive-
like behavior, spatial memory damage, higher level of serum
corticosterone, and overexpression of cytokines and NF-«B
in the frontal cortex and hippocampus. Obese mice dis-
played serious depressive-like behaviors and an upregulated
TLR4-NF-«B signal. The implications for understanding
the pathoetiology of vulnerability to depression of obesity
and the development of new treatments are also considered.
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Examination stress occurs so frequently in the lives of students. The neural mechanisms of attentional bias induced by examination
stress in test-anxious individuals remain unclear. Accordingly, we investigated the attentional bias toward test-related threatening
words in selected high and low test-anxious participants under the stress of final examinations by using an event-related potential
(ERP) technique. A classic dot-probe paradigm was adopted with a test-related/test-unrelated threatening word and a neutral word
pair as cues. Results showed attention bias and enhanced N200 amplitude toward test-related threat in high test-anxious
individuals, whereas avoidance of test-related threat and decreased N200 amplitude were shown in low test-anxious individuals.
Additionally, ERP data revealed the relatively enhanced LPP amplitude in low test-anxious participants compared with that in
high test-anxious participants. No attentional bias toward test-unrelated threat was found. In conclusion, examination stress
resulted in attentional bias and functional perturbations of a brain circuitry that reacted rapidly to test-related threat in high

test-anxious individuals.

1. Introduction

Examinations occur so frequently and assume so much
importance in the lives of students. College students report
that examinations are the main sources of considerable stress
[1]. Routine experiences of examination stress can lead to
adverse psychological and physiological health [2, 3]. It has
been estimated that about 15% to 20% of college students
suffer from test anxiety [4]. Test anxiety is characterized by
feelings of tension, worrisome thoughts, and the activation
of the autonomic nervous system when an individual faces
evaluative achievement-demanding situations [5]. Test anxi-
ety can magnify stressful experiences about an examination
situation. High test-anxious (HTA) individuals produce
significantly higher physiological responses during examina-
tion settings than low test-anxious (LTA) individuals, and
larger increases in physiological arousal are often associated
with poorer exam or task performance [6].

The issue of how test-anxious individuals process
threat (especially test-related threat) under examination
stress is of particular interest because of the important
implications of developing coping strategies and effective
treatments for students [7, 8]. Previous studies showed
that the attention system of anxious individuals might be
abnormally sensitive to threat-related stimuli in the envi-
ronment [9]. This attention pattern has been implicated
in the etiology and maintenance of anxiety disorders
[10]. As far as we know, only a few studies have investi-
gated the attentional bias of test-anxious individuals. The
existing studies suggested that test-anxious individuals
show attentional bias toward test-related threatening infor-
mation under examination stress [11-13]. However, these
studies have not examined test-anxious individuals’ atten-
tional bias toward test-unrelated threatening stimuli. This
issue has critical implications for providing the impetus
for interventions through attentional bias modification
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training. Recently, researchers have tried to use computer-
ized attention-training tasks to modify attentional bias
patterns of test-anxious participants and revealed signifi-
cant reduction in anxiety vulnerability [7]. The attentional
bias pattern needs to be systematically investigated before
more effective interventions are carried out. If test-
anxious individuals also show attentional bias toward
test-unrelated threat, attention training should be carried
out to help them modify the attentional bias pattern.

Furthermore, no research has investigated the neural
mechanisms of attentional bias induced by examination
stress in test-anxious subjects. The existing studies relying
on reaction times (RTs) and attentional bias scores (ABS)
are insufficient to identify the underlying neural correlates
of attentional processing and their timing. In contrast to
RTs and ABS, which reflect the combined effects of a
sequence of many distinct neural processes, the ERP tech-
nique can obtain an online measure of attentional processing
and show how the allocation of attention unfolds over the
course of a trial [14]. The present research investigated neural
mechanisms of attentional bias in test-anxious subjects, by
using the ERP technique in conjunction with the traditional
RT measure. ERP studies have revealed an initial shift of
attention toward threat in trait-anxious individuals, as mea-
sured with the larger amplitudes for the P1 [15, 16] and/or
N200 component [17], and sustained engagement with
threat over time, as measured with the late positive potential
(LPP) [18, 19]. Augmentation of the P1 component was
found among high trait-anxious individuals, which was
attributed to greater attention allocation to the threatening
relative to neutral stimuli [15]. The N200 component has
been well validated and was used to examine the allocation
of attention to emotional stimuli [17, 20]. LPP was also used
to investigate whether a threatening stimulus elicits sustained
engagement. If attention was initially shifted to threatening
stimuli (reflected by P1 or N200) but not maintained on
them, threat-related modulation of the LPP would likely
not to be observed.

The present study employed the classic dot-probe task to
investigate the attentional bias of test-anxious individuals.
Attentional bias was inferred from different RTs toward
probes that replaced threatening stimuli (ie., test-related
and test-unrelated words) compared to probes that replaced
neutral stimuli [21]. If a test-anxious individual’s attention
was abnormally sensitive to a threatening stimulus, RTs
would be shorter for probes that replaced threatening stimuli
compared to RTs for probes that replaced neutral stimuli.
The research question is as follows: Do HTA individuals
undergoing examination stress, compared with LTA individ-
uals, show attentional bias and altered neural reactivity
toward test-related threat rather than test-unrelated threat
(test-unrelated threatening words)? Test-anxious individuals
were sensitive to environmental stimuli that are relevant to
their specific anxiety-related schemas [5]. That is, HTA par-
ticipants’ attention should be oriented toward the location
and direction of test-related threats in examination settings
[12]. Therefore, we expected to see stronger evidence of
attentional bias toward test-related threat rather than toward
test-unrelated threat in the HTA group. More specifically,
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this pattern of results would be typified in both behavioral
and electrophysiological data. In the behavioral data, this
prediction would be achieved if test-anxious individuals
show faster RTs or positive attention bias scores for test-
related threat. In the ERP data, this prediction would be sup-
ported by the finding of a larger amplitude for the P1 and/or
N200 components in HTA relative to LTA individuals in
response to cued test-related threatening words. In a word,
we expected to further illuminate the association between
examination stress, attentional bias, and brain activation by
using the classic dot-probe task.

2. Materials and Methods

2.1. Participants. Forty-five volunteers were selected from a
larger pool of undergraduate students who had completed
the short form of the Test Anxiety Inventory [22] in Chinese
(short form of the TAI-C) [23]. HTA participants (N = 22;
mean age, 19.86+1.28 years; 11 females) were defined as
those scoring more than 13 (M =16.09, SD =1.87); LTA par-
ticipants (N =23; mean age, 19.67 + 1.27 years; 9 females)
were those scoring less than 8 (M=6.04, SD=.88) in our
study. These cut-off points represented approximately the
upper and lower 16% of preliminary norms of the short
form of the TAI-C (one standard deviation above and
below the mean) [20]. The groups differed in TAI-C,
1(43) =22.85, p<.001. All participants signed the written
informed consent and had self-reported normal or
corrected-to-normal eyesight.

2.2. Stimuli and Task. Stimuli consisted of 72 test-related
threatening words (TR) and 72 test-unrelated threatening
words (TU), individually matched with 144 neutral words
(N). Word pairs were presented one above the other in Song
font size 21 and were 3 cm apart. Whether a threatening or
neutral word was presented at the top was randomly chosen.

The words were drawn from the Test Anxiety Word Sys-
tem [24], which provides a standardized set of emotional
stimuli with normative ratings of threat dimension, test-
related dimension, and familiar dimension. In the threat
dimension, the TR set and the TU set did not significantly
differ between each other, but both differed from the N set
significantly (TR=5.13+.37, TU=5.18 +.31, N = 2.65 + .16;
Fi285=3290.07, p<.001, #°,=.96). In the test-related
dimension, the TU set and the N set did not significantly dif-
fer between each other, but both differed from the TR set sig-
nificantly (TR=5.54+.34, TU=2.66+.24, N=2.64+ .15;
F(p 285 =4160.76, p < .001, 1i° = .97). In the familiar dimen-
sion, the three sets did not significantly differ between
each other (TR=5.51+.60, TU=5.55+.57, N =5.40 + .48;
Fiooss)=2.19, p=11, n*,=.02).

In the dot-probe task (see Figure 1), each trial began with
a central fixation cross, presented for 500/520/540/560 ms,
followed by a word pair (i.e., cue) displayed for 200 ms.
Immediately (300 ms) following the word pair, the probe
stimulus (either left or right arrows) was randomly presented
with equal regularity in the location of the centre of one of the
words for 200 ms. Then, a blank screen was presented until a
response was made or until 2000 ms had elapsed. Participants
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Blank 300 ms

ITT 1000 ms

Probe 2000 ms

World pair 200 ms

Fixation
500/520/540/560 ms Fail

tree

FIGUrE 1: Example trial sequence in the dot-probe task.

had to determine the orientation of the probes by pressing
one of two prespecified buttons. Participants were instructed
to respond as quickly and accurately as possible. The inter-
trial interval was 1000 ms. The task was split into four exper-
imental blocks; each of the blocks contained 72 trials. The
practice block including 12 trials was shown prior to the
experimental blocks. The trials were presented in a new
random order for each participant.

2.3. EEG Recording and Artifact Scoring. Electroencephalo-
grams were recorded using a 256-channel system (Electrical
Geodesics (EGI), USA). All electrode impedances were
kept below 40kQ. All channels were referenced to the
Cz channel, and data were collected using a 0.1-100 Hz
bandpass filter. Signals were collected at 500 samples per
second and digitized with a 16-bit A/D converter.

Trials with incorrect responses were eliminated from
analysis, as well as trials containing eye blinks or artifacts
exceeding +70 uV. Prior to data analyses, all ERP wave-
forms were low-pass filtered at 30 Hz, using a zero-phase
shift digital filter [15]. Mean cue-evoked ERP amplitudes
were epoched from —200 ms to 800 ms after the word pair
onset, and probe-evoked ERP amplitudes were epoched
from —200ms to 500 ms after the probe onset [18].

2.4. Procedure. To investigate the neural reactivity induced by
examination stress, participants carried out the procedures 1
week before their final examination. All participants were
seated in a comfortable chair 80cm from the computer
screen in a sound-attenuated room. Instructions for the task
were presented. Participants completed the practice block
and the dot-probe task. Between blocks, several minutes of
rest were taken appropriately. The EEG was recorded

throughout the experiment. Finally, participants were
thanked, paid, and debriefed after participation.

2.5. Data Analyses

2.5.1. Behavioral Reaction Times. Erroneous responses were
excluded from statistical analyses. RTs shorter than
200ms or longer than 1500ms were removed. Further-
more, RTs deviating more than 3 SDs from the individual
mean RTs were excluded. Statistical analyses were run on
98% of the data. RTs were subjected to a 2 (groups:
HTA and LTA) x2 (word types: TR and TU) x2 (congru-
ency: congruent and incongruent) mixed-design ANOVA.
Congruent corresponds to the probes replacing threatening
words, while incongruent corresponds to the probes
replacing neutral words. All variables were within subjects
except for group. If the higher-order interactions including
congruency were significant, an attentional bias index
would be calculated (see below).

For each of the types of threatening words (TR and TU),
the bias score was calculated following MacLeod et al. [25].
Bias score=0.5x (RT},congruent — Rl congruent)> Where incon-
gruent corresponds to the probes replacing neutral words
and congruent corresponds to the probes replacing threat
words. Positive values reflect attention toward the threaten-
ing words, and negative values reflect attention away from
the threatening words. A value of zero implies no attentional
bias. Bias scores were analyzed using a 2 (groups: HTA and
LTA) %2 (word types: TR and TU) mixed-design ANOVA
with the between-subjects factor group and the within-
subjects factor word type.

2.5.2. ERP Analysis. Based on previous reports in the litera-
ture [14, 15, 18, 26] and inspection of the grand mean ERPs,
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TABLE 1: Mean reaction times (in ms) in the dot-probe task for HTA and LTA participants (standard deviations in parentheses).

Test-related threatening word
Congruent

Incongruent

Test-unrelated threatening word
Incongruent Congruent

HTA group (n=22)
LTA group (n=23)

621.13 (231.43)
488.77 (150.79)

595.16 (208.05)
509.32 (155.56)

602.03 (214.92) 599.59 (215.09)
500.59 (153.32) 500.96 (157.67)

TABLE 2: Bias scores in the dot-probe task for HTA and LTA participants.

Test-related threatening word

Test-unrelated threatening word

Mean (SD) t-test® Mean (SD) t-test®
HTA group (n = 22) 12.98 (19.02) 320" 122 (16.83) 34
LTA group (n=23) ~10.27 (12.70) -3.88" —.18 (13.59) -07

“Results from a one-sample t-test between bias scores and zero (*p <.05).

30
20
10

. I

T 1
Test-unrelgted thredt

Bias score (ms)

Test-related threat

-10 - l

=20 -
B HTA
O LTA

F1GURE 2: Bias scores to test-related (TR) and test-unrelated (TU)
threat for HTA and LTA participants.

ERP analyses focused on the mean amplitudes of the P1
elicited by the word pairs (i.e., the cue) and the N200
and LPP evoked by the probe. Attention allocation was
known to modulate P1 over occipital electrode sites. Thus,
P1 was analyzed over occipital electrodes (O1 and O2)
[15]. The N200 was analyzed at posterior electrode sites
(P7 and P8), where N200 was typically maximal [14].
The LPP was analyzed at POz as it was typically maximal
at posterior and parietal sites [18].

The P1 mean amplitude was computed between 120 and
140 ms after the presentation of word pairs and analyzed by
repeated-measures analysis of variance (ANOVA), with
group (HTA and LTA) as between-subjects factor and word
type (TR and TU) and electrodes (O1 and O2) as within-
subjects factors. The N200 peak amplitude was measured
within the latency window of 180-200 ms and analyzed by
repeated-measures analysis of variance (ANOVA), with
group (HTA and LTA) as between-subjects factor and word
type (TR and TU), congruency (congruent and incongruent),
and electrodes (P7 and P8) as within-subjects factors. Finally,
the LPP was scored as the mean activity between 300 and
500 ms at the electrode site POz and analyzed by repeated-

measures analysis of variance (ANOVA), with group (HTA
and LTA) as between-subjects factor and word type (TR
and TU) and congruency (congruent and incongruent) as
within-subjects factors. Planned comparisons were run to
compare effects within the HTA and LTA groups. The
Greenhouse-Geisser correction was used.

3. Results

3.1. Reaction Time Data. The 2x2x2 ANOVA on RTs
revealed a significant interaction of group x word type x con-
gruency, F(, 43,=8.656, p = .005, 172p =.168. Table 1 shows the
RTs for the three-way interaction effect.

The 2x2 ANOVA on bias scores revealed a signifi-
cant main effect of group, F,3=18.799, p<.001,
" »=-304 and a s1gn1ﬁcant groupxword type interaction,
F( 43)=8.656, p=.005, 17 =.168 (see Table 2). Follow-up
tests revealed that HTA' individuals had a larger bias
score for TR words compared with the LTA individuals,
Fy.43y=23.469, p <.001, 112P:.353. There was no signifi-
cant difference between HTA and LTA individuals for the
bias scores on TU words, F(, 43)=.095, p=.760, 172P=.002.
As predicted, a comparison against zero revealed that HTA
individuals had a positive bias score, #(21)=3.20, p =.004,
and LTA individuals had a negative bias score, #(22)=
—3.88, p=.001, both for TR words (see Figure 2).

3.2. Analyses of Cue-Evoked ERPs. No significant effects were
found for the P1 component time-locked to cue onset.

3.3. Analyses of Probe-Evoked ERPs. For the peak ampli-
tude of the N200 component, the interaction of
group x word type x congruency X electrodes was significant,
F(1 43=10.16, p =003, r;zp =.19. Planned comparisons con-
ducted on each group showed that for the HTA group, the
amplitudes at the electrode site P7 in the incongruent TR-N
condition (M =-6.96, SE =.72) are marginally more negative
than those in the incongruent TU-N condition (M=-6.19,
SE=.71), p=.051, while for the LTA group, the amplitudes
at the electrode site P7 in the incongruent TR-N condition
(M =-6.63, SE=.70) are significantly less negative than those
in the incongruent TU-N condition (M =-7.40, SE=.69),
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FIGUrRe 3: Grand-averaged ERPs evoked by probes in the
incongruent test-unrelated (TU) condition and test-related (TR)
condition at the P7 electrode site for HTA and LTA participants.

p=.047 (see Figure 3). None of the other comparisons
resulted in significant differences in N200 amplitude
between the word pairs’ conditions.

Grand-averaged ERP waveforms time-locked to the onset
of the probe at the electrode site POz are presented in
Figure 4. There was a significant main effect of group on
the LPP such that the LTA group (M =6.98, SE=1.10) elic-
ited a larger LPP compared with the HTA group (M =3.57,
SE=1.12), F 43y=4.72, p=.04, r;z =.10, and a significant
word type X congruency 1nteract10n F1,43y=4.15, p=.043,
" p=-09. Follow-up analyses revealed that for the congruent
condition, a significantly higher LPP amplitude was elicited
by the TU-N word pairs (M =5.86, SE=.82) relative to the
TR N word pairs (M =4.84, SE=.80), F(, 43,=>5.51, p=.02,
1’ =.11. For incongruent condition, the LPP amplitude elic-
ited by the TU-N word pairs (M=5.29, SE=.86) did not,
however, differ from that elicited by the TR-N word pairs
(M=5.10, SE=85), F(, 45, =.18, p= .67, ”, = .004. No other
main or interaction effects emerged from this analysis,
Fs <2.29, ps>.08, 11”5 < .06.

4. Discussion

The present study found that HTA participants undergo-
ing the stress of academic examinations showed atten-
tional bias toward TR with enhanced N200 amplitude,
while LTA participants showed avoidance of them with
decreased N200 amplitude. In addition, the electrophysio-
logical data revealed no threat-related modulation of the
LPP but relatively enhanced LPP amplitude in low test-

——o T S5y T /\ T T 1
~200 5 \_/\/ 500 ms
4 4

10 - LPP
— LTA
— HTA

FIGURE 4: Grand-averaged late positive potential (LPP) evoked by
probes at the POz electrode site for HTA (red) and LTA (blue)
participants.

anxious participants compared with that in high test-
anxious participants.

The behavioral results of this study confirmed our pre-
dictions. In accord with the extant literature on attentional
bias in test-anxious subjects [12, 13], this study provided evi-
dence that test anxiety was characterized by an attentional
bias toward test-related threatening stimuli under examina-
tion stress. Test anxiety predisposes HT'A individuals to be
susceptible to distraction and interference of test-related
threat [5]. HTA individuals tend to consume a dispropor-
tionate amount of cognitive resources to scan the test envi-
ronment for possible signs of test-related threat. This can
help explain why HTA individuals are often associated with
poorer exam or task performance under examination stress
[27]. This study further clarified that test-anxious individuals
did not show attentional bias toward test-unrelated threat. It
confirmed the notion that test anxiety was a situation-specific
form of trait anxiety and was characterized by intrusive
anxiety-related behaviors and cognitions elicited by testing
stimuli in academic or evaluative settings [5]. More effec-
tive interventions for test anxiety (e.g., attentional bias
modification training [7]) should be carried out to help
HTA individuals modify attentional bias patterns toward
test-related threat.

In the present study, ERP results revealed that HT'A indi-
viduals showed attentional bias toward TR with enhanced
N200 amplitude and LTA individuals showed avoidance
toward TR with decreased N200 amplitude. In previous stud-
ies of anxiety, N200 was used to examine the allocation of
attention to emotional stimuli [14]. A larger N200 amplitude
was associated with processing emotional than neutral stim-
uli in dot-probe task [17, 18]. The ERP results directly indi-
cated that HTA individuals can quickly detect the
threatening stimulus within about 200ms after the emer-
gence. We believed that N200 was likely to be consistent with
the behavioral results, reflecting a significant initial shift of
attention to test-related threat.

However, the electrophysiological data revealed no
threat-related modulation of the LPP, which indicated that
after initially shifting to threatening stimuli, HTA individuals
did not show sustained attention to them [28]. This result
was consistent with previous eye-tracking research which



suggested that HTA individuals were characterized by ini-
tially attending to test-related threat but avoiding such stim-
ulilater on [13]. Some ERP researches also found no evidence
of sustained engagement with the threat-related stimuli in
high trait-anxious participants [14, 18]. It meant that in order
to reduce increased internal distress, highly anxious subjects
may try to counterbalance their initial attention to threat by
quickly disengaging attention away from the threat [29].

The present study also found that compared with LTA
individuals, HTA individuals elicited decreased LPP ampli-
tude. LPP is susceptible to top-down processing influences,
and its magnitude can be modulated by psychological
resources [30]. This result indicated that HTA individuals
may have less cognitive resources to complete the dot-
probe task. The attentional control theory proposes that anx-
iety affects the efficiency of the inhibition function, which can
prevent attention being directed to task-irrelevant stimuli
(e.g., test-related threat) [31]. As a consequence, HTA indi-
viduals may consume too much cognitive resources for
task-irrelevant stimuli.

The present study failed to find threat-related ERP dif-
ferences in the P1 component locked to the cue-processing
phase of the dot-probe task. Previous studies were incon-
sistent in their findings on such modulation. Augmenta-
tion of the P1 component was found among anxious
individuals [15], while a reduction in this component
was also shown in anxious individuals [26]. Hence,
although the behavioral results in the present study indi-
cated that HTA individuals were selectively biased toward
test-related threat, this was not mirrored by selective mod-
ulation of the P1 component to the cue display. This null
result might be due to no difference in the threat level
between test-related and test-unrelated threatening words
in the classic dot-probe used here. The current study did
not provide a definitive answer regarding threat- and
anxiety-related modulations in the P1 component, leaving
this issue open for future researches.

A noteworthy limitation of the present study is that
although a facilitated response to probes that appear at the
location of a test-related threat is interpreted as vigilance
for threat, results can also be interpreted as a difficulty to dis-
engage from the threat [32]. These data suggest that it is
time to modify the dot-probe task (e.g., adding N-N trials)
and to index the components of attentional bias toward
test-related threat.

5. Conclusion

In summary, the present study demonstrated that examina-
tion stress resulted in attentional bias and functional pertur-
bations of a brain circuitry that reacted rapidly to test-related
threat in high test-anxious individuals.
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Chronic stress results in neurochemical, physiological, immune, molecular, cellular, and structural changes in the brain and often
dampens the cognition. The hippocampus has been one major focus in studying the stress responsivity and neural mechanisms
underlying depression. Both acute and chronic stress stimuli lead to dynamic changes in excitatory transmission in the
hippocampus. The present study examined the potential effects of spontaneous recovery after chronic stress on spatial memory
function and glutamatergic transmission in the hippocampus. The results showed that chronic unpredicted mild stress
transiently increased AMPA receptor GluA2/3 subunit expression, together with elevated PICK-1 protein expression.
Spontaneous recovery restored the behavioral deficits in Barnes maze test, as well as the glutamate receptor expression changes.
In conclusion, spontaneous recovery acts as an important mechanism in system homeostasis.

1. Introduction

Chronic stress results in neurochemical, physiological,
immune, molecular, cellular, and structural changes in the
brain and often dampens the cognition [1-4]. The hippo-
campus is believed to be responsible for the decreased
learning and memory abilities following chronic stress. It
has been found that chronic stress decreases adult hippocam-
pal neurogenesis, blocks LTP induction, downregulates
expression of neurotrophic factors, and exacerbates neuronal
apoptosis in the hippocampus [5-7]. In addition, chronic
stress alters glia homeostasis [8-10], such as triggering
microglial cell proliferation and activation, suppresses astro-
cyte proliferation, and decreases the expression of GFAP
protein and excitatory amino acid transporters (EAATS) in
astrocytes, which might contribute to the altered excitatory
transmission (e.g., glutamatergic) of hippocampal neurons
following chronic stress. Limited evidences revealed that sup-
pressed hippocampal neurogenesis is recovered following
removal of stress [11].

The hippocampus has been one major focus in studying
the stress responsivity and neural mechanisms underlying
depression. The excitatory transmission in the hippocam-
pus is mainly mediated by glutamatergic synapses, with
two types of inotropic glutamate receptors: AMPA receptor
and NMDA receptor, respectively. AMPA receptors are
composed of GluA1-4 subunits, which bind to scaffolding
proteins postsynaptically to be functional on the mem-
brane. PICK-1 and PSD-95 interact with the glutamatergic
receptors, regulating their membrane distribution and
functions [12-14].

Acute stress potentiates the AMPA receptor transmission
in the hippocampus, inducing insertion of GluA2-lacking
AMPA receptors in the CAl region (reflected by increased
AMPA/NMDA ratio and lack of change in NMDA-mEPSCs)
[15, 16], while chronic stress might impair or have no effect
on AMPA transmission in the hippocampus [17, 18]. In the
present study, we examined the potential effects of spontane-
ous recovery after chronic stress on spatial memory function
and glutamatergic transmission in the hippocampus. The
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FIGURE 1: Open field test results. (a) The animals in the CUMS group exhibited decreased movement after stress, which was restored in
the recovery group. (b) There was no significant difference among the three groups in frequencies crossing the inner zone. (c) The
animals in the CUMS group exhibited decreased vertical rearing exploration after stress, which was restored in the recovery group.

**P<0.01.

results suggested that spontaneous recovery might act as an
important endogenous mechanism in self-repair.

2. Materials and Methods

2.1. Ethics. The study has been approved by Ethics Commit-
tee of Animal Experiments in Zhejiang Sci-Tech University,
and all procedures followed the guidelines to animal experi-
ments in Zhejiang Sci-Tech University.

2.2. Animals. 36 male Sprague-Dawley rats were purchased
from Animal Experiment Center, Chinese academy of
Sciences, and raised under temperature 22 +2°C, humidity
50-60%, 12/12 hours L/D cycle, and free access to food/
water. All animals were subjected for a 10-day adaptation
period before being randomly assigned into control group,
model (chronic stress) group, or recovery (recovery from
chronic stress) group (12 in each group). The control group
animals were housed as 3 rats per cage, while the CUMS rats
were housed alone and subjected to chronic unpredictable
mild stress (CUMS) of 35 days. For the recovery group,

TaBLE 1: The results of open field test (M + SD).

Locomotion (cm) ch:;::rilles Rearing times
Control (n=12) 2585.1 £173.0 17+8 29.3+8.8
CUMS (n=10) 1605.5 + 189.5** 12+8 10.0 +7.4**
Recovery (n=8)  2171.2+211.8 15+9 16.3+9.9
F 7.297 1.115 14.065
P value 0.003 0.343 0.000
**P<0.01.

the animals received CUMS and then left for recovery of
another 35 days.

2.3. Procedures for CUMS. CUMS procedures included as
follows: food deprivation (24 hours), water deprivation
(24 hours), tail pinch (1 minute), food shock (1.0mA for
10 seconds, 30 times with interval of 1 minute), ice water
swimming (4°C, 5 minutes), wet bedding (24 hours), and
reversed light/dark cycle. The seven types of stress were
randomly presented to animals with each per day [6].
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FIGURE 2: Barnes maze test results. (a) The animals in the CUMS group exhibited decreased learning ability in Barnes maze test, which was
restored in the recovery group. (b) In the test phase, the animals in the CUMS group exhibited decreased exploration ability (reflected by total
number of holes explored). (c) In the test phase, the CUMS group animals exhibited deficits in short-term working memory (reflected by
repeated exploration of the target hole). * suggests for P < 0.05 and s for P <0.01.

2.4. Open Field Test. Open filed is 80 cm x 80 cm x40 cm
(length, width, and height), and the central field was set as
40 cm x 40 cm in Noldus software (Noldus Co., Netherlands).
The animal was let freely in the open field for 5 minutes.

2.5. Barnes Maze Test. Barnes maze was built as previously
described [19]. The maze is composed of a 122 cm diameter
plate with 18 holes (diameter 10cm) under bright light.
One dark box was under the plate, and the animal can hide
into the box through one of the hole on the plate. For each
test, the plate was turned while the dark box was in fixed
position. The animal was trained once per day for three
continuous days. In the test phase, the animal was placed in
the central of the plate with random head direction and the
behavior trace was recorded.

2.6. Corticosterone Measurement. 1ml cardiac blood was
sampled in the morning and centrifuged at 3000 r/min under
4 degrees Celsius for serum isolation. The supernatant was
kept at —80 degrees before measuring with Corticosterone
ELISA kit (Abcam). The procedure was performed following
the kit brochure, and the corticosterone concentration was
calculated from the standard curve.

2.7. Western Blot. The acutely dissociated hippocampus
tissue was weighted and homogenized for protein extraction.
The primary antibody was mice-anti-Rat GluA1/2/3/PICK-1/
PSD-95 (Millipore, 1:100). The blot was finally revealed with
ECL system and imaged in Tanon-2500 system.

2.8. Immunohistochemistry. The animals were sacrificed, and
brains were harvested for paraffin embedding, sectioning,
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the expression levels of GluA2/3 subunits were significantly upregulated. * suggests for P < 0.05 and s# for P <0.01.

and immunostaining (or HE staining). Briefly, the sections
were firstly incubated with primary antibody mice-anti-Rat
GluA1/2/3/PICK-1/PSD-95 (Millipore, 1:400) overnight at
4 degrees, then secondary antibody goat-anti-mice IgG
conjugated for Envision kit (1 :400, Boshide, Wuhan, China).
The images were taken under a Zeiss fluorescence micro-
scope and analyzed by Image-Pro plus software (Media
Cybernetics, USA). For stereological analyses, six sections
of the hippocampus were chosen from each side (Bregma
-3.3, 3.6, -3.9, —4.2, 4.5, and —4.8 mm). The boundary
of the hippocampus was defined as previously described [20].

2.9. Statistics. The data were presented as mean+SD and
analyzed with SPSS 13.0 software (Chicago, USA). The

differences between two groups were compared by inde-
pendent sample t-test and ANOVA for the three groups.
P <0.05 was considered as statistically significant.

3. Results

3.1. Serum Corticosterone Response and Behavior Changes.
Chronic stress induced significant elevation in serum cortico-
sterone concentration of the CUMS group (101.4+20.3 ng/
ml), compared to the control group (67.7+15.4ng/ml)
(F2,19y=12.233, P <0.01). In the recovery group, the corti-
costerone concentration (59.6+11.2ng/ml) went back to
control level.
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FIGURE 4: Immunohistochemistry results showing the expression of GluA1 in the subregion of the hippocampus. *P < 0.05.

In the open field test, the CUMS group animals exhibited
decreased locomotion in the maze, as well as decreased
vertical rearing (Figures 1(a) and 1(c)), but not the frequen-
cies of central crosses (Figure 1(b)). In addition, the recovery
group animals rehabilitated and demonstrated restored
behavior responses (Table 1).

In the Barnes maze test, the CUMS group showed
decreased ability of learning in the first 3 days (Figure 2(a)):

one-way ANOVA revealed significant effect (F(, ,, =7.277,
P <0.01). In the test phase, the CUMS group explored fewer
holes than the control group and spent more time in the tar-
get hole area (Figure 2(b), one-way ANOVA (F, ,,) =8.125,
P <0.01); Figure 2(c), one-way ANOVA (F,,, =3.490,
P <0.05)), suggesting for impaired short-term memory and
spatial learning ability. On the other hand, the recovery
group exhibited control level performance in the test.
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3.2. Expression Changes of AMPA Receptor Subunits. AMPA
receptors are important components in excitatory transmis-
sion. We therefore examined the changes of AMPA receptors
subunits GluA1-3 in the hippocampus following chronic
stress. With Western blot of full hippocampus tissue, we
found that in the CUMS group, the expression levels of
GluA2 (independent sample ¢-test, =6.893, P < 0.05, n =8)

and GluA3 (independent sample t-test, t=12.966, P < 0.01,
n = 8) subunits were significantly elevated, but not the GluA1
subunit (independent sample t-test, t=4.381, P=0.08,
n=38) (Figure 3).

We further compared the expression changes of GluA1-3
subunits in the subregion of the hippocampus (DG, CA3,
and CA1) with immunohistochemistry and semiquantitative
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FiGUure 6: Immunohistochemistry results showing the expression of GluA3 in the subregion of the hippocampus. *P < 0.05.

measurement by optic density. For GluA1 subunit, we found
that the expression in the DG region is upregulated in the
CUMS group when compared to the control (one-way
ANOVA, F,,5=3.491, post hoc test, P<0.05), but not
in the CA3 (F,,5=2.991, P=0.063) and CAl regions
(F325=1.861, P=0.17). In addition, the recovery group
showed restored level of GluAl expression (Figure 4).
For GluA2 subunits, in the DG, CA3, and CA1 regions,
we all found the upregulated expression in the CUMS
group, compared to the control group (post hoc test,

P <0.05) and the recovery group (post hoc test, P < 0.05)
(Figure 5). Compared by one-way ANOVA, CUMS
increased GluA2 expression in DG (F, 3;,=3.729, P < 0.05),
CA3 (Fpp3=4.658, P<0.05), and CAl (F,,=4.406,
P <0.05). Meanwhile for GluA3 subunits, compared to the
control group, one-way ANOVA reveals a significant effect
of CUMS in the DG/CA1 regions (in the DG region,
F(323y=9.102, P <0.01, post hoc test, P<0.01; in the CA1
region, F(,,;=5364, P<0.01, post hoc test, P<0.01)
and in the CA3 region (F,,3;=4.629, P <0.05, post hoc
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FIGURE 9: Immunohistochemistry results showing the expression of PSD-95 in the subregion of the hippocampus.

test, P<0.05). In addition, compared with the CUMS
group, the recovery group exhibited restored level of
GluA3 expression in the DG and CAl regions (post hoc
test, P <0.01) (Figure 6).

3.3. Expression Changes of AMPA Receptor-Associated
Proteins. In order to explore the potential molecular mecha-
nism underlying AMPA receptor subunit changes, we then
examined the postsynaptic scaffolding proteins that bind to
AMPA receptor, such as PICK-1 and PSD-95. With Western

blot of full hippocampus tissue, we found that in the CUMS
group, the expression level of PICK-1 (independent sample
t-test, t=23.260, P <0.01, n=8) protein was significantly
elevated compared to the control group, but not the PSD-
95 protein (independent sample -test, P = 0.34) (Figure 7).
We further compared the expression changes of PICK-1
and PSD-95 in the subregion of the hippocampus (DG,
CA3, and CA1) with immunohistochemistry and semiquan-
titative measurement by optic density. For PICK-1, one-way
ANOVA analysis in the DG and CA1, respectively, yielded
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Fip.37=6.013 (P <0.01) and F, ;,,= 17.219 (P < 0.01), while
in the CA3 region, it yielded F,;,=4.805 (P <0.05) all
exhibiting a significant different expression among the three
groups. There was an upregulated expression of PICK-1 in
the CUMS group compared to the control group (post hoc
test, in DG/CA3, P<0.05, and in CAl, P<0.01) and the
recovery group (post hoc test, in the DG/CAIL, P <0.01,
and in CA3, P <0.05) (Figure 8). On the other hand, in line
with the Western blot result, there was no significant change
of PSD-95 expression across all groups (Figure 9).

4. Discussion

Disrupted glutamatergic transmission is reported in both
animal models of depression and postmortem brain from
depression patients [21]. We here showed that, together with
the restored brain function after a recovery period after
chronic stress, the glutamatergic transmission is also recov-
ered. The hippocampus has been one major focus in studying
the stress responsivity and neural mechanisms underlying
depression. Acute stress potentiates the AMPA receptor
transmission in the hippocampus, inducing insertion of
GluA2-lacking AMPA receptors in the CA1 region (reflected
by increased AMPA/NMDA ratio and lack of change in
NMDA-mEPSCs) [15, 16], while chronic stress might impair
or have no effect on AMPA transmission in the hippocampus
[17, 18, 22]. In present study, we reported that the expression
of AMPAR subunits were increased following chronic stress,
which decreased to baseline following a period of recovery, in
line with the behavioral restoration.

In our results, we detected significant elevation of GluA2/
3 expression in the hippocampus, but not GluAl. This sug-
gested for insertion or synthesis of GluA2-containing AMPA
receptors, which might act in replacement of GluA2-lacking
AMPA receptors that are recruited in acute stress phases.
However, one limitation of the study is that we did not
discriminate synaptic and somatic AMPA receptors and if
these receptors are involved in synaptic transmission. It
should also be noted that the receptor changes could be
pathway-specific in CA1 [17], which requires electrophysio-
logical investigations (such as measuring the synaptic
strength in projection-specific manner) in the future.

PICK-1 is important in AMPA receptor trafficking
during long-term synaptic plasticity [12, 13]. In fact,
PICK-1 interacts with GluA2 subunit directly and is involved
in the incorporation of GluA2-containing AMPA receptors
as the replacement of GluA2-lacking AMPA receptors [23].
The expression level of PICK-1 was tightly linked to the
expression of GluA2 subunit [24], as well as the strength
of AMPA receptor transmission [14]. The present study
reported the elevation of PICK-1 protein in the CUMS group,
which is consistent with the previous data on AMPA receptor
subunits. In addition, the results indicate that the upregu-
lated AMPA receptors are functional, since they interact with
PICK-1 at postsynaptic site. On the other hand, we did not
detect clear changes in PSD-95 proteins. It is possible that
they are in much higher quantity compared to AMPA recep-
tor, and therefore the AMPA receptor trafficking did not
affect their expression significantly.

Neural Plasticity

In conclusion, recovery of chronic stress is able to
restore the glutamatergic transmission in the hippocam-
pus, as well as the impaired cognitive behaviors. In the
future study, it is yet to confirm investigate the functional
aspects of AMPA receptor expression changes, such as
with electrophysiological approaches.
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Objectives. To explore the relationship between insulin levels and nonpsychotic dementia. Methods. Six electronic databases
(PubMed, Cochrane, SCI, CNKI, VIP, and Wanfang) were searched from January 1, 2007, to March 1, 2017. Experimental or
observational studies that enrolled people with nonpsychotic dementia or abnormal insulin levels in which insulin levels or
MMSE scores (events in nonpsychotic dementia) were the outcome measures. Random-effects models were chosen for this
meta-analysis. Sample size, mean, s.d., and events were primarily used to generate effect sizes (with the PRIMA registration
number CRD42017069860). Results. 50 articles met the final inclusion criteria. Insulin levels in cerebrospinal fluid were lower
(Hedges’ g=1.196, 95% CI=0.238 to 2.514, and P =0.014), while the levels in peripheral blood were higher in nonpsychotic
dementia patients (Hedges’ ¢=0.853 and 95% CI=0.579 to 1.127), and MMSE scores were significantly lower in the high
insulin group than in the healthy control group (Hedges’ g=0.334, 95% CI=0.249 to 0.419, and P =0.000). Conclusions. Our

comprehensive results indicate that blood insulin levels may increase in patients with nonpsychotic dementia.

1. Introduction

Dementia is a general term for a decline in mental ability
severe enough to interfere with daily life, and it is a common
clinical syndrome that is not only a leading cause of death
globally but also a burden on families and society. There is
no one test to determine if someone has dementia. Doctors
diagnose Alzheimer’s and other types of dementia based on
a careful medical history, a physical examination, laboratory
tests, and the characteristic changes in thinking, day-to-day
function, and behavior associated with each type. At pres-
ent, all of the Mini-Mental State Examination (MMSE),
Hasegawa’s dementia scale, clinical dementia rating, cog-
nitive abilities screening instrument, Alzheimer’s disease
assessment scale-cognitive section, activity of living, Func-
tional Activities Questionnaire, and clock-drawing test
can be used in the diagnosis of dementia, among which,
the MMSE is widely used.

As it is harder to determine the exact type of dementia
because the symptoms and brain changes of different demen-
tias can overlap, and in some cases, a doctor may diagnose
“dementia” and not specify a type. In these cases, we divided
the dementia into two aspects (psychotic dementia and non-
psychotic dementia) according to the day-to-day functions,
behaviors, and medical history of the patients. Psychotic
dementia is caused by mental illness, which means that
dementia is caused by depression, schizophrenia, and other
mental disorders, while nonpsychotic dementia excludes
the dementia caused by mental illness (psychotic dementia)
[1], for example, Alzheimer’s disease (AD), vascular demen-
tia (VD), and brain lesions. In addition, mild cognitive
impairment (MCI) is a “clinical” diagnosis representing a
doctor’s best professional judgment about the reason for a
person’s symptoms. MCI causes a slight but noticeable and
measurable decline in cognitive abilities, including memory
and thinking skills. A person with MCI is at an increased risk
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of developing Alzheimer’s or another dementia. Medical
history, assessment of independent function and daily
activities, input from a family member or trusted friend,
assessment of mental status, in-office neurological exami-
nation, evaluation of mood, and laboratory tests were the
primary diagnostic route.

Many risk factors are associated with nonpsychotic
dementia. These include older age, gender (ie., female), a
low educational level, a low socioeconomic level, certain
physical diseases, and a family genetic history. Recently,
abnormal insulin levels were shown to be an important factor
that influences the occurrence of nonpsychotic dementia.
Umegaki et al. [2] performed a prospective study in which
cognitive function scores were assessed at baseline and after
3 years in the same patient group. The results suggested that
higher insulin and glycol-hemoglobin levels were associated
with diabetes-related cognitive dysfunction.

Insulin is an active substance with a variety of biological
functions that affect growth and apoptosis in neurons by
participating in blood glucose metabolism [3-8]. The dis-
covery of insulin in the brain suggested that insulin not
only participates in metabolism and growth but is also
involved in higher cognitive functions, such as learning
and memory [3-5]. Insulin has been shown to increase
the expression of amyloid precursor protein (APP), beta-
amyloid 42 (Af42), and hyperphosphorylated tau in the
hippocampus and frontal cortex in rats [6, 9]. Thus, there
may be mechanistic and sequential associations among
insulin, impaired cognitive function, and structural AD-
like changes.

In humans, aging is associated with decreased metabolic
turnover, decreased glucose utilization, and decreased insulin
levels because of effects on the regulation of the insulin
signaling pathway. Some authors have argued that abnormal
insulin metabolism is caused by aging and does not share
a causal relationship with nonpsychotic dementia. For
example, Burns et al. [8] assessed the relationship between
insulin resistance and conditions including cognitive decline
and brain atrophy for two years in patients with early AD and
nondemented controls. The authors found that insulin was
differentially associated with cognitive decline and atrophy
in AD and elderly patients. Furthermore, higher levels of
peripheral insulin may exert AD-specific benefits, and insulin
signaling may be affected by AD-associated systemic physio-
logical changes. Finally, Dorrance et al. [10] supported the
notion that insulin resistance exerts positive effects on
cerebral vasculature dementia.

Furthermore, exogenous insulin interventions or treat-
ments have been shown to alleviate nonpsychotic dementia
symptoms in patients with insulin resistance and improve
their Mini-Mental State Examination (MMSE) scores
[11, 12]. However, other studies have demonstrated that
insulin levels are negatively correlated with nonpsychotic
dementia [13]. In addition, some studies have found no
relationship between the occurrence of nonpsychotic demen-
tia and insulin levels when patients were compared with
healthy control subjects (HCs) [14, 15]. Therefore, both
negative and positive correlations have been observed,
resulting in controversy regarding whether high insulin levels
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or low insulin levels cause nonpsychotic dementia. Thus, a
meta-analysis of this subject is warranted.

The present meta-analysis was aimed at determining
whether nonpsychotic dementia is associated with altered
levels of insulin in the blood or cerebrospinal fluid (CSF).
We used meta-analytical techniques because they allow data
from individual studies to be quantitatively combined to
improve the strength of preclinical and clinical evidence.

2. Materials and Methods

The meta-analyses performed in this study adhered to the
guidelines recommended by the Preferred Reporting Items
for Systematic Reviews and Meta-Analysis (PRISMA)
statement [16] and are registered with the international
prospective register of systematic reviews (PROSPERO).
Its PRISMA registration number is CRD42017069860.

2.1. Literature Search. Two investigators (Qiu-xia Pan and
Xjao-juan Li) independently performed a systematic review
of English language publications using the PubMed, SCI,
and Cochrane Library databases and Chinese language
publications using the CNKI, VIP, and Wanfang databases.

The following search terms were used in the database
search: (Dementia or Alzheimer’s disease/AD or Mild
cognitive impairment/MCI) and (Insulin or insulin signaling
pathway). The search was performed to obtain articles
published from January 1, 2007, to March 1, 2017. The initial
search generated 1287 records, including 474 English and
813 Chinese records. After we screened the titles and
abstracts, 263 appropriate articles, including 120 English
and 143 Chinese papers, that were related to the present
subject were selected for full-text scrutiny. Original studies
that reported data on peripheral blood and CSF insulin con-
centrations in at least two groups of subjects (i.e., dementia or
AD and MCI) were included.

2.2. Quality Assessment. Studies were appraised for method-
ological quality using the Newcastle-Ottawa Scale (NOS).
The NOS defines the study quality of observational studies
(i.e., case-control studies and cross-sectional studies) using
an 8-item scale (scored 0-9 points). Two investigators
(Qiu-xia Pan and Xiao-juan Li) independently assessed the
quality of each paper, and any disagreements were resolved
by consensus in a group meeting.

2.3. Study Selection. After further evaluating the 135
originally selected articles, 50 high-quality (i.e., had 5-9
points on the NOS, Table 1) [17] articles describing observa-
tional studies were included in this study. The remaining 85
articles were excluded for the following reasons: there were
no necessary data on insulin concentrations [13, 18-27];
related genes and insulin signaling pathway proteins were
the main study outcomes [28-36]; there was no clear descrip-
tion or record of a cognitive function evaluation [37-42]; the
design of the experiments was unreasonable for the purpose
of this study [43-52]; the experimental methods were
incomplete [53-60]; the papers did not provide completely
related data [61-66]; data from only one group were reported
[2, 67-74]; the papers reported data from the same cohort of
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TaBLE 1: Quality assessment of the included studies according to the Newcastle-Ottawa Scale (NOS)*.
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TaBLE 1: Continued.

Study names S1 S2 S3 S4 Cla Clb Ela Elb E2 E3  Total points
Xiao-hong, Zhao, 2009 1 1 0 1 1 1 1 0 1 0 7
Jun-yi Wu, 2013 1 1 0 1 1 1 1 0 1 0 7

—
—
o
—

Sheng Huang, 2015 1 1 1 0 1 0 7

Note. S1: eligibility criteria; S2: representativeness of the cases; S3: community controls; S4: the controls had no history of disease (endpoint); Cla: important
factor basis between two groups; C1b: study controls for additional factor basis between two groups; Ela: secure record of exposure; E1b: structured interview
where blind to case about the exposure; E2: same method of ascertainment for cases and controls; E3: nonresponse rate. * Cross-sectional study.

Database literature search

Search items: Dementia or mild cognitive impairment or Alzheimer’s disease; AND insulin or
insulin signaling pathway; in abstract or key words; 1/1/2007 to 1/3/2017.
English: 474; Chinese: 813

l

Records screened (n=1287)

!

Full-text studies were
scrutinized for eligibility

Records excluded (n=1152)
—

Reasons for study exclusion (1 = 85)
N No necessary data (n = 18)
Related genes and proteins as the outcome (n=9)
Experimental design unreasonable (n = 10)
Experimental methods incomplete (n = 8)
Statistical results unavailable (n = 8)

Only reported data from one group (n=9)

Participants included in other studies (n = 8)

Studies included (n = 50)
Insulin levels reported in patients with comorbid

diseases (n=8)
Treatment intervention (n = 2)
Cell experiments (n=1)

Animal experiments (n=7)

FIGURE 1: Preferred Reporting Items for Systematic Reviews and Meta-Analysis flowchart of the literature search.

patients who were used in another study [75-81]; insulin
levels were reported in patients with comorbid diseases
(in addition to diabetes, metabolic syndrome and related
diseases can also lead to nonpsychotic dementia [82-89]),
such as cognitive dysfunction caused by depression or
anxiety [85]; serum insulin was measured before and after
insulin treatment or other treatments that could influence
insulin metabolism in patients with nonpsychotic dementia;
only changes in the MMSE scores before and after the
treatment were analyzed, while differences between the
observation group and the control group were not analyzed
[11, 12]; and the studies involved cell experiments [90]
or animal experiments [6, 91-96] (for the flowchart, see
Figure 1).

2.4. Data Extraction. Data regarding sample size, mean,
standard deviation (s.d.), events, and P values were extracted
as the primary outcomes. Two investigators (Qiu-xia Pan
and Xiao-juan Li) independently extracted the data, and

the results were verified by another team member (Zhi-yi
Yan). Any inconsistencies were resolved by consensus.
Tables 2 and 3 summarized the included studies and pres-
ent the demographic and clinical characteristics of the
included patients.

2.5. Statistical Analysis. Comprehensive Meta-Analysis
Version 2 software (Biostat, Englewood, NJ, USA) was used
for all statistical analyses. The sample size, mean, s.d., and
events were primarily used to generate effect sizes (ESs)
(the sample size and P value were used in some studies in
which the mean, s.d., and events were not available). The
ESs were calculated as the standardized mean difference
in insulin levels or MMSE scores between groups and con-
verted to Hedges’ g, which provides an unbiased ES that is
adjusted for the sample size. In pooled ESs, 95% confidence
intervals (95% Cls) were used to assess significant differ-
ences. Random-effects models were chosen for this meta-
analysis because we hypothesized that within-study and
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Neural Plasticity
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Neural Plasticity 7
TaBLE 3: Baseline characteristics of the subjects (abnormal insulin levels and HCs).
Age Sex Number Ex HC
Names (events/MMSEs) Ex HC Edu Men  Women Ex HC Mean sd. Mean s.d. P value
Events Events

Wen-qing Xia, 2016 595 56.2 103 32 38 38 32 28.8 1.1 29.1 1.2 P<0.001 H
Chin-Chou Huang, 2014 79 79 — 73941 68803 71433 71311 8572 4992 P<0.001 H
Rosebud O. Roberts, 2014 80 79 14 423 326 154 595 — — — — P=0914
Mkaya Mwamburi, 2016 a 75 80 12 — — 70 67 253 34 254 42 P=0914
Mkaya Mwamburi, 2016 b 75 80 12 — — 67 67 25.1 3.6 25.4 4.2 P=0.914
Mkaya Mwamburi, 2016 ¢ 75 80 12 — — 83 67 254 3.2 25.4 4.2 P>0.05
Heather Kenna, 2013 59 57 16 — — 10 10 289 0.9 29.5 1.0 P<0.001 H
Yen-Chun Fan, 2017 53 53 — 27360 24220 10316 41246 413 825 P<0.05H
Laura D. Baker, 2011 74 74 — — — 12 11 — 33 — 1.5 P<0.05H
M.S. Beeri, 2008 — — — 111 137 124 124 — — — — P<0.05H
Hannah Bruehl, 2009 59 60 15 42 46 41 47 — — — — —H
Xiao-bing Zhou, 2012 73 73 — 252 280 162 370 81 66 P<0.05H
Qiong-yu Zhang, 2012 62 62 9 — — 81 103 2534 472 2342 550 P<0.05H
Xiao-hong Zhao, 2009 65 65 — — — 31 71 1746  9.51 10.19 6.09 P<0.001H
Jun-yi Wu, 2013 71 71 — 93 48 60 81 38 25 P<0.05
Sheng Huang, 2015 65 65 — 49 51 58 42 41 18 P<0.05
Jill K. Morris, 2014 76 74 16 165 99 97 167 — — P=0.009H

Note. Ex: experimental group; HC: healthy control group; HCs: healthy control subjects; Edu: average years of education of all participants; H: high insulin levels
in patients in the experimental group; L: low insulin levels in patients in the experimental group.

between-study moderators would result in differences in
the true ESs [97]. We excluded one study at a time to
determine whether the results were unduly secondary to
a particular study. Data regarding the average age and
gender distribution of the patients and the classification
and severity of cases of nonpsychotic dementia (i.e., MMSE)
were also extracted.

Significant differences in heterogeneity across studies
were assessed using Cochran’s Q test [98], and statistical sig-
nificance was set at P <0.1. Using these parameters, we
found that there was between-study heterogeneity. Inconsis-
tencies across studies were identified using the I index,
which evaluates the impact of heterogeneity. I* values of
0.25, 0.50, and 0.75 indicate small, moderate, and high
levels of heterogeneity, respectively. We then performed
unrestricted maximum-likelihood random-effects metare-
gressions of the ESs [99] to determine whether covariates,
including age, gender distribution (i.e., the proportion of
males) and MMSE scores, represented moderators that influ-
enced the ESs. We then performed unrestricted maximum-
likelihood random-effects metaregressions of the ESs.

Funnel plots were generated by plotting the ESs against
the precision (inverse of the standard error) of each study
and used to visually inspect the studies for publication
bias. The significance of any observed publication bias
was determined using Egger’s test [100], which assesses
the degree of asymmetry in funnel plots. The classic fail-
safe N method [101], which is an analysis that results in
the number of missing (unpublished) studies that would
increase the observed P value to >0.05, was also used to
investigate publication bias. Statistical significance was set

at a P value < 0.05 unless otherwise indicated. P values < 0.1
were reported as trends.

3. Results

3.1. Included Studies. In total, 50 high-quality studies (5-9
points) were included in this analysis. These included
206207 participants, and 77 sets of data were summarized
for the subsequent analysis. The results were divided into
the following three areas according to differences in study
objectives: (1) the relationship between insulin levels in the
CSF and the risk of nonpsychotic dementia; (2) variability
in cognitive function scores (i.e., MMSE scores) and insulin
levels in the peripheral blood; and (3) differences in insulin
levels between nonpsychotic dementia and nondementia
patients (assuming that high insulin levels and nonpsychotic
dementia are positively correlated).

3.2. Main Associations between CSF Insulin Levels and
Nonpsychotic Dementia. First, we compared the insulin levels
(mU/L) in the CSF between patients with nonpsychotic
dementia and HCs. Eight sets of data were extracted from
4 studies involving a total of 300 individuals. A random-
effects meta-analysis was performed, and the results
showed that the nonpsychotic dementia patients had sig-
nificantly lower CSF insulin levels than were observed in
the HCs (Hedges’ g=1.196, 95% CI=0.238 to 2.514, and
P=0.014; Figure 2). A sensitivity analysis indicated that
our results were significantly influenced by all studies
(Additional File 1). In addition, significant heterogeneity
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Statistics for each study

Study name Hedges' Standard Lower  Upper
g error Variance limit  limit Zvalue P value
Zong-yuan Wang, 2008 ¢ —0.277 0.383  0.147 -1.028 0473 -0.724 0.469 L L
Zong-yuan Wang, 2008 d  2.611 0.584 0342 1466  3.757 4.468  0.000 MH
Wei-gang Liu, 2009 ¢ -0.215 0.254  0.064 -0.712 0.282 —-0.847 0.397 L L
Wei-gang Liu, 2009 d 0.640 0.279  0.078  0.094 1.187 2.296  0.022 ] MH
Lu Zhang, 2011 a 1.819 0.271 0.074 1.287 2351 6.702  0.000 L
Lu Zhang, 2011 b 3.799 0425 0.180 2966  4.631 8.945  0.000 MH
Zhi-dong Yang, 2007 ¢ -0.433 0.282  0.079 -0.985 0.118 -1.539 0.124 il L
Zhi-dong Yang, 2007 d 1.898  0.314  0.098 1.282 2513 6.047  0.000 MH
1.196 0.489  0.239  0.238 2.154 2446  0.014
-1.00 -0.50 0.00 0.50 1.00
Favours A Favours B

FI1GURE 2: Forest plot of the random-effects meta-analysis of differences in CSF insulin levels between nonpsychotic dementia patients and
healthy controls (HC). In all, 8 sets of data encompassing a total of 300 individuals were included. The sizes of the squares are

proportional to study weight. CI, confidence interval.

Meta-analysis

Statistics for each study

Study name Hedges' Standard Lower  Upper Hedges’ g and 95% CI
g error Variance limit limit Zvalue P value
Wen-qing Xia, 2016 -0.259  0.238 0.057 -0.726 0.208 -1.086 0.278 i
Chin-Chou Huang, 2014 0.328  0.010 0.000 0.307  0.348 31.855  0.000 -
Rosebud O. Roberts, 2014 0.280  0.091 0.008 0.103  0.458 3.091 0.002 ——
Laura D. Baker, 2011 0.692  0.415 0.172  -0.121 1.506 1.668  0.095 L
M.S. Beeri, 2008 0.209  0.127 0.016 -0.040 0.458 1.647  0.100 ——
Mkaya Mwamburi, 2016a  —0.026  0.170  0.029 -0.359  0.307 -0.153  0.878
Mkaya Mwamburi, 2016 b -0.076 ~ 0.172  0.030 -0.413  0.261 -0.444 0.657 E
Mkaya Mwamburi, 2016 ¢ 0.000 0.163  0.027 -0.320  0.320 0.000  1.000
Heather Kenna, 2013 -0.604 0.439 0.193 -1.464 0.256 -1.376  0.169 L ]
Yen-Chun Fan, 2017 0.394  0.034 0.001 0.328  0.460 11.655  0.000 .
Rachel A. Whitmer, 2009 L 0.319  0.041 0.002 0.239  0.400 7.783  0.000 '
Xioa-bing Zhou, 2012 0.841 0.114 0.013 0.617 1.065 7.354  0.000 —l—>
Qiong-yu Zhang, 2012 0.370  0.149 0.022 0.077  0.662 2.479  0.013 ——
Xiao-hong Zhao, 2009 0.990  0.225 0.050 0.550  1.430 4.408  0.000 —a
Jun-yi Wu, 2013 0.742  0.197 0.039 0.355 1.129 3.758  0.000 —t——)
Sheng Huang, 2015 0.639  0.232 0.054 0.184  1.095 2.750  0.006 i
Jill K. Morris 0.303  0.128 0.016 0.052  0.554 2.368 0.018 ——
0.334  0.043 0.002 0.249 0419 7.691  0.000 ‘
-1.00 -0.50 0.00 0.50 1.00
Favours A Favours B

F1GURE 3: Forest plot of the random-effects meta-analysis of differences in MMSE scores between abnormal insulin levels and HC subjects.
In all, 17 sets of data encompassing a total of 197114 individuals were included. The sizes of the squares are proportional to study weight.

CI, confidence interval.

was observed among the studies in this meta-analysis (Q =
128.753, d.f. =7, I* = 94.563, and P = 0.000).

3.3. Main Associations between MMSE Scores and Abnormal
Insulin Levels in the Peripheral Blood. Second, we compared
the MMSE scores and the incidence of nonpsychotic demen-
tia between patients with abnormal levels of insulin and HCs.
Sixteen sets of data were extracted from 15 studies involving a
total of 197114 individuals. A random-effects meta-analysis
was performed, and the results showed that high insulin
levels were associated with a higher risk of nonpsychotic

dementia than was observed in the HCs (Hedges’ g=0.334,
95% CI=0.249 to 0.419, and P =0.000; Figure 3). A sensi-
tivity analysis indicated that our results were not unduly
influenced by any particular study (Additional File 2). Fur-
thermore, high heterogeneity was observed among the
studies in this meta-analysis (Q=65.130, d.f. =16, I?=
75.434, and P =0.000).

3.4. Main Associations between Insulin Levels and
Nonpsychotic Dementia. Third, we compared the levels of
insulin (mU/L) in the peripheral blood between patients with
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Statistics for each study

Study name Subgroup  Hedges’ Standard Lower  Upper Hedges’ gand 95% CI

within study g error  Variance  limit limit ~ Zvalue P value
Si-ling Liu, 2011 AD 0.457 0.277 0.077 —-0.085 1.000 1.654 0.098 .
Qin-yun Li, 2015 AD 1.040 0.136 0.018 0.774 1.305 7.670 0.000 —>
Zong-yuan Wang, 2008 a AD 0.207 0.382 0.146 -0.541 0.956 0.543 0.587 .
Zong-yuan Wang, 2008 b AD 0808 0441 0195 -0.057 1673 1830  0.067 B
Abimbola .A.Akintola, 2015 Multi -0.319 0.176 0.031 —-0.664 0.025 -1.816 0.069 .
Angela ] Hanson, 2016 AD 0.359 0.116 0.013 0.132 0.587 3.093 0.002 —.——
J.K. Morris, 2016 AD 0.864 0.321 0.103 0.236 1.493 2.696 0.007 ——B
G.Stennis Watson, 2009 AD —-0.149 0.332 0.110 -0.800 0.501 -0.450 0.653 .
Robert Krikorian, 2012 MCI —-0.402 0.407 0.165 -1.199 0.395 —-0.988 0.323 .
E.Ronnemaa, B. Zethelius, and J. Sundeléf, 2009 Multi 0.124 0.071 0.005 -0.015 0.264 1.751 0.080
Galit. Weinstein, 2015 Multi 0.126 0.070 0.005 -0.011 0.264 1.799 0.072
Jeffrey M. Burns, 2012 AD -0.240 0.192 0.037 -0.617 0.137 -1.248 0.212 .
Auriel A. Willette, 2015 a MCI -0.065 0.208 0.043 -0.473 0.343 -0.311 0.756 —..|—
Auriel A.Willette, 2015 b AD -0.271 0.234 0.055 —-0.728 0.187 -1.158 0.247 .
Amber S.Watts, 2013 AD -0549 0167 0028 -0.876 -0.223 -3296  0.001 —B—
Josh D. oolley, 2014 a AD 0.808 0.344 0.119 0.133 1.483 2.347 0.019 —H
Josh D.Woolley, 2014 b bvFTD 0.544 0.328 0.108 —-0.099 1.187 1.658 0.097
Xiao-hong Sun, 2010 AD 0.650 0.216 0.047 0.227 1.073 3.013 0.003
Wei-gang Liu, 2009 a AD 0.463 0.217 0.047 0.038 0.887 2.136 0.033
Wei-gang Liu, 2009 b AD 0.481 0.237 0.056 0.016 0.946 2.027 0.043
Gui-qing Chen, 2015 AD 0.497 0.153 0.024 0.196 0.797 3.237 0.001
Zhi-juan Wang, 2014 a AD —-0.204 0.285 0.081 —-0.762 0.355 -0.715 0.474 '
Zhi-juan Wang, 2014 b VD -0.217 0.285 0.081 -0.776 0.341 —-0.763 0.446
Jun-shi Zhang, 2016 AD 1.047 0.228 0.052 0.600 1.494 4.590 0.000 B —
Jin-geng Li, 2013 a AD 0.286 0.295 0.087 -0.292 0.863 0.969 0.332
Jin-geng Li, 2013 b AD 0.198 0.285 0.081 —-0.360 0.757 0.697 0.486
Jin-geng Li, 2013 ¢ AD 0.197 0.299 0.090 -0.390 0.783 0.657 0.511
Zhi-dong Yang, 2007 a AD 1.089 0.298 0.089 0.504 1.673 3.652 0.000
Zhi-dong Yang, 2007 b AD 2.186 0.330 0.109 1.540 2.832 6.632 0.000
Hong-mei Yue, 2014 a MCI 5.406 0.313 0.098 4.793 6.019 17.294 0.000
Hong-mei Yue, 2014 b AD 1.609 0.183 0.034 1.250 1.968 8.792 0.000
Hong-mei Yue, 2014 ¢ AD 9.905 0.599 0.358 8.732 11.078 16.549 0.000
Hong-mei Yue, 2014 d AD 14.217 0.980 0.961 12.296 16.138 14.505 0.000
Liang-mi Li, 2015 a AD -0.309 0.164 0.027 -0.630 0.012 -1.886 0.059
Liang-mi Li, 2015 b VD —0.349 0.169 0.029 -0.681 -0.017 -2.062 0.039
Qing-chun Xia, 2015 a AD 0.616 0.253 0.064 0.119 1.113 2.431 0.015 .
Qing-chun Xia, 2015 b AD 0.956 0.279 0.078 0.408 1.503 3.423 0.001 —
Ran Song, 2015 VD 2.592 0.293 0.086 2.017 3.167 8.836 0.000
Yu-mei Yang, 2009 MCI 0.509 0.164 0.027 0.186 0.831 3.094 0.002 —.—
Xiao-lan Liu, 2008 VD —0.441 0.224 0.050 —-0.880 -0.001 -1.967 0.049 +
Rong-wei Zhang, 2008 a VD MCI 2.344 0.306 0.094 1.743 2.944 7.649 0.000
Rong-wei Zhang, 2008 b VD 3.142 0.397 0.157 2.364 3.919 7.917 0.000
Bin-bin Zang, 2011 Multi 1.051 0.272 0.074 0.517 1.585 3.859 0.000
Zhi-juan Wang, 2014 ¢ AD —-0.090 0.205 0.042 —-0.491 0.312 —-0.438 0.661 .
Hong-shan Pan, 2016 AD —-0.358 0.211 0.044 -0.771 0.055 -1.700 0.089 .
Nan Mu, 2010 a AD 0.136 0.323 0.105 —0.498 0.770 0.420 0.674 .
Nan Mu, 2010 b AD —-0.166 0.333 0.111 -0.818 0.487 —-0.497 0.619 .
Nan Mu, 2010 ¢ AD —-0.589 0.376 0.141 -1.326 0.147 —-1.569 0.117 .
Yan-Wu, 2008 a VD 0.642 0.310 0.096 0.034 1.251 2.068 0.039
Yan-Wu, 2008 b VD 0.651 0.365 0.133 0.065 1.366 1.782 0.075
Yan-Wu, 2008 ¢ VD 1.101 0.414 0.171 0.291 1.912 2.663 0.008
Hong-li Li, 2013 AD 0.647 0.184 0.034 0.287 1.007 3.523 0.000 .

0.853 0.140 0.019 0.579 1.127 6.110 0.000 —_—
-1.00 -0.50 0.00 0.50 1.00
Favours A Favours B

FIGURE 4: Forest plot of the random-effects meta-analysis of differences in blood insulin concentrations between nonpsychotic dementia
patients and HCs. In all, 52 sets of data encompassing a total of 8931 individuals were included. The sizes of the squares are proportional

to study weight. CI, confidence interval.

nonpsychotic dementia and HCs. Fifty-two sets of data
were extracted from 36 studies involving a total of 8931
individuals. A random-effects meta-analysis was per-
formed, and the results showed that the nonpsychotic
dementia patients had significantly higher insulin levels
than were observed in the HCs (Hedges’ g=0.853, 95%
CI=0.579 to 1.127, and P =0.000; Figure 4). A sensitivity
analysis indicated that our results were not unduly influenced
by any particular study (Additional File 3). However, sig-
nificant heterogeneity was observed among the studies in
this meta-analysis (Q=1184.942, d.f.=51, I*=95.696,
and P =0.000).

3.5. Investigation of Heterogeneity. Fourth, to identify the
potential sources of the heterogeneity observed in this
meta-analysis, we performed subgroup analyses primarily
by considering the sources of the samples (i.e., serum or
plasma) and the reported medications used in the patients.
We then performed subgroup analyses according to the class

of the samples (i.e., VD or AD) and the degree of nonpsy-
chotic dementia in the patients.

The subgroup analysis showed that compared with the
levels observed in the HCs, serum insulin levels were sig-
nificantly higher in the patients with nonpsychotic demen-
tia (25 sets of data were extracted from 17 studies; Hedges’
g=1.482, 95% CI=0.909 to 2.056, and P =0.000), and the
same trend was observed in the plasma (13 sets of data
were extracted from 9 studies; Hedges g=0.445, 95%
CI=0.154 to 0.736, and P =0.003). Compared with the
plasma group, the serum group had significantly greater
ESs in the nonpsychotic dementia patients with higher insu-
lin levels. High levels of heterogeneity were observed among
studies that included serum (Q=1011.719, d.f. =25, [>=
97.529, and P=0.000) or plasma (Q=79.543, d.f.=12,
I? =84.914, and P =0.000) insulin levels. Subgroup analyses
of studies involved patients who did not take any drugs, who
took drugs without effect on glucose and lipid metabolism,
and who are on drug withdrawal that lasted longer than
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Meta-analysis
Statistics for each study
Study name Subgroup within study ~ Hedges’ Standard Lower  Upper Hedges’ g and 95% CI
g error  Variance  limit limit Zvalue P value
Zhi-juan Wang, 2014 b VD -0.217 0.285 0.081 -0.776 0.341 -0.763 0.446 .
Liang-mi Li, 2015 b VD —-0.349 0.169 0.029 —-0.681 -0.017 -2.062 0.039 .
Ran Song, 2015 VD 2.592 0.293 0.086 2.017 3.167 8.836 0.000
Xiao-lan Liu, 2008 VD —0.441 0.224 0.050 —-0.880 —-0.001 -1.967 0.049 —.—
Rong-wei Zhang, 2008 b VD 3.142 0.397 0.157 2.364 3919 7917 0.000
Yan-Wu, 2008 a VD 0.642 0.310 0.096 0.034 1.251 2.068 0.039 .
Yan-Wu, 2008 b VD 0.651 0.365 0.133 —-0.065 1.366 1.782 0.075 .
Yan-Wu, 2008 ¢ VD 1.101 0.414 0.171 0.291 1.912 2.663 0.008
0.868 0455 0207 -0.024 1760 1907  0.056 ———>

-1.00 -0.50 0.00 0.50 1.00

Favours A Favours B

FiGure 5: Forest plot of the random-effects meta-analysis of differences in blood insulin concentrations between VD patients and HC
subjects. In all, 8 sets of data encompassing a total of 488 individuals were included. The sizes of the squares are proportional to study

weight. CI, confidence interval.

2 weeks. The subjects were then grouped, and 10 sets of data
were extracted from 8 studies involving a total of 731 individ-
uals. A random-effects meta-analysis showed that insulin
levels were not significantly different between the nonpsy-
chotic dementia patients and HCs (Hedges’ g=0.194, 95%
CI=-0.251 to 0.640, and P = 0.393). High levels of heteroge-
neity were also found (Q=76.093, d.f.=9, I*=88.172,
and P =0.000).

3.6. Subgroup Analyses

3.6.1. Associations between Insulin Levels and the VD Group.
Eight sets of data were extracted from 6 studies involving a
total of 488 individuals. A random-effects meta-analysis
was performed, and the results showed that the risk of
VD was higher in patients with high insulin levels than
in the HCs (Hedges’ g=0.868, 95% CI=-0.024 to 1.760,
and P =0.056; Figure 5). A sensitivity analysis indicated
that two studies could have influenced this outcome
(Additional File 4). This was not surprising because the
P values of the meta-analysis outcomes were only slightly
higher than 0.05. Significant heterogeneity was observed
among the studies in this meta-analysis (Q=145.849,
d.f.=8, I’ =95.201, and P =0.000).

3.6.2. Associations between Insulin Levels and the AD Group.
Thirty-four sets of data were extracted from 24 studies
involving a total of 8407 individuals. A random-effects
meta-analysis was performed, and the results showed that
the nonpsychotic dementia patients had significantly higher
insulin levels than were observed in the HCs (Hedges’
g=0.852, 95% CI=0.494 to 1.209, and P = 0.000; Figure 6).
A sensitivity analysis indicated that these results were
not unduly influenced by any particular study (Additional
File 5). However, high levels of heterogeneity among the
studies were observed in this meta-analysis (Q=678.926,
d.f.=33, I =95.139, and P =0.000).

Fewer than 5 studies focused on the relationship between
abnormal insulin levels and nonpsychotic dementia types
other than AD and VD. Hence, we compared only the

relationships between abnormal insulin levels and AD or
VD because these two subgroups showed high heterogeneity.
Thus, we next sought to determine whether there are differ-
ences in blood insulin levels between HCs and patients with
MCI, mild (or light) nonpsychotic dementia (L, MMSE
scores>16) and moderate or heavy nonpsychotic dementia
(MH, MMSE scores < 16).

3.6.3. Associations between Insulin Levels and MCI. Five sets
of data were extracted from 5 studies involving a total of
4653 individuals. A random-effects meta-analysis was per-
formed, and the results showed that there were no significant
differences in blood insulin levels between the MCI and HC
groups (Hedges’ g=1.557, 95% CI=-0.253 to 3.367, and
P =0.092; Figure 7). A sensitivity analysis was not performed
because the number of studies was too small. However,
we identified significant heterogeneity among the studies
(Q=1264.128, I> =98.486, and P < 0.001).

3.6.4. Associations between Insulin Levels and Patients
with Mild (or Light) Nonpsychotic Dementia. Eight sets
of data were extracted from 8 studies involving a total
of 543 individuals. A random-effects meta-analysis was
performed, and the results showed that mild nonpsy-
chotic dementia patients had significantly higher insulin
levels than were observed in the HCs (Hedges’ g=0.520,
95% CI=0.284 to 0.757, and P =0.000; Figure 7). A sen-
sitivity analysis indicated that these results were not
unduly influenced by any particular study (Additional
File 6). Furthermore, low heterogeneity was observed among
the studies in this meta-analysis (Q=11.531, d.f. =7, I*=
39.293, and P=0.117), demonstrating that the differ-
ences among the groups made a negligible contribution to
this heterogeneity.

3.6.5. Associations between Insulin Levels and Patients
with Moderate or Heavy Nonpsychotic Dementia. Twelve
sets of data were extracted from 8 studies involving a total
of 610 individuals. A random-effects meta-analysis was per-
formed, and the results showed that the middle and heavy
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Meta-analysis

Statistics for each study

Study name Subgroup within study ~ Hedges’ Standard Lower  Upper Hedges’ gand 95% CI
g error  Variance limit limit ~ Zvalue P value

Si-ling Liu, 2011 AD 0.457 0.277 0.077 —0.085 1.000 1.654 0.098 -
Qin-yun Li, 2015 AD 1.040 0.136 0.018 0.774 1.305 7.670 0.000 —
Zong-yuan Wang, 2008 a AD 0.207 0.382 0.146 —0.541 0.956 0.543 0.587 .
Zong-yuan Wang, 2008 b AD 0.808 0441  0.195 -0057 1673 1830  0.067 B
Angela ] .Hanson, 2016 AD 0.359 0.116 0.013 0.132 0.587 3.093 0.002 —.——
J.K. Morris, 2016 AD 0864 0321 0103 0236 1493  2.696  0.007 >
G. Stennis Watson, 2009 AD —-0.149 0.332 0.110 —-0.800 0.501  -0.450 0.653 .
Jeffrey M. Burns, 2012 AD —0.240 0.192 0.037 -0.617 0.137  -1.248 0.212 .
Auriel A. Willette, 2015 b AD -0.271 0.234 0.055 -0.728 0.187  -1.158 0.247 .
Amber S. Watts, 2013 AD 0549  0.167 0028 —0.876 -0223 -3296  0.001 —
Josh D. oolley, 2014 a AD 0.808 0.344 0.119 0.133 1.483 2.347 0.019 _H
Xiao-hong Sun, 2010 AD 0.650 0.216 0.047 0.227 1.073 3.013 0.003 .
Wei-gang Liu, 2009 a AD 0.463 0.217 0.047 0.038 0.887 2.136 0.033 j
Wei-gang Liu, 2009 b AD 0.481 0.237 0.056 0.016 0.946 2.027 0.043
Gui-ging Chen, 2015 AD 0.497 0.153 0.024 0.196 0.797 3.237 0.001
Zhi-juan Wang, 2014 a AD —-0.204 0.285 0.081 -0.762 0.355 -0.715 0.474 .
Jun-shi Zhang, 2016 AD 1.047 0.228 0.052 0.600 1.494 4.590 0.000 —
Jin-geng Li, 2013 a AD 0.286 0.295 0.087 -0.292 0.863 0.969 0.332 .
Jin-geng Li, 2013 b AD 0.198 0.285 0.081 —0.360 0.757 0.697 0.486 .
Jin-geng Li, 2013 ¢ AD 0.197 0.299 0.090 -0.390 0.783 0.657 0.511 .
Zhi-dong Yang, 2007 a AD 1.089 0.298 0.089 0.504 1.673 3.652 0.000
Zhi-dong Yang, 2007 b AD 2.186 0.330 0.109 1.540 2.832 6.632 0.000
Hong-mei Yue, 2014 b AD 1.609 0.183 0.034 1.250 1.968 8.792 0.000
Hong-mei Yue, 2014 ¢ AD 9.905 0.599 0.358 8.732 11.078 16.549 0.000
Hong-mei Yue, 2014 d AD 14.217 0.980 0.961 12.296 16.138 14.505 0.000
Liang-mi Li, 2015 a AD -0.309 0.164 0.027 —0.630 0.012 -1.886 0.059 .
Qing-chun Xia, 2015 a AD 0.616 0.253 0.064 0.119 1.113 2431 0.015 .
Qing-chun Xia, 2015 b AD 0.956 0.279 0.078 0.408 1.503 3.423 0.001 ——.|
Zhi-juan Wang, 2014 ¢ AD —0.090 0.205 0.042 —-0.491 0312 -0.438 0.661 .
Hong-shan Pan, 2016 AD —-0.358 0.211 0.044 -0.771 0.055 -1.700 0.089 .
Nan Mu, 2010 a AD 0.136 0.323 0.105 —-0.498 0.770 0.420 0.674 .
Nan Mu, 2010 b AD —-0.166 0.333 0.111 -0.818 0.487  -0.497 0.619 .
Nan Mu, 2010 ¢ AD —-0.589 0.376 0.141 -1.326 0.147  -1.569 0.117 .
Hong-li Li, 2013 AD 0.647 0.184 0.034 0.287 1.007 3.523 0.000 .

0.852  0.182 0.033 0.494 1.209 4668  0.000 >

-1.00 -0.50 0.00 0.50 1.00
Favours A Favours B

FIGURk 6: Forest plot of the random-effects meta-analysis of differences in blood insulin concentrations between AD patients and HC
subjects. In all, 34 sets of data encompassing a total of 8407 individuals were included. The sizes of the squares are proportional to study

weight. CI, confidence interval.

nonpsychotic dementia patients had significantly higher
insulin levels than were observed in the HCs (Hedges’
g=2.379, 95% CI=1.007 to 3.752, and P = 0.001; Figure 7).
A sensitivity analysis indicated that the results were not unduly
influenced by any particular study (Additional File 7).
However, significant heterogeneity was observed among
the studies in this meta-analysis (Q=531.782, d.f. =11,
I*=97.931, and P =10.000).

The results of the three subgroup analyses demon-
strated that the high heterogeneity observed for increased
insulin levels in the peripheral blood in patients with non-
psychotic dementia may have been caused by the severity
of the dementia as follows: the greater the severity of non-
psychotic dementia, the higher the ESs of peripheral blood
insulin levels. Compared with those of the HC group, the
insulin levels in the MCI group were not correlated with
the MCL

In a series of metaregression analyses, we assessed
whether gender or continuous variables, such as age, could
explain the observed between-study differences. Gender was
found to have a moderating effect (P =0.29), but age did
not significantly contribute to heterogeneity (P < 0.05).

Overall, our results indicated that the significant hetero-
geneity observed in the patients with increased insulin and
nonpsychotic dementia could have been caused by a variety

of factors, such as gender, sampling differences, and the
severity of nonpsychotic dementia.

3.7. Publication Bias. In the abnormal insulin group, no
significant publication bias was detected among the studies
in a visual inspection of funnel plots (Additional File 8).
These results were confirmed in Egger’s tests (t=0.007,
d.f.=15 and P=0.497). Moreover, the nonpsychotic
dementia group and AD group showed slight publication
biases and had the following Egger’s test values: for insulin,
t=3.26, d.f. =50, and P=0.001 (Additional File 9); and
for AD, t=2.399, d.f.=32, and P=0.011 (Additional
File 10). Because the ESs of small sample studies estimate a
large amount of variation, the appearance of extreme ES
values is more likely to emerge in small sample studies than
in large sample studies. This publication bias was not statisti-
cally significant, and we therefore applied Duval and Twee-
die’s trim and fill method in further analyses.

The classic fail-safe N was used to assess publication
bias, and the results revealed that 4805 missing studies
would be required for insulin and 1809 missing studies
would be required for AD to achieve P values of >0.05.
These results support the notion that the observed publica-
tion bias was unlikely to have caused the positive results of
our meta-analysis.
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Meta-analysis
Statistics for each study
Study name Subgroup within study ~ Hedges’ Standard Lower  Upper Hedges” g and 95% CI
g error  Variance  limit limit Z value P value
Robert Krikorian, 2012 MCI -0.402 0.407 0.165 -1.199 0.395 -0.988 0.323 . I
Auriel A. Willette, 2015 a MCI —0.065 0.208 0.043 -0.473 0.343 -0.311 0.756
Hong-mei Yue, 2014 a MCI 5.406 0.313 0.098 4.793 6.019 17.294 0.000
Yu-mei Yang, 2009 MCI 0509 0164 0027 018 0831 3094  0.002 ——
Rong-wei Zhang, 2008 a VD MCI 2.344 0.306 0.094 1.743 2.944 7.649 0.000
1.557 0.924 0.853 -0.253 3.367 1.686 0.092
-1.00 -0.50 0.00 0.50 1.00
Favours A Favours B
(@
Meta-analysis
Statistics for each study
Study name Subgroup within study ~ Hedges’ Standard Lower  Upper Hedges’ g and 95% CI
g error  Variance  limit limit ~ Zvalue P value
Zong-yuan Wang, 2008 b MH 0.808 0441 0195 -0.057 1673 1830  0.067 — [
Wei-gang Liu, 2009 b MH 0.481 0.237 0.056 0.016 0.946 2.027 0.043
Jin-geng Li, 2013 b M 0198 0285 0081 0360 0757 0697  0.486 ]
Jin-geng Li, 2013 ¢ H 0.197 0.299 0.090 -0.390 0.783 0.657 0.511 .
Zhi-dong Yang, 2007 b MH 2186 0330 0109 1540 2832 6632  0.00
Hong-mei Yue, 2014 ¢ M 9.905 0.599 0.358 8.732 11.078 16.549 0.000
Hong-mei Yue, 2014 d H 14.227 0.843 0.711 12.575 15.879 16.877 0.000
Qing-chun Xia, 2015 b MH 0956 0279 0078 0408 1503  3.423  0.001 e |
Nan Mu, 2010 b M —-0.166 0.333 0.111 -0.818 0.487  -0.497 0.619 .
Nan Mu, 2010 ¢ H -0.589 0376  0.141 -1326 0147 -1569  0.117 N
Yan-Wu, 2008 b M 0.651 0.365 0.133 -0.065 1.366 1.782 0.075 .
Yan-Wu, 2008 ¢ H 1101 0414 0171 0291 1912 2663  0.008
2.379 0.700 0.490 1.007 3.752 3.398 0.001
-1.00 -0.50 0.00 0.50 1.00
Favours A Favours B
(b)
Meta-analysis
Statistics for each study
Study name Subgroup within study ~ Hedges’ Standard Lower  Upper Hedges” g and 95% CI
g error  Variance  limit limit ~ Zvalue P value
Zong-yuan Wang, 2008 a L 0.207 0.382 0.146 —0.541 0.956 0.543 0.587 L I
Wei-gang Liu, 2009 a L 0.463 0.217 0.047 0.038 0.887 2.136 0.033 —i—
Jin-geng Li, 2013 a L 0.285 0.295 0.087 -0.292 0.863 0.967 0.333 L]
Zhi-dong Yang, 2007 a L 1.089 0.298 0.089 0.504 1.673 3.652 0.000
Hong-mei Yue, 2014 b L 0775 0165  0.027 0452 1098 4701  0.000 +—T1+—
Qing-chun Xia, 2015 a L 0.495 0.251 0.063 0.003 0.988 1.970 0.049 .
Nan My, 2010 a L —-0.136 0.323 0.105 -0.770 0.498 —-0.420 0.674 B
Yan-Wu, 2008 a L 0.642 0.310 0.096 0.034 1.251 2.068 0.039 B
0520 0.121 0.015 0284 0757 4308 0.000 ’
-1.00 -0.50 0.00 0.50 1.00
Favours A Favours B
()

FIGURE 7: Forest plot of the random-effects meta-analysis of differences in blood insulin concentrations between patients with different
severities of dementia and HC subjects. These 3 pictures in (a), (b), and (c) represent a comparison of insulin levels between HC subjects
and MCI, mild (L), and moderate to severe (MH) dementia patients, respectively.

4. Discussion

Many studies have focused on the changes that occur in
the Pi3k-Akt insulin signaling pathway in nonpsychotic
dementia patients. The Pi3k-Akt insulin signaling pathway
is an important pathway in insulin metabolism and is also
involved in growth and development, metabolism, and
vital cognitive activities. Therefore, it is important to

determine whether insulin plays a specific role in nonpsy-
chotic dementia. Whether circulating levels of insulin are
altered in nonpsychotic dementia patients has been contro-
versial for a long time. Hence, the significance of insulin
levels to the etiology of nonpsychotic dementia etiology was
not fully known. The results of this study provide strong clin-
ical evidence supporting the notion that nonpsychotic
dementia is associated with increased levels of circulating
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insulin and decreased levels of insulin in the CSF. These
results provide new insights into a potential molecular path-
way that confers vulnerability to the development of non-
psychotic dementia. A strength of this study is that it is
based on a large amount of data and a sufficient number
of studies related to nonpsychotic dementia.

We explored the relationship between insulin levels
and the occurrence of nonpsychotic dementia from three
different perspectives. Our results show that CSF insulin
levels are lower in patients with nonpsychotic dementia
than in HCs, while insulin levels in the peripheral blood
may be higher. Additionally, high insulin levels in the
peripheral blood were associated with lower scores in cogni-
tive functions. Because the number of studies that included a
CSF group, a VD group, an MCI patient group, an L group,
and an MH group was small, our results only reveal that there
is a correlation between insulin levels and nonpsychotic
dementia in these groups. The results suggest that insulin
levels are higher in the peripheral blood in VD, AD, L, and
MH patients while CSF insulin levels are lower in nonpsy-
chotic dementia patients. The ES was higher in the VD group
than in the AD group and higher in the MH group than in
the L group.

Our results show that there was no difference in insulin
levels between MCI patients and HCs. Eight sets of data
obtained from 4 studies support the finding that there is a
relationship between CSF insulin levels and the severity of
nonpsychotic dementia. Because the number of enrolled
patients was small, the present results show that CSF insulin
levels are lower in patients with severe nonpsychotic demen-
tia, and there were no significant differences between MCI
patients and HCs. Moreover, when the effects of drugs on
insulin metabolism were excluded, a subgroup analysis
showed that there was no correlation between nonpsychotic
dementia and insulin levels. Therefore, the following two
possibilities are considered. First, because MMSE scores were
significantly lower in the high insulin subjects than in the HC
group, the fact that there was no correlation may be related to
the small sample size. Hence, as the study size increased, the
trend toward an increase in serum insulin levels in the MCI
patients might reach significance, and insulin levels are more
likely to vary with the severity of the nonpsychotic dementia.
Second, because the severity of nonpsychotic dementia
increased with the ages of the affected patients, insulin levels
may simply increase with age and may not be a key factor in
the pathology of nonpsychotic dementia.

Several studies [44-46] have described insulin levels and
MMSE scores in nonpsychotic dementia patients without
diabetes, type 2 diabetes patients without dementia, and
patients with nonpsychotic dementia and type 2 diabetes,
and these studies have reported that there are no significant
differences in the ages or genders of these patients. Insulin
levels increased in the nonpsychotic dementia patients, and
cognitive function scores decreased in subjects with high
insulin levels. Further investigations of insulin levels in
MCI patients are required to confirm these results.

In this meta-analysis, we found various levels of between-
study heterogeneity in the outcomes. Although we attempted
to adjust for potential confounders, none of the theoretically
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relevant categorical or continuous variables that were tested
explained the observed heterogeneity. A subgroup analysis
showed that serum insulin levels (as opposed to plasma
levels) were significantly higher in nonpsychotic dementia
patients than in HC subjects and that VD insulin levels (as
opposed to AD levels) were significantly higher in nonpsy-
chotic dementia patients than in HC subjects. However, the
high level of between-study heterogeneity was not lower in
these subgroup analyses. MH insulin levels (but not L levels)
were significantly higher in nonpsychotic dementia patients
than in HC subjects, and low heterogeneity was found in
the L group analysis. The high level of between-study hetero-
geneity was not reduced in the MH and drug intervention
elimination groups. This high level of between-study hetero-
geneity may have been caused by the differences in the
samples (i.e., according to gender, age, or sample type), the
type of nonpsychotic dementia, the degree of nonpsychotic
dementia, or the drug intervention. In addition, hunger, cold,
exogenous diet stimulation, endocrine diseases, and the
selection of inspection methods and reagents could poten-
tially have caused an abnormal secretion of insulin. Hence,
potential confounders that could contribute to the observed
between-study heterogeneity were present in a variety of
the analyzed studies and may have been related to patient
conditions during sample extraction. Because insulin levels
that are determined using blood samples can be affected by
handling time and the state of the research subjects, studies
that include patients who provide samples while on an empty
stomach and who are not affected by other endocrine factors
may be required to further investigate whether these factors
contributed to the variance observed among the studies in
this analysis.

5. Conclusions

Overall, CSF insulin levels were lower in nonpsychotic
dementia patients (enrolled sample number <10, more
experimental data are needed to support this finding). The
high insulin subjects had significantly lower MMSEs and
nonpsychotic dementia events than were observed in the
HCs, and blood insulin levels were significantly higher in
nonpsychotic dementia patients than in HCs. These results
indicate that insulin levels are an important indicator that
may be useful in clinical diagnoses of nonpsychotic dementia.
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