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Sensors and applications in agricultural and environmental
monitoring have become more essential to (1) farming
practices, (2) crop growth estimation, (3) environmental
changes, (4) global and regional observations on the earth’s
environment, and (5) monitoring/environmental analysis.
Among the 31 papers submitted to this special issue, 22
original research articles, which address the sensors and
applications in agricultural and environmental monitoring,
have been published. The published papers can be summa-
rized as follows.

J. Qi et al. in their paper entitled “Variation in Morpho-
logical and Physiological Characteristics of Wild Elymus
nutans Ecotypes from Different Altitudes in the Northeast-
ern Tibetan Plateau” identify the alteration in morphological
and physiological characteristics by measuring photosyn-
thetic physiology, nutrient content, and growth associated
with adaptation of plants to conditions at different altitudes
2450, 2950, 3100, and 3300m above sea level on the plateau.
The authors conclude that the increased thermal regime
experienced by plants introduced from high altitude to low
altitude may facilitate the increased growth of Elymus nutans
subtypes.

J. Fu et al. in their paper entitled “Accurate Variable
Control System for Boom Sprayer Based on Auxiliary Anti-
drift System” utilize the auxiliary antidrift system of wind-

curtain type air flow and the variable spraying control sys-
tem for adaptive fertilizing and online measuring of work-
ing conditions. Their results showed that benefitting from
the auxiliary air flow, the average utility of pesticide is
improved from 26.76% to 37.98%.

L. Liu et al. in their paper entitled “A Novel Method for
Broiler Abnormal Sound Detection Using WMFCC and
HMM” develop a method for broiler abnormal sound detec-
tion. Results showed that the developed recognition algo-
rithm, using wavelet transform, Mel frequency, cepstrum
coefficients (WMFCCs), correlation distance, Fisher criterion
(CDF), and hidden Markov model (HMM), provided an
average accuracy, precision, recall, and F1 of 93.8%, 94.4%,
94.1%, and 94.2%, respectively, for broiler sound samples.

X. Su et al. in their paper entitled “A Review of
Underwater Localization Techniques, Algorithms, and
Challenges” unveil the existing challenges in the underwa-
ter environment.

B. Zhao et al. in their paper entitled “Online Measuring
and Size Sorting for Perillae Based on Machine Vision”
develop an approach based on the machine vision (MV)
technique for online measuring and size sorting. Experimen-
tal results demonstrate that the average time consumption
for a captured image, the average measuring error, the vari-
ance of measuring error, and the overall sorting accuracy

Hindawi
Journal of Sensors
Volume 2021, Article ID 9841470, 3 pages
https://doi.org/10.1155/2021/9841470

https://orcid.org/0000-0001-6884-1699
https://orcid.org/0000-0002-3068-4453
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9841470


are 204.175ms, 1.48mm, 0.07mm, and 93%, respectively,
implying the feasibility and satisfied accuracy of the proposed
approach.

In the paper entitled “Development of an IoT-Based
Indoor Air Quality Monitoring Platform” authored by J. Jo
et al., an IoT-based indoor air quality monitoring platform,
consisting of an air quality sensing device called “Smart-
Air” and a web server, is demonstrated. An application
was developed to help in monitoring the air quality. Thus,
approved personnel can monitor the air quality at any
time and from anywhere, via either the web server or
the application.

M. Li et al. in their paper entitled “Response Mechanism
of Cotton Growth to Water and Nutrients under Drip Irriga-
tion with Plastic Mulch in Southern Xinjiang” studied the
effects of water and nutrient control measures on cotton
plant height, stem diameter, biomass, seed yield, and soil
moisture under an irrigated plastic mulch production system.
It is suggested that deficit irrigation at 60~80% of the poten-
tial evapotranspiration at the flowering stage and 16-5.6-2.4
(N-P2O5-K2O) fertilizer can be applied as an optimal water
and nutrient management strategy to maximize the seed cot-
ton yield, irrigation water efficiency, and overall growth and
development of cotton.

X. Feng and J. Li in their paper entitled “Evaluation of
the Spatial Pattern of the Resolution-Enhanced Thermal
Data for Urban Area” chose three typical methods from
the limited number of thermal sharpening methods designed
for the urban area and made a comparison between them,
together with a newly proposed thermal sharpening method,
superresolution-based thermal sharpener. It is found that all
methods obtained lower accuracy for data in winter than for
data in other seasons. Linear water features and areas along
it are difficult to be detected correctly using most methods.

R. Ma et al. in their paper entitled “Colloidal Influence
Factor of Bioflocculant in Coagulation of Chromium and
Nitrobenzene” investigate the flocculation capacity of acti-
vated sludge flocculants in chromium ion and nitrobenzene
solutions. It is found that compared with activated carbon,
the activated sludge flocculant showed a good flocculation
capacity for nitrobenzene, but poor flocculation for chro-
mium following the initial concentration increase. The floc-
culation of nitrobenzene or chromium increased at the
initial stage and decreased gradually following the primary
dosage of flocculant increase. The flocculation for nitroben-
zene increased at the primary stage and decreased after the
peak, while the flocculation for chromium increased follow-
ing the pH increase of both solutions.

K. N. Qureshi et al. in their paper entitled “Optimized
Cluster-Based Dynamic Energy-Aware Routing Protocol for
Wireless Sensor Networks in Agriculture Precision” propose
a Gateway Clustering Energy-Efficient Centroid-(GCEEC-)
based routing protocol where a cluster head is selected from
the centroid position and gateway nodes are selected from
each cluster.

M. Xu and J. Zhou in their paper entitled “Elite Immune
Ant Colony Optimization-Based Task Allocation for Maxi-
mizing Task Execution Efficiency in Agricultural Wireless
Sensor Networks” propose an elite immune ant colony opti-

mization (EIACO) to deal with the problem of task allocation
optimization, which is motivated by immune theory and elite
optimization theory. Simulation results show that the pro-
posed elite immune ant colony optimization has a better task
execution efficiency and higher convergence speed than
genetic algorithm and simulated annealing.

M. Zhang et al. in their paper entitled “Effects on Local
Temperature and Energy of Oasis City Expansion in Arid
Area of Northwest China” study the climate effect of urban
expansion located in oases in arid area of Northwest China
by surface and 2m urban heat island (UHI) intensity and
available energy ratio. The results show that 2m UHI always
displays positive twin peaks during the whole day, while sur-
face UHI only displays a positive single peak for several hours
during daytime at four seasons in the four years.

N. Lu et al. in their paper entitled “Leymus chinensis Tol-
erates Mowing Disturbance by Maintaining Photosynthesis
in Saline-Alkali Heterogeneous Habitats” tested the effects
of mowing intensity on plant photosynthesis under different
heterogeneous patches with different saline-alkali soils. The
results imply that moderate grazing or mowing can be used
to maintain the productivity and economic benefits of grass-
land when soil heterogeneous patches with moderate saline-
alkali conditions.

G. Gao et al. in their paper entitled “StemWater Content
for Crape Myrtle in Response to Drought, Cold, and Disease
Stress” selected Crape myrtle as an experimental subject and
its stresses on stem water content were observed in four
experiments including no stress, drought, cold, and disease
stress. The authors conclude that the stresses on stem water
content can be used as a qualitative evaluation index of the
degree of the three types of stress.

H. Xiang et al. in their paper entitled “Sensors Applied for
the Detection of Pesticides and Heavy Metals in Freshwaters”
briefly introduce the pollution status of two major pollutants,
i.e., pesticides and heavy metals, in freshwaters worldwide.
The results imply that future development of pesticides and
heavy metal sensors should (1) enhance the sensitivity to
meet the requirements for the protection of aquatic ecosys-
tems and human health and (2) cover more diverse pesticides
and heavy metals especially those toxic pollutants that are
widely used and frequently are detected in freshwaters (e.g.,
glyphosate, fungicides, zinc, chromium, and arsenic).

H. Liang et al. in their paper entitled “Variation Charac-
teristics of Stem Water Content in Lagerstroemia indica and
Its Response to Environmental Factors” studied the change
characteristics of stem water content (StWC) in the plant
and its response to environmental factors. The results
showed that the StWC of Lagerstroemia indica varies regu-
larly day and night during the growth cycle. Meanwhile, the
rising time, valley time, and falling time of StWC were vari-
ous at the different growth stages of Lagerstroemia indica.

J. Li et al. in their paper entitled “Change Analysis of
Spring Vegetation Green-Up Date in Qinba Mountains
under the Support of Spatiotemporal Data Cube” propose a
new data model based on data cube technologies to efficiently
organize remote sensing phenology and related reanalysis
data in different scales. This research provided a new
approach for analyzing phenology phenomena and its
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changes in Qinba Mountains that had the same reference
value for other regional phenology studies.

H. Malon et al. in their paper entitled “Application of
Low-Cost Sensors for the Development of a Methodology
to Design Front-End Loaders for Tractors” developed a
methodology to design tractor front-end loaders with a view
of obtaining their accurate design during the bucket loading
process. The experimental results obtained by means of
low-cost sensors fitted to the front-end loader allow analyz-
ing the existing strains at the points measured as well as val-
idating the numerical model developed.

F. Zeng et al. in their paper entitled “A Novel Biofloccu-
lant from Raoultella planticola Enhances Removal of Copper
Ions from Water” studied copper ions in the water of Song-
hua River flowing through the chemical and living areas of
Jilin City. The results showed that copper ions in the water
of Songhua River flowing through the chemical and living
areas of Jilin City show that the copper concentration in this
area is between 0.066 ppb and 0.159 ppb. The copper content
index of the three water samples did not exceed the Class III
standard of the Surface Water Quality Standard.

P. Su et al. in their paper entitled “Anonymous and Effi-
cient Certificateless Multirecipient Signcryption Scheme for
Ecological Data Sharing” propose a solution to the key
escrow problem and aim to improve efficiency on the basis
of ensuring security by adopting elliptic curve cryptography.
A rigorous security analysis proves that the scheme can resist
various security attacks and ensure privacy protection based
on random oracle model. Performance analysis also shows
that this scheme has the advantage of computational over-
head compared to the same type of scheme.

T. Sharmilan et al. in their paper entitled “Electronic
Nose Technologies in Monitoring Black Tea Manufacturing
Process” introduce an electronic nose to find the optimum
level of fermentation detecting the variation in aroma level.
It is found that the systems developed are capable of detect-
ing the variation of aroma level using an array of metal oxide
semiconductor gas sensors using different statistical and neu-
ral network techniques successfully.

Y. Wu et al. in their paper entitled “A Model with Leaf
Area Index and Trunk Diameter for LoRaWAN Radio Prop-
agation in Eastern China Mixed Forest” developed a model
for leaf area index and trunk diameter. The results show that
the 433MHz LoRa path loss in the mingled forest could be
precisely predicted by our proposed model.
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Air pollution,water pollution, soil erosion, land desertification, and other environmental issues are becomingmore andmore serious.
And ecological security has become a key issue for the sustainable development of theworld, so research on ecology has receivedmore
and more attention. At present, ecological data is collected and stored separately by various departments or agencies. In order to
conduct better research, various institutions or individuals begin to share their own data. However, data sharing between different
organizations is affected by many factors, especially data security issues. At the moment, there is no scheme that has been
commonly recognized to solve the problem of ecological data sharing. To provide a secure data sharing way for ecological
research, a certificateless multireceiver signcryption scheme is proposed. In this paper, the proposed scheme can solve the key
escrow problem, and it can improve efficiency on the basis of ensuring security by adopting elliptic curve cryptography (ECC). A
rigorous security analysis proves that the scheme can resist various security attacks and ensure privacy protection based on a
random oracle model. Performance analysis also shows that this scheme has the advantage of computational overhead compared
to the same type of scheme. Therefore, the scheme is very suitable for the safe sharing of ecological data.

1. Introduction

Ecological data is receiving more and more attentions nowa-
days. It plays an important role in global climate change pre-
diction, ecological network observation and simulation,
regional air pollution control, and so on. However, the scope,
degree, quality, and usability of data setsmastered by different
research institutions vary greatly, which is not conductive to
the research in related fields. In order to solve this problem,
relevant organizations begin to share their own data, which
enables researchers to find and reuse relevant data. Combin-
ing data from multiple sources can better raise new questions
and accelerate the pace of science. Sharing of relevant data can
also make the related scientific research more transparent,
which helps boost public trust.

In the process of information sharing, on the one hand,
the sender of the information only wants the authorized
receiver to receive the correct information in order to prevent
the information from being maliciously revealed. On the
other hand, the recipient of the message wants to verify the

sender of the message to prevent the message from being
tampered with and the sender from being forged.

In view of all the requirements above, the information sent
needs to be confidential and verifiable. The confidentiality
needs to be implemented by encryption, and the verification
needs to be implemented by signature. Traditionally, the
method of first signing and then encrypting is adopted, but
it is too computationally intensive resulted in the low effi-
ciency. In order to improve the efficiency on the basis of
ensuring confidentiality and verification of messages, Zheng
[1] proposed the concept of signcryption, which enables
encryption and signature to be performed simultaneously;
therefore, encryption and signature functions can be realized
by one signcryption.

With the development of communication, the identity-
based multireceiver encryption (IMRE) proposal was pre-
sented by Baek et al. [2]; this proposal can encrypt multiple
recipients’ messages by one calculation. And then, the IMRE
schemes [3–5] were proposed successively. Subsequently, on
the basis of the scheme in [2], the identity-basedmultireceiver

Hindawi
Journal of Sensors
Volume 2020, Article ID 5132861, 16 pages
https://doi.org/10.1155/2020/5132861

https://orcid.org/0000-0001-5302-4127
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/5132861


signcryption (IMRS) proposal was presented by Duan and
Cao [6]. According to this scheme, the sender only needs to
perform a signcryption operation to simultaneously send
messages to multiple authorized recipients, and each autho-
rized recipient can perform corresponding decryption and
verification. The ciphertext received by the receiver does not
contain a list of receiver identity information, and the receiver
cannot find the relevant information in the ciphertext. It is
more effective than one-to-one scheme and is an ideal choice
for information sharing. Then, many IMRS schemes [7–14]
were proposed. What is more, communicators are paying
more and more attentions to personal privacy issues. Usually,
people intend to conceal their identities when they use multi-
receiver signcryption-related devices. In order to realize ano-
nymity, Fan et al. [15] proposed the first anonymous IMRE
scheme. However, Wang et al. [16] proposed that the scheme
in [15] does not truly achieve that goal. Also, Wang et al. [16]
proposed a new anonymity scheme, but Li and Pang [17] pro-
posed that the scheme in [16] still could not completely realize
anonymity either. Later, Fan and Tseng [18] proposed an
anonymous IMRE scheme and the receiver of the scheme
has the capability of identity verification, but the efficiency is
not high because of the excessive bilinear parings operations
in the scheme. Then, Pang et al. [19] put forward an absolutely
cryptonymous IMRS proposal which can realize the anonym-
ity of the receiver and sender. Gradually, people have found a
serious problem that these multireceiver schemes have key
escrow problems because they cannot block malicious key
generation center (KGC) attacks. If nothing is done to solve
this problem, the KGC can view all users’ communications
and can pretend to be any user, which is insecure.

Given the above requirements, Al-Riyami and Paterson
[20] proposed a certificateless public key cryptosystem. For
the user in this system, he and KGC jointly generate his private
key, and the system parameters and his private key jointly
determine his public key. The scheme in [20] can solve the
problem of certificate management in traditional public key
cryptography and key escrow in identity-based cryptosystems,
so the certificateless multirecipient scheme has become a
research hotspot. Influenced by the scheme in [20], the pro-
posals [21–24] were successively put forward. Selvi et al. [25]
came upwith the earliest certificateless multireceiver signcryp-
tion (CMRS) scheme, but it does not have the confidentiality
of messages under external attacks and is inefficient due to
the use of a large number of bilinear pairing operations (BPO).

Gradually, people began to pursue efficiency on the basis
of satisfying the safety function. A cryptonymous certificate-
less multireceiver encryption (CMRE) proposal was pre-
sented by Islam et al. [26]. In order to improve efficiency,
the scheme in [26] uses scalar point multiplication opera-
tions on elliptic curve cryptography (SPMOOECC), which
does not use BPO. Since schemes in [26] can still further
improve efficiency, schemes in [27–30] have been proposed
successively. The scheme in [27] used the BPO and map-to-
point hash function (MTPHF), scheme in [28] and scheme
in [30] used lots of SPMOOECC, and scheme in [29] used
BPO in the decryption step, all of which greatly limit the effi-
ciency of the scheme. Among them, schemes in [26–30] have
no signature function and cannot resist forgery attacks, and

schemes in [25, 27–29] did not successfully achieve fair
decryption, nor did they implement the verification of part
of the private key.

Through the analysis of the schemes, we found that the
multirecipient signcryption scheme is required to solve the
main problems as below during the communication process:

(1) Key escrow problem: malicious KGC can forge
encrypted ciphertext and decrypt ciphertext, which
dramatically reduces the confidentiality of the mes-
sage. In order to prevent malicious KGC attacks, we
need to solve the key escrow problem

(2) The calculation efficiency is not ideal: in the process
of encryption or decryption, BPO or a large number
of SPMOOECC will result in inefficiency

In view of the requirements of ecological data sharing
communication and taking into account the shortcomings
of existing communication mechanisms, we propose a CMRS
scheme for ecological data sharing. Relevant institutions or
researchers can send data to other researchers or related
institutions through our program. The communication pro-
cess is shown in Figures 1 and 2. When multiple researchers
or related organizations share relevant ecological data (such
as forest ecological data, grassland ecological data, and desert
ecological data), they first exchange key with KGC to obtain
their own public key and private key; then, they signcrypt
the data and send the signcrypted message to the cloud space;
finally, the signcrypted data in the cloud space will be for-
warded to the authorized recipient and the receiver performs
verification and decryption after receiving the message.

The specific features of the scheme are as follows:

(1) The scheme realizes the anonymity of the receiver.
Not only the attacker cannot obtain the information
of the receiver, but also the receiver does not know
the information of other receivers

(2) The scheme uses a certificateless method and can
perform partial private key verification. It not only
solves the key escrow problem but also ensures the
correctness of some private keys received from KGC

(3) The scheme is of high efficiency. Instead of using BPO
and exponential operations in the signcryption and
decryption phases, the scheme uses the SPMOOECC
during encryption and decryption processes andmin-
imizes the number of SPMOOECC, which greatly
increases efficiency

Finally, in using the stochastic prediction model, we
prove the confidentiality, unforgeability, and recipient ano-
nymity of our CMRS scheme based on the difficult problems.

The rest of the paper is as follows: in the second part, the
initial knowledge is described. In the third part, the proposed
scheme is described. In addition, in the fourth part, the cor-
rectness and security of the scheme were analyzed. Next, in
the fifth part, the proposed scheme and the existing scheme
are compared in terms of efficiency and functionality. Finally,
the sixth section summarizes this paper.
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For ease of understanding, the symbols used are listed in
Table 1.

2. Preliminaries

We will make an introduction of difficult problems, algo-
rithm model, and security models.

2.1. Difficult Problems. It is specified that Gp is a cyclic group
on ECC, the generator of Gp is the P, and Z∗

p is the nonzero
multiplication group, which depend on the big prime num-
ber p. The elliptic curve discrete logarithm problem (ECDLP)
and Diffie-Hellman problem (CDHP) are described below:

(1) CDHP. Known ðP, xP, yPÞ ∈Gp, x, y ∈ Z∗
p , calculating xy

P ∈Gp is CDHP

Definition 1. If the probabilistic polynomial time (PPT) algo-
rithm A can solve CDHP, the probability advantage is speci-
fied as

AdυCDHP
A = Pr A P, xP, yPð Þ = xyP½ �: ð1Þ

CDHP hypothesis: we believe that AdυCDHP
A can be ignored

for any PPT algorithm A.(2) ECDLP. Known ðP, xPÞ ∈Gp, x ∈
Z∗
p , calculating x is ECDLP

Definition 2. If the PPT algorithm B can solve CDHP, the
probability advantage is specified as

AdυECDLPB = Pr B P, xPð Þ = x½ �: ð2Þ

ECDLP hypothesis: we believe that AdυECDLPB can be
ignored for any PPT algorithm B.

2.2. Algorithm Model

Definition 3. The algorithmmodel of this proposal consists of
SetUpAlgorithm, SetSecretValueAlgorithm, ExtractPartialPri-
vateKeyAlgorithm, SetPublicAndPrivateKeysAlgorithm, Sign-
cryptionAlgorithm, and DesigncryptionAlgorithm:

Data collection

Communication

Data collection

Data collection

Relevant institutions with
partial ecological data sets

Data collection

Relevant institutions
with partial ecological

data sets

Communication

CommunicationCommunication

Communication

Relevant institutions
with partial ecological

data sets

Cloud server

Researcher Researcher

Figure 1: Ecological data sharing application framework.
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SetUpAlgorithm: input λ, λ is the security parameter; KGC
executes the algorithm; the system’s master key s and the
public parameter pars are generated by KGC; and KGC
exposes pars and secretly saves s.

SetSecretValueAlgorithm: enter IDi, IDi is the user’s
information; the user executes the algorithm; and the user
gets the secret value xi and the secret value parameter Xi .

ExtractPartialPrivateKeyAlgorithm: enter the user’s
information IDi, the master key s, the secret value parameter
Xi, and the public key parameter pars. For the user, KGC uses
this algorithm to obtain the partial private key zi and key
generation parameter Wi.

SetPublicAndPrivateKeysAlgorithm: input the parameter
pars of the system, the information IDi of the user, the partial
private key zi of the user, the secret value xi, and the key
generation parameter Wi and the user uses the algorithm to
obtain public key pair PKi and the private key pair SKi.

SigncryptionAlgorithm: input the system’s public param-
eter pars, receiver information L = fID1, ID2 ⋯ :IDng, plain-
text M, the recipient’s public key PKi ð1 ≤ i ≤ nÞ, the private
key SKc of THE transmitter, and the information IDc of the
transmitter. The transmitter initiates the algorithm to obtain
the ciphertext C = Signcryptionðpars,M, L, PKi, SKc, IDcÞ.

DesigncryptionAlgorithm: enter the public parameter
pars, the recipient’s private key SKi, the recipient’s informa-
tion IDi, and ciphertext C. The receiver uses the algorithm
to gain the plaintext M = Designcryption ðpars, C, SKi, IDiÞ
and verifies M using the sender’s public key PKc.

2.3. Security Models. The security model required for our
scheme consists of information confidentiality, unforgeabil-
ity, and recipient anonymity. In each security model, there
are two types of opponents, called A1 and A2 [20]. A1 does
not know the system master key but A2 does, and A1 can
replace the user’s public key but A2 cannot. Specific descrip-
tions are as follows:

2.3.1. Information Confidentiality. Information confidential-
ity means that an attacker cannot successfully decrypt a
plaintext message in his or her own attack. In this scheme,
information confidentiality is the indistinguishability of cer-
tificateless signcryption in the context of selecting ciphertext

RegisterKGC

Communication

CorrespondentCorrespondent

Cloud server

Register

Figure 2: Ecological data sharing network framework.

Table 1: Notations.

Name Meaning

BPO Bilinear pairing operations

MTPHF Map-to-point hash function

ECC Elliptic curve cryptography

KGC Key generation center

SPMOOECC
Scalar point multiplication operations

on elliptic curve cryptography

CDHP Computational Diffie-Hellman problem

ECDLP Elliptic curve discrete logarithm problem

Gp A cycle group of points on ECC

PKi Public key of user i, i represents the user’s identity

P Generator of Gp

p Large prime integer

Pr The probability of an event

SKi Private key of user i, i represents the user’s identity

Z∗
p Nonzero multiplicative group with large prime p

IME Identity-based multireceiver encryption

IMS Identity-based multireceiver signcryption

CME Certificateless multireceiver encryption

CMS Certificateless multireceiver signcryption
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attack and selective multiple ID (IN-CMRS-CA) [25]. We
defined Game1 for A1’s IN-CMRS-CA and Game2 for A2’s
IN-CMRS-CA.

Game1: this game is the interaction of opponent A1 and
challenger C in the context of IN-CMRS-CA.

Setup. C performs the corresponding steps for obtaining the
public parameter pars and the master key s, then sends the
pars to theA1 and secretly saves s. AfterA1 receives the pars,
the A1 outputs a group of target identities L = fID1, ID2,⋯,
IDng, where n is a positive integer.

Phase 4. A1 requires C to perform flexible queries, and C

performs feedback. The details are the following:

SetSecretValueQuery: A1 requires C to run the SetSecret-
ValueQuery on the ID. After the request is received, C uses
the SetSecretValueAlgorithm to get the user’s secret value,
and C transmits the result to A1.

ExtractPartialPrivateKeyQuery: A1 lets C run the Extra-
ctPartialPrivateKeyQuery against the ID. After the request is
received, C executes the ExtractPartialPrivateKeyAlgorithm
to gain the partial private key of the user and sends result
to A1.

SetPublicAndPrivateKeysQuery:A1 requires C to run the
SetPublicAndPrivateKeysQuery on the ID. After receiving the
request, C executes the SetPublicAndPrivateKeysAlgorithm
to get the public and private keys of user and returns them
to A1.

PublicKeyReplacementQuery: A1 requires C to use the
PK’

ID to run the PublicKeyReplacementQuery on the ID.
Upon receipt, C will retain the PK’

ID as the new public key.
SigncryptionQuery: A1 lets C perform the Signcryption-

Query with a series of information and plaintext M. After
the request is received, C randomly selects the information
IDs to execute the SigncryptionAlgorithm to obtain the
ciphertext C and transmits C to A1.

DesigncryptionQuery: A1 requires C to perform the
DesigncryptionQuery for ciphertext C. After the request is
received, C executes the DesigncryptionAlgorithm to obtain
the plaintext M, after that, verify that M is compliant, and
returns M toA1.

Challenge: A1 chooses a pair of plaintext ðM0,M1Þ, the
length of the plaintext is the same, and transmits ðM0,M1Þ
to C . C selects φ ∈ f0, 1g; then, C uses the selected plaintext
Mφ to obtain C ∗ and C transmits C ∗ to A1.

Phase 5. A1 wants C to provide the same query as Phase 4,
but A1 cannot perform the private key portion of SetPubli-
cAndPrivateKeysQuery and ExtractPartialPrivateKeyQuery
on the user who has replaced the public key. A1 cannot
perform DesigncryptionQuery on ciphertext C ∗.

Guess: A1 gives φ
∗, and if φ∗ = φ can be determined, A1

wins, otherwise, A1 fails. The probability advantage of A1
winning is defined as follows:

AdvIN−CMRS−CA A1ð Þ = 2 Prj φ∗ = φ½ � − 1: ð3Þ

Definition 6. The probability that any A1 in the case of IN-
CMRS-CA can obtain the Game1 victory in time τ can satisfy
AdvIN−CMRS−CAðA1Þ ≤ ε, indicating that the scheme conforms
to ðτ, εÞ -IN-CMRS-CA security, ε represents a nonnegligible
probability advantage and τ represents the time of a polyno-
mial operation.

Game2: this game is the interaction of opponent A2 and
challenger C in the context of IN-CMRS-CA. The details are
the following:

Setup. C performs the corresponding steps for obtaining the
public parameter pars and the master key s, then transmits
the result to the A2. After successful reception, A2 gives a
set of target identifiers L = fID1, ID2, ID3,⋯, IDng, n is a
positive integer.

Phase 7. A2 makes a series of queries to C like Phase 4 of
Game1, but A2 cannot carry out PublicKeyReplacementQu-
ery. C responds accordingly.

Challenge: A2 selects a pair of plaintext ðM0,M1Þ; the
length of the plaintext is the same and transmits ðM0,M1Þ
to C . C selects φ ∈ f0, 1g; then, C uses the selected plaintext
Mφ to obtain C ∗, C transmits C ∗ to A2.

Phase 8. A2 needs C to perform the same query as Phase 4,
butA2 cannot execute the SetSecretValueQuery for the target
identity L, and A2 cannot run the DesigncryptionQuery
against the ciphertext C ∗.

Guess: A2 gives φ
∗, and if φ∗ = φ can be determined, A2

wins, otherwise, A2 fails. The probability advantage of A2
winning is defined as follows:

AdvIN−CMRS−CA A2ð Þ = 2 Prj φ∗ = φ½ � − 1: ð4Þ

Definition 9. The probability that any A2 in the case of IN-
CMRS-CA can obtain the Game2 victory in time τ can satisfy
AdvIN−CMRS−CAðA2Þ ≤ ε, indicating that the scheme conforms
to ðτ, εÞ -IN-CMRS-CA security, ε represents a nonnegligible
probability advantage and τ represents a time of a polyno-
mial operation.

2.3.2. Unforgeability. The unforgeability of the proposal in
this paper is prescribed as the strong unforgeability of certifi-
cateless signcryption in the context of selecting ciphertext
attacks and optional multiple ID (SU-CMRS-PA) [25].
Game3 and Game4 are used to describe the SU-CMRS-PA
of the opponent A1 and A2, respectively.

Game3: this section is the mutual response between C

and A2 under SU-CMRS-PA. The details are the following:

Setup. This procedure is similar to Setup in Game1.

Attack: A1 requires C to perform flexible queries. The
queries are similar to Phase 4 in Game1, after which C

responds.
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Forgery: A1 uses L = fID1, ID2,⋯, IDng and plaintext M
to forge ciphertext C ∗. If any recipient in L can correctly
decrypt C ∗, thenA1 wins, otherwiseA1 fails. In this process,
SigncryptionQuery cannot get C ∗, other restrictions are
similar to Phase 5 in Game1.

Definition 10. The probability that any A1 in the case of SU-
CMRS-PA can obtain the Game3 victory in time τ can satisfy
AdvSU−CMRS−PAðA1Þ ≤ ε, indicating that the scheme conforms
to ðτ, εÞ -SU-CMRS-PA security, ε represents a nonnegligible
probability advantage and τ represents the time of a polyno-
mial operation.

Game4: this process is the interaction between C and A2
under SU-CMRS-PA. The details are the following:

Setup. This procedure is similar to Setup in Game2.

Attack: A2 performs flexible queries for C . The queries
are similar to Phase 4 in Game2, after which C responds.

Forgery: A2 uses L = fID1, ID2,⋯, IDngand plaintext M
to forge ciphertext C ∗. If any recipient in L can correctly
decrypt C ∗, thenA2 wins, otherwiseA2 fails. In this process,
SigncryptionQuery cannot get C ∗, and the other restrictions
are similar to Phase 5 in Game2.

Definition 11. The probability that any A2 in the case of SU-
CMRS-PA can obtain the Game4 victory in time τ can satisfy
AdvSU−CMRS−PAðA2Þ ≤ ε, indicating that the scheme conforms
to ðτ, εÞ -SU-CMRS-PA security, ε represents a probabilistic
advantage that is not negligible. τ represents the time of a
polynomial operation.

2.3.3. Receiver Anonymity. In this scheme, receiver anonym-
ity is prescribed as the anonymous indistinguishability of cer-
tificateless signcryption in the context of selecting ciphertext
attacks and selective multiple ID (ANO-CMRS-CA) [26].
Game5 and Game6 each implement ANO-CMRS-CA for
A1 and A2.

Game5: this process is the interaction between C and A1
under ANO-CMRS-CA. The details are the following:

Setup. C performs the corresponding steps for obtaining
the public parameter pars and the master key s, then
transmits pars to A1 and secretly saves s. After receiving,
A1 selects L = fID0, ID1g and sends L to C .

Phase 12. This procedure is similar to Phase 4 in Game1.

Challenge: A1 picks identity list L∗ = fID2, ID3,⋯, IDng
and plaintextM, A1 transmits them to C . C selects e ∈ f0, 1g
and forms the ciphertext C ∗ with a new set of identity list
L∗∗ = fIDe, ID2, ID3,⋯, IDng, and C transmits C ∗ to A1.

Phase 13. This procedure is similar to Phase 5 in Game1.
Guess: A1 gives e

∗, and If e∗ = e can be determined, A1
wins, otherwise, A1 fails. The probability advantage of A1

winning is defined as follows:

AdvANO−CMRS−CA A1ð Þ = 2 Prj e∗ = e½ � − 1: ð5Þ

Definition 14. The probability that any A1 in the case of I
ANO-CMRS-CA can obtain the Game5 victory in time τ
can satisfy AdvANO−CMRS−CA ðA1Þ ≤ ε, indicating that the
scheme conforms to ðτ, εÞ -ANO-CMRS-CA security, ε
represents a nonnegligible probability advantage and τ repre-
sents the time of a polynomial operation.

Game6: this process is the interaction between C and A2
under ANO-CMRS-CA. The details are the following:

Setup. C performs the corresponding steps for obtaining the
public parameter pars and the master key s, then transmits
the result to A2, A2 selects L = fID0, ID1g and output L.

Phase 15. This procedure is similar to Phase 4 in Game2.

Challenge: A2 picks identity list L
∗ = fID2, ID3,⋯, IDng

and a plaintext M, A2 transmits L ∗ and M to C . C selects
e ∈ f0, 1g and forms a ciphertext with a new set of identity list
L∗∗ = fIDe, ID2, ID3,⋯, IDng, and C sends C∗ to A2.

Phase 16. This procedure is similar to Phase 5 in Game2.
Guess: A2 gives e

∗, and if e∗ = e can be determined, A2
wins, otherwise, A2 fails. The probability advantage of A2
winning is defined as follows:

AdvANO−CMRS−CA A2ð Þ = 2 Prj e∗ = e½ � − 1: ð6Þ

Definition 17. The probability that any A2 in the case of
ANO-CMRS-CA can obtain the Game6 victory in time τ
can satisfy AdvANO−CMRS−CAðA2Þ ≤ ε, indicating that the
scheme conforms to ðτ, εÞ -ANO-CMRS-CA security, ε
represents a nonnegligible probability advantage and τ repre-
sents the time of a polynomial operation.

3. The Proposed Scheme

Our scheme includes SetUpAlgorithm, KeyExtractAlgorithm,
SigncryptionAlgorithm, and DesigncryptionAlgorithm. The
KeyExtractAlgorithm includes SetSecretValueAlgorithm,
ExtractPartialPrivateKeyAlgorithm, and SetPublicAndPri-
vateKeysAlgorithm.

3.1. Setup Algorithm. KGC performs the corresponding steps
for obtaining the public parameter and master keys. The
details are the following:

(1) Input λ, λ is the security parameter and KGC selects a
large prime number p on the finite field at random
and generates a finite field Fp with p order. Next, a
suitable elliptic curve Ep is generated on the domain
Fp, and an addition cycle group Gp is determined on
the elliptic curve Ep, and the generator of Gp is P
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(2) Select a positive whole number s ∈ Z∗
p at random, s is

the system master key and secretly save and calculate
the system public key Ppub, Ppub = sP

(3) Select five safe and reliable hash function as follows:

H1 = 0, 1f g∗ × Gp × Gp ⟶ Z∗
p ,

H2 =Gp × 0, 1f g∗⟶ Z∗
p ,

H3 =Gp × 0, 1f g∗⟶ Z∗
p ,

H4 = Z∗
p ⟶ 0, 1f g∗,

H5 = 0, 1f g∗ × 0, 1f g∗ ×Gp ×Gp × 0, 1f g∗
×Gp × Z∗

p × Z∗
p × Z∗

p ×⋯: × Z∗
p × Z∗

p ⟶ Z∗
p

ð7Þ

(4) The appropriate symmetric encryption algorithm Ek
and decryption algorithm Dk are selected at random.
k as a symmetric key

(5) Output the public parameters pars = fEp,Gp, Ek,Dk

, p, P, Ppub,H1,H2,H3,H4,H5g.
3.2. Key Extract Algorithm. The user and KGC perform the
corresponding steps for obtaining the user’s private and
public keys.

(1) SetSecretValueAlgorithm: user IDi randomly selects
xi ∈ Z

∗
p as a secret value and keeps it in secret, calcu-

lates Xi = xi P, and sends IDi and Xi to KGC via a
secure channel

(2) ExtractPartialPrivateKeyAlgorithm: after receiving,
KGC randomly selects the integer wi ∈ Z

∗
p , then cal-

culatesWi =wi P and hi =H1 ðIDi, Xi,WiÞ, and then
calculates yi =wi + hi s mod q and zi = yi +H2 ðsXi
, IDiÞ mod q, finally sending zi and Wi to the user
IDi via a secure channel

(3) SetPublicAndPrivateKeysAlgorithm: after the user
IDi receives zi and Wi, it calculates yi = zi –H2 ðxi
Ppub, IDiÞ and Yi = yi P. Then, check if the equation
yiP =Wi + hi Ppub is established, and if so, the user
receives successfully. Otherwise, the reception fails

The user IDi public key pair is PKi = ðXi, YiÞ, private key
pair is SKi = ðxi, yiÞ. PKi is published by KGC.

3.3. Signcryption Algorithm. The sender uses the public
parameter pars, its own private key SKc, plaintext M, a set
of recipient information L = fID1, ID2,⋯, IDng, the recipi-
ent’s public key PKi ð1 ≤ i ≤ nÞ, and the information IDc of
a transmitter for signcryption:

(1) Select the integer r ∈ Z∗
p at random and then calculate

R = rP

(2) Calculate αi =H3 ðr Xi, IDiÞ, i = 1, 2, 3,⋯n

(3) Select the whole number ξ at random, ξ ∈ Z∗
p , then

calculate the formula:

f xð Þ = :
Yn

j=1
x − αið Þ + f xð Þ =

Yn

j=1
x − αið Þ + ξ mod pð Þ

= a0 + a1x⋯ +an−1 xn−1 + xn, ai ∈ Z∗
p

ð8Þ

(4) Calculate k =H4 ðξÞ, J = Ek ðM kIDcÞ.
(5) Calculate hc =H5 ðM, IDc, Xc, PKc, J , R, a0, a1,⋯:an

Þ, where σ = xc + yc + hc r mod q

(6) Generate ciphertext C = fJ , R, a0, a1,⋯:an, σg and
send the ciphertext to all recipients

3.4. Designcryption Algorithm. The receiver IDi decrypts after
receiving the ciphertext C = fJ , R, a0, a1,⋯:an, σg. Proceed
as follows:

(1) Calculate αi∗ =H3 ðxi, R, IDiÞ
(2) Calculate f ðαi∗Þ⟶ ξ

(3) Calculate k =H4 ðξÞ and MkIDc =Dk ðJÞ
(4) Search and obtain PKc, calculate hc =H5 ðM, IDc,

Xc, PKc, J , R, a0, a1,⋯:anÞ.
And judge whether σP = Xc + Yc + hcR is established, If

successful, the recipient receives the plaintext M and then
exits. Otherwise, the recipient rejects and quits.

4. Correctness Analysis and Security Proofs

4.1. Correctness Analysis

Theorem 18. Confirm that the part private key of the user in
KeyExtractAlgorithm is right.

Proof. In order for the user’s partial private key to be verified
correctly, yiP =Wi + hi Ppub needs to be established. The
specific inference of this equation is as follows:

yiP = wi + hi sð ÞP =wi P + hi s P =Wi + hi Ppub: ð9Þ

The establishment of the formula yiP =Wi + hiPpub

determines that the verification of the part private key is right
in the KeyExtractAlgorithm.

Theorem 19. The DesigncryptionAlgorithm is right.

Proof. The formula σP = Xc + Yc + hcR guarantees the
correctness of the DesigncryptionAlgorithm. The specific
inference of the formula is as follows:

σP = xi + yi + hc rð ÞP = xi P + yi P + hc r P = Xc + Yc + hcR:

ð10Þ
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The formula σP = Xc + Yc + hcR holds, so it is determined
that the DesigncryptionAlgorithm is correct.

4.2. Security Proofs. We have security proofs of the proposal
based on the safety model outlined in section 2. Theorem
20 and Theorem 23 guarantee confidentiality of the mes-
sage, Theorem 26 and Theorem 27 ensure unforgeability,
and recipient anonymity is ensured by Theorem 28 and
Theorem 31.

Theorem 20. There is an opponent A1 under the IN-CMRS-
CA, in the polynomial time τ, if A1 wins the Game1 victory
with a probability advantage ε that cannot be ignored, (A1
can request up to qi hash queries Hiði = 1, 2, 3, 4, 5Þ, qc Key-
Query, SetSecretValueQuery, qb ExtractPrivateKeyQuery, qpk
SetPublicAndPrivateKeysQuery, qr PublicKeyReplacement-
Query, qa SigncryptionQuery, and qd DesigncryptionQuery),
then within time τ’ ≤ τ + ð2qc + 3qdÞOðτsÞ, challenger C ’s
interaction with opponent A1 makes C overcome CDHP with
a probability advantage of ε’ ≥ 2ðε − qd q5/2kÞ/nq3, τs is the
time of SPMOOECC.

Proof. Under a nonnegligible probability, it is assumed that
opponent A1 can attack the IN-CMRS-CA security, the
probability advantage is ε, and under the stochastic predic-
tion model, A1 requires challenger C to perform queries.
Given ðP, xP, yPÞ, in the time-limited polynomial, C obtains
xyP through the opponent A1 interaction to overcome
CDHP. C and opponentA1 will interact with the followings:

Setup. C performs the corresponding steps for obtaining the
public parameter pars = ðEp,Gp, Ek,Dk, p, P, Ppub = aP,H1,
H2,H3,H4,H5Þ and master key = a ∈ Z∗

p , and then transmits
pars to A1 and save s. After the recipient receives it, A1
selects the target identity L = fID1, ID2,⋯, IDng and trans-
mits L to C , n denotes a positive whole number. H1,H2,H3
,H4, andH5 are all random oracles; they are controlled by
C . The details are the following:

(1) H1HashQuery: the tuple ðIDj, Xj,WjÞ is taken as
input, and A1 requires C to execute H1HashQuery.
After receiving, C checks whether the tuple ðIDj, Xj,
Wj, djÞ exists in list L1. If it exists, C will send dj to
A1. Otherwise,C selects dj ∈ Z

∗
p at random and sends

dj to A1 and restores the tuple ðIDj, Xj,Wj, djÞ into
list L1

(2) H2HashQuery: the tuple ðsX j, ID jÞ and ðXjPpub, ID jÞ
are taken as input, and A1 requires C to execute
H2HashQuery. After receiving, C checks whether
the tuple ðsX j, IDj, θjÞ and ðXjPpub, IDj, δjÞ exist in
the list L2. If yes, C will send θj and δj to A1. Other-
wise, C selects two integer θ j and δj ∈ Z

∗
p at random

and transmits them to A1 and restores the tuple ðs
X j, IDj, θjÞ and ðXjPpub, IDj, δjÞ into list L2

(3) H3HashQuery: the tuple ðrX j, IDjÞ is taken as input,
and A1 requires C to execute H3HashQuery. After
receiving, C judges whether or not the tuple ð rXj, I
Dj, αjÞ exists in the list L3. If it exists, C will send αj
to A1. Otherwise, C selects αj ∈ Z

∗
p at random and

sends αj to A1 and restores the tuple ðrX j, ID j, αjÞ
into list L3

(4) H4HashQuery: the tuple ðξÞ is taken as input, andA1
requires C to execute H4HashQuery. After receiving,
C judges whether or not the tuple ðξ, kÞ exists in the
list L4. If it exists, C will send k to A1. Otherwise, C
selects k ∈ Z∗

p at random, and sends k to A1, and re-
stores the tuple ðξ, kÞ into list L4

(5) H5HashQuery: The tuple ðM, IDj, Xj, PK j, J , R, a0,
a1,⋯:anÞ is taken as input, and A1 requires C to
execute H5HashQuery. After receiving, C judges
whether or not the tuple ðM, IDj, Xj, PK j, J , R, a0,
a1,⋯:an, hjÞ exists in list L5. If it exists, C will send
hj to A1. Otherwise, C selects hj ∈ Z∗

p at random,
and sends hj to A1 and restores the tuple ðM, IDj,
Xj, PK j, J , R, a0, a1,⋯:an, hjÞ into list L5

Phase 21. A1 requires C to perform flexible queries and C

performs feedback. The details are the following:

(1) KeyQuery: C checks if the tuple ðIDj, SKj, PKj, xj, zjÞ
exists in the list LC . If it exists, C reserves the tuple
ðIDj, SKj, PKj, xj, zjÞ. Otherwise, C does the
following:

(a) If IDj = IDi, i = 1, 2, 3,⋯, n, C selects two inte-
gers xj,wj ∈ Z

∗
p at random, sets Xj = xjP and SKj

⟵⊥, computes Wj =wjP, yj =wj +H1 ðIDi,
Xi,WiÞ s mod q, Y j = yjP, PK j = ðXj, Y jÞ and
then updates tuples ðID j, SKj, PKj, xj, zjÞ in list
LC and ðIDj, Xj,Wj, djÞ in list L1, respectively

(b) If IDj! = IDi, i = 1, 2, 3,⋯, n,C selects two integers
xj, zj ∈ Z∗

p at random, sets Xj = xjP, computes yi
= zi –H2 ðxiPpub, IDiÞ, Y j = yjP, PKj = ðXj, Y jÞ, S
Kj = ðxj, yjÞ and then updates tuples ðIDj, SKj, P
Kj, xj, zjÞ in list LC and ðIDj, Xj,Wj, djÞ in list L1,
respectively

(2) SetSecretValueQuery: A1 requires C to execute the
SetSecretValueQuery on ID j. After receiving the
request, C checks whether there are tuples ðIDj, SKj,
PKj, xj, zjÞ in list LC . if it exists,C sends xj toA1, oth-
erwise, C performs the KeyQuery to generate a tuple
ðIDj, SKj, PKj, xj, zjÞ and then sends xj to A1

(3) ExtractPartialPrivateKeyQuery: A1 requires C to
perform the ExtractPartialPrivateKeyQuery on ID j.
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After receiving the request, the details are the
followings:

(a) If IDj = IDi, i = 1, 2, 3,⋯, n,C sends “failure” to
A1

(b) If ID j! = IDi, i = 1, 2, 3,⋯, n,C judges whether or
not the tuple ðIDj, SKj, PKj,wj, xj, zjÞ exists in
the list LC, and if so, C sends zj to A1, otherwise,
C performs the KeyQuery to generate tuple ðIDj,
SK j, PKj, xj, zjÞ and sends zj toA1

(4) SetPublicAndPrivateKeysQuery: A1 requires C to
execute the public key portion of SetPublicAndPriva-
teKeysQuery on the IDj. After the recipient receives
it, C judges whether or not the tuple ðIDj, SKj, PKj,
xj, zjÞ exists in list LC . If it exists, C sends PKj to
A1, otherwise C performs KeyQuery to generate a
tuple ðIDj, SKj, PKj, xj, zjÞ and then send PKj to A1

A1 requires C to execute the private key portion of Set-
PublicAndPrivateKeysQuery on the IDj. After the recipient
receives it, C responds:

(a) If ID j = IDi, for i = 1, 2, 3,⋯, n,C sends “failure” to
A1

(b) If ID j! = IDi, for i = 1, 2, 3,⋯, n,C judges whether or
not the tuple ðIDj, SKj, PKj,wj, xj, zjÞ exists in list
LC , and if so, C sends SKj to A1, otherwise, C uses
KeyQuery to generate tuple ðIDj, SK j, PKj, xj, zjÞ
and sends SKj to A1

(5) PublicKeyReplacementQuery:A1 requiresC to perform
a PublicKeyReplacementQuery on IDj with PKj′. After
the recipient receives it, Cqueries the tuple ðIDj, SK j, P
Kj,wj, xj, zjÞ in list LC , and uses PKj′ instead of PKj.
Next, C restores the tuple ðID j, SK j, PKj, xj, zjÞ in list
LC

(6) SigncryptionQuery: A1 requires C to perform the
SigncryptionQuery for plaintext M and information
IDs. After receiving the request, C determines if IDs
! = IDi is correct, i = 1, 2, 3,⋯, n. If the expression is
correct, C executes the SetPublicAndPrivateKeysQu-
ery to generate the private key SKs and ciphertext C,
and then sends C to A1 if not, C implement s the
corresponding operation

(a) Select r ∈ Z∗
p at random and calculate Select

R = rP,

rXj = rxjP,

αj =H3 rXj, IDj

� �
, j = 1, 2, 3,⋯, n ;

ξ ∈ Z∗
p

ð11Þ

at random and define the formula:

f xð Þ =
Yn

j=1
x − αið Þ + ξ mod pð Þ = a0 + a1x+⋯

+an−1xn−1 + xn, ajϵZ∗
p:

ð12Þ

(b) Calculate k =H4ðξÞ, J = EkðMkIDsÞ, h =H5ðM,
IDs, Xs, PKs, J , R, a0, a1,⋯, an−1Þ, σ = xs + ys + h
mod q ;

(c) Select z ∈ Z∗
p at random

(d) Output the ciphertext C = ð J , R, a0, a1,⋯, an−1,
σÞ to A1

(7) DesigncryptionQuery: A1 requires C to perform a
DesigncryptionQuery for ciphertext C. After receiving
the request, C selects IDj at random and verifies
whether IDj = IDi is true, i = 1, 2, 3,⋯, n. If the for-
mula is true, C sends “failure” to A1 Otherwise, C
will perform the corresponding operation:

(a) Search for the tuple ðID j, SKj, PKj, xj, zjÞ in list
LC to obtain SKj and compute αj =H3ðxjR, IDjÞ

(b) Calculate f ðxÞ = a0 + a1x +⋯+an−1xn−1 + xn,
generate ξ with αj and f ðxÞ.

(c) Calculate k =H4ðξÞ,MkIDs =DkðJÞ
(d) Consider whether the equation σP = Xs + Ys +

hsR can be established. If it is established,C sends
M to A1 If not, C sends “failure” to A1

Challenge: A1 selects the plaintext ðM0,M1Þ at random,
they are equal in length, and they are transmitted to C . After
receiving, C selects a bit φ ∈ f0, 1g at random, C uses Mφ to
get the ciphertext C ∗, and Mφ is the selected plaintext. The
details are the following:

(a) Stipulate R = yPKi, rXi = yðPKi + PpubÞ and αi =H3
ðrXi,Þ, i = 1, 2, 3,⋯, n

(b) Select ξ ∈ Z∗
p at random and define the formula:

f xð Þ =
Yn

j=1
x − αið Þ + ξ mod pð Þ = a0 + a1x+⋯

+an−1xn−1 + xn, ajϵZ
p
p∗

ð13Þ

(c) Calculate k =H4ðξÞ, J∗ = EkðkIDsÞ and h = ðM, IDs,
Xs, PKs, J , R, a0, a1,:⋯ anÞ

(d) Select z ∈ Z∗
pat random
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(e) Output the C ∗ = ðJ∗,Wi, z, h, a0, a1,⋯, an−1Þ to A1

Phase 22.A1 requires C to perform the same queries as Phase
4, but A1 cannot run the DesigncryptionQuery against C ∗.

Guess: A1 gives a φ
∗ at random. If φ∗ = φ, then A1 wins,

C outputs CDHP’s solution xyP = rXi − R. Otherwise,C out-
puts “failure.”

From the above discussion, it can be concluded that the
H5hash provides a valid ciphertext during the Designcryp-
tionQuery; therefore, the probability of ciphertext being
denied is no more than q5/2k. During the attack process,
since A1 requires C to execute the qd DesigncryptionQuery,
the probability of C decryption success is εd ≥ ε – q5qd/2k.
The H3 hash satisfies CDHP during the guessing process, so
the probability that xyP is correctly calculated by C is at least
εg = 2/nq3. in the running time τ’ ≤ τ + ð2qc + 3qdÞOðτsÞ,C ‘s
interaction with opponent A1 makes C overcome CDHP,
and the probability advantage is ε’ ≥ εdεg ≥ 2ðε − qdq5/2kÞ/
nq3,τs is the time of the SPMOOECC.

Theorem 23. There is an opponent A2 under the IN-CLMS-
CA. In the polynomial time τ, if theA2 wins the Game2 victory
with a probability advantage ε that cannot be ignored, (A2 can
request up to qi hash queries Hiði = 1, 2, 3, 4, 5Þ, qc KeyQuery,
qe SetSecretValueQuery, qb ExtractPrivateKeyQuery, qpk Set-
PublicAndPrivateKeysQuery, qa SigncryptionQuery, and qd
DesigncryptionQuery.), then within time τ’ ≤ τ + ð3qc + 3qdÞ
OðτsÞ, challenger C ’s interaction with opponent A2 makes
C overcome CDHP with a probability advantage of ε’ ≥ 2ðε
− qdq5/2kÞ/nq3, τs is the time of SPMOOECC.

Proof.Under a nonnegligible probability, it is assumed that the
opponentA2 can attack the IN-CMRS-CA security, the prob-
ability advantage is ε, and under the stochastic prediction
model,A2 requires challengerC to perform a series of queries.
Given ðP, xP, yPÞ, in the time-limited polynomial, C obtains
xyP through the opponent A2 interaction to overcome
CDHP. C and opponent A2 will interact with the following:

Setup. C performs the corresponding steps for obtaining the
public parameter pars = ðEp,Gp, Ek,Dk, p, P, K = xP, Ppub,
H1,H2,H3,H4,H5Þ and master key s ∈Z∗

p , and then returns
the result to A2, where x ∈ Z∗

p . After receiving the result,
A2 outputs L = fID1, ID2, ID3,⋯, IDng, where n is a positive
integer. H1,H2,H3,H4, andH5 are random predictions con-
trolled by C , the interactions between A2 and C is similar to
Setup in Theorem 20.

Phase 24. A2 requires C to perform flexible queries and C

performs feedback. The details are the following:

(1) KeyQuery: C checks if there is a tuple ðID j, SKj, PKj,
xj, zjÞ in the listLC. If it exists,C reserves the tuple.Oth-
erwise, C will perform related operations as follows:

(a) If IDj = IDi, i = 1, 2, 3,⋯, n,C selects two integers
xj,wj ∈ Z∗

p at random and computes Wj =wjP,
yj =wj +H1ðIDj, Xj,WjÞs mod q, Y j = yjP, PKj

= ðXj, Y jÞ, and then updates tuples ðIDj, SKj, P
Kj, xj, zjÞ in list LC and ðIDj, Xj,Wj, hjÞ in list
L1, respectively, where Xj = xjP and SKj ⟵⊥

(b) If IDj! = IDi, i = 1, 2, 3,⋯, n,C selects two inte-
gers xj, zj ∈ Z∗

p at random, and sets Xj = xjP,
computes yi = zi –H2ðxiPpub, IDiÞ, Y j = yjP, PKj

= ðXj, Y jÞ, SKj = ðxj, yjÞ, and then updates tuples
ðIDj, SK j, PKj, xj, zjÞ in list LC and ðIDj, Xj,Wj,
hjÞ in list L1, respectively

(2) SetSecretValueQuery:A2 requires C to execute SetSe-
cretValueQuery for c. Upon receipt of the request, C
executes as follows:

(a) If IDj = IDi, i = 1, 2, 3,⋯, n, C sends “failure” to
A2

(b) If IDj! = IDi, i = 1, 2, 3,⋯, n, C judges whether or
not the tuple ðIDj, SKj, PKj, xj, zjÞ exists in list LC.
If yes, C returns xj toA2. Otherwise, C uses Key-
Query to generate the tuple ðIDj, SKj, PKj, xj, zjÞ
and sends xj to A2.

(3) ExtractPartialPrivateKeyQuery: A2 requires C to
perform ExtractPartialPrivateKeyQuery against ID j.
After the recipient receives it, C checks whether there
is a tuple ðIDj, SKj, PKj, xj, zjÞ in list LC . If it exists, C
sends zj to A2. Otherwise, C runs KeyQuery to gen-
erate tuple ðIDj, SKj, PKj, xj, zjÞ and sends zj to A2

(4) SetPublicAndPrivateKeysQuery:A2 requires C to per-
form the public key portion of SetPublicAndPrivate-
KeysQuery against IDj. After receiving the request, C
checks whether there is a tuple ðIDj, SK j, PK j, xj, zjÞ
in list LC . If it exists, C sends PKj to A2. Otherwise, C
runs KeyQuery to generate tuple ðIDj, SKj, PKj, xj, zjÞ
and sends PKj toA2

A2 requires C to perform the private key portion of Set-
PublicAndPrivateKeysQuery against ID j. After the recipient
receives it, C responded with the following response:

(a) If IDj = IDi, i = 1, 2, 3,⋯, n, C sends “failure” to A2

(b) If ID j! = IDi, i = 1, 2, 3,⋯, n,C judges whether or not
the tuple ðIDj, SKj, PKj, xj, zjÞ exists in list LC . If yes,
C returns SKj to A2. Otherwise, C run the KeyQuery
to generate the tuple ðIDj, SKj, PKj, xj, zjÞ and sends
SKj to A2

(5) SigncryptionQuery: this section is similar to the Sign-
cryptionQuery in Theorem 20
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(6) DesigncryptionQuery: this section is similar to the
DesigncryptionQuery in Theorem 20

Challenge: A2 selects plaintext ðM0,M1Þ at random, they
are equal in length, and transmits the result to C . After
receiving the result, C .selects φ ∈ f0, 1g at random and
obtains the ciphertext C ∗ generated by Mφ:

(a) Stipulate R = yðPKi + YÞ, rXi = yðPKi + PpubÞ and
αi =H3ðrXi, IDiÞ, i = 1, 2, 3,⋯, n, Y = K + Ppub

(b) Select ξ ∈ Z∗
p at random and define the formula:

f xð Þ =
Yn

j=1
x − αið Þ + ξ mod pð Þ = a0 + a1x+⋯

+an−1xn−1 + xn, aiϵZ∗
p

ð14Þ

(c) Calculate k =H3ðξÞ, J∗ = EkðMφkIDsÞ and

h =H5 m, IDs, Xs, Ys, J , R, a0, a1,⋯:anð Þ ; ð15Þ

(d) Select z ∈ Z∗
p at random

(e) Output the ciphertext C ∗ = ðJ∗, R, z, h, a0, a1,⋯,
an−1Þ to A2

Phase 25. A2 requires C to perform the same queries as
Phase 4, but A2 cannot run the DesigncryptionQuery
against C ∗.

Guess: A2 gives a φ
∗ at random. If φ∗ = φ, then A2 wins,

C outputs CDHP’s solution xyP = R − rXi . If not C outputs
“failure.”

From the above discussion, it can be concluded that the
H5hash provides a valid ciphertext during the Designcryp-
tionQuery, therefore, the probability of ciphertext being
denied is no more than q5/2k. During the attack process,
since A2 requires C to execute the qd DesigncryptionQuery,
the probability of C decryption success is εd ≥ ε – q5qd/2k.
The H3 hash satisfies CDHP during the guessing process, so
the probability that xyP is correctly calculated by C is at least
εg = 2/nq3. In the running time τ’ ≤ τ + ð3qc + 3qdÞOðτsÞ, C ’s
interaction with opponent A2 makes C overcome CDHP,
and the probability advantage is τsðτsÞε’ ≥ 2ðε − qdq5/2kÞ/
nq3, τs is the time of the SPMOOECC.

Theorem 26. There is an opponent A1 under the SU-CMRS-
PA. In the polynomial time τ, if the A1 wins the Game3 vic-
tory with a probability advantage that cannot be ignored
(A1 can obtain queries similar to that obtained byA1 in The-
orem 20), then within time τ’ ≤ τ + ð2qc + 2qaÞOðτsÞ, chal-
lenger C can overcome CDHP by interacting with opponent
A1 with a probability advantage of ε’ ≥ ðε – qa/2kÞ/2, τsis
the time of SPMOOECC.

Proof. Under a nonnegligible probability, it is assumed that
the opponent A1 can attack the SU-CMRS-PA security, the
probability advantage is ε, under the stochastic prediction
model, A1 requires challenger C to perform a series of
queries. Given ðP, xP, yPÞ, in the time-limited polynomial,
C obtains xyP through the opponent A1 interaction to over-
come CDHP. C and opponent A1 will interact with the
following:

Setup. The process is similar to Setup in Theorem 20.
Attack: A1 requires C to perform flexible queries similar

to Phase 4 in Theorem 20.
Forgery: A2 falsifies ciphertext C

∗ = ðJ , R, z, h, a0, a1,⋯,
an−1Þ using L = fID1, ID2,⋯, IDng and a plaintext M. If the
formula σP = Xs + Ys + hsR can be established, C ∗ faked suc-
cessfully, defining PK ’

i = y−1PKi and rXi = yðPKi + PpubÞ, C
calculates rXi = PKi

’ + xyP, and outputs xyP = rXi − PKi, xy
P is the CDHP’s solution. Otherwise C returns “failure”.

From the above discussion, it is concluded that the
probability of success of the qa SigncryptionQuery is at least
εa = ε − qa/2k: calculates xyP in the forgery process, and the
probability of xP correct is at least εg = 1/2. Therefore, C
can overcome CDHP by interacting with opponent A1
within the running time τ’ ≤ τ + ð2qc + 2qaÞOðτsÞ, and the
probability advantage is ε’ ≥ εaεg=ðε – qa/ε – qaÞ/2. τs is the
time of the SPMOOECC.

Theorem 27. There is an opponent A2 under the SU-CMRS-
PA. In the polynomial time τ, if the A2 wins the Game4 vic-
tory with a probability advantage ε that cannot be ignored
(A2 can obtain queries similar to that obtained byA2 in The-
orem 23), then within time τ’ ≤ τ + ð3qc + 2qaÞOðτsÞ, chal-
lenger C can overcome CDHP by interacting with opponent
A2 with a probability advantage of ε’ ≥ ðε − qa/2kÞ/2, τs is
the time of SPMOOECC.

Proof. Under a non-negligible probability, it is assumed that
the opponent A2 can attack the SU-CMRS-PA security, the
probability advantage is ε, under the stochastic prediction
model, A2 requires challenger C to perform a series of
queries. Given ðP, xP, yPÞ, in the time-limited polynomial,
Challenger C obtains xyP through the opponent A2 interac-
tion to overcome CDHP. The details are the followings:

Setup. The process is similar to Setup in Theorem 23.
Attack: A1 requires C to perform flexible queries similar

to Phase 4 in Theorem 23.
Forgery: A2 falsifies ciphertext C

∗ = ðJ , R, z, h, a0, a1,⋯,
an−1Þ using L = fID1, ID2,⋯, IDng and a plaintext M. If the
formula σP = Xs + Ys + hsR can be established, C ∗ faked suc-
cessfully, defining PK’

i = y−1PKi and rXi = yðPKi + PpubÞ, C
calculates rXi = PKi + xyP and outputs xyP = rXi − PKi, xyP
is the CDHP’s solution. Otherwise C returns “failure.”

From the above discussion, it is concluded that the
probability of success of the qa SigncryptionQuery is at least
εa = ε − qa/2k calculates xyP in the forgery process, and the
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probability of xyP correct is at least εg = 1/2 Therefore, in the

running time τ’ ≤ τ + ð3qc + 2qaÞOðτsÞ, C ’s interaction with
opponent A2 makes C overcome CDHP, and the probability
advantage is ε’ ≥ εaεg=ðε – qa/2kÞ/2. τs is the time of the
SPMOOECC.

Theorem 28. There is an opponent A1 under the ANO-
CMRS-CA. In the polynomial time τ, if the A1 wins the
Game5 victory with a probability advantage ε that cannot be
ignored (A1 can obtain queries similar to that obtained by
A1 in Theorem 20), within time τ’ ≤ τ + ð2qc + 3qdÞOðτsÞ,
challenger C can overcome CDHP by interacting with oppo-
nent A1 with a probability advantage of ε’ ≥ ðε − qdq5/2kÞ/
nq3, τs is the time of SPMOOECC.

Proof. Under a non-negligible probability, it is assumed that
the opponent A1 can attack the ANO-CMRS-CA security,
the probability advantage is ε, under the stochastic prediction
model, A1 requires challenger C to perform a series of
queries. Given ðP, xP, yPÞ, in the time-limited polynomial,
C obtains xyP through the opponent A1 interaction to over-
come CDHP. The details are the followings:

Setup. C execution of this algorithm is used to generate the
public parameter pars = ðEp,Gp, Ek,Dk, p, P, Ppub = xP,H1,
H2,H3,H4,H5Þ and the master key s = a ∈ Z∗

p , then sends
the pars to the A1 and secretly saves s. After the A1 receives
the pars, the A1 outputs L = fID0, ID1g, where n is a positive
integer. H1,H2,H3,H4, andH5 are all random oracles, they
are controlled byC . The interaction is similar to Setup in The-
orem 20, and the two sides of the interaction are A1 and C .

Phase 29. A1 makes a series of queries to C like Phase 4 in
Theorem 20.

Challenge: A1 selects the target identifier L
∗ = fID2, ID3,

⋯, IDng and plaintext M, and sends L ∗ and M to C . After
receiving, C selects a bit e ∈ f0, 1g and uses the new target
identifier L∗∗ = fIDe, ID2, ID3,⋯, IDng to obtain the
ciphertext C ∗:

(a) Calculate R = yðPKiÞ, rXi = yðPKi + PpubÞand αj =H3
ðrXi, IDiÞ

(b) Select ξ ∈ Z∗
p at random and define the formula:

f xð Þ =
Yn

j=1
x − αið Þ + ξ mod pð Þ = a0 + a1x⋯

+ an−1xn−1 + xn, ai ∈ Z∗
p

ð16Þ

(c) Calculate k = H3ðξÞ, J∗ = Ek ðMφkIDsÞ and h∗ =H4
ðM, IDs, Xs, Ys, J , R, a0, a1,:⋯ anÞ

(d) Select z ∈ Z∗
pat random

(e) Output the ciphertext C∗ = ðJ∗,R, z, h, a0, a1,⋯,
an−1Þ to A1

Phase 30. A1 requires C to execute the queries, and the con-
tents are similar to Phase 5, but A1 cannot run the Design-
cryptionQuery against C∗.

Guess:A1 gives a e
∗ at random. If e∗ = e, thenA1 wins,C

outputs CDHP’s solution xyP = rXi − R . If not, C outputs
“failure.”

From the above discussion, it can be concluded that the
H5hash provides a valid ciphertext during the Designcryp-
tionQuery, therefore, the probability of ciphertext being
denied is no more than q5/2k. During the attack process,
since A1 requires C to execute the qd DesigncryptionQuery,
the probability of C decryption success is εd ≥ ε – q5qd/2k.
The H3 hash satisfies CDHP during the guessing process, so
the probability that xyP is correctly calculated by C is at least
εg = 1/nq3C can solve CDHP by interacting with opponent

A1 in the running time τ’ ≤ τ + ð2qc + 3qdÞOðτsÞ, and the
probability advantage is ε’ ≥ εdεg ≥ ðε − qdq5/2kÞ/nq3, τs is
the time of the SPMOOECC.

Theorem 31. There is an opponent A2 under the ANO-
CMRS-CA In the polynomial time τ, if theA2 wins the Game6
victory with a probability advantage ε that cannot be ignored
(A2 can obtain queries similar to that obtained byA2 in The-
orem 23.), then within time τ’ ≤ τ + ð3qc + 3qdÞOðτsÞ, chal-
lenger C can overcome CDHP by interacting with opponent
A2 with a probability advantage of ε’ ≥ ε − qdq5/2k/nq3, τs is
the time of SPMOOECC.

Proof. Under a nonnegligible probability, it is assumed that
the opponent A2 can attack the ANO-CMRS-CA security,
the probability advantage is ε, under the stochastic prediction
model, A2 requires challenger C to perform a series of
queries. Given ðP, xP, yPÞ, in the time-limited polynomial,
C obtains xyP through the opponent A2 interaction to over-
come CDHP. The details are the followings:

Setup. C performs the corresponding steps for obtaining the
public parameter pars = ðEp,Gp, Ek,Dk, p, P, K = xP, Ppub,
H1,H2,H3,H4,H5Þ and master key s ∈ Z∗

p and then returns
the result to A2, where x ∈ Z∗

p . After receiving the result,
A2 outputs L = fID0, ID1g. H1,H2,H3,H4, andH5 are ran-
dom predictions controlled by C . The interaction is similar
to Setup in Theorem 20, and the two sides of the interaction
are A2 and C .

Phase 32. A2 makes a series of queries to C like Phase 4 in
Theorem 23.

Challenge: A2 selects the target identifier L
∗ = fID2, ID3,

⋯, IDngand plaintext M and sends L ∗ and M to C . After
receiving, C selects a bit e ∈ f0, 1g and uses the new target
identifier L∗∗ = fIDe, ID2, ID3,⋯, IDng to obtain the cipher-
text C ∗:

(a) Calculate R = yðPKi + YÞ, rXi = yðPKi + PpubÞ and αj

=H3ðrXi, IDiÞ, Y = K + Ppub, i = e, 2, 3,⋯, n
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(b) Select ξ ∈ Z∗
p at random and define the formula:

f xð Þ =
Yn

j=1
x − αið Þ + ξ mod pð Þ = a0 + a1x⋯

+ an−1xn−1 + xn, ai ∈ Z∗
p

ð17Þ

(c) Calculate k =H3ðξÞ, J∗ = EkðMφkIDsÞ and h ∗ =H4
ðM, IDs, Xs, Ys, J , R, a0, a1,:⋯ anÞ

(d) Select z ∈ Z∗
p at random

(e) Output the ciphertext C∗ = ðJ∗, R, z, h, a0,a1,⋯,
an−1Þ to A2

Phase 33. A2 requires C to perform the same queries as
Phase 5, but A2 cannot run the DesigncryptionQuery
against C∗.

Guess:A2 gives a e
∗ at random. If e∗ = e, thenA2 wins, C

outputs CDHP’s solution xyP = R − rXi . If not C outputs
“failure.”

From the above discussion, it can be concluded that the
H5hash provides a valid ciphertext during the Designcryp-
tionQuery; therefore, the probability of ciphertext being
denied is no more than q5/2k. During the attack process,
since A2 requires C to execute the qd DesigncryptionQuery
process, the probability of C decryption success is εd ≥ ε –
q5qd/2k. The H3 hash satisfies CDHP during the guessing
process, so the probability that xyP is correctly calculated
by C is at least εg = 1/nq3. In the running time τ’ ≤ τ + ð3qc
+ 3qdÞOðτsÞ, C ’s interaction with opponent A2 makes C

overcome CDHP, and the probability advantage is ε’ ≥ εdεg
≥ ðε − qdq5/2kÞ/nq3, τs is the time of the SPMOOECC.

5. Efficiency Analysis and
Functional Comparison

Schemes in [25, 27, 29, 30] and our scheme are based on
certificateless signcryptions. To reflect the superiority of our
scheme, we will compare our scheme with them in terms of
functions and efficiency.

5.1. Functional Comparison. We have compared the func-
tions of our scheme and the functions of schemes in [25,
27, 29, 30], as shown in Table 2.

From the graph, we can get the following results, schemes
in [25, 27, 29, 30] do not satisfy decryption fairness and do
not guarantee that each recipient has the same chance of
decryption. Schemes in [25, 29, 30] are not anonymous to
the recipient, which may result in the disclosure of the recip-
ient information, greatly reducing the encryption effect.
Schemes in [25, 27, 29] cannot implement the verifiability
of partial private key, which means they can be attacked by
malicious KGC. Schemes in [27, 29, 30] have no signature
function and cannot prevent an attacker from sending an
unreliable messages.

5.2. Efficiency Analysis. For the sake of comparison, we have
defined some symbols to represent the calculation of different
operations in the encryption process and the decryption pro-
cess, and the corresponding data is taken from [26]. We only
consider the calculations defined in Table 3, because what is
shown in Table 3 is the key to computational performance.

With the integration of encryption and decryption pro-
cesses, as shown in Table 4, Figures 3 and 4, our scheme is

Table 2: Comparison of functions.

Schemes Decryption fairness Receiver anonymity Partial private key verifiability Signature

Selvi et al. [25] N N N Y

Hung et al. [27] N Y N N

Zhu et al. [29] N N N N

Win et al. [30] N N Y N

Our program Y Y Y Y

Table 3: Symbols’ definition.

Symbols Symbols’ definition

Tm Time of a modular multiplication

Tpm Time of a scalar point multiplication on ECC operation, Tpm ≈ 29Tm.

Tpa Time of a point addition on ECC operation, Tpa ≈ 0:12Tm.

Tb Time of a bilinear pairing operation, Tb ≈ 87Tm.

Tt Time of modular inversion operation, Tt ≈ 11:6Tm.

Tbe Time of a bilinear pairing exponentiation operation, Tbe ≈ 43:5Tm.

Th Time of a map-to-point hash function operation, Th ≈ 29Tm
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better than the schemes in [25, 27, 29, 30], because the
scheme in [25] and scheme in [29] use the BPO, scheme in
[27] uses the BPO and MTPHF, and scheme in [30] uses lots
of SPMOOECC. In this way, these operations all cause a lot

of overheads, making the scheme less efficient. Our scheme
also uses SPMOOECC, but we attempt to reduce the number
of SPMOOECC. Therefore, the performance of our scheme is
superior to the scheme in [25, 27, 29, 30].

Table 4: Comparison of efficiency.

Schemes Signcryption/encryption Decryption/designcryption

Selvi et al. [25] n + 1ð ÞTpm + Ti + n + 1ð ÞTb + n + 1ð ÞTbe ≈ 159:5n + 171:1ð ÞTm Tpm + Tpa + 2Tb + Tbe ≈ 246:62Tm

Hung et al. [27] n + 1ð ÞTpm + nTbe + nTb + nTh ≈ 188:5n + 29ð ÞTm Tpm + Tb ≈ 116Tm

Zhu et al. [29] 2n + 3ð ÞTpm + nTpa + Tb ≈ 58:12n + 174ð ÞTm 2Tb + Tpm + Ti ≈ 214:6Tm

Win et al. [30] n + 2ð ÞTpm + nTpa ≈ 29:12n + 58ð ÞTm 4Tpm + 4Tpa + 2Ti ≈ 139:68Tm

Our scheme n + 1ð ÞTpm ≈ 29n + 29ð ÞTm 3Tpm + 2Tpa ≈ 87:24Tm
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6. Conclusion

In this paper, we propose a CMRS scheme of high efficiency
for ecological data sharing. After functional analysis, our
scheme satisfies the security requirements, and it solves the
problems of decryption fairness, recipient anonymity, and
so on. After efficiency analysis, our scheme has high effi-
ciency. It does not use BPO, but uses SPMOOECC for
encryption and decryption, and ensures that SPMOOECC
is used as little as possible, which greatly improves the effi-
ciency of our scheme. After analysis, we can conclude that
our scheme can be well applied to ecological data sharing.
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Copper is one of the most toxic heavy metals. In this work, a sampling survey of copper ions in the water of Songhua River flowing
through the chemical and living areas of Jilin City was studied. A new bioflocculant from Raoultella planticola was obtained. The
investigation of Songhua River flowing through Jilin City shows that the copper concentration is between 0.07 ppb and 0.16 ppb.
The bioflocculant supporting graphite oxide (GO) as a bioflocculant inducer used in this study has been utilized in treatment of
copper ions in water. GO and bioflocculant infrared radiation (IR) spectrum and zeta potential were studied. Flocculational
conditions of copper ion (0.2 ppm) were modeled and optimized using RSM (response surface methodology). Our data showed
that flocculation efficiency was over 80%. Significant influencing factors and variables were pH, flocculation time, bioflocculant
dosage, and GO inducer which had major impact effects on flocculation efficiency. The highest flocculation efficiency which is
86.01% was achieved at pH = 5, at 1.62 h and 13.11mg bioflocculant with 13.11mg GO as an inducer. However, temperature
(A) and GO inducer were significant impact factors on the flocculation efficiency.

1. Introduction

Copper is widely used in metallurgy, machine manufactur-
ing, electroplating, chemistry, and other industries. In agri-
culture and forestry, copper sulfate can prevent diseases
and insect pests and inhibit the proliferation of algae in
water. Copper chloride, copper sulfate, and copper nitrate
are easy to dissolve in water. The total content of copper in
a normal human body is about 100-150mg [1]. However,
excessive intake will stimulate the digestive system, causing
abdominal pain and vomiting. The oral lethal dose of
humans is about 10 g [2]. The toxicity of copper to lower
organisms and crops is relatively high. When the concentra-
tion of copper reaches 0.1-0.2mg/L [3], fish will die. When it
coexists with zinc, the toxicity will increase, and the toxicity
to shellfish water will be greater [4]. Generally, the concentra-
tion of copper in water for aquaculture is required to be
below 0.01mg/L [5]. For crops, copper is the most toxic
heavy metal, which is fixed in the root cortex after absorbing
copper ions, affecting nutrient absorption. When the copper

content in irrigation water is high, it accumulates in soil and
crops, which can make crops wither [6].

Bioflocculant is a kind of polymer compound. It must be
secreted by specific microbial groups under specific growth
conditions. The complexity of the molecular components of
bioflocculant, such as protein, polysaccharide, and glycopro-
tein, determines its good electrochemical properties. There-
fore, it is endowed with good flocculation characteristics [7,
8]. At present, it is widely explored and studied as a new floc-
culant. Many publications have reported on bioflocculants to
replace traditional industrial flocculants in drinking and
wastewater treatment process and fermentation processes
because of its high removal efficiency, low dosage, and less
secondary pollution in the environment [9, 10]. Graphene
oxide (GO) is a new material which has attracted wide atten-
tion in recent years. Because of its excellent electrochemical
properties, it has been widely used in electronic technology,
biosensors, nanotubes, semiconductors, and other fields.
Graphite oxide, as a novel material with a unique structure
and excellent properties, has attracted extensive attention
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[11, 12]. GO is a two-dimensional nanomaterial with a
honeycomb-like monolayer structure and has a large number
of its surface’s active groups, such as epoxy groups, hydroxyl,
and carboxyl. GO has an aromatic structure and can adsorb
aromatic compounds through the interaction between the
active groups and the electron cloud [13].

Therefore, due to graphite oxide’s unique structure, there
are excellent physical and chemical properties and good bio-
compatibility. Though graphene oxide has been used as a
flocculant in water treatment, the main research is still at
the laboratory level, and there are few reports on the actual
application of wastewater treatment. The bioflocculant
supporting graphite oxide as a bioflocculant inducer used
in this study has been studied in the treatment of copper
ions in surface water. Accordingly, the objectives of this
work are to (1) study a sample survey of copper ions in
the water of Songhua River flowing through the chemical
and living areas of Jilin City; (2) screen bioflocculant-
producing strains for flocculation of copper ions; (3) opti-
mize temperature, pH, bioflocculant dosage, GO inducer,
and flocculation time on the flocculation process by
response surface methodology (RSM); and (4) analyze
the end group properties of bioflocculant and the potential
changes in the process of flocculation.

2. Material and Methods

2.1. Identification of Bioflocculant-Producing Strains.
Approximately 200 isolates (N-1 to N-200) were screened
from the activated sludge of the Secondary Wastewater
Treatment Plant in Jilin, China. The 16s rDNA was amplified
by PCR in Shanghai Sangon Biotechnology Co., Ltd. Primers
(27F: AGAGTTTGATCCTGGCTCAG and 1492R: GGTT
ACCTTGTTACGACTT) were used in 16s rDNA amplifica-
tion and identification of strains. Sequence similarity was
over 97.1%. The comparison of sequencing data showed that
the species of the strain was Raoultella planticola by which
ncbi access No. is KC456530.1. The Nikon-e100 microscope
was used to observe the morphological characteristics of the
strain, and the Bergey system bacteriology manual was used
to identify the physiological and biochemical characteristics
of the strain. Raoultella planticola is a gram-negative, aerobic,
rod bacterium.

2.2. Culture Medium for Raoultella planticola Bioflocculant
Production. Raoultella planticola was cultivated using beef
extract-peptone medium containing 5 g/L of peptone,
1.5 g/L of beef extract, 1.5 g/L of yeast extract, and 5 g/L of
NaCl. Bioflocculant production culture medium was differ-
ent from PT-1 which we used in former work [14, 15]. Com-
position of the bioflocculant medium in this study was as
follows: glucose, 20 g/L; yeast extract, 0.5 g/L; urea, 0.5 g/L;
(NH4)2SO4, 0.2 g/L; KH2PO4, 7 g/L; MgSO4, 0.2 g/L; and
NaCl, 0.1 g/L. The initial pH of the medium was adjusted to
7:0 ± 0:5. After sterilization, the strain was put into the flask
containing the medium, the culture temperature was 30°C,
the vibration frequency was 150 rpm, and the best time for
bacteria to secrete flocculant was 72 hours.

2.3. Preparation of the Raoultella planticola Bioflocculant
(MBF-51). Raoultella planticola was inoculated into a
150mL flask containing 50mL PT-1 medium. The biofloccu-
lant was termed MBF-51 and was produced by shaking the
flask at 30°C at 150 rpm for 72 h. Cell-free supernatants
were obtained by centrifugation at 7000 rpm for 30min.
Bioflocculant purification methods were conducted accord-
ing to previous methods. Briefly, two volumes of cold eth-
anol (at 4°C) were added to 1 L culture broth. Following
centrifugation at 8000 rpm for 30min, the precipitate was
washed with ethanol, dissolved in 5mL of deionized water,
and vacuum-dried resulting in approximately 12:50 ± 0:5 g
of MBF-51 per 1 L of culture broth.

2.4. Preparation of Nanoscale Graphene Oxide. Graphene
oxide was prepared by the modified Hummers method
[16]. The preparation steps were as follows: 2.0 g graphite
powder was added into 50mL concentrated H2SO4 solution
with 2.0 g NaNO3 dissolved. After stirring for 15 minutes,
6.0 g KMnO4 was added slowly (keeping system temperature
below 15°C), reaction at 35°C for 1 h, heating up to 90°C for
15min, distilled water at 200mL was added. Graphite pow-
der was heated with boiling reaction for 15min. As the
graphite dropped to room temperature, it is added with
12mLH2O2 for 8 hours. Then, the mixture is filtered and col-
lected after centrifugation. SO4 ion was removed by washing
with distilled water. The powder was vacuum-dried until
constant weight. Then, GO powder was obtained. 0.2 g GO
powder is dispersed in 400mL distilled water to make the
concentration to 0.5mg/mL.

2.5. Batch Experiment of Microbial Flocculation of Copper. By
adding distilled water, the microbial flocculant MBF-51 was
diluted to 60mg/L for copper flocculation. The impacts of
flocculation conditions (temperature (°C), pH value, floccu-
lation time (hour), dosage of bioflocculant (mg/L), and dos-
age of GO inducer (mg/L)) on flocculation effect were
analyzed. The pH was adjusted from 0.1M HCl and 0.1M
NaOH to about 3.0-1.0. Similarly, the effect of temperature
is cultivated at the desired temperature.

After the setting of fixed variable factors, the mixture
containing MBF-51 solution, GO inducer, and copper ion
(CuCl2) was shaken in the track vibrating screen (mode-
hzq-x100, HDL Equipment Co., Ltd., China) and stirred at
a constant speed of 250 rpm. The initial copper concentration
was selected as 0.2 ppm (area No. 4). The optical density of
supernatant was measured at the middle height of clarified
liquid. The culture medium without flocculant and GO was
used as the control. Flocculation efficiency of copper was cal-
culated by

Flocculation Efficiency %ð Þ = A – B
A

× 100, ð1Þ

whereA is the value of the atomic absorption spectrum deter-
mined by the sample and B is the value of the reference sam-
ple determined by atomic absorption spectrometry.

2.6. The Establishment of Mathematical Model for the
Influence of Different Factors. The Design-Expert software
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(8.3 edition) adopts the experimental statistical design and
data analysis, and the experimental design is referred to our
previous research papers [17]. The narrow temperature, pH
value, flocculation time, the dosage of bioflocculant, and the
range of GO inducer were determined before central com-
posite design (CCD) and response surface method (RSM)
were used for modeling. The narrower ranges of temperature,
pH, flocculation time, bioflocculant dosage, and GO inducer
were chosen as 5–35°C, 4–10, 0-3 hours, 2.5-17.5mg/L, and
1.5–10.5mg/L, respectively. Five independent factors at dif-
ferent levels (-2, -1, 0, +1, and +2) were studied. The experi-
mental design is shown in Table 1.

The relationship between the response variable (y) of
flocculation efficiency and each factor variable is fitted by
the second-order model, and the following quadratic polyno-
mial equation (2) is finally obtained for calculation:

Flocculation Efficiency = +80:09 + 2:79 ∗ A − 10:14 ∗ B

+ 5:65 ∗ C + 21:39 ∗D + 4:76 ∗ E

+ 1:55 ∗ A ∗ B − 0:84 ∗ A ∗ C

+ 2:93 ∗ A ∗D − 6:35 ∗ A ∗ E

+ 0:13 ∗ B ∗ C + 1:10 ∗ B ∗D

+ 1:95 ∗ B ∗ E + 1:06 ∗ C ∗D

− 1:15 ∗ C ∗ E + 1:63 ∗D ∗ E

– 1:07 ∗ A2 – 4:31 ∗ B2

− 16:17 ∗ C2 − 15:88 ∗D2

+ 1:64 ∗ E2:

ð2Þ

All analyses are in triplicate. The data in the response sur-
face was fitted with the average of three groups of repeated
data, and variance analysis was carried out.

2.7. Analytical Methods. Zeta potential measurement was
conducted by a zeta potential analyzer (Malvern Nano ZS,
Malvern, England). A Fourier-transform infrared spectrome-
ter (Nicolet 6700, ThermoFisher, USA) was used for space
atmospheric component detection. A scanning electron
microscope (XL30-ESEM, FEI, USA) was used for studies.
An atomic absorption spectrometer (180-Series, HITACHI,
Japan) was used to determine the total copper concentration
in water. The positions and longitude and latitude of the
required logging stations are shown in Table 2.

3. Results and Discussion

3.1. Investigation on Copper Content in Water in Songhua
River Section Flowing through Jilin City. Jilin City is located
in the east of the central part of Jilin Province, the northeast
hinterland of Changbai Mountains, the junction of Songnen
Plain and Changbai Mountains. It is the secondary economic
and cultural center of northeast Jilin Province as is shown in
Figure 1(a). Its geographical coordinates are between 42
degrees north latitude 31′ to 44 degrees 40′ and 125 degrees
40′ to 127 degrees east longitude 56′. The north and south
are about 91 kilometers long and 44 kilometers wide. The
total area under the jurisdiction of Jilin City is 27700 square
kilometers, of which the urban area is 3774.35 square kilome-
ters; by the end of 2016, the urban area of Jilin City is 498.75
square kilometers, and the built-up area is 189.04 square kilo-
meters. The positions and longitude and latitude of the
required logging stations are shown in Table 2. The investiga-
tion in Figure 1(a) shows that the copper concentration in
this area is the lowest 0.066 ppb (area No. 10) and the highest
is 0.159 ppb (area No. 4). From data in Figure 1(b), it can be
seen that the copper content index of the three water samples
did not exceed the Class III standard of the Surface Water
Quality Standard [18].

3.2. Zeta Potential and Fourier-Transform Infrared
Spectrometer Analysis of GO and Bioflocculant. GO and bio-
flocculant infrared radiation (IR) spectrum was investigated.
The IR spectrum of GO exhibited a carboxyl band at 1620,
1582, and 1384 cm-1 as presented in Figure 2(a). The absorp-
tion peaks at 1620 cm-1 and 1582 cm-1 are caused by C=O
carbonyl expansion and C=C expansion in the GO skeleton,
respectively. The absorption peaks at 1384-1 and 587 cm-1 are
related to the deformation vibration of C-O-H and the bend-
ing vibration of -O, respectively [19], as shown in Figure 2(a).
The adsorption peak at 587 cm-1 indicated the C-O-H
stretching vibration [20] as shown in Figures 2(a) and 2(b).
Further FTIR characterization of bioflocculant is shown in
Figure 1(b). It is found that the peaks of GO and biofloccu-
lant at 2920 cm-1 and 2850 cm-1 correspond to the character-
istic absorption peaks of -OH and -C-H, respectively [21].
The enhancement of absorption peaks at 3420 cm-1 and
1620 cm-1 is attributed to the O-H and N-H vibrations in
C-OH and N-OH groups which form hydrogen bonds.
Oxygen-containing groups above, especially the strong polar
groups such as -OH, are abundant on the surface of the mate-
rials, which makes the materials in water-soluble solvents.
The dispersion is good, and the polarity is enhanced, and

Table 1: Independent variables and their levels in the experimental design.

Independent factors Symbols
Code levels

-2 -1 0 +1 +2

Temperature (°C) A 5 10 20 30 35

pH B 4 5 7 9 10

Flocculation time (hour) C 0 0.5 1.5 2.5 3

Bioflocculant dosage (mg/L) D 2.5 5 10 15 17.5

GO inducer (mg/L) E 1.5 3 6 9 10.5
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the adsorption of copper by adsorbents is promoted. Zeta
potential measurement of bioflocculant with GO inducer
solution (Figure 1(c)), indicated that the solution before floc-

culation of copper was negatively charged in both alkaline
solution and acidic solution; however, zeta potential of the
solution after flocculation with copper (Figure 1(d)) was

Table 2: Existing monitoring wells (residential wells, drilling wells, farmland irrigation wells, and centralized water supply wells).

No. Name of water source area Longitude (east longitude) Latitude (north latitude) Remarks

1 Longtan District 126°29′29″ 43°55′59″ Surface water

2 Songhua River 126°30′33″ 43°55′56″ Surface water

3 Songhua River 126°31′52″ 43°55′36″ Surface water

4 Songhua River 126°32′22″ 43°54′51″ Surface water

5 Songhua River 126°32′39″ 43°54′05″ Surface water

6 Songhua River 126°33′45″ 43°53′36″ Surface water

7 Songhua River 126°34′39″ 43°53′37″ Surface water

8 Songhua River 126°35′23″ 43°53′32″ Surface water

9 Sewage outfall of Changyi District, Songhua River 126°36′00″ 43°53′09″ Surface water

10 Sewage outfall of Longtan District, Songhua River 126°36′12″ 43°52′42″ Surface water

11 Water supply well in Changyi Township 126°36′07″ 43°52′17″ Village-owned wells

12 Residents in Tiedong Township 126°35′60″ 43°51′45″ Village-owned wells

13 Songhua River 126°36′04″ 43°51′19″ Surface water

14 Songhua River 126°36′08″ 43°50′27″ Surface water

15 Songhua River 126°35′32″ 43°49′56″ Surface water

Jilin Province

Jilin City
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Figure 1: Copper content in surface water of Songhua River in Jilin City of Jilin Province: (a) sketch map of sampling area; (b) concentration
of copper in surface water at 16 sampling sites.
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electrically neutral (2 < pH < 6) and was increased by
Cu(OH)2 in alkaline (10 < pH < 6).

3.3. RSM Optimization of Copper Flocculation Process

3.3.1. Analysis of the Effect of Single Factor on Flocculation
Efficiency. The experimental tasks and the collected response
data are shown in Table 1. As shown in Table 3, the linear
terms of pH (B), flocculation time (C), dosage of biofloccu-
lant (D), and GO inducer (E) have a significant impact on
flocculation efficiency (F value < 0.05), while temperature
(A) has no significant impact on flocculation efficiency.
Figure 3(a) shows the highest flocculation efficiency achieved
at pH = 5. With the increase of pH value from 4 to 5, the floc-
culation efficiency increased from 85.65% to 86.01%, and
with the increase of pH value to 9, the flocculation efficiency
decreased to 65.66%. If the pH value is changed, the floccula-
tion will be completely different; for example, copper ion will
precipitate in alkaline condition. Figure 3(b) shows that the
flocculation efficiency reaches the maximum at 1.62 h and
increases from 51.21% to 80.55% as the flocculation time
increases from 0.05 to 1.62 h and decreases to 60.16% as the
flocculation time increases to 3 h. Figure 3(c) shows that the
flocculation efficiency reaches the maximum at 13.11mg.
With the increase of bioflocculant dosage from 2.5mg to
13.11mg, the flocculation efficiency increased from 12.77%
to 87.26%. With the increase of bioflocculant dosage to

17.5, the flocculation efficiency decreased to 76.60%.
Figure 3(d) shows the highest flocculation efficiency achieved
at 10.5mg. With the increase of the GO inducer from 1.5 to
10.5, the flocculation efficiency increased from 76.59% to
90.88%. Table 3 and Figure 4 show that temperature has no
significant effect on flocculation, the flocculation efficiency
only increases by 8.39%, and the temperature rises from
5°C to 35°C.

3.3.2. Analysis of the Effect of Two Factors on Flocculation
Efficiency. Table 3 shows that temperature (A) and GO
inducer (E) are important factors affecting flocculation effi-
ciency. RSM provides a response surface and contour map
to study the interaction between parameters and flocculation
efficiency in Figure 5 by changing the other two variables in
the experimental range and keeping the values of other vari-
ables at a medium level. As shown in Figure 3, under the fixed
pH value, flocculation time, and bioflocculant dosage, the
flocculation efficiency increases from 48.91% to 84.46% as
the dosage increases from 5mg/L to 15mg/L; when the dos-
age of MBF-51 is 10mg/L, the flocculation efficiency
increases from 67.48% to 75.15%, and the time increases
from 0.5 hours to 2.5 hours.

The large surface of GO is rich in oxygen-containing
functional groups, such as hydroxyl and carboxyl, which
makes it extremely hydrophilic in the water environment
(Figure 4(a)), but at the same time, as a lamellar organic
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Figure 2: Zeta potential of bioflocculant with GO inducer solution before and after flocculation and Fourier-transform infrared spectrometer
analysis of GO and bioflocculant: (a) infrared radiation of GO; (b) infrared radiation of bioflocculant; (c) zeta potential of bioflocculant with
GO inducer solution; (d) zeta potential of solution after flocculation.
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matter, its ionic properties are also very good, which is the
main reason why we use it as coagulant aids. In the research
and experiment, such characteristics play a key role in the
removal of copper ions [22]. In the process of flocculation,
net catching is the main factor of flocculation mechanism,
as shown in Figure 4(b), but at the same time, our experiment
shows that due to the function of the GO coagulant aid, elec-
tric neutralization and compression double electric layers
also play a key role in flocculation. Although we only have
data results of zeta potential, it is obvious that such a conclu-
sion is [23]. The induction efficiency of a low dose of 12mg/L
was over 80%. As a long-chain biopolymer, MBF-51 bridges
between GO particles and copper, as shown in Figure 4(b).
When MBF-51 is insufficient, a bridging phenomenon will
not form effectively. At the same time, even if GO plays the
role of compressing the double electric layer to make copper
ions adhere to its surface for a short time, because there is not
enough bioflocculant, such removal effect cannot be played
for a long time, so the dosage of bioflocculant is the guarantee
of the removal rate. These oxygen functional groups make
GO have good dispersibility in water. As shown in Figure 2,
the zeta potential measurement of MBF-51 shows that
MBF-51 is mainly negatively charged under alkaline and
acidic conditions. It is reported that GO has different electric
states at different pH values. It is a positive charge under
acidic conditions (pH value lower than 4) and a negative
charge under neutral and alkaline conditions (pH value
higher than 4). This result just proves that the copper ion,
as a cation, can fully connect with GO and bioflocculant to
attach and adsorb and finally be removed ([24, 25]).

3.3.3. ANOVA Analysis of Quadratic Model. As shown in
Table 4, the experimental data of flocculation efficiency were
analyzed by ANOVA. All factors are consistent with the qua-
dratic equation model fitted in the above material method,
and our quadratic equation model has significant statistical
significance and value, because the results show that our
equation p value is far less than 0.05. The results show that
temperature (A) has little effect on flocculation. Its p value
is greater than 0.05 (data not shown in Table 3 and Table 4).
At the same time, the variance analysis of the response sur-
face quadratic model also proves that temperature is not a
key factor in the flocculation process [26]. The p value less
than 0.05 indicates that the model term is important, and
the insignificant terms (p value > 0.05) are removed from
the final expression of the model [27]. We assume that the
most ideal flocculation efficiency is 100%, and the logit equa-
tion is used to fit, and the determined upper limit of the

Table 3: Experimental design and results using central composite
design.

Run
Variables aFE(%)dT pH bFT cFD eGI

1 20 7 1.5 10 6 81.76

2 30 5 0.5 15 9 76.65

3 10 5 2.5 15 9 75.65

4 20 7 1.5 10 6 81.94

5 20 7 1.5 10 1.51 81.30

6 10 5 2.5 5 9 66.41

7 10 9 2.5 15 9 71.87

8 10 9 0.5 5 9 11.98

9 20 7 1.5 2.52 6 0.75

10 10 5 0.5 15 9 69.82

11 30 9 2.5 5 9 14.10

12 20 7 0 10 6 0.15

13 20 7 1.5 10 6 82.86

14 20 7 1.5 17.48 6 82.77

15 10 5 2.5 15 3 73.80

16 10 9 2.5 5 9 12.47

17 20 7 1.5 10 6 82.17

18 30 9 0.5 15 9 66.76

19 30 9 0.5 5 9 11.75

20 30 5 0.5 5 9 28.80

21 10 5 0.5 5 9 56.45

22 30 5 2.5 5 3 46.12

23 10 5 2.5 5 3 19.39

24 30 9 2.5 5 3 12.64

25 30 9 2.5 15 9 73.16

26 30 5 2.5 15 3 84.07

27 20 7 3 10 6 82.06

28 30 5 2.5 5 9 21.78

29 20 9.99 1.5 10 6 60.78

30 30 5 2.5 15 9 77.39

31 20 7 1.5 10 6 82.06

32 10 9 0.5 15 9 67.29

33 10 9 2.5 5 3 12.55

34 30 5 0.5 5 3 42.53

35 20 7 1.5 10 6 81.76

36 10 5 0.5 15 3 67.91

37 10 5 0.5 5 3 7.78

38 30 9 0.5 5 3 11.93

39 10 9 0.5 5 3 9.50

40 30 9 2.5 15 3 62.35

41 20 4.01 1.5 10 6 74.48

42 10 9 0.5 15 3 19.10

43 20 7 1.5 10 10.49 80.57

44 30 5 0.5 15 3 75.08

45 10 9 2.5 15 3 32.85

46 20 7 1.5 10 6 81.61

47 20 7 1.5 10 6 82.09

Table 3: Continued.

Run
Variables aFE(%)dT pH bFT cFD eGI

48 34.95 7 1.5 10 6 82.06

49 5.05 7 1.5 10 6 67.67

50 30 9 0.5 15 3 49.85
aFlocculation efficiency. bFlocculation time. cFlocculant dosage.
dTemperature. eGO inducer.

6 Journal of Sensors



dependent variable of flocculation rateyis 100. According to
the factor change of the flocculation process and the experi-
ment of five factors without levels, the quadratic equation
(2) is finally obtained. As shown in Table 4, the p value of
the equation is less than 0.0001 (far less than 0.05). Using
the SNR parameter to evaluate the equation, it is found that
the SNR is less than 4, which also has statistical value [28].
The missing of fitting value is not significant compared with
the pure error. The correlation coefficient (R2) obtained in
this study is 0.87, close to R2 adj (0.78), indicating that the
predicted value of the experiment is in good agreement with
the observed value [29].

4. Conclusions

The results showed that Raoultella planticola produced floc-
culant which had never been reported before. The biofloccu-
lant supporting graphite oxide as a bioflocculant inducer
used in this study has been studied in the treatment of copper
ions in surface water. Raoultella planticola was inoculated in
PT-1 medium and resulted in approximately 12:50 ± 0:5 g of
MBF-51 per 1 L of culture broth. The investigation of copper
ions in the water of Songhua River flowing through the
chemical and living areas of Jilin City shows that the copper
concentration in this area is between 0.066 ppb and
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Figure 3: Effect of four linear variable factors on flocculation efficiency, including pH, time, bioflocculant dosage, and GO inducer.
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Figure 4: Scanning electron microscopy: (a) bioflocculant MBF-51; (b) copper flocculated by MBF-51 with GO inducer.
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0.159 ppb. Our sampling time is in the dry season, during
which the pollutant concentration is the highest. We did
not test it at other times. The copper content index of the
three water samples did not exceed the Class III standard of
the Surface Water Quality Standard. GO and bioflocculant
infrared radiation (IR) spectrum were investigated. It is
found that the peaks of GO and bioflocculant at 2920 cm-1

and 2850 cm-1 correspond to the characteristic absorption
peaks of -OH and -C-H, respectively. The enhancement of
absorption peaks at 3420 cm-1 and 1620 cm-1 is attributed
to the O-H and N-H vibrations in C-OH and N-OH groups
which form hydrogen bonds. Oxygen-containing groups
above, especially the strong polar groups such as -OH, are
abundant on the surface of the materials, which promoted
the adsorption of copper. Zeta potential measurement of bio-
flocculant with GO inducer solution indicated that the solu-
tion before flocculation of copper was negatively charged in
both alkaline solution and acidic solution. Flocculation con-
ditions of copper ion (0.2 ppm) were optimized using
response surface methodology. The results showed that the
highest flocculation efficiency over 80% occurred under opti-
mistic conditions. We determined the influencing factors and
the corresponding value range through the preexperiment.

At the same time, in the preexperiment, we also found that
the bioflocculant aid GO also has a certain adsorption effect
on copper ions. We use the adsorption here because we
found the phenomenon of saturation and desorption in the
experiment. The linear terms for pH (B), flocculation time
(C), bioflocculant dosage (D), and GO inducer (E) had signif-
icant effects on flocculation efficiency (F value < 0.05), but
temperature (A) had no significant effects on the flocculation
efficiency. The highest flocculation efficiency which is 86.01%
was achieved at pH = 5, at 1.62 h and 13.11mg bioflocculant
with 13.11mg GO as an inducer. The influence of tempera-
ture on flocculation was not significant, and the flocculation
efficiency just increased by 8.39%, with temperature rising
from 5 to 35°C; however, the temperature (A) and GO
inducer (E) were significant impact factors on the floccula-
tion efficiency. As for the mechanism of flocculation, our
SEM results do not fully explain the mechanism. However,
we speculate that the flocculation removal of copper ions is
mainly due to the adsorption and compression of double
electric layers. This research has some special significance
and value compared with the previous research in our labora-
tory, although it seems that the research methods and article
structure are similar [14]. First of all, this article found a new

Table 4: ANOVA analysis for quadratic model.

Source Sum of squares DF Mean square F value p value

Model 36978.58 20 1848.93 9.84 <0.0001
B: pH 3752.76 1 3752.76 19.97 0.0001

C: time 1162.27 1 1162.27 6.18 0.0189

D: bioflocculant 16684.25 1 16684.25 88.78 <0.0001
E: GO inducer 827.94 1 827.94 4.41 0.0446

AE 1291.13 1 1291.13 6.87 0.0138

Residual 5450.09 29 187.93

Lack of fit 5449.06 22 247.68 1682.20 <0.0001
Pure error 1.03 7 0.15

R-squared 0.87

Adj R-squared 0.78

Adeq precision 11.12
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strain. According to our research results, the flocculant pro-
duction of this strain is very competitive, and the floccu-
lant secretion ability of this strain is much higher than
that of the strain mentioned in the previous article [14,
17]. Second, another difference is that graphene oxide is
no longer regarded as a pollutant in this work but devel-
oped by us as a coagulant aid. This is also because of
the use of graphene oxide itself, which has produced new
and different flocculation mechanisms and effects. I think
this is the greatest value of this article. At the same time,
the nanosized GO plays a key role in this process, which
may include both adsorption and ion balance change.
But we still lack further research and data.
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“Tea” is a beverage which has a unique taste and aroma. The conventional method of tea manufacturing involves several stages.
These are plucking, withering, rolling, fermentation, and finally firing. The quality parameters of tea (color, taste, and aroma)
are developed during the fermentation stage where polyphenolic compounds are oxidized when exposed to air. Thus,
controlling the fermentation stage will result in more consistent production of quality tea. The level of fermentation is often
detected by humans as “first” and “second” noses as two distinct smell peaks appear during fermentation. The detection of the
“second” aroma peak at the optimum fermentation is less consistent when decided by humans. Thus, an electronic nose is
introduced to find the optimum level of fermentation detecting the variation in the aroma level. In this review, it is found that
the systems developed are capable of detecting variation of the aroma level using an array of metal oxide semiconductor (MOS)
gas sensors using different statistical and neural network techniques (SVD, 2-NM, MDM, PCA, SVM, RBF, SOM, PNN, and
Recurrent Elman) successfully.

1. Introduction

Black tea is the most commonly consumed beverage in the
word. The world production of black tea is about 3000 tons
per year [1]. Quality parameters of tea such as liquor color,
state, and mouth feel are evaluated by “tea tasters” when
deciding market price for tea. A higher price for tea can only
be guaranteed if the manufacturing process was conducted
with the highest quality. This includes quality tea leaves
plucked from plantations and proper factory conditions.

Stages in the black tea manufacturing process are pluck-
ing, withering, rolling, fermentation, firing, and packaging.
The plucked tea leaves are dried to remove moisture content
during the withering stage [2] and fed into the rollers. Tea
particles after the rolling step are loaded to a rotorvane to

separate smaller tea particles from larger pieces. The first
set of smaller tea particles is called the “first dhool” and
directly sent for fermentation. Then, larger particles undergo
the rolling step again and are loaded back to the rotarvane to
separate. The second set of smaller particles is called the “sec-
ond dhool,” and the tea particles from a third repeat of this
cycle are called the “third dhool” [3]. Then, these classified
leaves are laid on a tea bed to expose to oxygen during the
fermentation process. In the presence of oxygen, chemical
constituents in tea leaves react and produce polyphenol com-
pounds and aromatic compounds [4]. Therefore, quality
characteristics such as color, aroma, and taste of the tea are
produced in this stage. Theaflavin (TF) and thearubigin
(TR) are the main oxidized chemical compounds responsible
for the brightness and briskness of the tea infusion while
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increasing mouth feel, color, and body of the tea infusion [5].
After that, fermented tea leaves are sent to the dryers. Then,
dried leaves are sorted and packaged.

The fermentation stage is the most important among
other stages [6–8] because final tea quality characteristics
are developed at this stage. Fermentation time directly relates
to the chemical changes during the fermentation process.
Therefore, fermentation time has a significant impact on
the final tea quality [9]. Since over and low fermentation
leads to lack of final tea quality, optimum fermentation time
should be identified to maintain high quality of black tea.

The optimum fermentation time is found in almost all tea
factories based on the decision of the human detecting aroma
and color changes of tea leaves. These decisions are very sub-
jective. In general, it is accepted that the best quality tea will
have a TF/TR ratio 1 : 10 [10] measured using spectrometric
methods, and it was used for many decades as the main qual-
ity controlling parameter [11, 12]. However, this method is
not practical to analyze the fermentation level in real time
due to time-consuming chemical analysis.

Therefore, development of a system which can detect the
optimum fermentation level without use of chemicals and
minimum human intervention is needed. Innovative tech-
nologies were developed by several research groups using
an electronic eye method which analyzes images of tea leaves
during fermentation to notice color changes [3, 12–17]. The
second method involves an electronic nose system which
detects aroma levels of tea particles during fermentation
[18–32]. Recent studies focused on the combination of elec-
tronic eye and electronic nose methods [32–35] which are
aimed at minimizing human intervention of observing color
changes and smelling of tea particles. However, adopting
these developed methods into the real factory condition is
challenging as most of the studies are conducted in a labora-
tory scale [36]. There are very few studies conducted under
factory conditions [26, 27].

Recently, the use of the e-nose technique for tea quality
evaluation has increased. Therefore, a comparison of current
systems and identification of drawbacks are important in
developing novel technologies. Therefore, this paper will
focus on the comparison of methods developed for analysis
of tea aroma during the fermentation stage using “e-nose”
systems under laboratory conditions and factory scale. In this
paper, a brief discussion on chemical compounds detected in
tea aroma followed by conventional methods used for detec-
tion is also discussed. Then, existing e-nose technologies and
statistical algorithms which were used in data analysis will be
discussed.

2. Tea Quality Evaluation

2.1. Aroma Compounds Released during Fermentation
Process. When developing an e-nose system, it is important
to identify different chemical compounds present in tea
aroma. Enzymes catalyze oxidation of fatty acid, phenylala-
nine, terpenoids, and carotenoid compounds in tea leaves
when exposed to air [37–39]. Oxidation of fatty acids
results in grassy smelling compounds such as hexanol and
hexanal (alcohols and aldehydes containing 6-9 carbon

atoms) [37, 38]. The extent of volatile compounds present
depends on the climatic conditions as activity of lipoxygen-
ase (LOX) and alcohol dehydrogenase enzymes is influ-
enced by the temperature of the processing time. In fully
oxidized tea and semioxidized tea, geraniol, linalool, and
linalool oxides are major contributors to the overall aroma
profile [37, 38]. These floral and sweet smelling compounds
are derived by geranyl pyrophosphate (GPP) which is
degraded by geraniol synthase and linalool oxidase enzymes.
Phenylethanol (flowery), phenylacetaldehyde (honey), and
benzyl alcohol (sweet, fruity) are another group of com-
pounds derived from phenylalanine. These compounds also
contribute to the floral smell in aroma profile. Oxidation of
β-carotenoids results in woody smell compound β-ionone
and damscone. These contribute to the aroma compounds
with C9-C13 aroma. The variation of carotenoid content in
tea leaves subject to climatic, clone variety, and processing
conditions results in variations in aroma profile. It was
reported that high carotene content yields enhanced volatile
flavor compounds [40, 41]. There are some biochemical
compounds mainly responsible for the tea aroma and flavor,
such as linalool, geraniol, phenyl acetaldehyde, benzalde-
hyde, methyl salicylate, and hexanal [37, 38, 40, 42] which
are mostly aldehydes, ketones, esters, hydrocarbons, and
furans [15].

In most of the factories, fermentation is continued until
appearance of two distinct smell peaks with time. These are
commonly denoted as “first nose” and “second nose” which
can be identified only by highly trained factory personnel
[10]. The first nose corresponds to a rawer, grassy smell of
tea leaves while a fruity smell of tea leaves is prominent when
tea particles turned to a more copper color. Table 1 indicates
that prominent compounds correspond to each smell peak
and their biochemical origin.

Therefore, when developing the “e-nose” system, it is
important to choose sensors which are responsive to alde-
hydes and ketones with excellent sensitivities to detect subtle
changes such as “first nose” and “second nose” as practiced in
the factory.

2.2. Conventional Methods Used to Analyze Tea Aroma.
Identification of aroma compounds present in tea is done
with gas chromatography mass spectrometry (GCMS) and
their characteristics (floral, grassy, sweet, etc.) using Gas
Chromatography-Olfactometry (GC-O) [37, 38, 40–42].
GCMS has high sensitivity, and over 70 different chemical
compounds present in tea aroma were identified in different
studies [10, 37, 38, 40–56]. However, GCMS instruments are
not found in almost all tea factories due to high price of the
instrument. Since oxidation will continue on the way from
the factory to the lab, GCMS has limitations to adapt to
regular quality checking in the production line. Nowadays,
these conventional techniques are used to compare the
results of electronic devices when calibration is required.

2.3. Electronic Nose Technologies. Humans can detect differ-
ent odors by special receptors located in the nasal cavity.
These are olfactory cells located in the epithelium. When a
specific odor is dissolved in mucus, chemical compounds will
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bind with specific proteins in the receptor cells. The strength
of binding differs from chemical to chemical thus creating a
unique pattern of a signal which is sent to the brain as an
electrical response. The brain identifies the particular order
recalling memory of a similar smell [57].

Inspired by nature, electronic nose devices are fabricated
to identify a particular aroma profile. Such a system consists
of an array of gas sensors, where a combined response is eval-
uated as the aroma profile. There is a significant level of
aroma produced during tea manufacturing which can be
smelled even along the roadside of the factory. Therefore,
as a quality controlling device, “e-nose” systems were devel-
oped by many research groups. The most comprehensive
contribution for the study of the fermentation stage in black
tea manufacturing is given by Ghosh et al. where they have
developed e-nose, e-vision, and electronic tongue techniques
to monitor the tea quality [19, 25, 58]. Then, research by
Tozlu and coworkers has presented adapting e-nose tech-
nology to the factory level, real-time monitoring [26, 27].
Furthermore, use of e-nose systems to monitor the fermenta-
tion stage has also been conducted using commercially avail-
able e-nose systems recently [59].

A typical “e-nose” system contains an array of different
gas sensors and vacuum pumps to collect aroma with pro-
grammable sequence control [27, 31]. The sensor array is
placed in an airtight chamber which has inlets to introduce
either the gas to be analyzed or the reference gas and an out-
let. Most of the studies used metal oxide semiconductor
(MOS) sensors for the multiple sensor arrays to classify the
tea aroma. MOS are characterized by high sensitivity and

mechanical robustness and can be continuously operated
over a long time period [60]. The sensing element is based
on tin dioxide (SnO2). It has low conductivity in clean air.
In the presence of detectable vapor, the sensor conductivity
increases, depending on the concentration of odor molecules
in the vapor. The sensor output is processed by a signal
conditioning circuit for signal amplification, buffering, and
signal conversion [36]. Sensor signals are converted into elec-
trical signals, and data are interpreted using a developed
algorithm. Table 2 indicates the summary of different gas
sensors used in “e-nose” systems which are used in monitor-
ing black tea fermentation.

Most “e-nose” systems contained several gas sensors
which detect alcohols, Volatile Organic Compounds
(VOC), liquefied petroleum (LP) gas, carbon monoxide
(CO), and ammonia. In these systems, the highest response
towards tea aroma was indicated by TGS 832, 823, and
2620 sensors which are commonly used to detect organic sol-
vent gases [19, 22, 25, 29, 31]. This result agrees well with the
chemical composition of tea aroma as listed in Table 1. But
other types of sensors are also responding to the tea aroma
as well. Therefore, the responses from multiple sensors are
analyzed using an appropriate statistical method for further
evaluation. Apart from this, custom-made devices [19, 27,
61] are also used to monitor the fermentation process [59].
Furthermore, e-nose systems have been used for classifica-
tion of tea varieties as well [62].

2.4. Sniffing Process. The e-nose systems operate similar to
breathing where an automated set of internal operations are

Table 1: Some prominent compounds present in tea aroma [37, 38, 40].

Compound Aroma type Biosynthetic pathway

(1) (Z)-3-Hexenol Green Lipids

(2) Hexanal Grassy, green Lipid

(3) (Z)-4-Heptanal Hay-like Lipid

(4) (E)-2-Hexenal Green Lipid

(5) Hexanoic acid Sweaty, green Lipid

(6) β-Ionone Woody, violet Carotenoids

(7) α-Ionone Woody hay-like Carotenoids

(8) Geranylacetone Floral, hay-like Carotenoids

(9) cis-Jasmone Floral, jasmin-like Lipids

(10) Methyljasmonate Floral Lipids

(11) (E)-Geraniol Rose-like Glycosides

(12) Linalool Floral Carotenoids, glycosides

(13) Linalool oxide I II III IV Earthy, floral Glycosides

(14) Methyl salicylate Mint Glycosides

(15) β-Damascenone Fruity, apple-like Carotenoids, glycosides

(16) Benzyl alcohol Burning taste, faint aromatic Glycosides

(17) 2-Phenyl ethanol Honey-like Glycosides

(18) 4-Hydroxy-2,5-dimethyl-3(2H)-furanone Caramel-like Glycosides

(19) 2-Ethyl-3,5-dimethylpyrazine Nutty Maillard reaction

(20) 5-Ethyl-2,3-dimethylpyrazine Nutty Maillard reaction

(21) 2-Acetyl-2-thiazoline Popcorn-like Maillard reaction

(22) Phenyl-acetaldehyde Honey-like Maillard reaction
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conducted during a test cycle, namely, (1) sensor warming
up, (2) sampling, (3) purging, and (4) cleaning the sensor
chamber before starting the next test cycle. At the first stage,
sensors are warming up for some time. It optimizes the
saturation of the sensor head space. Therefore, adequate
sensor response can be obtained for the sampling process.
The sampling process is conducted by exposing sensor
array to a constant flow of volatile compounds through
the pipe. During the cleaning operation, the sensor chamber
is cleared with a blow of fresh air. Therefore, sensor heads go
back to the baseline values. Typical sniffing cycle duration is
3-5 minutes in most of the e-nose systems developed so far.
Figure 1 indicates the response of a typical sniffing cycle.

2.5. Validating E-Nose Response for Tea Fermentation. Qual-
ity checking using an e-nose system was done in using tea
infusion preparation [30], sniffing aroma of fresh tea leaf
particles placed in a container [64], or directly sniffing aroma
from the production line as fermentation progresses [26, 27].
In these studies, e-nose response is validated or compared
with the response obtained from human, or measuring
TF/TR ratio, colorimetric methods, and good correlation to
sensor response to pure aroma compounds were obtained
in most studies [27, 36]. A recent study has introduced a
new fermentation band system to function with the e-nose
system [27]. A simple colorimetric method is frequently used
in tea factories to observe the progress of fermentation. There
two distinct bands are observed which later correspond to the
“first” and “second nose” in aroma. The studies conducted by
Bhattacharyya and coworkers have clearly recorded a similar
trend with the e-nose systems they developed [31].

2.6. Sensitivity Evaluation of E-Nose Sensors. Metal oxide
sensors are subjected to the different chemicals that are pres-
ent in black tea to evaluate the sensitivity of the sensors. A
particular amount of each chemical is taken during the sen-
sor evaluation. Then, ΔRs/Rs values of the sensors, where
ΔRs is the change in resistance of the sensor and Rs is the
base resistance value of the respective sensor, are calculated

[36]. The base resistance value may interfere if aroma is not
removed properly from the sensor chamber. Therefore, refer-
ence gas is introduced to the chamber before the next sniffing
cycle. Common reference gases used are oxygen [27], nitro-
gen [65], and fresh air [31].

3. E-Nose Data Analysis

PC-based data acquisition and automated operation were
controlled by specially designed software using LabVIEW
[27, 30, 64]. In this case, minimum human intervention is
needed to use a graphical user interface, yet basic computer
knowledge is needed to handle the instrument.

3.1. Data Processing. In most of the e-nose devices, sensor
raw response is recorded with time. There are many factors
such as efficiency of the pumping system, noisy gas sensor
recordings, and retention of sample aroma after the cleaning
stage that influence the sensor response. Therefore, raw data
are pretreated using single value decomposition (SVD) or
using a difference model where change in sensor resistance
with respect to a reference air is calculated and then entire
dR data set is normalized by maximum value to set range
to (0-1) [30]. In another study, standard normal variate
(SNV) is used for data preprocessing with commercial
devices [66]. Furthermore, feature extraction methods are
also used in e-nose signal preprocessing [65].

3.2. Methodologies Used in Finding the Optimum
Fermentation Time. Attempts to find the optimum fermenta-
tion time for black tea processing were conducted using
unsupervised and supervised pattern recognition methods.
Tea classification from e-nose data is complex as the emis-
sion of volatile compounds from tea leaves varies with time.
Singular Value Decomposition (SVD) technique was used
to analyze the peaks of sensor outputs [67]. In some studies,
data were processed using Principal Component Analysis
(PCA) and Fuzzy C Means (FCM) algorithm [61], and then,
2-Norm Method (2-NM) and Mahalanobis distance method

Table 2: Summary of different gas sensors used in the e-nose system.

Sensor Id Main compound References

MQ 7 CO, H2, LPG, CH4, alcohol

[18]

MQ 3 Alcohol, benzene, hexane, LPG, CO, CH4

MQ 4 LPG, CH4, H2, CO, alcohol, smoke

MQ 6 LPG, H2, CH4, CO, alcohol

MQ 9 LPG, CO, CH4

MQ 8 H2, alcohol, CO, CH4

TGS 832 R-12, R-22, R-134 a [22, 25, 29, 31, 63]

TGS 823 Methane, CO, isobutane, n-hexane, benzene, ethanol, acetone [22, 25, 29, 63, 64]

TGS 831 R-21, R-22 [25, 31, 63]

TGS 816 CO, CH4, ethanol, propane, iso-butane, H2 [25, 63, 64]

TGS 2600 Methane, CO, isobutane, ethanol, H2 [22, 25, 29, 31, 63]

TGS 2610 Ethanol, H2, isobutane, methane, propane [22, 25, 29, 31, 63]

TGS 2611 Ethanol, H2, isobutane, methane [22, 25, 29, 31, 63]

TGS 2620 CH4, CO, isobutane, H2, ethanol [25, 28]
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(MDM) have been used to analyze data [67]. Linear Dis-
criminant Analysis (LDA), Back Propagation Multilayer
Perceptron (BP-MLP), Bayes, and KNN-3 methods were
used for the odor classification; the self-organizing map
(SOM) method along with Radial Basis Function (RBF)
network and Probabilistic Neural Network (PNN) classifier
[27, 30, 67] were also used for the odor classification where
PNN produced best results [67]. MATLAB software was used
to perform these techniques. In [27], the KNN-3 method has
given the best accuracy with 74.19% classification perfor-
mance achieved in [28]. Using FCM and SOM feature extrac-
tion techniques along with the RBF neural network, it has
achieved 100% correct classification for five different tea
samples, each of which has different qualities [30].

When analyzing e-nose data, a scoring method based on
2-NM and MDM has shown similar behavior to the colori-
metric variation of tea during fermentation [31]. However,
when considering updating the tea fermentation data, the
Radial Basis Function (RBF) neural network method was
used to incorporate new data acquired while keeping the
previous data [29]. The data analysis component was fur-
ther developed by Battacharya and coworkers so that the
optimum fermentation level can be predicted with the ini-
tial set of data collected while fermentation is ongoing.
This prediction of optimum fermentation time is useful
to maintain constant quality of tea during production.

However, there are many challenges when adopting an
e-nose system to monitor the fermentation process in real
time. The work of Tozlu and Okumus has developed an e-
nose system so that fermentation can be monitored at the
production line [27]. A different approach was introduced
by Sharma and coworkers where eight quartz crystal
microbalance (QCM) sensors were used in construction
of the e-nose system. The sensors are coated with different
glucose derivatives with polyethylene glycol (PEG) with
varying molecular weights. A comparison of QCM results
with traditional colorimetric methods indicated good
agreement suggesting it as a promising method to detect
the optimum fermentation level [68].

4. Conclusions

Aroma, color, and taste are the most common testing quality
parameters of tea. These quality parameters are highly
dependent on the fermentation stage in the black tea
manufacturing process. Therefore, finding the optimum

fermentation time is crucial to maintain consistent high-
quality tea. In this review, use of e-nose systems to moni-
tor the fermentation stage in black tea manufacturing is
discussed. The e-nose systems consist of an array of gas
sensors which are commercially used to monitor alcohol,
methane, hydrogen, LPG, VOC, ammonia, carbon monox-
ide, and smoke. The combined response of these sensors is
used in classification, quantification, and prediction of the
level of aroma during the fermentation stage. Here, both
unsupervised and supervised classification techniques are
used to distinguish aroma profile generated during differ-
ent time intervals. The results obtained in e-nose systems
developed so far are capable of identifying the “first” and
“second” smell peaks with the aid of a statistical method.
However, the current systems developed require insight
into the following perspectives for further development.

(i) In most systems, the sample is isolated from the
production environment when aroma levels are
detected. However, this is not practical when
adapting to the real production line. Care should
be taken to minimize the influence from the adja-
cent fermentation beds when adapting to factory
conditions

(ii) Most studies have not addressed which level of
dhool is used. Depending on the dhool number,
fermentation duration is set in such that dhool 1
has the longest fermentation period and big bulk
or dhool 4 will have the shortest fermentation
time. The future system should be able to distin-
guish the aroma level based on the dhool number
as well

(iii) All studies have been conducted under controlled
weather conditions. However, in real factory condi-
tions, weather and temperatures are dynamic and
even show 10-15 degrees centigrade difference
between morning batches to noon batches. Thus,
statistical analysis should incorporate correlations
with humidity and temperature data
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Internet of Things (IoT) is a very promising technology in forest engineering, especially for the environment and plant growth
monitoring. LoRa Wide Area Network (LoRaWAN) is a prevailing choice for the Forestry IoT owing to its low-power and long-
range ability. Real-world deployment and network optimization require accurate path-loss modeling, so the LoRaWAN radio
channel in the forest is needed to be intensively studied. However, most of the subsistent propagation models do not involve
specific forestry environmental parameters. In this paper, two parameters related with the trees are considered: the leaf area
index and the tree trunk diameter. Due to the time-changing characteristics of these two items (from spring to winter), an
empirical model has been developed through extensive measurement campaigns: Firstly, the channel measurement platform is
designed based on a real scene of mixed forest. Secondly, the fading characteristics of the channel transmission for LoRa nodes
are tested, and the corresponding model is presented and evaluated. Lastly, an energy harvesting LoRaWAN is deployed and
operated in a sampled forest region of Eastern China for environment monitoring based on our propagation model. The results
show that 433MHz LoRa path loss in the mingled forest could be precisely predicted by our proposed model. Moreover,
network coverage and energy consumption optimization of the LoRa nodes could be performed, which enables the perpetual
development of reliable forestry evolution monitoring system.

1. Introduction

The multispecies forest is an important silvicultural regime
for sustainable forest management. Due to its vertical strati-
fication structure, canopy plasticity, and niche separation,
the mixed forest could utilize canopy space more efficiently
to improve forest productivity and nutrient cycle more effec-
tively than the natural forest. Along with its increasing area,
mixed forest management faces different challenges [1]:
competitions for natural resources of different tree species,
different tending measures of growth stages, and improving
pest control technologies. So it is urgent to develop and
exploit reasonable resource monitoring systems for the pre-
diction and management of mixed forest [2, 3]. Low-power
wide-area networks (LPWANs) are a promising technology
because of their high applicability, low energy consumption,

and self-organizing mechanism. An overview and compari-
son of different emerging LPWAN technologies have been
presented in [4–6] and listed in Table 1. In particular, LoRa-
WAN is one of the most prospective LPWAN technologies,
gaining greater interest from the research and industrial
communities. It has also been increasingly adopted in the
Internet of Things (IoT) in the forest [7–10].

LoRaWAN links every node via wireless communication,
just as Figure 1 shows. When they are deployed in the forest,
the radio signal may experience attenuation as a result of dif-
fraction, reflection, scattering, and absorption effects caused
by various obstacles of trees and shrub. Mixed forests are
challenging radio propagation environments, and there is a
need to understand better the propagation characteristics in
order to design efficient wireless systems that can operate
inside them. However, the modeling of forest radio propaga-
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tion is relatively complicated as different environmental
parameters (such as type of vegetation, density, height of
trees, and weather conditions) can have strong effects.

Researchers have developed several well-known empiri-
cal models to study the radio channel characteristics in the
forest: Meng et al. performed experimental path loss model-
ing for a near ground radio wave propagation in a plantation
at 240 and 700MHz over a large forest depth [11], the pro-
posed LITU-R mode mainly considers the lateral wave effect
and shows better performance for the prediction of foliage
loss over a large foliage depth (up to 5 km). Azevedo et al.
found that the signal attenuation is dependent on the vegeta-
tion density, defined by the product of the tree density and
the average diameter of the trunks [12]. Anderson et al. pre-
sented the results of a UWB measurement campaign and
comprehensive parametric analysis for four different forest
densities across multiple diverse locations in Maryland of
Virginia. They demonstrated that UWB propagation in a for-
est environment heavily depends on the forest density,
antenna type, and forest configuration [13]. Palaios et al.
studied the near-ground propagation characteristics in a typ-
ical central European forest in UHF-bands around 485MHz
[14]; the result showed that the forest type has a significant
effect to the propagation and thus mixed-type of forest
requires its own model.

On the other hand, the characterization of the LoRa radio
channel also got few achievements recently: Benaissa et al.
studied LoRa path loss and temporal fading (868MHz) for
dairy cows in barns [15]. Hosseinzadeh et al. assessed the
indoor propagation performance of LoRa technology and
identified the model that best describes the process [16]. El
Chall et al. investigated the LoRaWAN radio channel in both
indoor and outdoor environments at urban and rural loca-
tions in Lebanon [17]. Sanchez-Iborra et al. presented a com-
prehensive performance evaluation of LoRaWAN under
different environmental conditions [18]. A point-to-point
LoRa path loss characterization has been researched in the
urban, forest, and coastal environment [19]. Especially Sar-
dar et al. analyzed some environmental factors in the forestry
LoRa communication such as different antenna heights and
packet lengths [20].

Based on the above literature, we find that most of the
existing empirical models concentrated on single species of
trees such as cedars and pines. Small Acacia confusa or cryp-
tomeria, glass, and shrub wood were rarely taken into
account, much less the mixed forest. Secondly, most models
are based on the radio frequency and transmission distance,
while the environmental parameters were scarcely consid-
ered. The prior models mainly divided the trees into in-leaf
and out-of-leaf situations. However, the leaf area of trees
changes with different seasons, and the cross-sectional area
of tree trunk would also influence the radio propagation in
its growth stage. Thirdly, the randomly distributed trees in
a mixed forest are spatially different from the artificially
planted trees that are arranged in rows and columns, whereas
sub-GHz LoRa for this kind of forest has not yet been inves-
tigated up to now. Finally, since on-field measuring devices
are always energy-constrained, it is likely that novel energy-
harvesting (EH) IoT technologies will find their use in the
forest monitoring [21–23]. So to combine the energy-
efficient radio transmission power control mechanism with
the accurate propagation model would be essential and inev-
itable for the EH-wireless sensor system in the forest.

In this work, practical LoRaWAN sensor nodes are used
to characterize the path loss effect at 433MHz band in the
mingle forest environment at different heights from the
ground. The measurement result which compared with the
Okumura-Hata-Rural path loss model [24] and the LITU-R

Table 1: Comparison of LPWAN technologies.

LoRa NB-IoT Sigfox ZigBee WiFi

Frequency
868MHz (EU);
915MHz (USA);
433MHz (Asia)

Depends on
the frequency
licensed to LTE

868MHz (EU);
915MHz (USA);
433MHz (Asia)

868MHz (EU);
915MHz (USA);
433MHz (Asia);

2.4GHz

2.4GHz and
5GHz

Transmission distance
Long (1-2 km in urban,

20 km in rural)
Long (10 km in rural) Long (40 km in rural) Short (10-100m) Short (50 -100m)

Data transfer rate 0.3-50 kbps 160 kbps-250 kbps 100 bps 250 kbps 2.4 Gbps

Theoretical battery life 10 years/AA battery 10 years/AA battery 10 years/AA battery 1 year/AA battery 1 year/AA battery

Network delay 1 sec-3 sec 6 sec-10 sec 20 sec-25 sec Less than 1 sec Less than 1 sec

Networking mode Gateway-based
Telecommunication

operator-based
Gateway-based Gateway-based Gateway-based

Sink

Sensor node

SSinkSinkSinkink

Figure 1: The diagram of LoRaWAN in a mixed forest.
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model [11] shows a significant difference. Hence, the Leaf
Area Index (LAI) that can reflect the density of leaves at dif-
ferent growth stages is introduced as one characteristic
parameter, and the trunk Diameter at Breast Height (DBH)
that represents cross-section area of trees as the other. An
empirical model comprising these two new parameters is
then developed, and we compared it with the existing models
to demonstrate its accuracy among the LoRaWAN nodes
deployed in a mixed forest district in Nanjing city of Eastern
China. The measured data, as well as the developed path loss
models, can be used for efficient planning and deployment of
EH-WSN in mixed forest environments. To the best of our
knowledge, this is the first study on the analysis of propaga-
tion characteristics of LoRa in a mixed forest.

The rest of this paper is organized as follows: Section 2
describes the measurement campaign and presents the prac-
tical sensor nodes used and the investigated scenarios. Data
analysis and model construction are discussed in Section 3.
Section 4 tests the proposed model in a real field and com-
pares it with existing models. Conclusions and future studies
are given in Section 5.

2. Experimental Setup and
Measurement Campaign

2.1. Mixed Forest Environment Description. We hold the
modeling procedure at one typical mixed forest in Nanjing
Forestry University, Jiangsu Province, Eastern China

(118°48′55:98″E, 32°04′59:01″N). This demonstration for-
est base was built in 1999 and has a length of 300m and a
width of 200m. Pinus massoniana, Ilex chinensis, Quercus
variabilis, Lindera glauca, Photinia beauverdiana, and Rubus
corchorifolius were the dominant variety with an average
crown of approximately 2.75m. The plants were approxi-
mately 1.3-11.9m high with trunk DBH of approximately
0.11-0.56m.

The modeling measurement was mainly carried out at
four growth stages including spring germination stage, sum-
mer leaf expanding stage, autumn leaf falling stage, and win-
ter senescence stage in 2018. A variation of the same tree at
the four growth stages is shown in Figure 2: In early March,
the tree came up and had sparse leaves (Figure 2(a)); next,
the leaves grew rapidly in late June (Figure 2(b)); and the
LAI and DBH also reached the peak value; then the tree
was in leaf falling stage by September (Figure 2(c)); finally,
the leaves faded away and only branches existed in Winter
(Figure 2(d)). These different morphological characteristics
could definitely affect the wireless signal propagation that
passed through and nearby.

2.2. Measurement Devices. The experimental platform used
in our measurement campaigns is depicted in Figure 3. An
Arduino UNO with Dragino LoRa shield expansion board
was used as the sensor node, powered by a 3.7V,
3000mAH rechargeable lithium battery [25]. It has an inte-
grated LoRa SX1278 transceiver and runs LoRaWAN proto-
col. One node without associated sensors that connected to a

(a) Spring (b) Summer

(c) Autumn (d) Winter

Figure 2: The variation of the same tree at four different growth stages in the sample forest.
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laptop was used as the sink, and it was able to receive LoRa
frames from −20 to −141 dBm depending on the LoRa BW
and SF [26]. Both sink and sensor nodes used an omnidirec-
tional dipole antenna of 3 dBi gain. Upon the reception of
each frame, the sink provided the received signal strength
indicator (RSSI), the signal-to-noise ratio (SNR), and the
payload message. These received parameters were recorded
on the server side on the laptop for further analysis and pro-
cessing. The quality of reception can be monitored in real-
time with an MQTT Web client application.

The LoRa nodes were configured to send a packet every
interval. The packets also included a sequential number in
order to identify the packet loss. The transmit power was
set to 14 dBm, SF to 12 (to achieve the best receiver sensitiv-
ity), and the BW to 125 kHz, using the three default channels
(433.175, 433.375, and 433.575MHz). The packet payload
was 37 bytes including 13 bytes MAC header. The measure-
ment setup parameters are listed in Table 2. During all the
measurements, the position of the sink was fixed, whereas
the sensor nodes could be moved to different locations.

As can be seen from Figure 3, there were two particular
designed forestry sensors: DBH and Photosynthetically
Active Radiation (PAR). The DBH sensor mainly consisted
of a high accuracy sliding film potentiometer, a circular flex-
ible elastic wheel rim, a fixed position deck, and a signal pro-
cessing bridge circuit. After tightened installation onto the
tree trunk, the potentiometer’s slider could point out the
exact value of its resistance, with which we can deduce the
DBH. The PAR sensor was designed for the measurement
of LAI, which was based on the reference system [27, 28], it
included two parts: the testing components and the reference
component. The testing PAR sensors should be placed
around the crown tomeasure the luminous flux which passed
through, where the reference sensor could be set up in a clear
field to provide contrast and evaluation. Both kinds of sen-

sors make up an effective and indispensable supply to the
proposed radio propagation analysis of IoT in the forest.

2.3. Practical Measurement Setup. Throughout the experi-
ments, the intention was to place the sink node at the center
of designated deployment field and collect RSS readings at
eleven different distances (i.e., 5, 10, 20, 30, 40, 50, 60, 70,
80, 90, and 100 meters) and along twelve different 30 degrees
separated radials. Therefore, an area of 200m x 200m is ide-
ally needed to carry out the real field deployment experiment.

The antenna of the sink node was placed 1.3m above the
ground, i.e., height of DBH. RSSIs were then measured by the
transmitting node with 5 heights from bottom to top at
heights of 0.5, 1.3, 2, 2.5, and 3m. The transmitting and
receiving antenna were maintained erect in all of the tests.
The top and side views of the measurement site are shown

(a) DBH LoRa node (b) PAR LoRa node

Figure 3: The DBH and PAR sensor node amounted in trees.

Table 2: Measurement setup parameters.

Parameter Value

Sensor node SX1278

Sink LG01-P, Dragino IoT kit

TX power 14 dBm

Frequency 433MHz

Bandwidth (BW) 125KHz

Antenna 3 dBi omnidirectional

Spreading factor (SF) 12

Coding rate 4/5

Payload length 37 bytes

Time interval 10 sec

Sensor node antenna height 0.5m, 1.3m, 2.0m, 2.5m, 3.0m

Sink antenna height 1.3m
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in Figure 4. Note that as a result of extensive randomly scat-
tered leaves, branches and bushes, the signal strength may
change considerably even when there is a little variation in
the position of transmitting antenna. So for each measure-
ment point, 100 samples were collected, providing a suffi-
ciently large dataset for approximating important statistical
properties of the signal, such as mean and variability. Hence,
the RF measurement of every 660 measuring point is an aver-
age of each 100 RSSI samples.

Besides, DBH and LAI results have also been collected
and stored in the laptop which is connected with the sink.
These two kinds of dedicated sensor nodes sent their data
once a day to the sink for subsequent data analysis. They were
all mounted on some specific trees selected by forest cultiva-
tion criterion [29]. We have held up the whole measurement
campaign in four growth stages of the mixed forest once
each; the average LAI and DBH values of the selected trees
were used as the exact novel parameters in the next path loss
model analysis.

3. Measurement Results and Empirical Model

In this section, we present the results of measurements con-
ducted in the sample Mixed Forest of Nanjing Forestry Uni-
versity as described in Section 2. Then, we derive Pass Loss
(PL) models from four different environments (spring, sum-
mer, august, and winter). At last, the proposed PL model is
analyzed and discussed.

The RSSI values collected in the mixed forest environ-
ment were all converted into PL values which represent
the signal attenuation on the path between the transmitter
and the receiver antennas. As for the PL, value is a unique
property of the transmission environment. Generally, the
relationship between PL, transmission power, and RSSI is
given as:

PL dB½ � = PT dBm½ � − PR dBm½ � +GT dB½ � + GR dB½ �, ð1Þ

where PL refers to the path loss, PT refers to the transmit-
ting power, PR is the receiving power (PR = RSSI + SNR),
GT is the transmit antenna gain, and GR is the receive
antenna gain. Table 3 just presents the PL results in the
spring stage measurement when transmitting node’s height
is 0.5m.

Then, we calculate the average PL values related to each
testing point including the very corresponding 5 heights.
Figure 5 illustrates the average PL values versus the log of dis-
tance. Moreover, it illustrates the corresponding linear
regression model lines.

It can be clearly pointed out that the variations among
PL values which at the same distances are relatively large.
In the mixed forest environment, such variations mainly
occur as a result of the absence of Light of Sight commu-
nication between the transmitter and receiver, resulting in
great signal fluctuation. In some instances, multiple waves
of the transmitted signal may arrive at the sink, causing
multipath fading. In other instances, only a small scattered
portion of the transmitted signal may be received. Mean-
while, the season changes of mixed forest have a great
influence on the PL values, the growth, and decay of
branches and leaves directly transform the transmission
routes of LoRaWAN.

Also, we can see that the average PL values closely follow
the linear regression line, which indicates a dependency
between the PL values and the log of distance. As a matter
of fact, the linear regression provided in Figure 5 produces
a reliable coefficient of determination (i.e., 0:8913 < R2 <
0:985), so the log-normal model is suitable for estimating
the PL:

PLLN dBð Þ = PL d0ð Þ + 10n log10
d
d0

� �
+ Xσ, ð2Þ

where n is the path loss exponent that indicates the rate at
which the signal attenuates with the distance, PLðd0Þ is the

(a) Vertical top view

SinkSink

0.5 m

1.3 m

2.0 m
2.5 m

3.0 m

LoRa

(b) Side view

Figure 4: Measurement site: the dashed lines represent the testing points, while the center dot is the sink.

5Journal of Sensors



path loss at a known reference distance d0 in the far-field, Xσ
denotes a zero-mean Gaussian random variable with stan-
dard deviation σ, which reflects the variation of the received
power around the average.

Figure 6 shows the variations of attenuation index n and
PL ðd0Þ according to different heights. For the heights above
1.3m, n increases along with the height, especially when in
the summer time, it is very reasonable due to the lush
branches and leaves. The communication path always passes
through the crown when the height is over 2m. However, the
attenuation of 0.5m is more or less larger than the 1.3m
except for the winter stage, we mainly attribute the phenom-
ena to the bushes and thick undergrowth of the mixed forest.
PL ðd0Þ shows the opposite trends as the testing nodes’ height
increase, the values decline mostly because of the obstruc-
tions between transmitter, and receiver increase simulta-
neously. Furthermore, according to the different seasons,
these two curves show a similar variation tendency, which
we should thoroughly analyze. In other words, we may try
to combine specific forest parameters together.

Here, we record the average DBH and LAI values with
respect to the distance between transmitting nodes and sink.
These two particular sensor nodes were located half-
randomly based on the forestry cultivation rules [29]. We
can see that the average DBH values almost keep the same
from spring to summer, then it has a rapid growth until win-
ter in Figure 7(a). However, Figure 7(b) shows that the LAI
values mainly change along with the seasons, while not with
the distance. The two items could perfectly represent the
characteristic of the sample mixed forest.

The last parameter of the log-normal model, represented
by Xσ, can be defined by the standard deviation. Figure 5
reveals that a good approximation of the values can be
obtained by using the mean. Here, we considered that Xσ =
6:94 dB.

So to precisely evaluate the parameters n and PL ðd0Þ, we
introduce joint polynomials to combine the DBH and LAI
together. The formulae that are shown below elaborate the
three constants of the linear fitting (xn1, xn2, xn3) with dis-
tance (dM , from sender to receiver) and height (hG, nodes’

vertical position above the ground). These parameters were
determined by curve fitting of the above Figures 6 and 7:

n = xn1 ⋅Φ + xn2, ð3Þ

Φ = xn3 ⋅ 10 ⋅ log10 VDBH − 8:63ð Þ + VLAI½ �, ð4Þ
xn3 = 0:036 ⋅ dM − 24ð Þ0:61, ð5Þ

xn2 = −0:5169 ⋅ hG
2 + 2:9773 ⋅ hG + 1:485, ð6Þ

xn1 = −0:0931 ⋅ hG
2 + 0:8575 ⋅ hG − 0:04392: ð7Þ

Similarly, we can have:

PL d0ð Þ = xPL1 ⋅Ψ + xPL2, ð8Þ

Ψ = xPL3 ⋅ log10 VDBH −VLAIð Þ½ �, ð9Þ
xPL3 = 0:045 ⋅ dM + 0:32, ð10Þ
xPL2 = 41:8, ð11Þ
xPL1 = −5:1856 ⋅ hG: ð12Þ

VDBH and VLAI are just the values of DBH and LAI. Thus,
a new empirical model could be created by using equations
((3)–(12)) to estimate the LoRaWAN path loss in a typical
mixed forest.

4. Evaluation and Discussion

4.1. Model Validation. We carried out the experimental
evaluation at a different mixed forest in Eastern China’s
Nanjing city in 2019, it is located at the west side of Zi
Jin Shan Mountain and has a length of 170m and a width
of 120m. The tree species structure is similar with our
modeling forest, except for the heavy brush approximate
0.6m high. Also, the DBH and LAI values are higher
due to the well-protected natural environment.

The testing method was similar to that in the modeling
experiments. Here, the validation measurement was executed

Table 3: Path loss measurement result (dB) in the spring stage with transmitting height 0.5m.

Radial no. Degree 5m 10m 20m 30m 40m 50m 60m 70m 80m 90m 100m

1 0 54.5 60.1 78.6 81.9 84.2 90.5 89.8 101.3 105.4 110.7 115.0

2 30 52.2 64.3 82.1 85.2 81.7 93.2 97.3 97.1 110.5 112.2 118.3

3 60 55.1 66.9 75.3 79.7 86.9 94.1 98.8 95.6 112.4 123.8 109.9

4 90 56.9 68.2 73.7 83.8 88.2 97.7 96.9 103.4 107.6 121.1 117.1

5 120 49.8 69.5 79.9 89.7 78.4 86.9 85.4 106.8 103.2 126.7 114.6

6 150 51.6 63.3 83.5 86.5 82.5 88.1 88.7 109.7 99.3 117.5 107.3

7 180 56.9 59.2 85.4 83.4 89.6 89.4 99.4 103.5 98.8 111.2 109.7

8 210 59.3 65.7 89.1 90.3 92.3 92.5 98.5 101.9 104.7 107.5 119.2

9 240 53.6 67.8 80.6 84.9 85.1 85.8 91.0 97.6 108.1 106.4 110.8

10 270 48.8 62.6 77.2 81.1 86.8 94.3 94.7 93.4 102.6 109.3 133.5

11 300 55.2 70.3 79.8 88.3 88.9 93.6 93.9 108.2 104.9 104.6 128.4

12 330 58.4 64.8 78.4 82.6 84.6 87.7 95.5 110.1 103.8 109.9 116.7
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Figure 5: Continued.

7Journal of Sensors



at 5 different heights (0.75m, 1.3m, 1.75m, 2.25m, and
2.75m) along one straight line between the transmitter
and receiver. On the same time, two forestry parameters
(LAI and DBH) at each validation point could be collected
conveniently. So we implemented the whole validation
from March to July, and the testing positions were chosen
with an extensive representativeness for different growth
stages as much as possible.

The comparison of measurement results and the pro-
posed new model is shown below in Figure 8. 95% of the R2

values are larger than 0.85, the least value being 0.81. Most
of the Root Mean Square Error (RMSE) values were between
2 and 4, as shown in Table 4.

We can see from the results that the proposed model
matches the measurements quite well. In general, the pres-
ence of high density of trees can lead to a bad quality
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Figure 5: Average path loss and linear regression lines for the four-stage environments.
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reception: the higher value of LAI and DBH always means
that there are more obstructions of radio scattering, reflec-
tions, diffractions, and absorptions. Hence, this nonline of
sight PL values increase sharply along with the transmission
distance and antenna height.

Then, the proposed new model has also been compared
with some existing models at testing point (d), as shown in
Figure 9: The results for the empirical model Okumura-
Hata-Rural are represented by a dash-dot line, it can be
observed that Okumura–Hata model underestimates the PL
values and presents a slower rising tendency; By contrast,
the result of LITU-Rmodel in dotted line shows smaller error

since it was developed to follow data for higher dissipation.
However, they all show relatively large deviations compared
with our proposed models. So to evaluate the different path
loss models thoroughly, we use three parameters: the RMSE,
the Mean Absolute Error (MAE), and the Mean Absolute
Percentage Error (MAPE). From Table 5, we can observe that
the best prediction is achieved by using the proposed path
loss model.

The primary cause is that none of the existing models
could estimate the path loss at any height without any LAI
or DBH. Furthermore, the value of RMSE, MAE, and
MAPE in Okumura-Hata-Rural and LITU-R highly vary
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from one height to another, therefore, a slight variation of
antenna or forestry parameters would negatively affect the
prediction of the path loss in these models. Our proposed
new model outperforms the existing models with the low-
est RMSE, MAE, and MAPE regardless of the height of
the antenna. Thus, the predicted values of our model are
closer to real observations than the existing models.

4.2. Field Measurement on Energy-Harvesting LoRa Nodes. In
this section, we evaluate the performance of the proposed

radio propagation model based on the wind energy harvest-
ing LoRaWANwhich has been mounted in the sample mixed
forest at Nanjing Forestry University [22]. We take the wind-
powered sensor nodes serving as transmitters (Figure 10
shows the node’s mainboard, while the sensors could be
attached on when in practice). An unlimited power supply
sink is responsible for receiving messages and returning the
packet delivery ratio (PDR) every day. The transmitting rate
is 250 bps, and the payload length is 50 bytes. The selected
nodes are located at 3 different positions: (i) LAIi = 1:99,
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DBHi = 13:82; (ii) LAIii = 3:01, DBHii = 10:78; (iii) LAIiii =
2:63, DBHiii = 15:84. The corresponding communication
distances and antenna heights are (i) di = 37m, hi = 1:0m;
(ii) dii = 55m, hii = 1:3m; (iii) diii = 64m, hiii = 2:0m.

We validate the effectiveness of our propagation loss cal-
culation module by using two comparisons. The existing

fixed transmission power scheme is implemented as a refer-
ence, which is referred to as the Fixed-TX scheme. One of
the wind-harvesting LoRaWAN nodes works under our pro-
posed model at position (iii), while the other nodes located at
positions (i) and (ii) be set with the fixed transmission power
TX = 7 dBm and TX = 14 dBm, respectively. The node (iii)

Table 4: Validation results at different heights for 8 testing points.

Antenna height (m) (a) (b) (c) (d) (e) (f) (g) (h)

0.75
0.93 0.91 0.88 0.95 0.93 0.90 0.94 0.96

2.87 1.89 3.84 3.15 2.69 2.41 2.95 3.37

1.3
0.96 0.96 0.84 0.93 0.87 0.86 0.91 0.95

3.91 2.16 2.96 2.37 2.19 3.58 3.40 1.77

1.75
0.94 0.93 0.95 0.96 0.90 0.92 0.88 0.99

1.72 3.74 2.06 2.89 3.06 4.07 3.76 2.55

2.25
0.92 0.90 0.97 0.94 0.95 0.97 0.85 0.97

2.49 3.81 3.41 3.86 3.34 2.61 2.79 2.72

2.75
0.88 0.89 0.85 0.87 0.91 0.93 0.82 0.84

3.14 2.76 2.82 2.63 2.99 3.67 4.11 2.09

∗The first line denotes the R2 values, and the second line indicates the RMSE values at each height.
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Figure 9: Comparisons between the new model and two existing models (LAI = 2:85, DBH = 12:4).

Table 5: The RMSE, MAE, and MAPE values between the proposed model and existing models.

Location
Okumura-Hata-rural LITU-R Proposed model

RMSE MAE MAPE (%) RMSE MAE MAPE (%) RMSE MAE MAPE (%)

Height 0.75m 11.66 10.17 10.70 8.84 7.03 8.11 3.15 2.79 2.96

Height 1.30m 9.78 8.56 9.44 6.93 5.49 5.87 2.37 1.96 2.17

Height 1.75m 15.41 13.79 14.12 13.35 11.24 12.63 2.89 2.02 2.79

12 Journal of Sensors



could compute its transmitting power by equation (1) based
on the RSSI value efficiently. All three nodes start with an ini-
tial energy of 1 Joule, and the average wind speed during the
experiment is 4.4m/s.

Table 6 presents the average PDR of total of 10,080
packets (ten packets per minute during 7 days) and the resid-
ual energy of three nodes in the final time. We can see that
the proposed method achieves the lowest energy consump-
tion compared with the other transmission power strategies
no matter the distance. Compared with the Fixed-TX-
14 dBm scheme, our proposed module achieves energy
reduction around 30%. Compared with the Fixed-TX-
7 dBm scheme, our proposed module improves the PDR
around 5%. The wireless path loss and the background noise
are always time-varying, the fixed transmission power defi-
nitely cannot guarantee the optimal transmission energy effi-
ciency. The proposed PL model is effective in dynamically
calculating the optimal transmission power along with the
lowest energy cost.

4.3. Rain Attenuation of LoRaWAN in the Forest. Rain and
fog is quite common in the forestry district. Many studies
indicate that the propagation of the radio signal is affected
by rain and there are some remarkable models deduced to
analyze its influence [30, 31]. However, most existing
researches focus on the rain attenuation by wireless signals
with frequencies above 10GHz. So in this part, we investigate
the influence of rain attenuation within the proposed forestry
LoRaWAN for the first time. The experiment setup is just the
same as part 4.2 and we record the variations of RSSI in posi-
tion (ii) every 10 seconds when rainfall comes. The measure-
ment data presented in Figure 11 are filtered by a moving
average window with 30 samples. It is noticeable that during
rainfall periods there is an obvious attenuation of PL.

Figure 11(a) shows a significant impact on path loss of
LoRa signal when it is rainy during a 7-day consecutive
observation, every increasement of PL values corresponds
to a rainfall event accurately. Although the rain rate which

has been recorded by a standard rain gauge [32] does not
exceed the extremely heavy level, a nearly 8 dB variation of
PL has occurred. Figure 11(b) shows a detailed changing pro-
cess of rain attenuation, PL value increases sharply when the
rain begins to fall, and it returns to the original state relatively
slow after the rain stops. The main reason of fading may be
the water molecular which is adhered on the antenna of LoRa
nodes and pervaded in the transmission space, it would
change the propagation characteristic and the antenna prop-
erty drastically.

According to reference [33], the rain attenuation can
be represented by aRb

P, where RP is the rain rate with a
given period P while a and b are depending on the radio
wave frequency and the rain temperature. Hence, we cal-
culate this item with the collected rainy data and deduce
the result as RP is set to 3.86mm/hr based on the conven-
tional rain information from local weather station, a and b
just are 2.11 and 0.55, respectively. So the updated general
PL model would be:

PLLN dBð Þ = PL d0ð Þ + 10n log10
d
d0

� �
+ Xσ + aRb

p: ð13Þ

Furthermore, we also apply the updated model on the
wind-harvesting LoRaWAN node to verify its effectiveness.
It is located in position (iii) as well and the average wind
speed is 4.9m/s during the rainy period. The other two
nodes located at positions (i) and (ii) are set the same as
part 4.2, and the corresponding results are shown in
Table 7.

It can be seen that the residual energy of the updated
model decreases slightly otherwise the two Fixed-TX nodes
get higher due to the larger wind speed. However, PDR of
the updated scheme keeps 100%, while the comparative two
nodes drop significantly. This indicates that the updated PL
model matches the real rain attenuation efficiently and works
stably in energy neutral mechanism.

5. Conclusion

IoT in forest environments can support applications such
as fire alarm, environment surveillance, pest diagnosis,
and tree growth monitoring. Large-scale deployment of
LoRaWAN in forest environments requires accurate char-
acterization of the propagation channel utilizing practical
sensor nodes. However, most of the existing studies in for-
est environments use signal generators instead of practical
sensor nodes, which, in turn, may lead to inaccurate
models and, as a result, poor decision making during
large-scale deployment of LoRa nodes. Inaccurate models
may also result in the poor energy efficiency of the net-
work as well as inaccuracy in localization and coverage
control applications.

In this work, empirical path loss models for LoRaWAN
in the mixed forest of Eastern China are researched using
practical sensor node measurements at 433MHz. New pro-
posed model based on the DBH and LAI with different
heights is developed and compared with the existing

Figure 10: Wind energy harvesting LoRa node (mainboard).
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Okumura-Hata-Rural model and LITU-R path loss models
to demonstrate its accuracy. Moreover, the performance of
wind energy harvesting based LoRa nodes equipped with
our model has also been investigated. Results show that the

RMSE, MAE, and MAPE values of the new model were
almost all smaller than the existing models, thus the pro-
posed model best matches the real field application status
of LoRaWAN in mixed forest.

Table 6: The residual energy and PDR of three nodes.

Average testing result Proposed PL model Fixed-TX-14 dBm Fixed-TX-7 dBm

Supercapacitor voltage (volt, residual energy) 3.194 2.372 2.468

PDR (%) 100 97 95
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Figure 11: Variation of RSSI vs. rainfall in position (ii) from 2019.05.01 to 2019.05.08.
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The measured data, as well as the proposed models, can
be useful for efficient planning and deployment of LoRa-
WAN in forest environments, even during the rainy season.
In addition, a future study will include using the same
approach to investigate the behavior of other LPWAN proto-
cols like LTE-M and NB-IoT in forest environments.
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The effects of water and nutrient control measures on the cotton plant height, stem diameter, biomass, seed yield, and soil moisture
under an irrigated plastic mulch production system were studied. Using field experiments in the 2018 cotton-growing season, 6
fertilization treatments (30-10.5-4.5 (N-P2O5-K2O), 24-8.4-3.6 (N-P2O5-K2O), 20-7-3 (N-P2O5-K2O), 16-5.6-2.4 (N-P2O5-K2O),
10-3.5-1.5 (N-P2O5-K2O), and 0-0-0 (N-P2O5-K2O) kg/mu) and 6 deficit irrigation treatments (40% PET, 60% PET, and 80%
PET) were established at the cotton budding and flowering stages. Analysis of variance (ANOVA) (P < 0:05) was used to
evaluate the significant differences among the treatments. The results showed that the effects of the water and nutrient control
measures were obvious. The irrigation water use efficiency (IWUE) was the highest under the 80% deficit irrigation (T7)
treatment at the flowering stage (2.62 kg/m3). Increases in cotton plant height and stem diameter were promoted by mild or
moderate deficit irrigation at the flowering stage, but normal growth and development were affected by severe deficit irrigation
at any growth stage. The growth indexes of cotton increased with increasing fertilization, but significant differences between
each fertilization gradient were not obvious. At the same time, excessive fertilization not only had a positive effect on the LAI
(leaf area index) and yield but also caused fertilizer waste and unnecessary cotton growth. The cotton seed yield and single boll
yield reached their highest values (566 kg/mu) under the 1.2 times fertilizer treatment (T9), but the 0.8 times fertilizer treatment
had the highest IWUE among the nutrient control treatments (1.91 kg/m3). Therefore, it is suggested that deficit irrigation at
60~80% of the potential evapotranspiration (PET) at the flowering stage and 16-5.6-2.4 (N-P2O5-K2O) fertilizer be applied as an
optimal water and nutrient management strategy to maximize the seed cotton yield, IWUE, and overall growth and
development of cotton.

1. Introduction

Xinjiang is the most important high-quality commodity
cotton production base in China. Cotton production is
completely dependent on irrigation. At present, the shortage
of irrigation water resources restricts the comprehensive
improvement of cotton productivity [1]. Water-deficit irriga-
tion practices are inevitable for the sustainable development

of Xinjiang’s agricultural economy [2–4]. Saline-alkali land
is widely distributed in Xinjiang, accounting for approxi-
mately 32% of the total area of cultivated land [5, 6]. Due
to soil salinization and secondary salinization, the average
annual loss of grain is 2-2:5 × 109 kg and of cotton is 5 ×
108 kg [7]. In addition, due to irrational irrigation, the
increase in the groundwater level and phreatic water evapo-
ration intensify the occurrence of secondary salinization of
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soil [8]. Therefore, it is urgent that saline-alkali land be
managed appropriately to ensure the sustainable develop-
ment of land resources. Second, there is scarce rainfall and
a lack of water resources in Xinjiang, and rational utilization
of water resources to increase crop water and fertilizer use
efficiencies are necessary. Agriculture in Xinjiang requires
irrigation. To solve water shortages, we must achieve agri-
cultural water savings to promote the healthy development
of the ecological environment.

Drip irrigation under plastic film mulch has been widely
used in arid or semiarid regions, such as the Tarim River
Basin in the Xinjiang Uygur Autonomous Region, over the
past two decades [9–11], because it incorporates the advan-
tages of plastic film mulch and drip irrigation. In this irriga-
tion system, the soil is covered by a plastic film to decrease
evaporation and eliminate the energy exchange between the
atmosphere and the soil at the same time [12]. Additionally,
this method prevents soil salinization to some degree [13,
14]. Drip irrigation under plastic mulch can supply enough
heat for sowing in the frigid spring (sowing season), espe-
cially for summer crops such as cotton, which are among
the most important in Xinjiang’s agricultural production. In
addition, crops can acquire adequate water during the whole
growing season despite high evaporative demands under this
pattern [15, 16]. On the other hand, by avoiding water vapor
waste and decreasing needless evaporation, plastic mulch
drip irrigation has proven to be an economical way to change
the soil-microclimate thermal environment and improve
water use efficiency [17]. In this context, crop evapotranspi-
ration changes under plastic mulch compared to that under
bare soil.

The effects of water on crop growth are mainly reflected
in the root system, plant height, stem diameter, leaf area
index, and yield. The effects of water on crop physiology
are mainly related to leaf water potential, enzyme activity,
photosynthetic rate, transpiration rate, and stomatal conduc-
tance. A large number of studies have been conducted, gener-
ally focusing on the response of crops to water deficit. In
terms of crop growth, Kozlowski and Winget [18] and Gold-
hamer and Fereres [19] showed that water stress can cause
stems to shrink. Molz and Klepper [20] noted that the distri-
bution of roots under moderate drought treatment (50%-
60% of field capacity) increased significantly in the lower
layer, the root biomass under the sufficient water supply
treatment (80%-90% of field capacity) was mainly concen-
trated in the upper layer, and the total biomass of the root
system was higher. Other researchers studying different
crops [21–25] (cotton, pea, maize, winter wheat, etc.) showed
that water deficit inhibits plant height growth, leaf area
expansion, and dry matter accumulation, especially during
the crop seedling stage, and that crop yield and composition
are also affected because of the inhibited crop growth. In crop
physiology, when moisture is insufficient, stomata may close
and stomatal conductance may be reduced. On the one hand,
transpiration loss through the stomata decreases. On the
other hand, CO2, which enters the blade through the sto-
mata, decreases, resulting in a decrease in the photosynthetic
rate. Generally, the transpiration rate decreases more than
the photosynthesis rate. Under light-water stress, stomatal

closure may increase water use efficiency. Farquhar and Shar-
key [26] showed that the effect of water stress on the photo-
synthesis of crops was also affected by nonstomatal factors;
that is, the activities of the photosynthetic organs of crops
were decreased under water stress, the diffusivity and RuBP
carboxylase activity of mesophyll were decreased, and the
transport of electrons and phosphorylation were inhibited.
The chlorophyll content decreased, resulting in a decline in
the photosynthesis rate.

Similar to crop responses to water, crop responses to
nutrients are mainly reflected in crop morphology, physi-
ology, and biochemistry. Li et al. [27] stated that nitrogen
fertilization was the dominant factor affecting the leaf area
index and plant height in the early growth stage of spring
wheat, and the combination of nitrogen and phosphorus
could promote increases in plant height and leaf area of
spring wheat. Bezborodov et al. [28], through cotton field
experiments with drip irrigation, found that the amount of
nitrogen application significantly affected the dry matter
weight, nitrogen accumulation, and yield of hybrid cotton.
When the amount of applied nitrogen was 450 kg hm-2,
the frequency of nitrogen application had no significant
effect on cotton growth. Cowell and Dawes [29] and Ander-
son and Nelson [30] studied the effects of nutrient stress on
grain filling. The results showed that under nutrient stress,
stress-related proteins increased significantly in the early
and middle stages of grain filling, photosynthesis of grains
decreased, respiration increased in the late stages, nitrogen
metabolism of grains was significantly affected, and glutenin
and embryo protein expression was delayed. Additionally,
the synthesis of protein and fat decreased, resulting in insuf-
ficient grain filling and lower yield; the photosynthesis and
respiration of rice leaves decreased significantly during
grain filling; the expression of scavenging reactive oxygen
species (ROS) proteins decreased; the expression of ROS-
producing proteins and stress signal transduction proteins
increased; the stress resistance of rice decreased; the accu-
mulation of ROS in leaves increased; and the senescence
of rice increased.

Therefore, the effects of different control measures (water
and nutrient control measures) on soil-water movement and
crop growth characteristics and the relationships between
different control measures and soil-water availability, water
consumption, crop yield, and composition were quantified.
The objective of this study was to determine the optimal con-
trol measures under a drip irrigation-plastic mulch cotton
production system. This study provides a reference for
improving crop water and fertilizer utilization and crop
yields. In addition, these findings also have important signif-
icance for guiding irrigation and fertilization, water conser-
vation, and sustainable development of agriculture in arid
saline-alkaline areas.

2. Materials and Methods

2.1. Experimental Site Description. The experiments were
performed at the 31st Regiment of the Second Agricultural
Division, which belongs to the Tarim Reclamation Area of
the Second Agricultural Division of Xinjiang Production
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and Construction Corps. The field site (86°56′E, 40°53′N) is
located in the suburbs of Korla in southern Xinjiang, an
autonomous region in northwestern China, which is at the
foot of the Tianshan Mountain and the northeast edge of
the Taklamakan Desert. This region has a typical continental
arid desert climate in the north temperate zone and belongs
to the Kaidu-Peacock River Basin (a tributary of the Tarim
River). Large temperature fluctuations occur between day
and night, and the area is also characterized by many sun-
shine hours, hot winters and cold summers, drought, and
abundant light and heat. These climate conditions are par-
ticularly conducive to the growth of cotton. The annual
and average precipitations during the cotton-growing season
are approximately 34.1mm and 30.6mm, respectively. The
mean annual potential evaporation (measured using an
evaporation pan with an inside diameter equal to 20 cm)
reaches 2417mm, with 2082mm in the cotton-growing sea-
son. In the same period, the evaporation is 50-80 times the
precipitation, the annual average sunshine hours are approx-
imately 2941.8, the annual average temperature is 10.9°C,
and the annual accumulated temperature is 4218.3°C, while
the frost-free period is 180-220 days. Because of the high
evaporation, agriculture and forestry in the region rely
entirely on irrigation. The soil textures of the experimental
fields were silty loam (41.4% sand, 54.4% silt, and 4.2% clay)
and sandy loam (50.2% sand, 46.0% silt, and 3.8% clay)
(Figure 1). The soil bulk density of the experimental field
varied from 1.44 g cm-3 to 1.68 g cm-3 in the 0-1m soil pro-
file, and the saturated water content of the soil was nearly
0.27. Before the experiment, the 0-1.0m soil depth was

divided into 5 layers, and the soil particle size distribution
from each layer was analyzed by a laser particle size analyzer.
The wilting point, field water capacity, and saturated water
content were determined by high-speed centrifugation. The
bulk density of each layer was measured by the ring knife
method. The initial soil-water content was also determined
before planting by the soil-drying method. The soil proper-
ties, including the saturated water content, field capacity,
and wilting point in the experimental field, are listed in
Table 1 [31–33]. The average depth of groundwater was
approximately 1.5m. The experimental cotton cultivar was
Xinluzhong 78 (Gossypium hirsutum L.).

2.2. Experimental Design. The experiments were conducted
during the 2018 cotton-growing seasons under drip irriga-
tion with plastic film mulch. A planting setup of “one film,
two pipes, and four rows of cotton” was used (Figure 2), that
is, 10 cm + 10 cm + 10 cm + 46 cm + 10 cm + 10 cm + 10 cm,
with row spacings of 10 cm, 10 cm, 10 cm, and 46 cm with
the plastic film. The plant spacing with a row was 10 cm, and
the planting density was 22 plantsm-2. A polyethylene resin-
embedded thin-walled labyrinth drip tape with an inner
diameter of 16mm was used, with an emitter spacing of
30 cm and emitter discharge range of 2.4 L/h. In this pattern,
two drip pipes were placed in the wide rows beneath the film
mulch, so each basic planting unit was divided into three
parts: a wide row, a narrow row, and bare soil (Figure 2).
The plot size was 7m ∗ 7m. To reduce experimental error,
1m protection lines were arranged between each plot and
two replicates were set up in each experiment.

Figure 1: The soil profile and experimental plot.

Table 1: Initial soil properties of experimental plots.

Layer (cm) Clay (%) Silt (%)
Bulk density
(g·cm-3)

Wilting point
(cm3·cm-3)

Field capacity
(cm3·cm-3)

Saturated water content
(cm3·cm-3)

Initial water content
(cm3·cm-3)

0-10 4.16 46.29 1.59 0.047 0.207 0.278 0.152

10-20 4.16 46.29 1.44 0.047 0.228 0.360 0.150

20-30 3.8 52.65 1.67 0.045 0.161 0.215 0.183

30-40 3.8 52.65 1.58 0.045 0.175 0.247 0.217

40-50 3.8 47.83 1.68 0.046 0.172 0.235 0.216

50-60 3.8 47.83 1.47 0.047 0.230 0.357 0.282

60-80 4.2 46.99 1.70 0.047 0.122 0.246 0.205

80-100 4.1 46.35 1.66 0.047 0.082 0.246 0.225
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The irrigation water mainly came from the Peacock
River, with an average irrigation salinity of 0.8 g/L. To pro-
vide sufficient water and to leach salt from the soil, flood irri-
gation (irrigation amount of approximately 300mm) was
carried out every spring (early March). The experimental
treatments were as follows.

2.2.1. Water Control Measures. When the cotton started to
emerge, drip irrigation was conducted. The conventional irri-
gation amount in this region is approximately 500mm based
on the annual water requirement for cotton. The irrigation
amounts in this experiment were calculated based on the
potential evapotranspiration (PET) during the cotton growth
season, which was calculated according to the meteorological
data. The water control measures were mainly divided into
10 water treatments. Irrigation amounts corresponding to

0.4, 0.6, and 0.8 times the potential evapotranspiration (0.4
PET, 0.6 PET, and 0.8 PET) were applied in the budding,
flowering, and boll development stages, respectively, and
were designated as T2-T7. Full irrigation was designated T1
(PET). Irrigation water was from a local reservoir, and the
planned irrigation period was 7~10 days in the growing sea-
son, with no irrigation during cotton emergence and boll-
opening periods. A water flowmeter was used to control the
water volume. Fertilization was carried out according to the
local fertilization practices (20-7-3 kg/mu (N-P2O5-K2O))
and adjusted according to actual local conditions. The treat-
ment details and irrigation schedules are shown in Table 2
and Figure 3.

2.2.2. Nutrient Control Measures. Cotton was sown after
plowing on 5 April. Basal fertilizers (700kgha-1 diammonium

Wide row Bare landNarrow row Drip tape Plastic mulch

10 10

56106 106

1010 10101010 101010 1046 46

Figure 2: Drip irrigation pipe arrangement. Note: the arrows point to the soil moisture-monitoring points.

Table 2: Different irrigation treatments used in the experiment.

Treatment Emergence Budding Flowering and boll development Boll opening Irrigation amount Degree of deficit

T2 0 0.4 PET PET 0 322.54 I

T3 0 0.6 PET PET 0 298.21 II

T4 0 0.8 PET PET 0 298.13 III

T5 0 PET 0.4 PET 0 338.28 I

T6 0 PET 0.6 PET 0 322.05 II

T7 0 PET 0.8 PET 0 321.99 III

T1 0 PET PET 0 369.74 IV

Note: I: severe deficit; II: moderate deficit; III: mild deficit; IV: no deficit.
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Figure 3: Irrigation during the cotton growth period.
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phosphate with 18%N and 46% P, 75kgha-1 urea with 46%N,
75kgha-1 potassium sulfate with 45% K2O, and 600kgha-
1compound fertilizer with 25% N, 25% K, and 25% P) were
directly applied in the field before sowing, following local agro-
nomic practices. Additional fertilizers were applied through
the drip irrigation system during the cotton-growing season.
Nutrient control measures were mainly aimed at the regu-
lation of nitrogen, phosphorus, and potassium fertilizers.
Urea, diammonium phosphate, and crystal potassium were
used in the nitrogen, phosphorus, and potassium fertilizer
treatments, respectively, mainly in the flowering and boll
development stages. According to the recommended level
of fertilization of 20-7-3 kg/mu (N-P2O5-K2O), 6 fertilization
treatments were set up on the basis of the annual growth
requirements and were converted to nitrogen, phosphorus,
and potassium gradients, specifically, 30-10.5-4.5 (N-P2O5-
K2O), 24-8.4-3.6 (N-P2O5-K2O), 16-5.6-2.4 (N-P2O5-K2O),
10-3.5-1.5 (N-P2O5-K2O), and 0-0-0 (N-P2O5-K2O) kg/mu
(designated 1.5F, 1.2F, 0.8F, 0.5F, and 0F), recorded as T8,
T9, T10, T11, and T12. Irrigation water also used local reser-
voir water, and the planned irrigation period was 7~10 days
during the growth period. No irrigation was required for
the cotton seedling and boll-opening periods. The irrigation
amounts were based on the potential evapotranspiration
(PET) and adjusted according to actual local conditions.
The treatment details and fertilization schedules are shown
in Table 3 and Figure 4.

2.2.3. Field Control Measures. To reflect the benefits of drip
irrigation under mulch more directly (the plastic film was
released on June 10th, after cotton seeding, ensuring cotton
growth), an experimental plot was selected randomly for
examination of the differences in soil moisture, soil tempera-
ture, and cotton growth indexes between plastic mulch and
bare soil, and this was recorded as treatment 13 (T13). The
irrigation and nutrient measures were the same as those of
the control treatment (T1). To prevent the low temperature
from affecting the emergence of cotton, the plastic filmmulch
was deployed on June 10th.

(1) Phenological Phases and Agronomic Measures. Pheno-
logical monitoring under the different treatments was not
comprehensive, and the subtle differences between different

treatments were not fully considered. However, in the sec-
ond year of the experiment, the time points of agronomic
measures were adjusted according to the different treat-
ments. Main phenological phases and agronomic measures
applied during the cotton-growing season are shown in
Tables 4 and 5.

2.3. Data Collection and Analysis

2.3.1. Meteorological Data. Daily meteorological data were
used for calculating the PET. The minimum daily data
included solar radiation, maximum temperature, minimum
temperature, and rainfall. Daily meteorological data were
collected from a HOBOware 3.7 weather station (Onset
Computer Corporation, Pocasset, USA). The daily meteoro-
logical data during the two cotton-growing seasons are
shown in Figure 5.

The crop evapotranspiration (ET) was calculated by
FAO56 Penman-Monteith models. According to the FAO56
Penman-Monteith method, the wind speed and relative
humidity were considered in the calculation process. In
Bayingolin of Xinjiang, the windy climate and sandy soils
had a great impact on the cotton growth process.

FAO56 Penman-Monteith [34, 35]: solar radiation, max-
imum and minimum temperature, wind speed, and relative
humidity

ET0 =
0:408Δ Rn −Gð Þ + r 900/ T + 273ð Þð Þu2 es − eað Þ

Δ + r 1 + 0:34u2ð Þ , ð1Þ

where ET0 is the reference rate of evapotranspiration
(mmday-1), Rn is the net radiation on the crop surface
(MJm-2 day-1), G is the soil heat flux (MJm-2 day-1), T is
the daily mean temperature at a 2m height (°C), u2 is the
wind speed at a 2m height (m/s), es is the saturated vapor
pressure (kpa), ea is the actual vapor pressure (kpa), es − ea
is the saturated vapor pressure difference (kpa), Δ is the slope
of the saturated vapor pressure curve, and γ is a thermometer
constant (kpa/°C).

2.3.2. Determination of Soil Physical and Chemical Indexes

(1) Measurement of Soil-Water Content. Because there were
multiple irrigation events during the cotton-growing season,
soil was collected only before sowing, before irrigation, at
harvesting, and at key cotton growth periods, and the soil-
water content was also measured in the flowering and boll
development periods. Two sampling points were set up in
each plot, and the soil-water content was measured by the
drying method (105°C, 24 h) in the same section at the wide
line (below the dripper), narrow line, and middle position
between the bare soil. The sampled soil layers were 0-10,
10-20, 20-40, 40-60, 60-80, and 80-100 cm.

(2) Measurement of Soil-Salt Content. A DDS-307 conductiv-
ity meter was used to determine the conductivity of the soil in
a soil-water ratio of 1 : 5. The salt content in the soil was
determined according to the relationship between the con-
ductivity and the total salt content.

Table 3: Fertilization treatments at different cotton growth periods.

Date
Full

fertilization
Urea
(g)

Diammonium
phosphate (g)

Crystal
potassium (g)

June 23rd F 320 127 36

July 1st F 320 127 36

July 12th F 320 127 36

July 19th 2F 640 254 72

July 26th 2F 640 254 72

August 1st F 320 127 36

August 9th F 320 127 36

August 17th F 320 127 36

Total 10F 3200 1270 360
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(3) Soil Evaporation. Soil evaporation was measured at 20:00
each day using a homemade miniature evaporating dish
(a PVC tube with an inner diameter of 12.5 cm and a height
of 20 cm). Daily changes were measured at each growth stage
from 8:00 to 20:00 once every 2 h.

2.3.3. Cotton Growth Measurements

(1) Emergence Rate. The emergence of cotton seedlings was
observed every three days after sowing. At the end of the
seedling stage, the survival rate was measured as emergence
per unit area, and then the emergence rate of the whole area
was estimated. The emergence rate was calculated as follows:

Emergence rate =
seedling number

number of seeds sown

� �
∗ 100%: ð2Þ

(2) Cotton Growth Index. Six representative cotton plants
(three from the inside line and three form the outside line)
with uniform growth were selected from each plot. The plant
height, leaf area index, stem diameter, and effective boll num-
ber were measured at each stage of cotton growth, and addi-
tional tests were conducted at the flowering and boll
development stages. The cotton yield was measured after
the experiments.

Plant height: the distance between the cotyledon node
and apical growing point was measured by a tape measure.

Stem diameter: the stem diameter of the cotyledon node
was measured using a Vernier caliper.
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Table 4: Main phenological phases of cotton.

Sowing Emergence Trifoliate Budding Flowering (closure) Boll opening

Date April 5th April 16th May 10th June 2nd July 4th August 21st

Table 5: Main agronomic measures applied during the cotton-growing season.

Pesticide Pesticide Pesticide Pesticide Film uncovering Topping

Date May 13th June 17th July 5th July 10th June 10th July 1st

Measure DPC
DPC

Acetamiprid pyridaben
Emamectin benzoate

Acetamiprid pyridaben
DPC

Pyridaben
Boron fertilizer

Note: DPC: mepiquat chloride.
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Figure 5: Daily maximum and minimum temperatures, rainfall,
and solar radiation during two cotton-growing seasons of 2018.
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Leaf area index: the length and width of each leaf were
measured with a tape, the leaf area of the whole individual
plant was then calculated, and the leaf area index was finally
calculated as follows:

LAI =
leaf area

ground area
, ð3Þ

where LAI is the leaf area index, a dimensionless quantity
that characterizes plant canopies.

Dry matter quality: the aboveground parts of cotton
plants were separated from the stem base and underground
parts, and the surface dust was removed. The aboveground
parts were put into an oven at 105°C for 1 hour. The sam-
ple was dried to constant weight at 75°C and then weighed
after cooling.

Yield and components: at harvest, uniform and robustly
growing areas of 6.67m2 were randomly selected from three
fields from each treatment. The number of bolls larger than
2 cm in diameter was recorded. A total of 30 bolls, 40 bolls,
and 30 bolls were picked from the upper, middle, and lower
layers of cotton plants in each plot, respectively, to calculate
the 100-boll weight.

2.3.4. Data Analysis. The data were analyzed by the SPSS sta-
tistical program, and analysis of variance (ANOVA) was con-
ducted to evaluate the effects of the treatments on plant
height, stem diameter, LAI, and biomass. Duncan’s multiple
range test was used to compare and rank the treatment
means. Differences were declared significant at P < 0:05 and
P < 0:01.

3. Results and Discussion

3.1. Soil-Water Content. Because drip irrigation is a type of
partial irrigation, the area under the dripper is humid during
irrigation; after irrigation, soil moisture is changed by many
factors, such as the crop root system, atmospheric evapora-
tion, self-gravity, and the influence of film mulching, which
makes the conditions in the surrounding soil more complex
and causes soil moisture to have both temporal and spatial
distribution patterns [36]. The spatial and temporal distribu-
tion of soil moisture is not homogeneous (Figure 6).

In the 0-30 cm soil layer, the soil-water content increased
gradually with increasing soil depth; when the soil depth
reached 40 cm, the high soil-water content decreased slightly.
The soil-water content on May 1st (initial) showed a contin-
uous increasing trend. Because the main roots of cotton are
distributed in the 0-40 cm layer, the water absorption of roots
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Figure 6: Soil-water distribution in the CK(T1) plots during different cotton growth periods (1st May, 10th June, 17th June, 27th June, 17th
July, 23rd August, and 19th September).
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mainly occurs in this layer. The water absorption of roots
decreased gradually with increasing depth, from top to bot-
tom. Therefore, the soil-water content increased gradually
in the 0-30 cm layer, but the degree of change in this layer
was not clear. In the 40-80 cm soil layer, the soil-water con-
tent was almost constant.

In addition, on May 1st, the soil-water content in the 80-
100 cm soil layer was higher than that in the 60-80 cm soil
layer, possibly because the average depth of the groundwater
was shallow, and the groundwater recharged the upper soil.
The soil-water content in other areas was higher than that
at 80-100 cm, which indicates that seepage occurred at
80 cm. Root seepage should be estimated when calculating
the water consumption of cotton.

The soil-water content in the wide rows was the highest
in the 0-5 cm surface layer and was higher than that of the
bare land and narrow rows. This is because the root distribu-
tion was more “sparse” in wide rows than narrow rows, and
film mulching reduced the loss of soil moisture in the 0-
5 cm surface layer. For the 5-40 cm soil layer, the soil-water
content during the growth period showed the trend of bare
land > wide row > narrow row. The root system was mainly

distributed in the wide and narrow rows during the growth
period and occupied a large proportion of the narrow rows.
During cotton growth, cotton roots absorb more water from
the soil of narrow rows, while the root system was less dis-
tributed in the bare land. Additionally, the cotton canopy
shields the bare land from direct sunlight, so the soil-water
content in the bare land was the highest, and that in the
narrow rows was the lowest. For the soil layer below
40 cm, the soil-water content between the bare land, narrow
rows, and wide rows was almost equal. This was mainly
because the soil below 40 cm was subjected to a smaller ver-
tical effect of cotton root water absorption and soil evapora-
tion, and after irrigation during the growth period, the soil
moisture under 40 cm was redistributed mainly by its own
gravity because the time of soil extraction was one day
before irrigation or two or three days after irrigation, and
the soil texture was sand. The soil-water content in the soil
layer below 40 cm was uniform during the growth period,
and the water potential gradient between the bare land, nar-
row rows, and wide rows was small, so the water content in
the soil layer below 40 cm showed slight differences along a
horizontal gradient.
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3.2. Leaf Area Index (LAI). The changes in the LAI during
cotton growth under each treatment are shown in Figure 7.
During the cotton growth period, the LAI showed a trend
of increasing at first and then decreasing with time.

In the early growth stages, the LAI increased as the fertil-
izer application increased under the same irrigation amount,
which may be because in the early growth stage, cotton
needs to absorb a large number of nutrients for vegetative
growth and to increase the leaf area, thereby promoting pho-
tosynthesis and synthesis of organic compounds. Therefore,
increasing the amount of fertilizer applied in the early stage
can promote the growth of cotton. The LAI reached its max-
imum value at approximately 190-200 days in 2018, which
was in the period of vigorous vegetative growth and suffi-
cient photosynthesis of cotton. Then, with the passage of
time, the growth of cotton changed from vegetative growth
to reproductive growth. In this stage, the water and nutrients
needed for cotton growth decreased, and those in the leaves
were gradually transferred to the reproductive organs. The
rate of the increase in the LAI declined, and the LAI began
to decrease. At this time, the LAI increased with increasing
fertilizer application, although excessive fertilizer application
inhibited cotton growth to a certain extent, which led to the
maximum LAI of cotton under the T9 treatment being lower
than that under the T10 treatment. Since the test site had

saline-alkali soil, drip irrigation resulted in the leaching of
salt, enabling the cotton root system to avoid salt stress
and ensuring the growth of cotton. Therefore, the LAI
increased with increasing irrigation amount with the same
fertilizer application conditions. At the same time, the
cumulative amount of leaf area was lower in the budding
stage deficit treatments (T2, T3, and T4) than in the flower-
ing stage deficit treatments (T5, T6, and T7). This was due to
the lack of irrigation in the budding stage, which limits the
vegetative growth of cotton and has a greater impact than
deficits in the flowering and boll development stages.

3.3. Plant Height and Stem Diameter. The effects of differ-
ent irrigation and fertilizer treatments on cotton height
and stem diameter are shown in Figures 8 and 9, respec-
tively. The topping date was July 1st, which was at the flow-
ering stage, and thus, the increase in cotton height was
influenced by the topping. Before topping, the cotton plant
height increased rapidly by 24.23~47.54 cm, and after top-
ping, the height only increased by 1.79~6.00 cm. The cotton
height and stem diameter during the topping period and
mature period were similar, mainly because topping can con-
trol the vegetative growth of cotton, and during the mature
period, the cotton height and stem diameter basically no
longer increased.
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Figure 8: Changes in cotton plant height under different irrigation treatments.
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With the increase in fertilizer application, the height
increased at the early stage and then decreased at the later
stage; specifically, the height of cotton plants increased with
fertilizer application at all stages under the most severe deficit
irrigation conditions (T2 and T5). Under saline soil condi-
tions, the height of the cotton plants increased with the irri-
gation amount, and the average plant height under the
flowering stage deficit irrigation treatments (T5, T6, and
T7) was 72.92 cm, which was 36.63% and 3.03% higher
than those of the budding stage deficit irrigation treatment
(T2, T3, and T4) and full irrigation treatment (T1), respec-
tively. In other words, deficit irrigation at the flowering
stage has little effect on cotton height, and efficient water
utilization can also be achieved by controlling the irrigation
amount at this stage.

Figures 8 and 9 show that in each period of cotton
growth, most of the plant heights under the different fertiliza-
tion treatments were not significantly different. However,
there were significant differences in plant height under differ-
ent irrigation treatments. This indicated that the effect of
water control measures was greater than that of nutrient con-
trol measures. Reasonable control of irrigation can ensure
that the plant height of cotton is within the normal range.
At the same time, we found that there were no significant dif-
ferences between the moderate and mild deficit irrigation

treatments in the flowering stage (T6 and T7) and the full
irrigation treatment (T1).

During the growth period, the stem diameter changes over
time were basically the same, increasing first and then becom-
ing stable. Since stem diameter variations reflect the combined
effects of environmental variables and plant vegetative char-
acteristics, the maximum stem diameter had a great response
to water stress under different water conditions [37].

In terms of nutrient control measures, cotton height was
positively correlated with the amount of fertilizer application,
and stem diameter also increased with the increase in fertil-
izer. For the water control measures, cotton height was
inversely correlated with the amount of irrigation applied.
Deficit irrigation at the budding stage had the most obvious
effect on cotton height, while stem diameter decreased with
increasing irrigation amount. However, the nonhomoge-
neous soil qualities and proximity to the bare field hindered
the growth of cotton and affected the experimental results
to a certain extent.

Statistical analysis indicated that different amounts of
irrigation and fertilization had little effect on stem diameter
(Figures 10 and 11). The difference in stem diameter between
the nutrient control treatments was no more than 2mm and
no more than 4mm between the water control treatments.
Except for the significant difference in stem diameter between
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Figure 9: Changes in cotton plant height under different fertilization treatments.
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the severe deficit irrigation in the budding stage (T2) and the
full irrigation treatment (T1), the difference between treat-
ments was not obvious. At the same time, because of errors
in the measurement process, the changes in irrigation and fer-
tilization amount had no significant effect on the stem
diameter.

3.4. Biomass. Biomass is the basis for crop production.
According to the local topping date, the biomass at the top-
ping period was compared with that at the later stage. In
the early stage of cotton growth, the main components of cot-
ton biomass were stems, leaves, and other vegetative organs;
in the late stage, the content of nutrients (water, nutrients,
etc.) transferred from vegetative organs such as stems and
leaves to reproductive organs was far lower than the change
in biomass. The biomass of yield-related organs showed a
trend of gradual increase with the progression of the growth
period, and the most intense change was at the beginning of
the boll development stage. This is because in the reproduc-
tive growth stage, roots, stems, leaves, and other vegetative
organs transfer most of their nutrients to the reproductive
organs, promoting the rapid development of the reproduc-
tive organs. In the later growth stage, the proportion of
yield-related organs to the total biomass is considered the
stem-leaf yield composition.

The proportion of biomass of cotton organs at different
growth stages is shown in Figure 12. In the seedling stage,
the dry matter was mainly concentrated on the leaves because
of the thin stems, and leaf dry matter accounted for more
than 70% of the total dry matter mass. After the seedling
stage, the proportion of dry matter mass of reproductive
organs among the total dry matter mass increased continu-
ously, and the proportions at the budding, early flowering,
late flowering, and boll-opening stages were 4.27~13.05%,
17.53~21.88%, 51.34~58.63%, and 51.92~59.48% under the
different treatments, respectively. Under the experimental
saline-alkaline soil, the dry matter of different organs of cot-
ton increased with increasing fertilizer amount. In the boll
development stage, the average total dry matter mass of T8
was 177.42 g, 41.66%, 40.6.46%, 14.19%, and 4.12% higher
than those of T12, T11, T10, and T9, respectively.

3.5. Yield Components and Irrigation Water Use Efficiency
(IWUE). It can be seen from Figure 13 that the cotton yield
was different under the different fertilization treatments,
showing a trend of 1:5F > 1:2F > F > 0:8F > 0:5F > 0F, which
shows that the yearly increase in N, P, and K can effectively
guarantee cotton production.

The different irrigation and fertilization treatments had
extremely significant effects on the boll number (Table 6),
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Figure 10: Changes in cotton stem diameter under different irrigation treatments.

11Journal of Sensors



seed cotton yield, and IWUE (P < 0:01) and a significant
effect on the boll weight (P < 0:05). Under the three deficit
irrigation treatments (T2-T7), the number of bolls per plant
and the weight of bolls per plant increased with increasing
irrigation, and the effect of deficit irrigation on the yield

was less than that at the bud stage. This result shows that
serious irrigation deficits have a great influence on cotton
growth and yield components. Under T7, the boll number
and boll weight were higher than those under T6, but the
difference was not significant, which indicated that slight
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deficit irrigation could ensure the normal growth of cotton
and achieve efficient water utilization at the same time. This
conclusion was consistent with the study from Yazar et al.
[38], who found that the boll number decreased under a
decrease in the water supply.

Under the five different fertilization treatments (T8-T12)
at the same irrigation level (full irrigation), the change in the
boll weight formed a quadratic parabola with the increase in

fertilization. The maximum value appeared under T9, and
the average boll weight of T9 was 7.30 g, which was 4.58%,
1.37%, 8.31%, and 54.6% higher than that under T8, T10,
T11, and T12, respectively. This result indicates that under
the same irrigation level, appropriate increases in fertilization
are beneficial to the boll weight, but overfertilization reduces
the boll weight.

The results indicated that under drip irrigation with plastic
mulch, the effect of an increasing irrigation amount on cotton
seed yield was more significant than that of increasing fertili-
zation application, especially under saline soil conditions,
and appropriate irrigation promotes cotton growth (vegetative
and reproductive growth). Furthermore, with appropriate
irrigation, the salt can be leached from the cotton root area,
providing appropriate conditions for cotton growth.

For drip irrigation without plastic mulch (T13), under
sufficient irrigation and fertilization, the yield, dry matter,
plant height, and stem diameter of cotton were all at the low-
est level in the bare land. This also shows that in areas with
large temperature differences between day and night, plastic
mulch can ensure that the accumulated temperature require-
ments of crops are met, reduce soil evaporation, increase soil
temperature, and improve the soil and water microenviron-
ment in the root area of the crops. In this experiment, mulch
release that was too early also has some influence on the test
results. In future comparative tests, further quantitative
analysis is needed.

The experimental site was located in southern Xinjiang,
an area with an extreme lack of water resources, so improving
the water use efficiency has great significance for relieving the
local water resource shortage. The IWUE values under the
different treatments are shown in Table 6. At the same irriga-
tion level, the IWUE had the same trend as the seed cotton
yield. The results indicated that under the same irrigation
conditions, fertilization application affected the IWUE by
affecting cotton seed yield. The IWUE decreased gradually
with increasing irrigation amount, and the same results were
found by Dağdelen et al. [39], who found that the IWUE
increased as the irrigation amount decreased. Hence, under
drip irrigation with plastic mulch, increasing the irrigation
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Table 6: Effect of irrigation and fertilization on yield and water use
efficiency.

Treatment
Boll

number/plant
Single boll
weight (g)

Seed cotton
yield (kg/mu)

IWUE
(kg/m3)

Irrigation

T1 6.58cdef 7.32bcd 541.16g 1.77ef

T2 5.18h 6.19d 485.25k 2.18bc

T3 5.32h 6.85abcd 496.16j 2.35b

T4 6.11fg 6.07bcd 407.45h 2. 29a

T5 5.91g 6.74bcd 497.15i 1.97d

T6 6.26efg 6.99cd 490.52h 2.03cd

T7 6.47abc 6.17abcd 482.531ef 2. 62b

Bare land

T13 4.43ab 5.32abc 313.93b 2.04cd

Fertilization

T8 6. 76a 6.98abcd 563.66cd 1.64de

T9 6. 98bcde 7.30abcd 566.29f 1.55g

T10 6.13cdefg 7.29abc 534.05de 1.91fg

T11 6.22abcd 6.74a 462.28a 1.78ef

T12 5.13cdef 4.72ab 338.32c 1.66fg

ANOVA

W ∗∗ ∗ ∗∗ ∗∗

F ∗∗ ∗ ∗∗ ∗∗

Note: different small letters in the same column indicate significant
differences among treatments at the 0.05 level. ∗∗ indicates a significant
difference at 1%; ∗ indicates a significant difference at 5%.
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amount can increase the seed cotton yield; however, the
IWUE decreases to a large extent at the same time.

The mechanisms by which drip irrigation under plastic
mulch regulates field conditions and increases yields are
unclear at present; methods to quantify the relationship
between the regulatory measures and the soil-water and salt
transport, water availability, water consumption, salt accu-
mulation, and crop yield also need to be further understood.
In addition, it is also worth exploring ways to modify the
water and nutrient stress coefficients under the regulatory
measures; moreover, methods for the prediction of field salt
accumulation and crop growth should also be developed.

In summary, various water, nutrient, and field control
measures under a drip irrigation-plastic mulch production
system will inevitably have a certain impact on soil-salt accu-
mulation and crop growth. Scholars have performed much
research on the mechanism and model of soil-water, salt
transport, and crop growth processes under various field
control measures, which lay a theoretical and experimental
foundation for later research in this field.

4. Conclusion

Soil moisture has a significant effect on cotton growth; when
the water supply is excessive, vegetative growth is vigorous
but can easily become excessive, thus increasing crop water
consumption and reducing IWUE. However, if soil moisture
is insufficient, vegetative growth is easily inhibited, and the
distribution of water among underground and aboveground
parts will further affect root growth and dry matter accumu-
lation. Soil moisture also affects the accumulation of photo-
synthetic products and the yield of cotton.

In the early stage of cotton growth (vegetative growth
stage), the plant height increases rapidly with the progression
of the growth process; after entering the budding stage (veg-
etative and reproductive growth stages), this increase in plant
height slows gradually; after entering the flowering stage,
which is dominated by reproductive growth, and with the
application of artificial topping, the rate of increase of cotton
height further slows and tends to stop. Moderate water stress
at the seedling stage is beneficial to cotton height, and the
same degree of water deficit at the later growth stage has a
less negative effect on cotton height than that at the earlier
growth stage.

The cotton stem diameter trend was opposite to that of
plant height in the early growth stage, but the increase in
stem diameter gradually decreased and stopped in the later
growth stage. Water deficit at the flowering stage resulted in
a slow increase in stem diameter, while deficit irrigation at
budding promoted the increase in stem diameter.

The effect of soil-water on the LAI was similar to that on
plant height. The LAI decreased with the increase in the
water deficit at the budding stage, but after restoring the
water supply at the flowering stage, a water-deficit compen-
sation effect appeared with this treatment. The negative
effects of water stress on the LAI increased with an increasing
degree of water deficit.

The effects of nutrient control measures on plant height
and stem diameter were not significant, and excessive fertili-

zation had little effect on the LAI. However, the greater the
amount of fertilizer applied, the greater the biomass accumu-
lation. At the same time, because the biomass accumulated in
the later growth stage, deficit irrigation at the flowering stage
had a greater effect on biomass accumulation than the same
treatment at other stages.

In general, cotton irrigation practices in the study area
should include mild deficits at the flowering stage (60%~80%
PET), while ensuring that the water demand is met in the
budding stage (full irrigation during the early period). Fertil-
ization at 0.8 times the standard local application amount can
ensure normal yields and improve the IWUE of cotton.
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Tractor front-end loaders are an essential part of the equipment used on farms. At present, there are an important number of small-
and medium-sized companies involved in the manufacturing of this equipment. These companies rely heavily on experience for
innovative designs, as in the vast majority of cases they lack access to adequate methodology for the optimal design of new
front-end loaders. The study conducted has developed a methodology to design tractor front-end loaders with a view of
obtaining their accurate design during the bucket loading process. The methodology comprises two phases: the first phase
involves a numerical analysis of the structural behaviour of the front-end loader components by means of the Finite Element
Method; the second phase, the experimental phase, makes use of low-cost sensors, in particular, strain gauges, to analyse
existing strains at selected points in the front-end loader structure. The experimental results obtained by means of low-cost
sensors fitted onto the front-end loader allow analysing the existing strains at the points measured, as well as validate the
numerical model developed. This methodology is validated by applying it to a commercial front-end loader, more specifically to
model 430E2 of the company Maquinaria Agrícola El León S.A (Spain).

1. Introduction

Tractor front-end loaders are frequently used in the daily
tasks carried out on agricultural holdings [1]. A loader is
fitted to the front part of the tractor so as to carry or move
loads around [2]. There are currently an important number
of small- and medium-sized companies involved in the
manufacturing of this equipment. These companies heavily
rely on its experience for design, as in the vast majority of
cases they lack access to adequate methodology for the opti-
mal design of new front-end loaders. Current methodology
used by these companies does not include traditional experi-
mental testing. On the contrary, after the manufacture of a
prototype, companies analyse its operation thanks to the help
of reliable customers who detect faults in it which are used to
improve its design. In this methodology, the manufacturer
does not have an exhaustive control of the work carried out
by the machine. For this reason, it is not possible to confirm

whether the failures indicated by the customer are really due
to a design failure or to a misuse of the prototype.

While some studies deal with tractor loaders [3–5], no
reference to the structural behaviour of the loader is made
in them. Likewise, those studies analysing the structural
safety of front-end loaders focus on the study of impact
loads [2, 6].

Technical experts point out that most damage occurring
to the structure of a front-end loader fitted to a tractor stems
from the misuse of the equipment during the carrying out of
daily tasks. More specifically, the majority of the defects
detected are plastic strains or even breaking of welded joints
in the resistant structure, which occur as a result of the mis-
use of these devices during the loading manoeuvres where the
bucket is involved. The most frequent instances of misuse are
the excessive speed of tractor in the bucket loading process or
the use of the bucket to pull down walls or uproot trees. Both
instances lead to the same outcome: there is a point in time
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when the bucket is unable to move forward while the tractor
keeps doing so. This fact results in a deformation of the
resistant structure of the front-end loader, leading to plastic
strains or even the breaking of some welded joints.

Thus, it is evident that there is a need for a methodology
to develop the design of front-end loaders mounted on trac-
tors during the bucket loading process. This methodology
must allow obtaining the strains and stresses at the selected
points of the front-end loader structure. The results should
be obtained by means of low-cost sensors, specifically strain
gauges. The use of these types of sensors is widespread as a
technique for the structural analysis of components of metal
structures in general [7–10]. In addition, this methodology
must allow analysing the structural behaviour of each com-
ponent of the front-end loader by means of numerical tech-
niques based on the Finite Element Method (FEM). The
structural analysis by means of the FEM is a technology with
a proven track record frequently used for the analysis of vehi-
cles [9, 11–16] and more recently in some agricultural imple-
ments [6, 17, 18]. Moreover, it is necessary to define two
manoeuvres: static and dynamic. The static manoeuvre
allows analysing the structural behaviour of the front-end
loader in a load case in which load is known. On the other
hand, the dynamic manoeuvre allows analysing the structural
behaviour of the front-end loader in a load case in which load
is unknown.

2. Objective

The main objective of this study is to develop and validate a
methodology for the design and development of front-end
loaders for agricultural tractors, which can be used by com-
panies that do not have resources to apply expensive design
methodologies. In order to achieve the comprehensive objec-
tive of this project, two technical objectives need to be met:
the definition of an experimental test phase and a numerical
analysis phase. The experimental test phase is aimed at
obtaining, by means of low-cost sensors, more specifically
strain gauges, the strains and stresses generated at the
front-end loader structure during the bucket loading process,
where most damage occurs. Likewise, the aim of the numer-
ical analysis phase is to obtain the comprehensive structural
behaviour of a front-end loader mounted on a tractor during
the bucket loading process.

3. Materials and Methods

The methodology is made up of two phases. In the first phase
(experimental), low-cost sensors—more specifically strain
gauges—are used to measure strains and stresses at selected
points of the front-end loader structure. In the second phase
(numerical analysis), the structural behaviour of the front-
end loader components are analysed by means of the FEM.

The methodology developed has been validated through
its application to a commercial front-end loader, more spe-
cifically to a 430E2 model of Maquinaria Agrícola El León
Company (Spain). The technical specifications have been
obtained from its commercial brochure [19], as well as from
information provided by the company itself.

The method used during the experimental and numerical
analysis phases is described below.

3.1. Experimental Phase. For the experimental test, a front-
end loader 430E2 was mounted on a FENDT 718 Vario
tractor, as shown in Figure 1.

Once the front-end loader was coupled, 11 low-cost
sensors were fitted, more specifically 9 unidirectional strain
gauges and 2 rosettes. A rosette is a sensor with multiple
strain gauges on a common carrier. The rosettes used in the
study are composed by three strain gauges [20]. In addition,
a further unidirectional strain gauge (in a total series of ten
strain gauges) was used, so as to perform due corrections
arising from temperature effects. Table 1 describes the
position where the strain gauges were placed. Figure 1 shows
the position of sensors on the front-end loader. Figures 2 and
3 show in detail rosette 1 and strain gauges 8 and 10,
respectively.

The strain gauge signals were recorded by a strain
gauge measurement system (StrainBook/616, Measurement
Computing, Norton, MA, USA). This equipment allows
simultaneous measurements of twenty-four channels. The
measurement system was connected to a laptop computer
equipped with data acquisition software (Waveview 7.15,
Measurement Computing).

During this phase, two types of tests were defined. The
first involved a static load test, while the second one was a
dynamic load test. These tests were conducted in the facil-
ities of Virgen de la Oliva Cooperative, in Ejea de los
Caballeros (Spain), while the Cooperative was open. The
experimental tests had to be conducted with the tractor
engine running for safety reasons. This fact implies the
presence of vibrations in the front loader transmitted by
the tractor engine.

The acquisition frequency used for the recording of data
during the tests was 1Hz for the static load case and 50Hz for
the dynamic load test.

3.1.1. Static Load Test. Strains and stresses were obtained for
the case of a mass of 320 kg placed in the loader bucket. To

12

3

4

56 117

8, 9,  & 10

Figure 1: Front loader 430E2 mounted on a FENDT 718 Vario
tractor.
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that aim, 8 bags of fertiliser, with a mass of 40 kg each, were
located in the loader bucket. They were evenly distributed
on the bucket surface. Once the mass was in place, the posi-
tion of the front-end loader was maintained for at least 60 s,
so as to obtain a steady record of stresses and strains. In the
test conducted, the time of the loading process was 88 seconds
and the time of maintaining the position was 86 seconds.

The front loader’s bucket base was placed horizontally,
5 cm high from the ground. Figure 4 shows the position of
the front-end loader and the even distribution of the bags
for the static load case.

3.1.2. Dynamic Load Test. The dynamic load test seeks to
analyse the behaviour of the structural components of a
front-end loader during the loading process. The usual load-
ing process with this type of equipment consists of placing
the bucket in a horizontal position on the ground while the
tractor drives forward. During this process, the bucket fitted
to the front-end loader is shoved into the heap of the material
to load, generally grain, fertiliser, or soil. The bucket is subse-
quently turned upwards, thus ending the bucket loading pro-
cess. Figure 5 shows the front-end loader and its load, in this
case, of fertiliser.

To define the test, the possibility of defining a dynamic
essay with real-life loads was ruled out, owing to its low
repeatability, given the high variability in the density of the
materials used (grain, fertiliser, and soil) associated to
changeable environmental conditions. Instead, a dynamic
experimental test showing high repeatability was designed.
Thus, the ensemble formed by the tractor and front loader
was set to push against a concrete loading bay. To execute
this action, the front loader was placed onto the ground, with
its bucket placed in a horizontal position. The contact with
the loading bay by the ensemble formed by the tractor and
the front loader occurred at the front part of the front
loader’s bucket. Figure 6 shows how the tractor-front loader
ensemble is positioned during the execution of the dynamic
load test. The same manoeuvre was performed twice. Data
from strain gauges was recorded at a frequency of 50Hz.

Table 1: Location of the strain gauges.

Strain gauge Location

1 Rosette fitted onto the left longitudinal beam in front of the fastening blot for the hydraulic cylinder

2 Unidirectional strain gauge placed onto the front area of the left longitudinal beam, close to the crossbeam gap

3 Unidirectional strain gauge attached to the right longitudinal beam, in a symmetric position to strain gauge 2

4 Unidirectional strain gauge located at the upper fold of the left longitudinal beam

5 Unidirectional strain gauges placed at the top of the parallelogram beams of the left longitudinal beam

6
Unidirectional strain gauges placed at the top of the parallelogram beams of the right longitudinal beam,

in a symmetric position to strain gauge 5

7 Unidirectional strain gauge located at the lower area of the outer surface of the front-end loader left support

8 Rosette was placed close to the support area of the front-end loader in the clamping pillar

9
Unidirectional strain gauge fitted onto the front face of the clamping pillar, at the same height

where the clamping pillar is attached to the tractor chassis

10 Unidirectional strain gauge placed on the rear face of the clamping pillar

11
Unidirectional strain gauge placed onto the outer surface of the front loader left support,

close to the loader’s lock-in mechanism

Figure 2: Gauge 1: rosette placed at the left longitudinal beam.

Figure 3: Strain gauges 8 and 10 placed at the left clamping pillar.
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The execution of the dynamic test allows obtaining the
strains and stresses undergone during the front loader load
process for any material, with high repeatability regardless
of environmental conditions, getting to the critical point
where the tractor fails to move any further.

3.2. Numerical Analysis Phase. During the study conducted,
the front-end loader was modelled. The numerical model
(Figure 7) was formed by 71,039 nodes and 64,294 elements.
For the discretization of the front loader structural compo-
nents (shown in grey in Figure 7), shell-type elements were
used. Shell-type elements were also used for the bucket
model, shown in blue in Figure 7. The clamping pillar of
the tractor (in green in Figure 7) was discretized by means
of volumetric elements. The modelling of the hydraulic cylin-
ders and bolts of the movable joints in the front-end loader
was carried out by means of beam-type elements, as shown
in red in Figure 7. Multipoint constraints (MPCs) were used
to avoid completely rigid joints between bolts and bush and
thus replicate their actual behaviour.

The material used in the numerical analysis in all compo-
nents for the front loader, the bucket, and the clamping pil-
lars has been Steel S355-JR. On the other hand, linear
elastic steel has been applied for the hydraulic cylinders and
bolts. The mechanical properties of the steels used are shown
in Table 2.

Similar to the experimental phase, two load cases have
been defined for the numerical analysis. The first one was a
static load case, whereas the second was a dynamic load case.
Both tests are described in detail below.

3.2.1. Static Load Case. The static load case is aimed at ana-
lysing the comprehensive structural behaviour of the front
loader in terms of stiffness and strength when known loads
are applied to it. The numerical analysis has been carried
out by means of the software Abaqus 6.14-2, with a standard
formulation for the analysis of a static load case.

To perform the numerical analysis, the ensemble bucket-
front loader was positioned with the bucket base horizontal
5 cm high from the ground.

The load applied corresponds to a descending vertical
force of 3,136N, evenly distributed over the base of the
bucket in the numerical model. This is shown in blue in
Figure 8. The load applied corresponds to the weight used
in the experimental phase (320 kg).

As for the boundary conditions defined in the numerical
analysis, displacements were restricted in the bores for the
attachment bolts of the clamping pillars to the tractor. These
areas where displacements were restricted for the numerical
analysis are shown in red in Figure 8.

3.2.2. Dynamic Load Case. The dynamic load case is aimed at
analysing the structural behaviour of the front-end loader in
terms of stiffness and strength during the loading process.
The numerical analysis has been carried out by means of
the commercial software Abaqus 6.14-2, with explicit formu-
lation for the analysis of a dynamic load case.

In the numerical model, the loader-bucket set has been
placed in the low position, with the base of the bucket in hor-
izontal position.

For this load case, a forward displacement of the tractor
rather than a force has been selected. More specifically, the
load case under analysis consisted in a 50mm forward move-
ment in 1 second. This forward movement was defined tak-
ing into account the information provided by technical
experts in the manufacturing of tractor front loaders. The
forward movement was applied at the bores of the attach-
ment bolts of the clamping pillars to the tractor. The clamp-
ing pillars convey displacement of the tractor’s chassis to the
front-end loader in real life. The zones where the forward
movement was applied are shown in red in Figure 9.

The imposed boundary conditions restricted displace-
ment in forward direction of the tractor at the frontal line
nodes of the bucket base. These nodes are shown in blue in
Figure 9.

Figure 4: Positioning of the front-end loader and distribution of bags for the static load test.

Figure 5: Fertiliser load in the front loader.
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4. Results and Discussion

4.1. Experimental Phase

4.1.1. Static Load Test. In the static load test conducted, the
time of the loading process was 88 seconds and the time of
maintaining the load was 86 seconds. The results of the static
load test obtained are shown in Figures 10 and 11. These fig-
ures show the values of microstrains (με) from unidirectional
strain gauges, as well as Von Mises stress values obtained
from the rosettes. It must be pointed out that the metering

channels associated to unidirectional strain gauges 6 and 9
were damaged during the journey to the test area, and there-
fore, they recorded no strain variations over the entirety of
the tests performed.

The mean values as well as standard deviation of
recorded data from the 9 low-cost sensors during the test
are shown in Table 3.

The results obtained provide evidence that the load level
in the front loader was very low, with mean stress values for
rosettes 1 and 8 of 11.7 and 7.3MPa, respectively, and maxi-
mum mean strain values of 88 με from unidirectional strain

Figure 6: Dynamic load test.

Figure 7: Numerical model of front-end loader 430E2.

Table 2: Mechanical properties of steels used in the numerical model.

Material Density (kg/m3) Young’s modulus (MPa) Poisson’s ratio Yield strength (MPa) Tensile strength (MPa) Elongation (%)

Steel S355 7,800 210,000 0.3 355 470 17

Steel 7,800 210,000 0.3
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gauge 10. These results are consistent with the load applied
during the experimental test (320 kg) with respect to the
maximum admissible load for the bucket in the defined posi-
tion (3,400 kg).

Standard deviations obtained from gauges 2 and 3 show
high values with respect to the mean. However, two consider-
ations must be taken into account when analysing these
results. The first one concerns the location of these gauges.
Gauges 2 and 3 were placed in the overhang of the loader,
where the vibrations generated by the tractor engine in oper-
ation had greater effect. Secondly, the average value recorded
by these gauges (1 με and 6 με, respectively) was very low.
These values are equivalent to a unidirectional stress of
0.21MPa and 1.26MPa, respectively. In addition, the results

obtained from strain gauge 2 were in a range between +5 με
and −2 με, while for gauge 3 the range was between 9 με
and 2 με. These results show that the strain variations were
less than 7 με (equivalent to a unidirectional stress of
1.47MPa) in both gauges. These minor variations generate
that the standard deviations have a high value with respect
to the mean, because the strain values recorded are very low.

On the other hand, the results obtained from the
gauges placed in more stable areas of the front-end loader
structure (gauge 10 placed in the clamping pillar or gauge
11 placed in the left support) had a minor standard devi-
ation in relation to the mean. In addition, these areas were
subject to greater efforts generated by the loading placed
in the loader bucket.

Figure 8: Areas where load (blue) and boundary conditions (red) were applied in the static load case.

Figure 9: Areas where load (red) and boundary conditions (blue) were applied in the dynamic load case.
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4.1.2. Dynamic Load Test. Results obtained from the nine
unidirectional strain gauges and the two rosettes are shown
in Figures 12 and 13, respectively. As previously mentioned,
the measurement channels corresponding to strain gauges 6
and 9 were damaged during the journey to the test area,

and therefore, no values from these gauges were obtained
during the dynamic load test.

The first dynamic load test was conducted between sec-
onds 55 and 57, as can be seen in Figures 12 and 13. The pre-
vious variations in strains and stresses corresponded to
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Figure 10: Results from unidirectional strain gauges from the static load test.
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Figure 11: Results from the rosettes from the static load test.

Table 3: Mean and standard deviation values from the static load test.

Gauges
1 (MPa) 2 (με) 3 (με) 4 (με) 5 (με) 7 (με) 8 (MPa) 10 (με) 11 (με)

Mean 11.7 1 6 29 18 -6 7.3 88 -25

Standard deviation 1.4 2 2 1 2 1 0.4 1 1
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different manoeuvres carried out to place the front loader
bucket in a position that was perpendicular to the loading
bay, so that both longitudinal beams of the front-end loader
were balanced. Positioning and load application during the
second test started at 73.6 seconds with the load application
ending at 84.5 seconds.

Upon analysis of results obtained from dynamic load
tests 1 and 2, a clear difference during the test execution

can be observed. The variation in the strains and stresses
obtained shows differing structural behaviour of the front
loader during both tests. This variation in the loader struc-
tural behaviour resulted from plastic strains generated in
some components of the loader during the execution of the
first test.

The maximum strain and stress values obtained during
the first experimental dynamic load case are summarised in
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Figure 12: Results from unidirectional strain gauges from the dynamic load test.
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Table 4. The strains recorded by strain gauges 2, 3, 4, and 10
were 734 με, 647 με, 1369 με, and 770 με, respectively. These
results prove that those points where the strain gauges were
located recorded significant strains which may lead to plastic
strain of the front loader.

The entire analysis of the results obtained at both qualita-
tive level (with the different behaviour of the front loader
during the first and second tests) and quantitative level (the
strain values recorded mainly from strain gauges 2, 3, 4,
and 10) proves the need to analyse the structural behaviour
of the entire front loader. The results obtained seem to indi-
cate that plastic strains were most likely generated in some
structural components of the front-end loader during the
execution of the first dynamic load test.

4.2. Numerical Analysis Phase

4.2.1. Static Load Case. Figure 14 shows the results for Von
Mises stresses obtained from the numerical analysis. The
maximum stress values (182MPa) were located at the upper
support bolt of the front loader on the clamping pillar. The
higher tensions were located in the support components of
the front-end loader in the clamping pillar, as well as in the
clamping pillar itself. Nevertheless, the Von Mises stress
values obtained, with the exception of the front loader sup-
port bolt, were no higher than 110MPa for the rest of the
components.

The maximum value of vertical displacement obtained
was 9.99mm at the front edge of the bucket, as shown in
Figure 15.

The results obtained allow confirming that the design of
the front-end loader analysed showed no stiffness or strength
issues for the static load case.

Additionally, Table 5 shows strains and Von Mises
stress values obtained from the static load case at those
points where low-cost sensors were placed for the experi-
mental test.

4.2.2. Dynamic Load Case. Figure 16 shows Von Mises
stresses obtained from the numerical analysis. The stress
map shows that the stress levels for the front loader in the
dynamic load case were far higher than the results from the
static load case. More specifically, in the dynamic load case
analysed, the maximum stress value was 370MPa which is
higher than the yield strength of Steel S355-JR. This result
shows that there are front loader components that get plasti-
cally deformed for the dynamic load case. In this instance,
those components are the longitudinal beams of the front-
end loader, as shown in Figure 16.

Displacement results are shown in Figure 17. The maxi-
mum horizontal displacement was 50mm. These values were
placed in the bores of the attachment bolts of the clamping
pillars to the tractor. In contrast, displacements were nonex-
istent at the frontal line nodes of the bucket base. These
results are consistent with the boundary conditions imposed
in the numerical analysis.

Table 6 shows the strains and Von Mises stresses
obtained from the numerical analysis of the front-end loader
in the dynamic load case in those points where low-cost sen-
sors were placed for the experimental test model.

Table 4: Maximum strain and stress values from the first dynamic load test.

Gauges
1 2 3 4 5 7 8 10 11

Strain (με) — 734 647 1,369 121 41 — 770 31

Von Mises stress (MPa) 100.9 — — — — — 26.4 — —

Von Mises (MPa)
182 MPa

165 MPa

149 MPa

132 MPa

116 MPa

99 MPa

83 MPa

66 MPa

50 MPa

33 MPa

17 MPa

0 MPa

Y

X

Z

Figure 14: Von Mises stresses (MPa) from the analysis of static load case.
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4.3. Correlation between Experimental and Numerical
Results. In a study of this nature, correlation between
numerical and experimental results is of paramount
importance. On the one hand, correlation between numer-
ical and experimental results allows validating the numer-
ical models used in the study. In this study, this validation
allows knowing the structural behaviour of the front-end
loader analysed. On the other hand, the validation of the
numerical model allows verifying the impressions created
from the experimental results recorded by means of the
strain gauges of the structural behaviour of the entire
front-end loader analysed.

4.3.1. Analysis of the Static Load Case. Table 7 shows the
results obtained for a static load case from each of the 9 strain
gauges. It also shows the results obtained from the numerical
analysis conducted by means of the FEM. Additionally, the
error obtained when comparing the numerical results to the
experimental results is provided.

Errors obtained from strain gauges 1, 5, 8, and 11 were
less than 10%, a magnitude regarded as admissible for the
correlation of results from the FEM. On the other hand,
errors of the values from strain gauges 2 and 3 were -700%
and -50%. Values of strains recorded by strain gauges 2 and
3 from the experimental test were 1 με and 6 με, which were

Table 5: Strain and stress values for the numerical analysis of static load case.

Gauges
1 2 3 4 5 7 8 10 11

Strain (με) — 8 9 36 19 -7 — 79 -26

Von Mises stress (MPa) 12.1 — — — — — 7.6 — —

Displacement (mm)
0,26 mm

–0,67 mm

–1,60 mm

–2,54 mm

–3,47 mm

–4,40 mm

–5,33 mm

–6,26 mm

–7,19 mm

–8,13 mm

–9,06 mm

–9,99 mm

Y

X

Figure 15: Vertical displacements (mm) from the analysis of static load case.

Von Mises (MPa)
370 MPa

336 MPa

302 MPa

268 MPa

235 MPa

201 MPa

168 MPa

134 MPa

101 MPa

67 MPa

34 MPa

1 MPa

Y

X

Z

Figure 16: Von Mises stresses (MPa) from dynamic load case.

10 Journal of Sensors



very low strain values. Values of strain obtained from the
numerical analysis for strain gauges 2 and 3 were 8 με and
9 με, respectively. The numerical difference of the results
from gauges 2 and 3 was 7 με and 3 με, respectively, that is
equivalent to a unidirectional stress of 1.47MPa and
0.63MPa for gauges 2 and 3, which is a minor difference
for strain or stress results. Owing to the fact that the strains
results were at such low level, the error generated in the cor-
relation of numerical results with respect to experimental
results was quite high. Due to the minor differences in
numerical value between the experimental and numerical
results, 7 με and 3 με at the positions for strain gauges 2
and 3, respectively, the numerical error obtained from gauges
2 and 3 is not significant in machinery design and thus allows
validating the results obtained by means of numerical tech-
niques in the measuring points of strain gauges 2 and 3.
The relative error between experimental and numerical

results obtained from strain gauges 4 and 7 is 24.14% and
16.67%. Nonetheless, in both cases, the difference between
numerical and experimental results is 7 με for gauge 4 and
1 με for gauge 7. This strain values are equivalent to a unidi-
rectional stress of 1.47MPa and 0.21MPa, respectively.
Therefore, and similar to gauges 2 and 3, the relative error
obtained from gauges 4 and 7 is not significant in machinery
design. The minor differences between experimental and
numerical results allow validating the results obtained by
means of numerical techniques in the measuring points of
strain gauges 4 and 7. In the case of gauge 10, the error is
10.23%. This error is considered as admissible.

The results obtained allow concluding that there is good
correlation between the numerical and experimental results
obtained from the study of a front-end loader 430E2. The
good correlation of results allows validating the numerical
model of front-end loader, as well as the study of the static

Displacement (mm)
12,90 mm

7,18 mm

1,46 mm

–4,25 mm

–9,97 mm

–15,69 mm

–21,41 mm

–27,13 mm

–32,85 mm

–38,56 mm

–44,28 mm

–50,00 mm

Y

X

Figure 17: Vertical displacements (mm) from the dynamic load case.

Table 6: Strain and stress values for the numerical analysis of dynamic load case.

Gauges
1 2 3 4 5 7 8 10 11

Strain (με) — 726 711 1374 129 -100 — 631 -163

Von Mises stress (MPa) 90.5 — — — — — 28.3 — —

Table 7: Correlation of numerical and experimental results from static load case.

Results
Gauges

1 2 3 4 5 7 8 10 11

Test
με — 1 6 29 18 -6 — 88 -25

MPa 11.7 — — — — — 7.3 — —

Numerical analysis
με — 8 9 36 19 -7 — 79 -26

MPa 12.1 — — — — — 7.6 — —

Error % -3.42 -700 -50 -24.14 -5.56 -16.67 -4.11 10.23 -4.00
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load case defined during the development of the methodol-
ogy for the design of front-end loaders.

4.3.2. Analysis of the Dynamic Load Case. Table 8 shows the
strain and stress results obtained from the experimental test
and the numerical analysis of the dynamic load case. These
results correspond to the points in which the strain gauges
were placed at the front-end loader. On the other hand, this
table provides the error obtained when comparing the
numerical results with the results obtained experimentally.

Unlike the static load case where the mass applied
(320 kg) was known, for the dynamic load case, neither the
force exerted by the tractor nor its displacement was known.
Thus, in order to conduct the correlation of results, it is
necessary to find a time period where the results obtained
experimentally coincide with the results obtained from the
numerical analysis for the dynamic load case.

The experimental results shown in Table 8 were obtained
between seconds 56.18 and 56.24, thus involving a time inter-
val of 0.06 seconds. As shown in Table 8, the error of the
results obtained by means of the numerical analysis when
compared to the experimental results was under 10% for
the nine measuring points analysed. These errors less than
10% and a time interval in which they were obtained very
small (0.06 seconds) allow confirming that the experimental
and numerical results have a high correlation. This correla-
tion allows validating the numerical model of front-end loa-
der, as well as the study of the dynamic load case defined
during the development of the methodology for the design
of front-end loaders.

5. Conclusions

This study has shown the steps implemented for the develop-
ment of a methodology which allows improving the current
techniques for design and development of front-end loaders
for agricultural tractors. In particular, this methodology anal-
yses the manoeuvre that generates most instances of damage
at the front-end loader, i.e., bucket loading.

The methodology developed consists of two phases: one
experimental and the other involving numerical analysis.
The experimental phase, by making use of low-cost sensors,
more specifically 9 strain gauges, has allowed obtaining the
strains and stresses generated at specific points of the front-
end loader structure. On the other hand, the numerical anal-
ysis phase has allowed studying the structural behaviour of

the entire front-end loader by means of numerical techniques
based on the Finite Element Method.

In the development of the methodology, two load cases,
one static and the other dynamic, have been defined. The
static case study allowed obtaining the strains and stresses
generated in the front-end loader when a known mass was
placed onto the bucket. The second load case, a dynamic case,
allowed analysing the structural behaviour of the front-end
loader during the bucket loading process. In order to ensure
the repeatability of the study, the experimental test was
defined in such a way that the front part of the bucket
coupled to the front-end loader pushed to a concrete loading
bay while the tractor moved forward. The numerical analysis
for this test was defined in a similar way, limiting the forward
movement of the tractor to 5 cm.

The experimental results obtained by means of the nine
strain gauges and the results of the numerical analysis from
the static load case show high correlation. The difference
between the numerical results and the experimental results
was lower than 9 με for the unidirectional strain gauges and
0.4MPa for the rosettes. This correlation of results allows val-
idating the numerical model for the front-end loader, as well
as the static load case defined during the development of the
methodology for the design of the front-end loader.

On the other hand, the experimental results and the
numerical results obtained from the dynamic load case show
high correlation. Concretely, the error of the results obtained
by means of the numerical analysis when compared to the
experimental results was under 10% for the nine measuring
points analysed. The experimental results were obtained in
an interval of 0.06 seconds. This high correlation of results
allows validating the numerical model for the front-end loa-
der, as well as the study of the dynamic load case defined dur-
ing the development of the methodology for the design of
front-end loaders.
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Table 8: Correlation of numerical and experimental results from dynamic load case.

Results
Gauges

1 2 3 4 5 7 8 10 11

Test
με — 734 647 1,369 121 -104 — 609 -178

MPa 93.4 — — — — — 26.4 — —

Numerical analysis
με — 726 711 1,374 129 -100 — 631 -163

MPa 90.5 — — — — — 28.3 — —

Error % 3.10 1.09 -9.89 -0.37 -6.61 3.85 -7.2 -3.61 8.43
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In recent decades, global and local vegetation phenology has undergone significant changes due to the combination of climate
change and human activities. Current researches have revealed the temporal and spatial distribution of vegetation phenology in
large scale by using remote sensing data. However, researches on spatiotemporal differentiation of remote sensing phenology
and its changes are limited which involves high-dimensional data processing and analysing. A new data model based on data
cube technologies was proposed in the paper to efficiently organize remote sensing phenology and related reanalysis data in
different scales. The multidimensional aggregation functions in the data cube promote the rapid discovery of the spatiotemporal
differentiation of phenology. The exploratory analysis methods were extended to the data cube to mine the change
characteristics of the long-term phenology and its influencing factors. Based on this method, the case study explored that the
spring phenology of Qinba Mountains has a strong dependence on the topography, and the temperature plays a leading role in
the vegetation green-up date distribution of the high-altitude areas while human activities dominate the low-altitude areas. The
response of green-up trend slope seems to be the most sensitive at an altitude of about 2000 meters. This research provided a
new approach for analysing phenology phenomena and its changes in Qinba Mountains that had the same reference value for
other regional phenology studies.

1. Introduction

The phenology is an important indicator reflecting the status
of vegetation growth as it responds to the ecological environ-
ment correspondingly [1]. Meanwhile, vegetation phenology
has impact on the food supply, animal activities, and human
health, further affecting the carbon budget and material recy-
cling process at a global scale [2]. Therefore, the phenology
observation and analysis are a critical way to understand
the changes of the environment. In recent years, studies have
found vegetation phenology changed significantly since the
last century due to dual influence of global climate change
and human activities. Several analyses have revealed the ear-
lier green-up dates and delayed dormancy. Although the
researches have shown no trends in spring and autumn phe-

nology during the global warming hiatus (1998-2012) [3], the
green-up date of some climate-sensitive areas still had an
obvious advancement, such as Qinba Mountains. As the
transitional belt between the north and south climate zones
of China, this area shows complex topography and spatio-
temporal heterogeneity of climate. More than six cities are
distributed in this area. It is essential to understand the spa-
tiotemporal differentiation of the vegetation phenology and
related influencing factors in Qinba Mountains.

Nowadays, the network of site-based phenology observa-
tion has been established in some regions/countries [4–6].
The long-term FLUXNET measurements were analysed to
present no widespread advancement of vegetation green-up
date within the warming hiatus [3]. The phenology model-
ling methods based on the in situ observation of specific
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plants were also proposed to predict the trends with the cli-
mate changes [7]. The in situ observation data has high qual-
ity but limited site numbers. In Qinba Mountains, complex
topography and rich biodiversity lead to great spatial hetero-
geneity of phenology distribution and its changes [8]. The
observation data of limited monitoring sites cannot describe
the spatial distribution of the phenology in the entire
research area properly.

Remote sensing data provided long-term observations for
large-scale land surface phenology research. The NDVI (nor-
malized difference vegetation index)/EVI (enhanced vegeta-
tion index) dataset was used widely to find SOS (start of the
growing season), EOS (end of the growing season), and
LOS (length of the growing season) accordingly with the
global climate change [9]. Various available remote sensing
data source and related phenology parameter extraction
methods established a good scientific foundation for the fur-
ther analyses of the change characteristic [10–12]. The
remote-sensed phenology map described the considerable
spatial differentiations, especially between urban and rural
areas, which suggested the potential influence of an urban
heat island caused by human activities [13, 14]. Land cover
change and vegetation type were also considered to examine
the differences of phenology change rate in the northern
high-latitude areas [11]. In Qinba Mountains, several studies
showed the overall spatial distribution of the spring phenol-
ogy has an advanced trend [15, 16]. The spatial pattern was
consistent with the local hydrothermal conditions and has
strong topographic dependence in the area [17, 18].

The complex topography and special geolocation of
Qinba Mountains lead to various types of climatic conditions
with differentiations on several aspects, such as longitude,
latitude, altitude, and slope. Therefore, it is necessary to
explore the pattern of the phenology distribution in the area
from multiple aspects. Although phenology change in Qinba
Mountains draws much attention, studies of comprehensive
change analysis from multiple dimensions are limited. Cur-
rent studies by using remote sensing data mainly focused
on the parameter extraction, overall spatial patterns, and
trends of phenology. Such an analysis involves spatial and
temporal unified computing and high-dimensional data pro-
cessing of remote sensing data. A traditional remote sensing
data model is a layer-based stack that is not efficient for mul-
tidimensional map algebra. In addition, the inconsistency of
multivariate data scales poses great challenges to this
research. Currently, data cube technologies become more
and more popular for remote sensing data processing [19,
20]. Data cube organizes gridded data through multidimen-
sional arrays and is indexed by coordinates. Therefore, its
dimensional independence and array operations help to
achieve high-performance computing. The data cube can
handle large-scale data efficiently if combined with an array
database and parallel procedures [21, 22]. Based on this idea,
the EO Data Cube provides comprehensive platform sup-
ports from data acquisition to analysis services [23, 24]. This
paper built a tidy data model under the support of data cube
technologies. Based on this model, the change analysis of veg-
etation green-up date along multiple dimensions has been
investigated to discover more spatiotemporal differentiation.

The natural exploratory analysis method in the data cube has
been used to understand climate-phenology-human interac-
tions in the area. This research provided a new approach for
analysing phenology phenomena and changes in Qinba
Mountains that had the same reference value for other
regional phenology studies.

The paper is organized as follows: Section 2 describes the
data sources and methodology. Section 3 presents the results
and analysis works based on the data cube. Section 4 and Sec-
tion 5 finish with discussion and conclusions, respectively.

2. Data and Methodology

2.1. Study Area and Data Source. Qinba Mountains is
located in central China and consists of Qinling Mountains
in the north and Daba Mountains in the south (see
Figure 1). Its western part is connected to Qinghai-Tibet
Plateau, and the east reaches the North China Plain. The
landscape of mountains is dominant in the area with several
basins, such as Hanzhong, Ankang, and Shandan, distrib-
uted in the middle. Due to the diverse hydrothermal condi-
tions and the significant vertical changes, there are three
climate types from the south to the north in Qinba Moun-
tains: north subtropical climate, subtropical-warm temper-
ate transitional climate, and warm temperate climates. The
research area within the black boundary as shown in
Figure 1 is covered by geographical regions of 80 counties
with a total area of 230,000 km2 and a maximum elevation
of over 4000m.

We utilized the long-term vegetation green-up products
in the period of 1981-2016 from NASA MEaSUREs Project
which fused measurements from different satellite missions
and sensors: AVHRR (Advanced Very High Resolution
Radiometer), MODIS (Moderate Resolution Imaging Spec-
troradiometer), and VIIRS (Visible infrared Imaging Radi-
ometer). The products had been validated with the ground
observations from US national phenology network (US-
NPN) at a climate modelling grid (CMG, 0.05 DEG) resolu-
tion (https://vip.arizona.edu).

SRTM (Shuttle Radar Topography Mission) digital eleva-
tion data (DEM) was resampled to 5 km resolution by the
nearest-neighborhood methods that were then used to gener-
ate slope and aspect data with the same resolution. Land use
data in the year 2015 was derived from 500m land cover
products provided by Climate Change Initiative (CCI) of
the European Space Agency (https://www.esa-landcover-cci
.org). All the land use types in raw data were reclassified into
six groups: settlement place, cropland, forest cover, other
natural vegetation, water body, and bare land. The meteoro-
logical data are provided by the Meteorological Science Data
Sharing Service Network of China (http://data.cma.cn),
including the daily average temperature and precipitation
from 43 national meteorological stations within the 40 km
buffer zone of the study area. Daily meteorological data were
interpolated to raster data at 5 km resolution by Ausplin4.2
tools using thin plate smoothing splines and DEM data. All
the data were projected onto Albers equal-area conic projec-
tion along with a WGS 1984 coordinate system, which is

2 Journal of Sensors

https://vip.arizona.edu
https://www.esa-landcover-cci.org
https://www.esa-landcover-cci.org
http://data.cma.cn


considered a standard projection and coordinate system
throughout our study.

2.2. Methodology

2.2.1. Data Cube Model. A data cube has been applied in
serval domains for multidimensional data managing and
processing [25]. Therefore, there are no standards for the
model definition and operations. Normally, a data cube can
be seen as the specified container of multidimensional arrays
with spatial and temporal dimensions at least. Certainly, it is
able to contain more numbers of arbitrary dimensions to be a
hypercube. The data cube used in this paper can be defined as
a tuple of three elements: <D, C, A, M>, where D represents
the dimension set including space and time, and the space
can be expressed as one or two dimensions (see Figure 2).
The combination of all the dimensions is used to locate a
fixed point-named cell in the cube. A is the attribute associ-
ated with the cube, such as name or projection information.

One cell stores a series of measurements (M in the tuple)
from various data sources, such as temperature, precipita-
tion, and phenology data. There are three types of measure-
ments in the cube: numeric, proportional, and typological
metrics. The numeric metric means a single value, such as
temperature. The proportional metric is strutted as a dictio-
nary recording the proportion of multiple categories in the

cell, such as land covers. If one cell is covered by one type
of land use, we employ specified integer to code instead,
namely, typological metric. In the tuple, C means the coordi-
nate set, and each coordinate must keep the same size with
some of the dimension members. A coordinate is used to
describe the dimension from special perspective. For exam-
ple, we define DEM as a coordinate to label every cell in the
space by elevation. That means different labelling or indexing
rules can be established by coordinates beyond dimensions. It
is worth noting that the data of the coordinate can be
converted to or from the dimension and measurement that
facilitates realizing different kinds of operation, such as slice,
aggregate, and pivot.

All of data modelling work is based on the Xarray
which is a python library designed for multidimensional
array computing [26]. The object-oriented cube implemen-
tation includes DimensionSet, CoordinateSet, Measurement-
Set, and AttributeSet. Both Measurement and Dimension are
the types of DataArray object that support 1D time series, 2D
array, or array of arbitrary dimensions. The Coordinate
object is inherited from Dimension objects; thus, it can be
transformed to Dimension. The data cube inherits the
mathematical capabilities of multidimensional arrays, and
the spatial and temporal functions are able to execute simul-
taneously to generate new cubes. For instance, Cube′ = α
Cube + β, where Cube is the input data and α/β is the linear
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parameter. The proposed cube model is cached in mem-
ory, and NetCDF (Network Common Data Form) file is
supported to store the big cube data in the disk. The cube
keeps the file handle open and lazily loads its contents
from on-disk datasets to improve the efficiency of mem-
ory utilization.

2.2.2. Spatiotemporal Pattern Analysis by Cube Aggregation.
Due to the high dimensionality and large amount of data
cube, the spatiotemporal pattern cannot be recognized visu-
ally. Therefore, the data cube needs to be aggregated accord-
ing to a certain scale on one or several dimensions to reduce
dimensionality. Then the summarized maps/charts that con-
form to the human visual cognition would help to visually
analyse the spatiotemporal patterns of metrics along different
perspective/dimensions.

There are only space and time dimension in the proposed
data cube; thus, the cube aggregations can be categorized into
three types: temporal aggregation, spatial aggregation, and
spatiotemporal aggregation (see Figure 3). The temporal
aggregation summarized the cube into time bins, such as
monthly average precipitation. The spatial aggregation
divides the space into several zones according to values or
geographical boundaries and then aggregates the data within
the zones. The spatiotemporal aggregation generates space-
time zones for further statics, which is useful when analysing
the impact of climate on phenology. For example, the corre-
sponding cumulative rainfall on the cell, where each SOS is
located, can be calculated since the time bins for cumulative
rainfall on these cells are different. The cube aggregations
can be described by Zonal function in multidimensional
map algebra proposed by Mennis [27] as follows:

Agg = Zonal cube, zone, fð Þ, ð1Þ

where zone is the aggregation zones of specific dimen-
sions and f indicates the aggregate functions, such as
the mean/sum/variance. Based on the data cube model,
the Zonal function is realized through three steps: (1)
convert the data of coordinate for aggregation to the
members of cube dimension, (2) construct the bins of the
resultant dimension for aggregation, and (3) group the data
of cube by bins and then carry out aggregate functions for
each bin.

2.2.3. Trend Analysis in the Cube. TheMann-Kendall method
was widely used to examine the trend because it does not
assume a specific distribution for the data and is not dis-
turbed by outliers [28, 29]. We utilized the method to test
the trend for the time-series values in each bin of the cube.
The formulas are as follows:

S = 〠
n−1

i=1
〠
n

j=i+1
sgn xj − xi

� �
,

sgn θð Þ =
1, θ > 1,
0, θ = 0,
−1, θ < 0,

8>><
>>:

ð2Þ

where xj is the jth value in the current bin and n indicates the
number of the bin’s item. The trend for each bin time series is
recorded as a z-score and a p value. The Theil-Sen method
can be calculated for each bin to estimate the slope of the
Mann-Kendall trend as follows [30]:

Slope =Median
xi − xj
i − j

� �
: ð3Þ
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Based on the result of the data trend analysis, the Getis-
Ord Gi∗ statistic was employed to identify trends (hot spot)
in the cube that had passed the significance test [31]. The for-
mulas are as follows:

G∗
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j=1wi,jxj − �X∑n

j=1wi,j

S
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where xj is the value of the cell in spatiotemporal bin j, wi,j is
the spatiotemporal weight between bin i and bin j, and n
indicates the numbers of bins with spatiotemporal proximity
to bin i. Once Getis-Ord Gi∗ statistic was completed for each
bin, the hot spot trends were tested using the Mann-Kendall
method. The results of the data trends and hot spot trends
were combined to find new, intensifying, diminishing, and
sporadic hot and cold spots in the cube. ArcGIS 10.5 is uti-
lized to carry out host spot analysis. The proposed data cube
supports reading or writing NetCDF data that can be directly
piped to ArcGIS hot spot analysis tool by using ArcPy
(python library for ArcGIS).

3. Results and Analysis

3.1. Data Cube Building. Two data cubes were generated: the
SOS data cube and climate data cube and the basic structures
of them are shown (see Table 1).

There are two types of measures in the SOS data cube.
One of them is SOS represented by days of year (DOY),
and a 5 km grid is used as a spatial dimension. Another
one is land use data that are aggregated into the same
grid. Due to the use of map projection, the latitude infor-
mation and longitude information are regarded as coordi-

nates in the cube to facilitate further analysis based on
geographical locations.

Time series climate data in the period of 13149 days are
packaged into the climate data cube where two types of
aggregate rules are built to generate newmeasurements (tem-
perature and precipitation) for the SOS data cube. The first
one is yearly aggregation by aggregating data within year-
length bins. The other one is aggregating data within the time
bins, in the form of (SOS, SOS +Nmonth], based on the SOS
for each location. We denote the average value aggregated
within one month before SOS as 1m Lag and the summa-
rized value aggregated within one month before SOS as Σ1
m Lag. The aggregated climate data are injected into the
SOS data cube as new measurements.

3.2. Spatiotemporal Pattern Analysis. The topography of
Qinba Mountains is diverse with multidimensional charac-
teristics, and the climate also varies in different dimensions,
such as latitude, longitude, elevation, and slope. These differ-
ences may lead to a high degree of complexity, diversity, and
heterogeneity in the phenology of Qinba Mountains. Figure 4
presents the spatial distribution of average SOS between year
1981 and 2016 that indicates obvious consistency with the
distribution of the topography shown in Figure 1. The cities
and residential areas are distributed in the valleys or basins
which are located in the northern, southern, eastern, and cen-
tral parts of the area. Therefore, the impact intensity of
human activities on the environment should have a strong
correlation with the topographical distribution. The spatio-
temporal patterns of SOS were analysed separately according
to the three topographic factors as follows.

The SOS varying with increased elevation was calculated
by aggregation SOS into elevation bins as shown in
Figure 5(a). It appears that SOS becomes earlier while eleva-
tion increases. In the range below the elevation of 700m, SOS
increases greatly at first, then decreases a little. The possible
reason is that human activities are more frequent in this zone,
and the SOS gradually returns to the natural level at around
700m. Temperature becomes the major controlling factor
in phenology at high altitudes. When it reaches 3500m, the
upward trend of SOS is gradually flattening. The time-
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elevation distribution of SOS shown in Figure 5(b) illustrates
these changes more clearly, and it also indicates the SOS gets
advancement year by year for the same elevation bins.

Slope is one of the important topographic factors that
directly affects soil type, soil moisture, and nutrients and thus
lead to different vegetation types. According to Figure 6(a),
SOS increased significantly in the zone with a slope of 0°-5°

while growing slowly in 5°-25°. When it reaches 25°, the
growth rate becomes obvious. Figure 6(b) illustrates these
changes in a 2D space. The tests demonstrated that the slope
has a preventive effect on vegetation green-up.

The aspect is able to redistribute the sunlight, energy, and
rainfall in a local environment. We define two aspect bins
(south and north) and four elevation bins: (0, 600m],
(600m, 1500m], (1500m, 2000m], and (2000m, 4000m].

The SOS data cube was aggregated along both the aspect
and elevation dimensions (Figure 7). The south-north slope
differentiation of SOS is not obvious at an altitude of
1500m or less. The SOS gap between the south slope and
the north slope appears within the zone of (1500m,
2000m], but becomes smaller gradually until year 2000. In
areas above 2000m elevation, there have been significant
SOS differences between the north and south slopes. The
result reveals that the higher the altitude, the more obvious
the south-north slope differentiation of SOS. However, the
differentiation will gradually disappear with the global warm-
ing trend.

3.3. Trend Analysis. The Mann-Kendall trend test was per-
formed on the SOS data cube for the period from 1981 to

Table 1: Structures of the SOS data cube and climate data cube.

SOS data cube Climate data cube

Dimension
X (5 km), Y (5 km), T (yearly)

Size: 200 × 100 × 36
X (5 km), Y (5 km), T (daily)

Size: 200 × 100 × 13149
Coordinate Latitude, longitude, elevation, slope, aspect /

Measurement SOS, land use Temperature, precipitation
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2016 (Z‐score = ‐4:2906, p < 0:00001). The slope of the
Mann-Kendall trend is shown in Figure 8. It can be seen that
SOS has an advance trend in most areas, except for the areas
where human activities are more frequent.

In order to examine the response sensitivity of the SOS
slope to different altitudes, we aggregated the trend slopes
into different elevation bins (see Figure 9). The result shows
that there is no significant change of the slope in the low-
altitude area. When the elevation increases over 600m, the
negative slope gradually increased. At around 2000m, the
response of slope seems to be the most sensitive. It would
decrease as the altitude continues to rise. The test demon-
strates that SOS changes in high-altitude areas are more
sensitive than those in low-altitude areas, and the effects
of human activities on low-altitude areas on SOS changes
are diverse.

The slope analysed above reflects the overall trend of
SOS. In order to identify trends and investigate the change
process, the Getis-Ord Gi∗ statistic method is used in the
SOS data cube (hot spot analysis). As shown in Figure 10,

the result has been categorized into eight clusters: persistent
cold spot, intensified cold spot, diminishing cold spot, con-
secutive cold spot, oscillating cold spot, oscillating hot spot,
diminishing hot spot, and persistent hot spot.

A persistent cold spot represents a statistically significant
cold spot for 90% of the time-step intervals with no discern-
ible trend. These types of spots are concentrated in the urban
and small town area where the human activities are always
frequent for a long time. The area is surrounded by intensi-
fied cold spot, diminishing cold spot, and constitutive cold
spot. The intensified cold spot located in rural areas means
the SOS is getting earlier while diminishing cold spot indi-
cates the delaying trend. A consecutive cold spot describes a
location with a single uninterrupted run of statistically signif-
icant cold spot bins in the final time-step intervals. The above
different phenomena may be caused by different land use
patterns by human in the region, such as bringing in exotic
trees for city greening or planting different crops.

The area covered by oscillating cold spots is at medium
and low altitudes, surrounding the residential areas. For this
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Figure 5: SOS changes with elevation differentiation. (a) Averaged SOS changes with elevation. (b) SOS changes in elevation-time space.
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type of area, there has been a statistically significant hot spot
in the past, but a statistically significant cold spot recently.
The result indicates this area may be affected by the superpo-
sition of climate change and human activities, so the SOS
trend fluctuates greatly. Most of the high-altitude areas are
covered by diminishing hot spots, and the edge area is dis-
tributed with an oscillating hot spot. Nonchanging hot spots
only occupy a small part of the western region.

4. Discussions

Temperature and precipitation are direct factors affecting
vegetation phenology. In mountainous areas, topography
would cause differences in soil nutrients, soil water content,
local temperature, and even rainfall distribution. Therefore,
the spatial distribution would be affected by topography indi-
rectly as shown in previous analysis. Based on the climate
data cube and SOS data cube, this section gave exploratory
analysis of potential influence factors by quantitative means,
taking the data of year 2015 as an example.

Based on the least squares method, the linear relation-
ships between temperature/rainfall/elevation/slope/aspect
and SOS were calculated, respectively. The results are shown
in Table 2 where the time bins of temperature are the month
of SOS (0m Lag), one month before SOS (1m Lag), and the
year of SOS (yearly). The time bins of precipitation are the
month of SOS (0m Lag), one month before SOS (Σ1m
Lag), two months before SOS (Σ2m Lag), and the year of
SOS (yearly). It can be obtained that the temperature of SOS’s
month and the accumulated precipitation before two months
have a higher correlation with SOS. In addition, the correla-
tion coefficient of elevation is the largest among all factors.

The least squares linear regressionmodel and a geograph-
ically weighted regression model were established based on
the four independent variables (temperature of 0m Lag, pre-
cipitation of Σ2m Lag, slope, and aspect), resulting in the
adjusted R2 of 0.73 and 0.85, respectively. Since the tempera-
ture uses elevation as the covariate during the interpolation
processing, it has a large collinearity with elevation, and then,
we remove the elevation from independent variables.
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Geographically weighted regression considers the nonsta-
tionarity of space and thus has a better overall fitting effect
than linear regression as shown in Figure 11(a). However,
the results in the southern and northern areas are not ideal
that may be related to the vegetation disturbance caused by

human activities in these areas. We masked the area where a
forest land accounted for less than 70% and performed the
geographically weighted regression again. The adjusted R2

reaches 0.91, indicating that this model is suitable for explain-
ing the distribution of SOS in the forest land for the region
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(Figure 11(b)). The test further illustrates the climate of
mountains has a strong dependence on the topography, and
the temperature plays a leading role in the spring phenology

distribution of the region. For other areas, the land use/cover
should be combined to measure the intensity of human activ-
ities for further attribution analysis in the future work.
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Table 2: Correlation analysis of the factors and SOS.

Factors Adjusted R2 Negative (%) Sig.

Temperature

0m Lag 0.47 100 0.005∗∗

1m Lag 0.16 100 0.021∗

Yearly 0.09 100 0.124

Precipitation

0m Lag 0.06 68 0.153

Σ1m Lag 0.21 70 0.015∗

Σ2m Lag 0.27 70 0.008∗∗

Yearly 0.20 50 0.047

Elevation 0.65 0 0.001∗∗

Slope 0.18 0 0.007∗∗

Aspect 0.12 80 0.006∗∗

∗∗Correlation is significant at the 0.001 level (2-tailed). ∗Correlation is significant at the 0.05 level (2-tailed).
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5. Conclusions

The above analysis reveals the spatiotemporal differentia-
tion and change characteristics of the spring phenology
distribution in Qinba Mountains. The spatiotemporal
data cube provides a good support for the whole analysis
process in terms of data structure, multidimensional
analysis, and exploratory analysis. Compared with tradi-
tional methods, this approach helps to explore hidden
spatiotemporal pattern and its impacting factors. It pro-
vides a new perspective on studying phenology, which
can be a complement to the current methods and tech-
niques. In addition, the proposed data cube has the poten-
tial to connect to more exploratory analysis tools and
spatial statistical algorithms.

The topography factors including elevation, slope, and
aspect were considered in the paper. However, the mass ele-
vation effect [32] and plant species are also the critical influ-
ence factors to the local climate, which have not been
analysed here. The future work will include these factors in
the study as well as land use/cover. In the absence of ground
observation validation, the exploratory analysis of the relative
change and trend in spatiotemporal distribution by using
remote sensing data still has great advantages. For regional
analysis, higher resolution remote sensing data of phenology
is required.
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To achieve a rational allocation of limited water resources, and formulation of an appropriate irrigation system, this research
studied the change characteristics of stem water content (StWC) in plant and its response to environmental factors. In this
study, the StWC and environmental factors of Lagerstroemia indica in Beijing were continuously observed by a BD-IV plant
stem water content sensor and a forest microclimate monitoring station from 2017 to 2018. The variation of StWC and its
correlation with environmental factors were analyzed. The results showed that the StWC of Lagerstroemia indica varies
regularly day and night during the growth cycle. Meanwhile, the rising time, valley time, and falling time of StWC were various
at the different growth stages of Lagerstroemia indica. The results of correlation analysis between StWC and environmental
factors indicated that the StWC of Lagerstroemia indica was positively correlated with air relative humidity, while it was
negatively correlated with total radiation and air temperature. The multiple regression equation of StWC and environmental
factors of Lagerstroemia indica was StWC = 11:789 − 1:402Rn − 0:931T − 1:132Ws + 0:933RH − 3:368ST + 2:168SMC, and the
coefficient of determination of the equation was of 0.87. Furthermore, the results illustrated that the irrigation should pay
attention to supplementing irrigation in time during the peak growing season of fruit.

1. Introduction

The stem is one of the two main structural axes of vascular
plants, which plays a variety of roles in plants, such as
mechanical support of leaves, flowers, and fruits, water trans-
port between root and shoots in xylem and phloem, and
water storage [1, 2]. The variation of steam water content
(StWC) is an important segment of water transport in soil-
plant-atmosphere continuum and also affects the transport
of nutrients and the storage of carbohydrates. StWC is the
result of interaction and feedback between different organs
and their environment. A good understanding of StWC con-
tributes to solving forestry research hotspots, such as cold
resistance [3], drought resistance [4], and health assessment
[5]. Moreover, accurately mastering the characteristics of

StWC and its environmental coupling mechanism is of great
significance for formulating a reasonable irrigation system
and making efficient use of water resources [6].

As a drought-resistant and pollution-resistant tree spe-
cies, Lagerstroemia indica (Crape myrtle) has been widely
used in the nursery cultivation and landscape use of cities
in China. Water is one of the main factors restricting the
growth and yield of Lagerstroemia indica; to assure the sur-
vival rate of Lagerstroemia indica, the irrigation strategies
can be formulated more precisely according to the pattern of
StWC of trees in different growth stages and the response to
different environments, which also can improve the utiliza-
tion rate of irrigation. In recent years, the research on the
change of StWC in trees mainly focuses on fruit tree species
such as jujube, walnut, and grape [7–9].However, the research
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on tree species used in landscape greening is rare. In addi-
tion, the relationship between StWC and environmental
factors in the whole growth cycle of plants has not been
thoroughly explored.

Researchers have proposed many methods for measuring
the StWC of plants. Oven-drying method is a traditional way
to estimate the water content in stem. The StWC can be
directly calculated by measuring the weight difference
between the original wet stem and the stem dried by an oven.
The method is the most accurate but destructive way, which
cannot be used for in situ detection and also cost a long
period for measurement. Therefore, oven-drying is com-
monly used as a calibration of the other measurements. To
achieve nondestructive and in situ measurement, some image
analysis methods are introduced, including gamma-ray
densitometry [10], X-ray computer tomography [11], and
magnetic resonance imaging (MRI) [12]. Both gamma-ray
densitometry and X-ray computer tomography are highly
sensitive, which can acquire the StWC of plants accurately,
while the potential safety risks restricted further application
of them [13]. Although the MRI system can safely obtain
the StWC of plants accurately, it still cannot achieve in situ
and real-time detection, which is not suitable for long-term
monitoring at a fixed site in the field. With the develop-
ment of electronic detection technology, dielectric constant
method has been widely used in StWC real-time and in
situ monitoring, including time-domain reflection (TDR)
technology [14–16] and frequency-domain (FD) [17–19]
technology, and the TDR method has been the most com-
monly used. On the basis of TDR method, Constantz and
Murphy used a parallel waveguide probe to detect the volume
moisture content of pine stem [20]. Wullschleger and
Hanson used a double-needle parallel stainless steel probe
to monitor the seasonal variation of water content of four
deciduous broad-leaved tree species. The calibration formu-
las suitable for the relationship between volume water con-
tent of stem and effective dielectric constant of tree species
were summarized [21]. By summarizing the results of the
previous studies of the researchers, it was feasible to detect
StWC based on plant dielectric constant, but the length of
the TDR probe restricted the detection effect. A short probe
can reduce the damage to plants and the errors caused by
the difference of water distribution, but the system resolution
will be reduced, too. On the other hand, if the probes are too
long, the signal attenuation will be very large. In addition, the
TDR technology has high requirements and high production
costs. Therefore, we used a nondestructive and real-time
detection method of StWC on standing wave rate principle.

In this paper, Lagerstroemia indica growing in Beijing is
selected as the research object. The area is affected by the cold
wave, and the winter is cold and long, and the annual sun-
shine hours are significantly lower than other regions. The
environmental conditions in Beijing vary widely, which leads
the requirements of irrigation management for trees to be

high. The aims of our research were to monitor the StWC
of Lagerstroemia indica trees in situ continuously based on
the theory of standing wave ratio (SWR) and analyze the
variation characteristics of StWC and its response to meteo-
rological factors at different scales. Furthermore, we studied
the correlation between StWC and meteorological factors
by using cross-correlation, path analysis methods, and
modeling, to provide more empirical data for Lagerstroemia
indica trees for planting and management by revealing the
patterns of StWC changes. Our results will be of significance
in the management of guiding the scientific irrigation of the
nursery garden reasonably and efficiently and providing a
scientific basis for the comprehensive evaluation of ecological
and hydrological processes and influencing factors of garden
tree species in Beijing, China.

2. Materials and Methods

2.1. Study Site. The study site is located in the Sanqingyuan
nursery garden in Haidian District, Beijing, China (40°0′N,
116°20′E). The region is characterized by a semihumid warm
temperate continental monsoon climate zone, with an annual
temperature of 12.6°C and annual precipitation of 620mm,
for which 80% of rainfall occurs primarily from June to
August. With monthly percent possible sunshine ranging
from 47% in July to 65% in January and February, the region
receives 2,671 hours of bright sunshine annually. The mean
annual evaporation of this area is 1,800mm, which is greater
than precipitation by a factor of 3. The climate information of
the study site was collected by the forest microclimate mon-
itoring station (School of Technology, Beijing Forestry
University, Beijing, China). The height of the nursery is about
50 meters above sea level, and the terrain is flat, covering an
area of about 31,200m2. The soil of the site is clay loam with
a pH between 7 and 8. Vegetation at the site consists of decid-
uous broad-leaved trees dominated by Lagerstroemia indica,
Juglans mandshurica, andMalus spectabilis.

2.2. Tree Material Preparation. We selected twelve Lager-
stroemia indica tree samples with a similar diameter at breast
height (DBH) for stem water content monitoring, which
were determined to be healthy, straight, nonstressed, and
well-grown specimens, for each year of the experimental
period. The DBH is a standard method of expressing the
diameter of the trunk or bole of a standing tree, which is mea-
sured at 1.3m above ground [22, 23]. The DBH of the tree
samples ranged from approximately 4:5 ± 0:5 cm, and the
average tree height was 250 ± 5 cm. Irrigation in the site
was carried out by small tube outflow, once a month for
1-2 days. In case of persistent high temperature and drought
weather, irrigation was added 1-2 times a month. The
amount of irrigation depended on the workers’ experience.
Weed control and pesticide spraying were carried out timely.
The growth stages of Lagerstroemia indica trees are shown in

Table 1: Growth periods of Lagerstroemia indica.

Flowering stage Fruit growth stage Fruit maturity stage Dormancy stage

2017.3–2017.5 2017.6–2017. 8 2017.9–2017.11 2017.12–2018.2

2 Journal of Sensors



Table 1. Experiments were carried out under the existing
conditions, and monitoring was performed from November
2017 to November 2018.

2.3. Stem Water Content Sensors. The BD-IV plant stem
water content sensor (researched and developed by School
of Technology, Beijing Forestry University, China) was
implemented to measure the StWC of Lagerstroemia indica
samples. The BD-IV, based on SWR, consisted of a
100MHz sinusoidal oscillator, a coaxial transmission line, a
high-frequency detector circuit, and a pair of parallel stain-
less steel metallic electrodes [2, 24]. The electrodes were
designed to wrap around stems like an upper and a lower
strap ring (Figure 1). The electromagnetic wave provided
by the sinusoidal oscillator spreads along the coaxial trans-
mission line into the strap ring, and because the impedance
of the strap ring is different from that of the transmission
line, a proportion of the incident wave would be reflected
back along the line to the oscillator. As a result of the
reflected wave interfering with the incident wave, a voltage
standing wave would be set up on the transmission line.
According to the measuring principle of SWR, the differen-
tial voltage of A and B is taken as the output of the transducer
conversion circuit, which can be expressed as a function of
the strap ring impedance [25, 26]:

UAB = 2A1
ZL − ZC

ZL + ZC
, ð1Þ

where A1 is the amplitude of the electromagnetic wave (V),
ZL is the impedance (Ω) of the strap ring, and ZC is the
impedance (Ω) of the transmission line. In this study, the
ZC is equal to 50Ω. When A1 and ZC are constant, the poten-
tial difference UAB at both ends of the transmission line is
only related to the impedance of ZL. The variation of StWC
can affect the impedance of stem, which leads the change of
the impedance of the strap ring (ZL), and the output voltage
(UAB) of the sensor will be changed. In other words, ZL is
determined by StWC of the measured living tree. Therefore,
the StWC of living standing trees can be quantified by
measuring the output voltage difference of the transmission
line (UAB).

2.4. Data Collection. StWC sensors (BD-IV) were installed on
the trunks of 12 selected Lagerstroemia indica tree samples.
The installation position of the BD-IV was close to the first
bifurcation of the main trunk of the tree sample. A self-
designed multichannel digital collector based on AVR 128
was used to connect the StWC sensors of each trunk. A mon-
itoring station in the experiment is shown in Figure 2. The
collector automatically collected and stored a data packet
every 10 minutes and collected 144 data packets in one day.
Thus, the collector can record 144 of StWC of each sample
every day. During the whole experimental process, the same
cultivation and management mode was adopted to ensure
the supply of water and nutrients for all the samples. At
the same time, the change process of StWC of the samples
was recorded.

In the study site, a forest microclimate monitoring station
(researched and developed by School of Technology, Beijing
Forestry University, China) was built to measure the param-
eters of micrometeorological factors in the ecological micro-
environment in real time, including air temperature, air
relative humidity, global radiation, and wind speed. The
station measured and collected the micrometeorological
factors every 10 minutes. In addition, soil temperature sen-
sors DS18B20 (Dallas Semiconductor, Dallas, Texas, United
States) and soil volume moisture content sensors HYSWR-
ARC (researched and developed by School of Technology,

A B

Z

LSignal source Coaxial transmission
line

Detection Detection

Parallel detection ring

Figure 1: Schematic view of the BD-IV.

(a) (b)

Figure 2: Monitoring station of stem water content: (a) digital
collector and (b) SWR sensor (BD-IV).
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Beijing Forestry University, China) were installed at four dif-
ferent locations in the study site to monitor the soil temper-
ature and soil volume moisture content, respectively.

2.5. Data Processing. The StWC of Lagerstroemia indica
samples were calculated by

V = 1022:1 ∗ St + 324:36  R2 = 0:998
� �

, ð2Þ

where V is the output voltage difference of the transmission
line and St is the StWC of Lagerstroemia indica samples. It
is a linear relation between the StWC of the Lagerstroemia
indica and the sensor output with the high sensitivity equal
to 1022.1mV (cm3·cm-3)-1. The value of coefficient of deter-
mination (R2) indicated that the sensor was able to measure
the StWC of trees precisely.

Microsoft Excel (Microsoft Inc., Redmond, USA) was
used to collate and calculate the StWC data of Lagerstroemia
indica samples; SPSS 19.0 (SPSS Inc., Chicago, USA) and

MATLAB 2015b (MathWorks Inc., Natick, MA) were used
to analyze the variance, regression, and correlation of the
StWC and meteorological factors; and Origin (OriginLab
Inc., USA) software was used to draw the charts and graphs.

3. Results and Discussion

3.1. Diurnal Variation Characteristics of StemWater Content.
The StWC data were selected from the typical sunny days.
Figure 3 illustrates the diurnal variation characteristics of
StWC of Lagerstroemia indica in its flowering stage
(2017.5.26), fruit growth stage (2017.7.1), fruit maturity stage
(2017.10.2), and dormancy period (2017.12.3). It can be
found that the diurnal variation of StWC follows the overall
trend of first decreasing and then increasing. Take the StWC
data of October 2, 2017, as an example: StWC started to rap-
idly decrease at 6:00; after reaching the first trough at 11:00,
the StWC was relatively stable till reaching the minimum
value at 15:00; then, it began to increase smoothly. The rising
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Figure 3: Daily variation of StWC in different growth stages of Lagerstroemia indica.

Table 2: Intermonthly dynamic change of StWC on sunny days and environmental factor daily mean of Lagerstroemia indica.

Month Date
Daily mean of environmental factor

Falling time Valley time Valley value Rising time Mean StWC
Rn T RH Ws 10 SMC

5 2018.5.26 305.05 23.53 44.29 0.97 7.58 8:00 13:00 47.13 15:30 50.69

7 2018.7.1 249.54 31.68 59.07 0.73 8.56 7:00 10:30 54.47 19:30 56.15

10 2018.10.2 185.59 16.01 60.19 0.61 9.98 6:00 10:50 57.23 18:00 59.78

12 2018.12.2 139.78 0.95 50.85 0.50 7.66 7:30 12:00 39.79 14:00 46.18

Rn: total radiation (W·m-2); T : air temperature (°C); RH: relative humidity (%); 10 SMC: 10 cm soil moisture content (%); falling time: time of StWC to fall;
valley time: time of StWC to reach the minimum value; rising time: time of StWC to rise.
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process of StWC lasted nearly 16 hours until 5:00 the next
day, and then, the falling process of StWC happened again.
At different growth stages of Lagerstroemia indica, the valley

time, falling time, and rising time of StWC were also variant.
It can be seen from Table 2 that the valley time of StWC
reached early, and the falling time of StWC started late in July
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Figure 4: Daily variation of the main meteorological factors in different growth stages of Lagerstroemia indica.
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and October. However, the pattern of StWC in March and
December was conversely. This phenomenon may be related
to the variation of meteorological factors during the growth
period of the sample trees. The diurnal variation of the main
meteorological factors on observation days at different
growth periods is shown in Figure 4. The results indicate that
the falling time of StWC in the fruit growth stage and fruit
maturity stage was early, and the rising time of StWC was
late, which was conducive to the accumulation of photosyn-
thates, while the opposite was found in the deciduous dor-
mancy period and germination stage. Figure 5 shows the
rising time, falling time, and valley time of StWC in the
growth cycle of Lagerstroemia indica, which illustrates that
the growth stage influenced the times of StWC greatly. The
valley value of StWC was October> July>May>December,
the maximum StWC was 57.23% in October, and the mini-
mum StWC was 39.79% in December. In addition, the mean
of StWC was October> July>May>December, the maxi-
mum StWCwas 59.78% in October, and the minimum StWC
was 46.18% in December. As a result, StWC of Lagerstroemia
indica was the most at the fruit stage and the least at the
deciduous dormancy period.

3.2. Response of Stem Water Content to Environmental
Factors. The StWC of Lagerstroemia indica at different
growth stages was significantly different under the influence
of external environmental factors. We selected the data of
StWC and meteorological factors for 7 consecutive days
(from July 24 to 30, 2017) to analyze the relationship between
StWC and environmental factors in Lagerstroemia indica.
The variation curve of StWC and meteorological factors of
Lagerstroemia indica is shown in Figure 6. It can be con-
cluded that the StWC had strong correlation with total radi-
ation, air temperature, air relative humidity, wind speed, and
soil moisture content, but not with soil temperature. More-
over, StWC was contrary to that of total radiation, wind
speed, and air temperature but similar to the change trend
of relative air humidity, which indicated that the increase of
air relative humidity would increase the StWC and have a
negative effect on fruit tree transpiration, while the increase
of total radiation and air temperature would decrease the
water content of stem, which can promote the transpiration
of Lagerstroemia indica. The photosynthate rate was influ-
enced by the changes of radiation and air temperature in a
reasonable range [27–29]. Since the tree samples were in
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Figure 5: Relationship between valley StWC and StWC status. (a) Falling time of StWC. (b) Rising time of StWC. (c) Valley time of StWC.
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the fruit growth stage, the accumulation of photosynthate
would be increased with the increase of radiation and air
temperature in a reasonable range [27–29].

The analysis results of correlation between StWC and
environmental factors of Lagerstroemia indica are shown
in Table 3. It can be seen that the StWC of Lagerstroemia
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indica was significantly correlated with total radiation, air
temperature, air relative humidity, wind speed, soil temper-
ature, and 15 cm soil moisture content at level 0.01. The
StWC was negatively correlated with air relative humidity
and 15 cm soil moisture content but positively correlated
with the other factors. The StWC had the strongest correla-
tion with total radiation, and the correlation coefficient was
0.732. The degree of correlation was rðRnÞ = −0:732∗∗
> rðTÞ = −0:556∗∗ > rðWsÞ = −0:549∗∗ > rðRHÞ = 0:505∗∗
> rð10 SMCÞ = 0:414∗∗ > rðSTÞ = −0:141∗∗ (∗∗significant
bilateral correlation at 0.01 level).

3.3. Quantitative Correlation Analysis between Stem Water
Content and Environmental Factors

3.3.1. Multiple Regression Analysis. The experiment took the
StWC of Lagerstroemia indica as dependent variable and
environmental factors as independent variable and estab-
lished a comprehensive relationship model between StWC
and environmental factors based on the multiple regression
analysis. The model was optimal to reflect the effect of envi-
ronmental factors on StWC of Lagerstroemia indica. The
multiple regression equation of StWC and environmental
factors of Lagerstroemia indica is as follows:

StWC = 11:789 − 1:402Rn − 0:931T − 1:132Ws + 0:933RH
− 3:368ST + 2:168SMC,

ð3Þ

where St is the StWC of Lagerstroemia indica. The coefficient
of determination of the equation is 0.87 (R2). The environ-
mental factors could explain 87.0% of the StWC changes of
Lagerstroemia indica. The coefficient of determination of
the residual factor is 0.49 (e =

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − R2

p
), which indicates that

there are other factors having certain influence on StWC of
Lagerstroemia indica, such as stomatal conductance and leaf
area index.

Furthermore, the path analysis was implemented to study
the way of influence and its magnitude of environmental fac-
tors on StWC of Lagerstroemia indica (Table 4). The direct
effect of environmental factors on StWC is Rn(-0.411)>T
(-0.305)>Ws(-0.230)> ST(0.224)>RH(0.137)>Hs(-0.074),
and the indirect effect of environmental factors on StWC is
RH(0.689)>T
(0.625)>Hs(0.573)>Ws(0.572)>Rn(0.522)> ST(0.394). As
a result, it shows that the direct effect of total radiation
(Rn) is the largest, while that of 15 cm soil moisture content
(SMC) is the smallest. Air temperature mainly affected the
StWC through the combined action of total radiation, rela-
tive humidity, and soil temperature. The total radiation
mainly affected the StWC through the combined effects of
air temperature, wind speed, and relative humidity.

4. Conclusions

This study confirms that the environmental factors can be
significant predictors of daily stem water content (StWC) of

Table 3: Correlation between StWC of Lagerstroemia indica and environmental factors.

Rn RH Ws T ST SMC StWC

Rn 1

RH -0.455∗∗ 1

Ws 0.550∗∗ -0.530∗∗ 1

T 0.566∗∗ -0.718∗∗ 0.481∗∗ 1

ST -0.033 -0.475∗∗ 0.405∗∗ 0.681∗∗ 1

10 SMC -0.427∗∗ 0.739∗∗ -0.488∗∗ -0.465∗∗ -0.194∗∗ 1

StWC -0.732∗∗ 0.505∗∗ -0.549∗∗ -0.556∗∗ -0.141∗∗ 0.414∗∗ 1

Rn: total radiation (W·m-2); RH: air relative humidity (%); Ws: wind speed (m/s); T : air temperature (°C); ST: soil temperature (°C); SMC: 15 cm soil moisture
content (%); StWC: stem water content(%). ∗∗Significant correlation at 0.01 level. ∗Significant correlation at 0.05 level.

Table 4: Path analysis results between StWC and environmental factors.

Independent variable
Simple correlation

coefficient
Direct path
coefficient

Indirect path coefficient
Total

X1 X2 X3 X4 X5 X6

X1 -0.732 -0.411 — 0.187 0.127 0.169 0.007 0.032 0.522

X2 0.505 0.137 0.187 — 0.122 0.219 0.106 0.055 0.689

X3 -0.549 -0.230 0.226 0.073 — 0.146 0.091 0.036 0.572

X4 -0.556 -0.305 0.229 0.098 0.111 — 0.153 0.034 0.625

X5 -0.141 0.224 0.014 0.065 0.093 0.208 — 0.014 0.394

X6 0.414 -0.074 0.175 0.101 0.112 0.142 0.043 — 0.573

X1: total radiation (W·m-2); X2: air relative humidity (%); X3: wind speed (m/s); X4: air temperature (°C); X5: soil temperature(°C); X6: 15 cm soil moisture
content (%).
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Lagerstroemia indica in Beijing. According to the experimen-
tal results, the following conclusions can be drawn:

(1) The StWC of Lagerstroemia indica varies regularly
day and night and follows the overall trend of first
rising and then falling, which shows a typical valley
curve. The rising time, valley time, and falling time
of StWC are different at the different growth stages
of the Lagerstroemia indica. Specifically, the falling
time of the fruit growth stage and fruit maturity stage
is ahead of the other stages, while the rising time of
the fruit growth stage and fruit maturity stage is later
than that of the other stages

(2) The StWC of Lagerstroemia indica is positively
correlated with air relative humidity and 15 cm soil
moisture content and negatively correlated with
total radiation, wind speed, air temperature, and
soil temperature which is the most important fac-
tor affecting StWC of Lagerstroemia indica. More-
over, the multiple regression equation of StWC
and environmental factors of Lagerstroemia indica
is StWC = 11:789 − 1:402Rn − 0:931T − 1:132Ws +
0:933RH − 3:368ST + 2:168SMC, and the coefficient
of determination of the equation is 0.87

(3) The transpiration of Lagerstroemia indica in the
region of Beijing, China, is larger in June-September.
The transpiration is highly influenced by environ-
mental factors such as solar radiation and wind speed.
The solar radiation is stronger in July and August in
this region, and the air temperature is higher. There-
fore, the irrigation should pay attention to supple-
menting irrigation in time during the peak growing
season of fruit, i.e., during the period of fruit
expansion, especially in the continuous sunny days
of July and August. Irrigation frequency ensures
that Lagerstroemia indica are not affected by water
stress during the critical period of growth, and irriga-
tion time should be chosen before sunrise or after
sunrise to reduce the loss of irrigation water caused
by evaporation
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Water is essential for every life living on the planet. However, we are facing a more serious situation such as water pollution
since the industrial revolution. Fortunately, many efforts have been done to alleviate/restore water quality in freshwaters.
Numerous sensors have been developed to monitor the dynamic change of water quality for ecological, early warning, and
protection reasons. In the present review, we briefly introduced the pollution status of two major pollutants, i.e., pesticides
and heavy metals, in freshwaters worldwide. Then, we collected data on the sensors applied to detect the two categories of
pollutants in freshwaters. Special focuses were given on the sensitivity of sensors indicated by the limit of detection (LOD),
sensor types, and applied waterbodies. Our results showed that most of the sensors can be applied for stream and river
water. The average LOD was 72:53 ± 12:69 ng/ml (n = 180) for all pesticides, which is significantly higher than that for heavy
metals (65:36 ± 47:51 ng/ml, n = 117). However, the LODs of a considerable part of pesticides and heavy metal sensors were
higher than the criterion maximum concentration for aquatic life or the maximum contaminant limit concentration for
drinking water. For pesticide sensors, the average LODs did not differ among insecticides (63:83 ± 17:42 ng/ml, n = 87),
herbicides (98:06 ± 23:39 ng/ml, n = 71), and fungicides (24:60 ± 14:41 ng/ml, n = 22). The LODs that differed among sensor
types with biosensors had the highest sensitivity, while electrochemical optical and biooptical sensors showed the lowest
sensitivity. The sensitivity of heavy metal sensors varied among heavy metals and sensor types. Most of the sensors were
targeted on lead, cadmium, mercury, and copper using electrochemical methods. These results imply that future development
of pesticides and heavy metal sensors should (1) enhance the sensitivity to meet the requirements for the protection of
aquatic ecosystems and human health and (2) cover more diverse pesticides and heavy metals especially those toxic
pollutants that are widely used and frequently been detected in freshwaters (e.g., glyphosate, fungicides, zinc, chromium,
and arsenic).
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1. Introduction

Seventy-one percent of our planet is covered by water which
is a vital necessity to the organisms living on the earth. Even
though freshwater only occupied less than 3% of all the water
on earth, our daily life is more associated with freshwater
than saltwater. However, many freshwater ecosystems have
been polluted by anthropogenic activities including the three
most dominating contributors: human settlements, indus-
tries, and agriculture [1–3]. For example, more than
100,000 chemicals (e.g., pesticides) are registered nowadays,
and most of them are related to our daily life; these chemicals
can inevitably enter freshwaters [4]. In addition, more than
half of the total production of chemicals is harmful to the
environment [5]. In Latin America, Africa, and Asia, 1/3,
1/7, and 1/10 of all the streams and rivers have already been
affected by pathogen (e.g., fecal coliform bacteria), organic
(e.g., biochemical oxygen demand (BOD)), and salinity
(e.g., total dissolved solids (TDS)) pollution [6]. At a national
scale survey, the water quality of ~1/3 of US’ streams and riv-
ers was assessed by the Environmental Protection Agency
(EPA), and the results revealed that 55% of the streams were
categorized as impaired. Bacteria, sediment, and nutrients
were identified as the three most significant causes for stream
pollution in this survey [7]. Freshwaters in developing
countries such as China are facing more serious pollution sit-
uation. It was estimated that ~60% of China’s groundwater
was classified as poor or very poor, and the number is even
higher (~80%) in 17 northern provinces [8]. The impaired
water quality negatively affected aquatic organisms and gen-
erates major threats to waterbodies, with great consequences
on aquatic ecosystems at levels ranging from individuals to
watershed [9–13]. More importantly, human health is also
at risk if clean drinking water cannot be accessed [4]. It was
estimated that the freshwater resources for 82% of the world’s
population are under high levels of threats, and the situation
is more serious in developing countries than in developed
countries [14]. Consequently, more than 1/3 of the popula-
tion in the world lacks safe drinking water [4]. Freshwaters
(e.g., streams, rivers, lakes, and ponds) receive large quantity
of various pollutants including pesticides [15], heavy metals
[16], and nutrients [17]. It was estimated that 80% of munic-
ipal wastewater that flows into waterbodies is untreated, and
millions of tonnes of heavy metals and other pollutants were
dumped into waterbodies every year [18]. In China, human
activities introduced 14:5 ± 3:1 mega tonnes of nitrogen to
freshwaters each year which are 2.7 times of the predicted
safety threshold [19]. Excess nutrients such as nitrogen and
phosphorus in freshwaters usually lead to eutrophication,
one of the most common reasons for water quality degra-
dation [20, 21]. Many efforts have been done to improve
the water quality of freshwaters via direct or indirect ways
[22, 23]. Monitoring water quality in freshwaters is still
the first priority for many ecological studies, water quality
control, and restoration projects [24, 25].

Monitoring water quality is especially important for
the provision of clean drinking water and the protection
of aquatic ecosystems [26, 27]. After the development of
decades, numerous kinds of sensors, including chemical

sensors, biosensors, and electronical sensors, have been
developed to detect water quality [28, 29]. A sensor is a
device that is capable of providing selective quantitative
or semiquantitative analytical information via a biologi-
cal/chemical/electronical recognition element; it usually is
composed of a transducer and a processor [30]. Generally,
the requirements of water quality sensors are confined to
many factors such as the waterbodies to be monitored,
water quality parameters to be tested, and the objects of
the monitoring system [31]. The projection of future sen-
sors targets on higher sensitivity, rapider detection, smaller
size, inexpensiveness, disposability, ease of manipulation,
durability for longer time, and suitability for multiple envi-
ronments. For example, in a newly published review, Parra
et al. [29] summarized several requirements of physical
sensors for precision aquaculture: low maintenance, low
cost, low battery consumption, nonmetal, robust, water-
proof, withstand biofouling, and no effects on aquatic
organisms. Previous review papers focus on either one
type/category of sensors [32] or one analyte (or one group
of analytes) [33]. This review paper will focus on the sen-
sors applied to test two of the most common pollutants in
freshwaters, i.e., pesticides and heavy metals. The general
contamination status of these parameters in freshwaters
and a simple analysis of sensors are also discussed. The
sensitivity of sensors (limit of detection (LOD)) and sensor
types are especially discussed. The present review paper
differs from previous review papers in the following ways:
(1) we unified the unit of LOD to make the comparison
between studies possible and visualized; (2) only the data
collected from freshwaters were used; and (3) not only
the sensor types but also the detected analyte categories
were discussed.

2. Materials and Methods

2.1. Database Compilation. We build the database of pesti-
cide sensors by searching Web of Science using the follow-
ing topics: “sensor” and “pesticide or herbicide or fungicide
or insecticide” and “freshwater or river or stream or lake or
reservoir or pond”. Most of the collected papers were pub-
lished during the last five years which composed almost
half of the publications (2015-2019). The data collected
before 2015 were mainly based on previous review papers
[34–36]. For each publication, we extracted the following
information: tested analytes, sensor types (e.g., biosensors
and electronical sensors), LODs, and the applicable water-
bodies. For the optical sensors, we included fluorescent
sensors, luminescent sensors, and colorimetric sensors.
The tested analytes were grouped into three categories of
pesticides (i.e., herbicides, insecticides, and fungicides).
All the units of LODs were unified as ng/ml. The same
method was used to build the database of heavy metal
sensors by replacing “pesticide OR herbicide OR fungicide
OR insecticide” with “heavy metal”. For heavy metal sen-
sors, we only collected data during the year 2017-2019
(updated until October) which composed ~1/3 of all the
publications.
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Table 1: Summary of studies employing sensors for the detection of pesticides in freshwaters.

Analytes Sensor types LOD (ng/ml) Waterbodies Ref.

Picloram Bioelectrochemical 5 Paddy field water [55]

Malathion Biosensor 1 Tap water [56]

Methamidophos Biosensor
0.01
0.013

Tap water
River water

[57]

Monocrotophos
Mevinphos
Phosphamidon
Omethoate

Biosensor

0.015
0.009
0.012
0.032

River and tap water [58]

Bentazone Electronical 262.3 River water [59]

Carbaryl
Heptenophos
Fenitrothion

Electrochemical
5.3
3.6
160

Wastewater [60]

Carbofuran
Fenobucarb

Electronical
2
2

Tap water and farmland water [61]

Paraoxon
Carbaryl

Bioelectronical
2.8
8.0

Lagoon water [62]

Chlorpyrifos
Chlorfenvinfos

Biosensor
0.004
0.004

Lake water [63]

Atrazine Electrochemical 2.2 River water [64]

Atrazine Electrochemical 4.5 River water [65]

Atrazine Electrochemical 1.9 River water [66]

Atrazine Electrochemical 13 River water [67]

Atrazine
Ametryne

Electrochemical
3.1
3.8

River water [68]

Atrazine Electrochemical 30.2 Natural waters [69]

Chlorpyrifos oxon
Paraoxon
Malaoxon

Bioelectronical
1.1
30
25

River water [70]

Chlormequat Bioelectronical 502.74 River and ground water [71]

Carbofuran
Carbaryl

Bioelectronical
20
300

Well water [72]

Paraoxon
Methyl parathion

Bioelectronical
5.5
5.8

Well water [73]

Omethoate Bioelectronical 21.3 Lake water [74]

Atrazine Biooptical 0.15
Drinking, lake, and

agricultural wastewater
[75]

Isoproturon Bio-Opt 3 Well water [76]

Carbaryl Biooptical 0.029 Drinking water [77]

Carbendazim
Carbofuran
Benomyl

Biooptical
15
68
35

Environmental water [78]

Carbaryl Biooptical 0.27 River water [79]

Fuberidazole
Carbaryl
Benomyl

Biooptical
0.09
6
9

River, well, dam, irrigation water [80]

Fuberidazole
O-Phenylphenol

Biooptical
0.18
6.1

River and well water [81]

Linuron Biooptical 130
Tap, underground,

mineral, and river water
[82]

Metsulfuron methyl Optical 0.14 River, well, and irrigation water [83]
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Table 1: Continued.

Analytes Sensor types LOD (ng/ml) Waterbodies Ref.

α-Naphthol
O-Phenylphenol
Thiabendazole

Optical
2
2
2

Tap and river water [84]

Triazine Biooptical 0.0013 River water [85]

Thiabendazole Optical 2.8
Tap, underground,

mineral, and river water
[86]

Warfarin Optical 2 River, lake, and spring water [87]

Thiabendazole
Metsulfuron methyl

Optical
2.5
3.3

Well, river, and irrigation water [88]

N-1-Naphthylphthlamic acid
Optical

8.1
Drinking and mineral water [89]

1-Naphthylamine 11.2

Thiabendazole Optical 4.5
Tap, underground,

mineral, and river water
[90]

Carbaryl Biooptical 1.38 Groundwater, tap, and river water [91]

1-Naphthylamine Optical 1.1 Well, tap, and urban wastewater [92]

Paraquat Optical 0.11 Tap, well, lake, river, and rain water [93]

Paraquat Optical 1.6 Wastewater [94]

Paraquat Optical 0.003 Tap, mineral, waste, and ground water [95]

Paraquat Optical 0.7 Drinking water [96]

Paraquat Bioelectrochemical 0.926 River and groundwater [97]

Paraquat Biooptical 0.036 River water [98]

Paraquat Electronical 23.92 River water [99]

Paraquat Electronical 2 Dam, river, and tap water [100]

Paraquat Optical 22 River, dam, and mineral water [101]

Paraquat
Diquat

Ele-optical
0.1
0.2

River water [102]

Paraquat
Diquat

Ele-optical
0.2
0.1

Tap, lake, river,
ground, and bog water

[103]

Paraquat
Diquat

Ele-optical
5
1

[104]

Dipterex
Dursban
Paraquat
Methyl thiophanate
Cartap

Che-optical

5.152
7.012
5.143
6.84
5.476

Wastewater [105]

Paraoxon Optical 0.05 Tap and river water [106]

Diniconazole Biooptical 6.4 River and wastewater [107]

Diuron Electrochemical 0.00125 Lake water [108]

Diazinon
Iprobenfos
Edifenphos

Biooptical
36.3
53.6
27.9

River water [109]

Paraoxon
2,4-D
Atrazine

Bioelectronical
2
50
10

River water [110]

Diazinon Bioelectrochemical 0.039
Tap and

river wastewater
[111]

Metamitron Electrochemical 7.28 River water [112]

Carbamate Biooptical 3.3 Lake water [113]

Diuron Bioelectrochemical 2.1 River water [114]

Mesotrione Electrochemical 8.822 Lake and tap water [115]

Paraquat Electrochemical 3.086 River water [116]

Fenoxanil Electronical 0.0092 River water [117]
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Table 1: Continued.

Analytes Sensor types LOD (ng/ml) Waterbodies Ref.

Malathion
Parathion methyl
Monocrotophos
Dichlorvos

Bioelectrochemical
Bioelectrochemical

0.01
0.02
0.01
0.01

Tap and river water [118]

Dicloran Bioelectrochemical 0.099 Tap and river water [119]

Fenitrothion Electrochemical 0.036 Tap and lake water [120]

Carbamate Optical 0.023 River water [121]

Fenoxycarb Biooptical 949.221 River water [122]

Malathion Ele-optical 0.0991 Pond water [123]

Methomyl Electronical 126.192 River and tap water [124]

Diuron
2,4-D
Tebuthiuron

Electronical
8.1585
26.405
77.625

Lake and well water [125]

Pyrethroids Biooptical 42.64 River water [126]

2,4-D Electronical 44.008 River water [127]

Fomesafen Electrochemical 89 Lake water [128]

Glyphosate
Dimethoate
Atrazine
Cyanazine
Diuron
Imidacloprid
Malathion
Imazethapyr
Mecoprop-P
2,4-D
Trifluralin
Paraquat
Metolachlor
Carbaryl
Acephate

Biooptical

338
458.52
431.36
481.39
466.2
511.32
660.72
578
429.3
440.08
670.56
514.32
567.6
402.44
366

Lake water [50]

Dichlorophen Electronical 3.768 River water [129]

Hexazinone Bioelectronical 0.00066 River water [130]

Malathion Optical 1:84 × 10−7 Agricultural runoff water and lake water [131]

Fenitrothion Optical 1.677 Well, river, and tap water [132]

Pendimethalin Electronical 10.408 Tap and river water [133]

Metol
Bisphenol A

Electrochemical
0.344
0.685

River water [134]

Azinphos methyl Che-optical 0.549 Tap and river water [135]

Fenvalerate pyrethroid Optical 0.01
Tao, river, well,

distilled, and draining water
[136]

Propham Electrochemical 0.789 River water [137]

Propham Electrochemical 0.179 River water [138]

Cyanazine Electrochemical 0.06 Tap, river, and ground water [139]

Tau-fluvalinate Biooptical 6.105 Lake water [140]

Methyl parathion Optical 291.3 Lake water [141]

Pymetrozine Optical 2.172 Tap and lake water [142]

Imidacloprid Electronical 106.1 River water [143]

Pyrethroid Biooptical 6.568 River water [144]

Paraquat Electronical 0.8 River water [145]

Clopyralid Electrochemical 0.154 River water [146]

Carbendazim Electronical 37.473 River water [147]
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2.2. Data Analysis. One-way ANOVA (analysis of variation)
was conducted to test the differences of LODs among the pes-
ticide groups/heavy metals and among the sensor types. All
data were checked for normality before conducting the
ANOVA tests and were log-transformed to meet normality
and homogeneity assumptions [37]. One case (1:84 × 10−7)
was deleted from the pesticide sensor dataset due to the
outlier when conducting the ANOVA. If significant effects
present in the ANOVA, then Tukey’s multiple comparison
was used for post hoc analysis of significant differences
among sensor types or analyte groups [38]. All statistical
analyses were carried out using SPSS 24.0.

3. Results and Discussion

3.1. Pesticide Sensors

3.1.1. Pesticides in Freshwaters. Pesticides are usually classified
into three major categories: herbicides, insecticides, and fungi-
cides/bactericides. The application of pesticides is used to con-

trol weeds, pest outbreaks, and fungal infestations for the
security of global food supply [15, 39, 40]. The worldwide pes-
ticide expenditures increased from $48.8 billion in 2008 to
$55.9 billion in 2012 [41]. After application, these pesticides
can enter freshwaters via numerous ways such as wastewater
effluent and surface runoff [15]. In a national (US) monitoring
network for pesticides in streams and rivers during 1992-2011,
the concentrations of one or more pesticides exceeded the
aquatic organism benchmark in 61%-69%, 45%, and 53%-
90% of the streams in agricultural, mixed-land-use, and urban
areas, respectively [42]. In Europe, atrazine (herbicide) is
among the most frequently detected chemicals in groundwa-
ters [5]. Due to their high frequency of being detected in fresh-
waters and the toxicity effects on aquatic organisms, pesticides
are one of the most common monitored water quality param-
eters [43–45]. During the last few decades, many sensors have
been developed to detect pesticides in freshwaters [46, 47].

Most of the sensor data we collected can be applied in
rivers and streams which correspond to the fact that most
studies focused on these waterbodies and indicated the needs

Table 1: Continued.

Analytes Sensor types LOD (ng/ml) Waterbodies Ref.

Quinalphos Electrochemical 0.378 Tap and lake water [148]

Methyl parathion Biooptical 1.87 River water [149]

2,4-D Optical 0.0045 Tap, bottle, and lake water [150]

Diethofencarb Electronical 320 River water [151]

Diazinon Bioelectrochemical 57.827 River water [152]

Naptalam Electrochemical 4.37 River water [153]

Phosmet Biooptical 0.0004 Lake water [154]

Phoxim Che-optical 298.298 River water [155]

Bentazone Electrochemical 8.918 Lake and ground water [156]

Fenitrothion Electronical 0.155 Well water [157]

Chlorpyrifos Bioelectrochemical 0.07 Lake water [158]

Lindane Ele-optical 0.585 River and tap water [159]

Difenzoquat Electrochemical 102.225 River and deionized water [160]

Diquat Electrochemical 37.844 River and drinking water [161]

Methyl parathion Optical 27.674 Pond water [162]

Glyphosate
Aminomethylphosphonic acid

Optical
5.07
1.666

Lake water [48]

Atrazine
Chlorpyrifos
Lindane
Tetradifon
Imidacloprid

Opt-electrochemical

25.882
10.167
40.716
14.242
3.322

River water [163]

Glyphosate Optical 845 River water [49]

Methyl parathion Electrochemical 0.012 River water [164]

Amitrole Electrochemical 58.856 River water [165]

Paraoxon
Malathion
Methamidophos
Carbaryl

Optical

0.014
0.033
0.017
0.026

Tap and river water [166]

Fenitrothion Electronical 0.0526 River water [167]

Carbendazim Electrochemical 5.736 River water [168]

Ofloxacin Optical 0.123 River and tap water [169]
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to monitoring pesticides in streams and rivers. The most fre-
quently detected pesticides are paraquat, followed by atrazine
and carbaryl (Table 1). This result is in accordance with the
most common pesticide contamination in freshwaters [5].
However, only three studies detected glyphosate [48–50],
the most widely used herbicide worldwide [51, 52]. There-
fore, more studies should target on the development of
glyphosate sensors to get a clearer understanding of the
glyphosate contamination in freshwaters. Although the pro-
duction of herbicides is the highest worldwide [53], more
studies focus on insecticide sensors than herbicide sensors
(Table 1), probably because organophosphorus pesticides,
the most frequently detected analytes, are highly toxic to
organisms [54]. Therefore, priority was given to those with
relatively high toxicity rather than those used in large quan-
tity when monitoring water quality.

3.1.2. Sensitivity of Pesticide Sensors. The average LOD of
pesticide sensors included in this review was 72:53 ±
12:69ng/ml (n = 180, mean ± SE). Not all of sensors for
the detection of pesticides in freshwaters were sensitive
enough for ecological and monitoring requirements. The
proposed maximum contaminant level, i.e., the maximum
permissible level (MCL) of a contaminant in water that is
delivered to any user of a public waterbody, for many pesti-
cides (e.g., atrazine and aldicarb) is at the level of ng/ml or

even less than 1ng/ml [170]. For example, the criterion max-
imum concentrations (CMC) of carbaryl, chlorpyrifos, diaz-
inon, and parathion for aquatic life in freshwaters of the
United States are 2.1, 0.083, 0.17, and 0.065 ng/ml, respec-
tively (Table 2). Moreover, more than 5% of the MCLs for
the top 29 commonly regulated pesticides in drinking water
exceed the computed upper thresholds for human health risk
uncertainty [171], which means that the MCLs for pesticides
in drinking water should be stricter and higher sensitive sen-
sors are needed. However, our results indicated that the
LODs for 32.8% of the sensors are higher than 10ng/ml,
and <50% of the sensors can reach the level of 3 ng/ml.
Therefore, many sensors may not be sensitive enough for
the detection of pesticides in freshwaters regarding the
requirements for the protection of aquatic life and human
health. In addition, there are more than 1,000 pesticides used
worldwide to ensure food security. Nevertheless, this review
paper only included 97 kinds of pesticides/active ingredients
which cover less than 10% of all pesticides. Therefore, future
studies should focus on the largely ignored pesticides because
many pesticides have toxic effects on aquatic organisms [172]
and human health [173, 174]. For example, many sensors
were developed to analyze organophosphorus pesticides
(e.g., chlorpyrifos and carbaryl) while fewer sensors were tar-
geted on organochlorine pesticides such as dichlorodiphenyl-
trichloroethane (DDT). DDT was widely used for the control
of pest and fungus in the last century. Even though DDT has
been banned for decades in many countries, it can still be
found in 8-100% of the sampled small streams in three South
American countries [175]. Therefore, DDT is still a global
concern due to the toxicity, not easy to be degraded, and
the tendency to be accumulated in organisms [176]. The
LOD of one biooptical sensor used for the detection of
DDT in river water can be as low as 0.015 ng/ml [177].

LODs in this study showed thousands of orders for
different analytes and sensors. Among all the sensors been
checked, the most sensitive sensor was developed by Kumar
et al. [131], in which the indirect detection of malathion
through an enzyme-based fluorometric method was applied.
This system can achieve an ultrasensitive LOD which is as
low as 1:84 × 10−7 ng/ml and can be spiked for lake water
and agricultural runoff water [131]. By contrast, some sen-
sors are relatively “insensitive” with the LODs at the level of
100 ng/ml [50, 122, 141]. Although, the average LOD for her-
bicide sensors is higher than that of insecticides and fungi-
cides, there is no significant difference among the three
categories of pesticides (F2,176 = 2:717, P = 0:069, Figure 1).
The sensitivity of sensors collected in this paper is similar
to that of previous review papers [34, 178]. Only 22 cases
(12.22%) were related to fungicide sensors. This extremely
low percentage indicated the urgency to improve the moni-
toring of fungicides in freshwaters, because fungicides are
widely occurring in freshwaters and are highly toxic to
numerous aquatic organisms [15, 179]. For the sensor types,
we found a similar pattern (Table 1) as some previous review
papers that electrochemical [180], optical [33, 35], and bio-
logical [181] sensors are among the most widely used sensors
for the detection of pesticides in freshwaters. Regarding the
sensitivity of different types of sensors, biosensors showed

Table 2: Criterion maximum concentration and maximum
contaminant concentration of some pesticides and heavy metals in
freshwaters in the United States.

CMCs (ng/ml) MCLs (ng/ml)

Pesticides

Carbaryl 2.1 —

Chlorpyrifos 0.083 —

Diazinon 0.17 —

Parathion 0.065 —

Dieldrin 0.24 —

Lindane 0.95 0.2

Atrazine — 3

2,4-D — 70

Diquat — 20

Heavy metals

Arsenic 340 (1.0) 10

Cadmium 1.8 (1.14) 5

Chromium3+ 570 (0.316) 50

Chromium6+ 16 (0.982) 50

Copper - (0.96) 130

Lead 82 (1.46) 15

Mercury 1.4 (0.85) 2

Nickel 470 (0.998) —

Silver 3.2 (0.85) 100

Zinc 120 (0.978) 500

Note: CMC: criterion maximum concentration for the recommended
aquatic life in the United States. Numbers in parentheses of CMCs for
heavy metals are conversion factors for dissolved metals. MCL: maximum
contaminant limit concentration for drinking water in the United States.
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the highest sensitivity compared with other sensors, while the
biooptical and electrochemical optical sensors indicated the
lowest sensitivity (F9,169 = 7:239, P < 0:001, Figure 2). Bio-
sensors have been widely used in the environmental moni-
toring [5], given the advantages of biosensors in detecting
pesticides and other pollutants over conventional methods:
high stability (e.g., they can operate at high temperature),
inexpensiveness, possibility for real-time monitoring, high
selectivity, and disposability, just to name some of them

[181–183]. Biosensors could be a promising direction for
pesticide detection in freshwaters. For example, diatoms,
which were popular for the assessment of water quality
[184], may be a suitable tool for biosensors.

3.2. Heavy Metal Sensors

3.2.1. Heavy Metals in Freshwaters. Heavy metals refer to
metallic elements that have a high atomic weight and with a
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Figure 2: Averages of limit of detection of pesticide sensors based on different detection methods. Values are the mean ± SE. Different
uppercase letters above each bar indicate significant differences after one-way ANOVA and post hoc Tukey (parameters with the same
letter are not significantly different between sensors).
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Table 3: Summary of sensors used to detect heavy metals in freshwaters during the year 2017-2019.

Analytes Sensors LOD (ng/ml) Waterbodies Ref.

As3+ Biosensor 0.005 Tap, lake, and pond water [203]

As3+ Electrochemical 75 River water [204]

Cd2+

Pb2+
Electrochemical

0.068
0.105

Tap and lake water [205]

Pb2+ Electrochemical 0.15 Tap and lake water [206]

Pb2+

Hg2+
Optical

0.029
0.044

River water [207]

Cu2+ Electrochemical 9.532 Tap and river water [208]

Fe3+

Ni2+

Cr6+

Cu2+

Al3+

Zn2+

Optical

200
300
100
30
80
40

Tap and lake water [209]

Cd2+ Electrochemical 0.337 River water [210]

Pb2+

Cu2+

Hg2+
Electrochemical

0.2
0.2
0.2

Lake water [211]

Pb2+

Cu2+
Electrochemical

0.6
0.3

River water [212]

Ag+ Biosensor 0.006 Tap, drinking, pond, and soil water [213]

Cd2+

Pb2+

Cu2+

Hg2+

Electrochemical

0.0056
0.0166
0.001
0.010

River water [214]

As3+ Electrochemical biosensor 0.000003 Lake and well water [215]

Cd2+ Electrochemical 0.17 Lake water [216]

Hg2+ Optical 0.6 Tap water [217]

Pb2+

Cd2+
Electrochemical

0.17
0.21

River, lake, and wastewater [218]

Hg2+ Electrochemical 6.018 River water [219]

Cu2+

Pb2+

Cr3+
Electronical

0.02
0.03
0.15

River, tap, and well water [220]

Ag+ Electrochemical 0.098 Pond, tap, drinking, and soil water [221]

Hg2+ Biofluorescent 0.261 River water [222]

Cd2+ Electrochemical 0.05 Tap, pond, and river water [223]

Ni2+ Electrochemical 0.12 Tap and river water [224]

Cu2+

Cd2+

Pb2+
Electrochemical

3
4
2.5

River water [225]

Cd2+

Pb2+

Cu2+

Hg2+

Electrochemical

1.012
0.207
0.508
0.181

River water [226]

Ni2+

Cr6+

Hg2+
Electrochemical

240
180
190

Lake water [227]

Pb2+ Electrochemical 0.5 River water [228]
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Table 3: Continued.

Analytes Sensors LOD (ng/ml) Waterbodies Ref.

Hg2+ Optical 0.261 Tap and river water [229]

As3+ Biooptical 0.005 Groundwater [203]

Hg2+ Biooptical 0.241 Lake and deionized water [230]

Pb2+ Bioelectrochemical 0.000001 River water [231]

Cd2+ Electrochemical 3.372 Lake water [232]

Hg2+

Cu2+
Optical

7.422
6.672

River water [233]

Pb2+

Cu2+

Hg2+
Electrochemical

0.15
0.07
0.13

Lake and river water [234]

Pb
Cd

Electrochemical
1.68
1.24

Tap and lake water [235]

Cu2+
Fe3+

Optical
0.0064
0.056

River water [236]

Pb2+

Hg2+
Biooptical

1.036
3.731

Lake water [237]

Cd2+ Electrochemical
1.16
0.152

Lake water
Deionized water

[238]

Pb2+ Optical 0.216 River and tap water [239]

Pb2+ Optical 0.011 River water [240]

As3+

Cd2+
Bioelectronical

2.248
7.869

River, tap, and wastewater [241]

Cd2+

Pb2+

Cu2+
Electrochemical

0.5
1
5

River water [242]

Cr3+ Biosensor 0.35 River and tap water [243]

Pb2+ Electrochemical 4.144 Lake and mining effluent water [244]

Cd2+

Pb2+
Electrochemical

7.45
1.17

Lake and tap water [245]

Zn2+

Cd2+

Pb2+
Electrochemical

0.327
0.225
0.166

Tap and river water [246]

Cu2+ Electrochemical 25.418 River, tap, and dam water [247]

Cd2+

Pb2+

Ni2+
Electrochemical

0.0025
0.0518
0.0002

[248]

Zn2+

Pb2+

Cu2+
Electrochemical

0.05
0.02
0.03

Lake water [249]

Pb2+ Electrochemical 2.486 Tap, lake, and river water [250]

Ag+ Bioelectrochemical 0.00000005 Tap and lake water [251]

Cd2+

Pb2+
Electrochemical

0.2
0.3

River water [252]

Pb2+

Hg2+
Bioelectronical

3.937
3.611

River water [253]

Cu2+ Electrochemical 19.064 Tap and river water [254]

Pb2+

Cr3+

Hg2+
Optical

192.696
48.356
186.549

Lake water [255]
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density of at least five times greater than that of water [185].
Aquatic ecosystems can be polluted by heavy metals through
multiple ways such as mining, weathering of soils and rocks,
industrial wastewater, and surface runoff [186–188]. Natural
concentrations of Pb and Cd are less than 0.003 ng/ml in

streams [189]. However, heavy metal concentrations may be
two or three orders of the natural concentrations or even
higher in polluted waterbodies [190, 191]. The most common
heavy metal pollutants found in aquatic ecosystems are As,
Cd, Cr, Cu, Ni, Pb, Hg, and Zn [192]. For instance, Cu, Fe,

Table 3: Continued.

Analytes Sensors LOD (ng/ml) Waterbodies Ref.

Cd2+

Cu2+

Hg2+

Pb2+

Chemical

0.001
0.006
0.020
0.021

Wastewater [256]

Mn2+

Fe2+

Cu2+

Fe3+

Optical

16
11
12
50

River water [257]

Hg2+

Hg2+
Optical

0.233
0.509

River and tap water [258]

Hg2+

Ag+
Biooptical

0.602
0.324

Lake water [259]

Cd2+

Pb2+
Optical-electronical

0.152
0.029

River water [260]

Cd2+

Pb2+

As3+

Hg2+

Electrochemical

0.315
0.292
0.172
0.321

River and tap water [261]

Cu2+ Biooptical 5547.566 Pond wand tap water [262]
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Figure 3: Averages of limit of detection of sensors for the detection of heavy metals in freshwaters. Values are the mean ± SE. Different
uppercase letters above each bar indicate significant differences after one-way ANOVA and post hoc Tukey (parameters with the same
letter are not significantly different between heavy metal sensors). Only one sensor was included in this review for the detection of Al, Mn,
and Fe. Therefore, these three heavy metal sensors were excluded from the ANOVA. The data of Cr3+ and Cr6+ were combined for the
ANOVA.
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Zn, Mn, and Cr were the top five heavy metals of concern in
freshwaters in Bohai Region, China, while Hg showed the
lowest risk [193]. The concentrations of many heavy metals
in the river Ganga water and sediment exceeded the accept-
able concentrations and threatened human health and
aquatic organisms [194]. Three countries, i.e., the United
States, Germany, and Russia, consume 3/4 of the world’smost
widely used metals. Human health and aquatic ecosystems
can be threatened by heavy metals especially by Pb, Cd, Hg,
and As [195, 196]. For example, groundwaters contaminated
by As threatened millions of people’s drinking water safety in
developing countries such as India, Cambodia, and Vietnam
[4]. Aquatic organisms still suffer from the toxic effects of
heavy metals even though upstream mining activities ceased
for decades [197]. Due to the high toxicity and them com-
monly found in freshwaters [198, 199], heavy metals are
among the most important indices when monitoring water
quality [45, 200].

3.2.2. Sensitivity of Heavy Metal Sensors. Altogether, 61
publications were selected during the years 2017-2019 (the
data were updated until October 2019), with nine types of
sensors used for the detection of 13 heavy metals in freshwa-
ters (Table 3). The average LOD for all sensors is 65:36 ±
47:51ng/ml (n = 117, mean ± SE). The sensitivity of sensors
differed among the detected heavy metals (F9,104 = 2:289,
P = 0:022, Figure 3). Sensors targeted on Ag had the high-
est sensitivity while the sensors used to detect Fe and Cr
showed the lowest sensitivity. The sensitivity of many sensors
can satisfy the requirements for drinking water and wild life

protection. The LODs of some sensors were still higher than
CMCs or MCLs. Especially for mercury sensors, 30% of the
collected sensors failed to satisfy the CMC or MCL
requirements. It reminds us that higher sensitivity sensors
should be developed to protect human health and aquatic
organisms. In addition, the CMC/MCL may be changed
due to the national regulation [201, 202] which means that
the higher sensitivity sensors may be needed to detect
lower concentrations of heavy metals. As mentioned
above, As, Cr, Ni, and Zn are among the highest concen-
trations of heavy metals in freshwaters [192]. However,
limited sensors were developed to detect these heavy
metals. Therefore, more diverse sensors should be devel-
oped to analyze these heavy metals.

Regarding the sensor types, more than half of the
heavy metal sensors were based on electrochemical
methods, while few studies applied biological ways
(Table 3). The sensitivity of sensors for heavy metal detec-
tion varied among sensor types (F8,108 = 12:5, P < 0:001,
Figure 4). Bioelectrochemical sensors had the highest sen-
sitivity, while bioelectronical sensors showed the lowest
sensitivity. The most sensitive sensor was a bioelectro-
chemical sensor which was developed by Zhang et al.
[251] for the detection of silver in tap and lake water,
and the LOD was as low as 5:0 × 10−8 ng/ml. On the con-
trary, a pigment-based whole-cell biosensor developed for
the analysis of copper in pond and tap water showed the
highest LOD (5547.6 ng/ml) [262]. The average LOD of
heavy metals based on electrochemical methods was
12:187 ± 5:446ng/ml (n = 65, mean ± SE). The LOD of
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Figure 4: Averages of limit of detection of heavy metal sensors based on different methods. Values are the mean ± SE. Different uppercase
letters above each bar indicate significant differences after one-way ANOVA and post hoc Tukey (parameters with the same letter are not
significantly different between sensors).
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electrochemical sensors in this review is higher than the
LODs of electrochemical sensors in previous review papers
[210, 263, 264]. This probably is because the LODs of four
electrochemical sensors were higher than 50ng/ml which
increased the average LOD. Electrochemical sensors have
the advantages such as easy to manipulate, cheap, suitable
for field monitoring, and portable which make it suitable
for heavy metal detection [263]. However, the optical sen-
sors in this review did not show higher sensitivity than
electrochemical sensors as mentioned in a previous study
[263]. This is caused by two studies which used colorimet-
ric and luminescent detection; the LODs in these two
studies are 30-300 ng/ml [209, 255].

4. Conclusion

This review presents the general information on sensors
for the detection of pesticides and heavy metals in fresh-
waters. The studied sensors covered less than 10% of all
registered pesticides/ingredients. Most of the selected pesti-
cide sensors were used to analyze insecticides and herbi-
cides while limited studies were focused on fungicides.
The LODs of ~30% of the pesticide sensors failed to meet
the maximum permissible concentrations for aquatic life
and drinking water. Biosensors showed the highest sensi-
tivity and appeared to be a promising technology in future
development for the detection of pesticides in freshwaters.
The average LOD of sensors for the detection of heavy
metals is 65.36 ng/ml during the last three years. The
LODs of a small fraction of sensors such as mercury sen-
sors were higher than the upper threshold concentrations
for the protection of wild life and drinking water safety.
Most of the heavy metal sensors were designed to detect
mercury, cadmium, lead, and copper based on electro-
chemical methods. These results imply us that higher sen-
sitivity sensors should be developed in the future. In
addition, future sensors should cover more pesticides and
heavy metals (e.g., glyphosate and zinc) which are com-
monly detected in waterbodies and are highly toxic to
aquatic organisms and human health.
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The abiotic and biotic stresses including drought, cold, and disease stress are linked by the fact that they all decrease the availability
of water to plant cells. In previous studies, some physiological factors related with plant water status, such as stem sap flow, leaf
transpiration rate, and water potential, were used to assess the effects of these stresses on plants. But there are few studies about
the effects of these stresses on stem water content (StWC) which can be measured by a novel SWR sensor. In this study, crape
myrtle was selected as an experimental subject and its StWC was observed in four experiments including no stress, drought,
cold, and disease stress. Before conducting stress experiments, the StWC and environmental and physiological parameters were
synchronously monitored under unstressed conditions on a typical day in summer. In the experiment of drought stress, the
StWC was monitored under different gradients of soil moisture. In the experiment of cold stress, the StWC was monitored in
warm and cold weather, respectively. In the experiment of disease stress, the StWC was monitored under different frequencies
of disease treatment. The results showed that the correlation coefficients between StWC and PAR and VPD were larger than 0.5
and the correlation coefficients between StWC and Pn, Tr, Gs, and Ci were larger than 0.8 under no stress. The diurnal mean of
StWC decreased firstly, then remained stable for a period of time, and eventually continued to fall under drought stress. On the
whole, there was a negative correlation between the diurnal mean of StWC and the degree of drought stress. The StWC showed
opposite diurnal variation rules in warm and cold weather. There was a positive correlation between the diurnal range of StWC
and the degree of cold stress. The diurnal minimum, maximum, and mean of StWC showed a positive correlation with the
health level of plants and the diurnal range of StWC showed a negative correlation with the health level of plants. In conclusion,
the StWC can be used as a qualitative evaluation index of the degree of the three types of stress.

1. Introduction

Plants often suffer from continuous exposure to various abi-
otic and biotic stresses in natural and agricultural settings.
The stresses, such as drought, cold, and disease stress are seri-
ous threats to plants and result in the deterioration of the
environment. Hence, it is important to distinguish whether
plants are under a certain stress.

Drought stress usually occurs when available water in soil
is reduced and meteorological conditions cause continuous
loss of water by evaporation or transpiration [1]. Drought
stress can be quantified as a decrease in water potential (ψw)

[2]. In most cases, the first response of plants for drought
stress is to avoid low ψw by adjusting stomatal conductance
such that the rates of water loss and water uptake remain
balanced [3]. As the drought stress becomes severe, the plant
is no longer able to keep a balance between water loss and
uptake. Under this condition, some additional mechanisms,
such as solutes accumulation [4, 5] and cell wall hardening
[6] play an important role in keeping plants from dehydra-
tion. As the drought stress becomes more severe, it is
increasingly difficult for the plant to avoid dehydration. In
this case, some additional mechanisms, including protective
proteins [7], metabolic changes [8], and reactive oxygen
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species (ROS) detoxification [9] become important for plants
in enduring dehydration. In the process of continuous dehy-
dration, plant tissues and organs may suffer from damages,
indicating that the plant need to be irrigated immediately.

Cold stress usually can be classified into two types, chill-
ing stress and freezing stress [10]. Compared with chilling
stress, freezing stress is more harmful to plants. From the
macro perspective, water begins to freeze in the large vessels
of the xylem in leaves and stems where dilute sap has a higher
freezing point than other solutions in plant [11]. From the
micro perspective, water begins to freeze in the extracellular
space and then ice crystals dehydrate the cell [12, 13]. As
water begins to freeze in plant, liquid water is converted into
solid water which is hard to be used by plants, ultimately
causing the available water for plants to decrease sharply.
Moreover, freezing stress can induce various damages for
plants, including cellular dehydration, structural changes in
tissues or organs, embolisms in xylem vessels, frost cracks,
and plant diseases [14]. In the process of freezing stress, some
protection measures should be adapted against cold damages,
such as pruning branches, wrapping the trunk, and painting
the trunk with white latex paint.

Disease stress usually occurs after plants are infected with
various bacteria, fungus, virus, or insects [15]. Upon infec-
tion, the plant’s water status would also be affected [16–21].
Roberts and Schreiber investigated the changes of root resis-
tance to water flow in American elm seedlings inoculated
with Ceratocystis ulmi and concluded that the water flow of
infected plants was reduced to about 40% as compared with
healthy plants [17]. Parke et al. and Collins et al. indicated
that tanoak infected with Phytophthora ramorum had signif-
icantly more tyloses than noninfected trees in xylem vessels,
resulting in the reduction of water transport and hydraulic
conductivity [18, 19]. Park et al. reported that sap flow veloc-
ity was significantly lower in bitternut hickory infected with
Ceratocystis smalleyi than that in noninfected trees [20].
Ploetz et al. claimed that avocado infected with Raffaelea
lauricola had significantly smaller net photosynthetic rate,
stomatal conductance, transpiration rate, water use effi-
ciency, and xylem sap flow rate than noninfected trees [21].
In the process of disease stress, plant water status is dis-
turbed, indicating that some preventive measure should be
adapted against disease stress.

Based on the above analysis, it can be concluded that
plant water status is significantly affected by drought, cold,
and disease stress. Therefore, measuring plant water status
contributes to a better understanding of these stresses. So
far, most researchers use stem sap flow, leaf transpiration
rate, and water potential to assess various abiotic and biotic
stresses [10, 22]. But there are few studies about the effects
of these stresses on stem water content (StWC)= (volume
of water):(volume of stem). In this study, we monitored the
StWC of crape myrtle trees. Meanwhile, some environmental
and physiological parameters were synchronously moni-
tored. The main objectives were to (1) analyze the response
of StWC to environmental and physiological parameters,
(2) analyze the response of StWC to drought stress, (3) ana-
lyze the response of StWC to cold stress, and (4) analyze the
response of StWC to disease stress.

2. Materials and Methods

2.1. Studying Site. This study was conducted in a nursery
(116°20′43.62″ E, 40°0′41.92″N) near Beijing Forestry Uni-
versity. The study area has a temperature monsoon climate
with warm summers and cold winters. The main soil type is
clay loam with pH values ranging from 7 to 8. Since 2015,
the mean annual air temperature was 12.6°C, and the mean
maximum and minimum annual air temperature of the
warmest and the coldest months were 36.5 and -12.8°C,
respectively. The mean annual precipitation was 620mm
and the mean annual sunshine duration was 2569 hours. A
large number of crape myrtle trees were planted in the nurs-
ery. These trees with similar morphological characteristics
(approx. 2.5m in tree height, 4 cm in diameter at breast
height, 1m2 in crown projection area) were selected as exper-
imental subjects.

2.2. Measuring Methods

2.2.1. Measurement of Stem Water Content. StWC was mon-
itored by a self-made high-frequency standing wave ratio
(SWR) sensor which had been developed in our previous
researches and can detect StWC noninvasively in situ and
in real time [23]. Based on the previous researches, the
performance indexes of SWR sensor can be concluded as
follows: axial sensitive distance ≤ 53mm, radial sensitive
distance ≤ 20mm, measuring range for StWC 1~100%,
measuring sensitivity ≥ 10mV/1% and average measuring
error ≤ 1%.

2.2.2. Measurement of Environmental and Physiological
Parameters. Root-water-uptake rate is related with soil tem-
perature (ST) and moisture (SM). Leaf transpiration rate is
influenced by air temperature (AT), humidity (AH), and
vapor pressure deficit (VPD). Photosynthetic rate is directly
determined by photosynthetically active radiation (PAR).
Hence, it is necessary to monitor the six environmental
parameters which are external factors to affect the regulation
of plant water status. Soil temperature and moisture were
measured by 5TM sensor (Decagon, America, temperature
range -40~60°C, temperature accuracy ±1°C, moisture range
0~100%, moisture accuracy ±2%). Air temperature and
humidity were measured by HMP50-L6 sensor (Vaisala,
Finland, temperature range -10~50°C, temperature accuracy
±0.25°C, humidity range 0~100%, humidity accuracy ±2%).
PAR was measured by LI-190R sensor (Li-Cor, America,
range 0~10000 μmol m-2 s-1, accuracy ±5%). VPD can be
calculated using air temperature and humidity based on the
Goff-Gratch formulation [24].

Plant physiological parameters, such as net photosyn-
thetic rate (Pn), transpiration rate (Tr), stomatal conduc-
tance (Gs), and intercellular CO2 concentration (Ci) are
internal factors to affect the regulation of plant water status.
The four physiological parameters were synchronously mea-
sured and recorded by LI-6400XT portable photosynthesis
system (Li-Cor, America, CO2 range 0~3100μmol mol-1,
CO2 accuracy ±10μmol mol-1, H2O range 0~75mmolmol-1,
H2O accuracy ±1mmolmol-1). Considering the fact that Tr
measured by LI-6400XT just represents the leaf transpiration
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rate, the whole-tree transpiration was measured by electronic
balance (UWA-T-030, LangKe XingYeWeighing Equipment
Ltd., China, range 0~30 kg, accuracy ±1 g).

2.3. Experimental Methods. Before conducting the experi-
ments of drought, cold, and disease stress, we monitored
StWC of crape myrtle trees under unstressed conditions
on a typical day in summer. In this experiment, three
well-grown crape myrtle trees were chosen as experimental
samples in the nursery. In the meantime, environmental
parameters were automatically measured by self-developed
data logger in the whole day and plant physiological param-
eters were manually measured by LI-6400XT portable photo-
synthesis system from 6:00 to 18:00 at intervals of an hour.

In the experiment of drought stress, crape myrtle trees
were divided into experimental and control group with three
trees in each group. Each tree was cultivated in a polyresin
pot with the volume of 10.2 L. The textural compositions of
the soil in the pots were sand 0.61 g g-1, silt 0.28 g g-1, and clay
0.11 g g-1. The soil surface in the experimental group was cov-
ered by plastic wrap to prevent water from evaporating.
Compared with the experimental trees without irrigation,
the trees in the control group were fully irrigated every day.
This experiment was conducted in a greenhouse and lasted
for ten days between April and May. In the start stage, the
drought stress was slight with soil moisture between 9%
and 14%. In the middle stage, the drought stress was mod-
erate with soil moisture between 7% and 11%. In the end
stage, the drought stress was severe with soil moisture
between 5% and 9%. During the three stages of drought
stress, StWC and environmental parameters of all samples
were monitored. In addition, the weight of the pot in exper-
imental group was synchronously monitored to calculate the
whole-tree transpiration.

In the experiment of cold stress, three crape myrtle trees
were chosen as experimental samples in the nursery. In order
to observe the responses of StWC to warm and cold weather,
respectively, under natural environment, the experiment was
divided into two stages. In the first stage, the experiment was
carried out in early September when the trees were in growth
period and the air temperature ranged from 17.9 to 30.9°C. In
the second stage, the experiment was carried out in late
November when the trees were in dormancy period and the
air temperature ranged from -5.6 to 7.9°C. During both
stages, StWC and environmental parameters of all samples
were monitored.

Based on historical cultivation experience in the nursery,
Eriococcus legerstroemiae Kuwana usually parasitize in the
cracks of the trunk in winter, thus causing the crape myrtle
trees suffering from sooty blotch in June. In order to obtain
different disease degree of samples, crape myrtle trees were
divided into three groups with 24 trees in each group and
disease treatments, such as pruning branches and spraying
lime-sulfur mixture, were adopted for the three groups with
different frequencies. In the first group, disease treatments
were taken both in winter and spring and then the trees were
healthy without disease (no black spots on leaves). In the sec-
ond group, the same disease treatments were taken only in
spring and then the trees were slightly infected with sooty

blotch (black spot area less than 1/3 of leaf area). In the third
group, no disease treatment was taken at any time and then
the trees were severely infected with sooty blotch (black spot
area more than 1/3 of leaf area). During the germination pro-
cess of crape myrtle tree, StWC and environmental parame-
ters of all samples were monitored. This experiment was
conducted in the nursery from May to July.

2.4. Data Collection and Preprocessing. The data including
StWC and environmental parameters were collected using
the self-developed data logger (8MB flash, 16-channel, and
12-bit ADC, 0~2.5V range, 2-channel RS-232, 2-channel
RS-485) at intervals of 10 minutes. The sensors measuring
environmental parameters were installed on the self-
designed bracket (Figure 1(a)) and the SWR sensor measur-
ing StWC was installed on the tree stem at breast height
which is set to 1.3m above the ground in forestry
(Figure 1(b)). Then, all sensors mentioned above were con-
nected to the data logger. In the process of data collection,
the sensor data was affected by missing data and abnormal
values due to instrumental error or some other external
factors like severance of connectivity or power shutdown.
These missing data was interpolated using rolling average
of available data of past three samples. These abnormal
values lying outside the permissible range for the corre-
sponding parameter were also replaced by rolling average of
past three samples. Then, all data was further denoised using
mean filtering with the window length of three.

3. Results and Discussion

3.1. Response of StWC to Environmental and Physiological
Parameters. Drought and cold stress are essentially deter-
mined by environmental parameters. Then, these stresses in
turn will affect plant physiological parameters. Therefore, it
is necessary to analyze the response of StWC to environmen-
tal and physiological parameters under natural environment
before analyzing other experiments including drought and
cold stress.

The correlations between StWC and environmental
parameters were analyzed under unstressed conditions on a
typical day in summer (Table 1). Correlation analysis sug-
gests that AT, PAR, and VPD were significantly negatively
correlated with StWC and AH was significantly positively
correlated with StWC. Considering that AT and AH can be
characterized by VPD, we further analyzed the diurnal varia-
tion rule between StWC and environmental parameters
including PAR and VPD. As can be seen from Figure 2, when
PAR or VPD increased in the morning, water loss rate by leaf
transpiration was greater than water absorption rate by root,
thus resulting in the fall of StWC. Nevertheless, as PAR or
VPD reached a certain threshold at midday, there was a
dynamic balance between water loss and water absorption
due to the midday depression, thus resulting in small fluctu-
ations of StWC. When PAR or VPD decreased in the after-
noon, water loss rate by leaf transpiration was smaller than
water absorption rate by root, thus resulting in the raise of
StWC [25, 26].
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The correlations between StWC and physiological
parameters were synchronously analyzed in the same case
(Table 2). Correlation analysis suggests that Pn, Tr, and Gs

were significantly negatively correlated with StWC and Ci
was significantly positively correlated with StWC. Compar-
ing Table 1 with Table 2, it can be concluded that the

(a) (b)

Figure 1: (a) The installation of environmental sensors. (b) The installation of SWR sensor.

Table 1: Correlations between StWC and environmental parameters under unstressed conditions on a typical day in summer.

Variables
Environmental parameters

ST SM AT AH PAR VPD

StWC

Correlation coefficient -0.0284 -0.1873 -0.5875 0.5372 -0.9132 -0.5386

Significance probability 0.8954 0.3809 0.0025 0.0068 0.0000 0.0066

Sample size 24 24 24 24 24 24

ST: soil temperature; SM: soil moisture; AT: air temperature; AH: air humidity; PAR: photosynthetically active radiation; VPD: vapor pressure deficit.

0
100
200
300
400
500
600
700
800
900
1000

51.00

52.00

53.00

54.00

55.00

56.00

57.00

0:
00

2:
00

4:
00

6:
00

8:
00

10
:0

0
12

:0
0

14
:0

0
16

:0
0

18
:0

0
20

:0
0

22
:0

0

PA
R 

(𝜇
m

ol
 m

–2
 s–1

)

St
W

C 
(%

)

Time (h)

StWC
PAR

(a)

StWC
VPD

0

500

1000

1500

2000

2500

3000

51.00

52.00

53.00

54.00

55.00

56.00

57.00

0:
00

2:
00

4:
00

6:
00

8:
00

10
:0

0
12

:0
0

14
:0

0
16

:0
0

18
:0

0
20

:0
0

22
:0

0

V
PD

 (P
a)

St
W

C 
(%

)

Time (h)

(b)

Figure 2: Diurnal variation rule between StWC and environmental parameters including PAR (a) and VPD (b) under unstressed conditions
on a typical day in summer.
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correlation coefficients between StWC and physiological
parameters were generally greater than that between StWC
and environmental parameters. The reason for the differ-
ence may be that the physiological parameters directly
affect StWC, but the environmental parameters indirectly
affect StWC by changing the physiological parameters [27,
28]. In addition, we further analyzed the diurnal variation
rule between StWC and the four physiological parameters
(Figure 3). Comparing Figure 2 with Figure 3, the diurnal
variation rule between StWC and physiological parameters
excluding Ci was similar with that between StWC and envi-
ronmental parameters. And there was an obvious midday

depression of Pn and Gs, thus resulting in the rise of Ci
and the fall of Tr, respectively [29, 30]. Therefore, the
StWC also increased at midday. The Tr decreased from
11:00 to 13:00, during which time water loss rate by leaf
transpiration was smaller than water absorption rate by
root, thus resulting in the rise of StWC from 10:00 to
12:00. The Tr increased from 13:00 to 14:00, during which
time water loss rate by leaf transpiration was greater than
water absorption rate by root, thus resulting in the fall of
StWC from 12:00 to 14:00. And the change of StWC was
ahead of the change of Tr about an hour. Based on the
above analysis, the conclusion can be drawn that StWC

Table 2: Correlations between StWC and physiological parameters under unstressed conditions on a typical day in summer.

Variables
Physiological parameters

Pn Tr Gs Ci

StWC

Correlation coefficient -0.8402 -0.8374 -0.8535 0.9457

Significance probability 0.0003 0.0004 0.0002 0.0000

Sample size 13 13 13 13

Pn: net photosynthetic rate; Tr: transpiration rate; Gs: stomatal conductance; Ci: intercellular CO2 concentration.
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Figure 3: Diurnal variation rule between StWC and environmental parameters including Pn (a), Tr (b), Gs (c), and Ci (d) under unstressed
conditions on a typical day in summer.
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can characterize the environmental and physiological infor-
mation to some extent.

3.2. Response of StWC to Drought Stress. The response of
StWC to drought stress is shown in Figure 4. From an over-
all perspective, the weight of pot and soil moisture continu-
ously declined throughout the period of drought stress
(Figure 4(a)). As shown in Figure 4(b), the diurnal mean
StWC of the tree in the control group with adequate irriga-
tion was steady and the diurnal mean StWC of the tree in
the experimental group without irrigation showed diversity
which can be divided into three stages. In the start stage of
drought stress (from April 28 to May 1), the water potential
of the tree was higher than that of the soil and then the water
content of the tree would decrease, resulting in the reduction
of the diurnal mean StWC. In the middle stage of drought
stress (from May 2 to May 4), as the drought stress became
severe (soil moisture less than 11%), the water potential of
the tree would equilibrate with that of the soil by accumula-
tion of solutes and cell wall hardening [10], resulting in the
stabilization of the diurnal mean StWC (approx. 42%). The
length of stable time was dependent on the drought resis-
tance of crape myrtle. In the end stage of drought stress (from

May 5 to May 7), as the drought stress became more severe
(soil moisture less than 9%), the balance of water potential
between tree and soil was destroyed, resulting the further
decline of the diurnal mean StWC. When plants are in the
end stage of drought stress, some morphological and bio-
chemical responses of plants will cause negative effects on
plants [31]. In terms of morphological response, drought
stress can cause impaired mitosis, cell elongation, and expan-
sion resulting in reduced growth and yield traits [32, 33]. In
terms of biochemical response, drought stress can cause the
increase of ROS level resulting in oxidative damage to pro-
teins, DNA, and lipids [9]. Hence, in order to reduce the
damages for plants, the diurnal mean StWC in the middle
stage of drought stress can be regarded as the critical thresh-
old of irrigation.

In this experiment, some interesting phenomena were
observed. As shown in Figure 4(a), the weight of pot showed
a downward fluctuation trend. Compared with the period
from April 30 to May 2, the weight of pot changed more
significantly between May 3 and May 4. As shown in
Figure 4(c), the weight of the pot appeared to have an obvious
increase (approx. 29 g) at night. This phenomenon may be
caused by two factors. One factor was that the VPD is usually
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Figure 4: Response of StWC to drought stress. (a) Periodic variation rule between weight of pot and soil moisture in the experimental
group. (b) Periodic variation rule of StWC in the experimental and control groups. (c) Diurnal variation rule between weight of pot and
VPD in the experimental group on May 3. (d) Diurnal variation rule between StWC and soil moisture in the experimental group on
May 3.
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very low in the greenhouse at night resulting in the formation
of condensation water on leaves [34]. The other factor was
that the transpiration of plants is usually extremely weak at
night and the growth rate of plants at night is faster than that
in the daytime resulting in the accumulation of biomass [35].
Meanwhile, as shown in Figure 4(d), the soil moisture in pot
appeared to have a slight increase (approx. 1.6%) during the
daytime. This phenomenon may be caused by strong transpi-
ration resulting in the increase of soil moisture near the roots
where the 5TM sensor was placed [36].

3.3. Response of StWC to Cold Stress. The responses of VPD,
PAR, and StWC to temperature stress are shown in Figure 5.
As shown in Figure 5(a), in warm weather with high VPD
and PAR, StWC gradually increased at night and decreased
during the daytime. As shown in Figure 5(b), in cold weather
with low VPD and PAR, StWC gradually decreased at night
and increased during the daytime. Therefore, it can be con-
cluded that the StWC showed opposite diurnal variation
rules in warm and cold weather, respectively. In addition,
the mean diurnal range of StWC in cold weather (approx.
9.4%) was significantly larger than that in warm weather
(approx. 2.7%). In order to further analyze the response of
StWC to cold stress, the periodic variation rule between
StWC and air temperature in cold weather is shown in
Figure 6. When the air temperature fell below 0°C at night,
the StWC slowly decreased. When the air temperature rose

above 0°C during the daytime, the StWC gradually increased.
Considering that chilling stress can restrict root water uptake
by decreasing the VPD [37] and increasing the viscosity of
soil moisture [38], then it caused the slow decrease of the
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StWC. Hence, the conclusion can be drawn that the plant
may suffer from chilling stress when the air temperature is
lower than 0°C. When the air temperature fell below -5°C
on November 28, the StWC sharply decrease by 5.5% in
210 minutes. When the air temperature rose above -5°C on
November 28, the StWC sharply increased by 9.8% in 160
minutes. Considering that freezing stress can induce the for-
mation of ice in the large vessels of the xylem in stems [11],
then it caused the sharp decrease of the StWC. Therefore, it
can be concluded that the plant may suffer from freezing
stress when the air temperature is lower than -5°C. Based
on the above analysis, we can conclude that cold stress can
weaken the water regulation ability of plants and then result
in the larger diurnal fluctuation of StWC.

3.4. Response of StWC to Disease Stress. The StWC changing
curves of crape myrtle with different health levels during the
period of germination are shown in Figure 7. In the long
term, the diurnal mean StWC of healthy and mild disease
tree decreased firstly then increased. However, the diurnal
mean StWC of severe disease tree decreased all the time.
Considering that the better understanding of the effects of
disease on StWC can contribute to the early diagnosis of
the disease, we further analyzed the diurnal variation rule
of StWC under disease stress. The diurnal minimum value,
maximum value, mean value, and range value of StWC were
selected as feature parameters which were used to represent
the diurnal variation rule of StWC. The means and standard
deviations of the four feature parameters among different
health level groups on June 1 are shown in Figure 8. The
health level of the groups, in descending order, was healthy
group >mild disease group > severe disease group. The diur-
nal minimum value, maximum value and mean value of
StWC showed a positive correlation with the health level of
the group and the diurnal range value of StWC showed a neg-
ative correlation with the health level of the group. Mean-
while, the effects of disease on the four feature parameters
were tested using one-way ANOVA analysis. As can be seen
from Table 3, the four feature parameters differed signifi-
cantly (p < 0:001) among different health level groups, indi-
cating that the health status of the tree can be diagnosed by
analyzing the four feature parameters. The effects of disease
on StWC also can be interpreted based on plant physiology.
The cankers caused by disease can induce the formation
of tyloses which can cause the reduced hydraulic conduc-
tivity, xylem function [39], and water transport [40] in
affected stems, ultimately resulting in the decrease of diur-
nal mean value of StWC and the increase of diurnal range
value of StWC.

4. Conclusions

In this study, the novel SWR sensor was used to monitor the
StWC of crape myrtle trees. The responses of StWC to envi-
ronmental and physiological parameters, drought, cold, and
disease stress were analyzed, respectively. In the meantime,
the effects of the three types of stress on StWC were inter-
preted based on related mechanisms. The results proved that
the StWC was simultaneously affected by both environmen-

tal parameters determined by stress degree and physiological
parameters. To some extent, both were coupled with each
other and difficult to separate. Therefore, it was difficult to
quantitatively evaluate the effects of drought, cold, and dis-
ease stress on StWC. But the StWC still can be used as a
qualitative evaluation index of the degree of the three types
of stress.

(1) In the start and end stage of drought stress, there was
a negative correlation between the diurnal mean of
StWC and the degree of drought stress. In the middle
stage, the diurnal mean of StWC remained stable for
a period of time; the length of which can characterize
the drought resistance of plants

(2) In the case of cold stress, the StWC showed opposite
diurnal variation rules in warm and cold weather,
respectively. There was a positive correlation between
the diurnal range of StWC and the degree of cold
stress. The decline rate of StWC under chilling stress
was significantly less than that under freezing stress
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Figure 7: StWC changing curves of crape myrtle with different
health levels during the period of germination.
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(3) In the case of disease stress, the diurnal minimum,
maximum, and mean of StWC showed a positive cor-
relation with the health level of plants and the diurnal
range of StWC showed a negative correlation with
the health level of plants
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Leymus chinensis is a perennial rhizomatous clonal plant with strong tolerance to mowing, grazing, drought, and salt-alkali.
However, with patchy soil environment, how mowing affect the photosynthesis of L. chinensis in heterogeneous patches is
largely unknown. In this experiment, we tested the effects of mowing intensity (0, 35%, and 70% removal of aboveground
biomass) on plant photosynthesis under different heterogeneous patches with different saline-alkali soil. We found that
moderate concentrations of salt-alkali under heterogeneous patches have no significant effect on the photosynthesis of L.
chinensis. Moderate mowing can maintain photosynthesis under no heterogeneity soil and moderate salt-alkali patch condition.
In addition, heavy mowing and high salt-alkali soil under heterogeneous patches both inhibited net photosynthetic rate (PN)
and transpiration rate (E), reduced leaf area, and plant height. L. chinensis responded to extreme soil conditions and strong
disturbance by increasing water-use efficiency (WUE), reducing relative water content (RWC), and changing stomatal
conductance (Gsw). Therefore, our results imply that moderate grazing or mowing can be used to maintain the productivity and
economic benefits of grassland when the soil heterogeneous patches with moderate saline-alkali conditions.

1. Instruction

Salinization and alkalization of soil is a major environmental
problem worldwide [1–3]. Soil salinization represents an
increasing environmental problem [4], and the salinities are
heterogeneously distributed in natural habitats. There are
about 932 million hectares of saline-alkalized land in the
world, and about 10 × 106 hm2 of irrigated farmland is aban-
doned every year [5]. There are many reasons for the forma-
tion of saline-alkalized land in the natural environment. In
addition to the natural environmental factors, the formation
of saline-alkali land has human causes [6, 7] and mainly
refers to the overuse of grassland resources among them. In
the Songnen Plain of Northeast China, about 70% of the nat-
ural grassland has been seriously degraded due to soil salini-
zation and alkalization, and this trend is still increasing [8, 9].

It is generally considered that saline-alkali stress inhibits
plant growth by water deficiency or ion toxicity, high concen-
trations of salts in the soil make it harder for roots to extract
water, and high concentrations of salts within the plant can
be toxic [4]. But in salt-tolerant species (e.g., L. chinensis),
plant growth is only moderately inhibited, or even stimulated
at certain levels of salinity [10]. Tolerance to osmotic stress is
a feature of most clonal plants; it has been suggested to be
perceived partly by stretch-activated channels. The integra-
tion by clonal plant may cause a reduction in leaf area and
a development in clonal growth, which allows plant to con-
serve soil moisture and prevent an escalation in the salt con-
centration in the soil [4]. Early studies demonstrated that
cloned plants have the ability to modify their morphology
in response to habitat heterogeneity habitat which is one kind
of phenotypic plasticity [11, 12]. The morphological plasticity
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of L. chinensis simultaneously occurs at above- and below-
ground; these responses to stimuli most in a way by compen-
satory growth or shoot and root biomass allocation. In
addition, saline-alkali stress also affects the physiological char-
acteristics of plants.

Saline-alkali stress affects every stage of plant growth and
development [13]. It can also slow down the growth rate of
plant, reduce individual size, decrease leaf area, and decrease
root activity and yellowing leaves, resulting in the reduction
of biomass accumulation and other physiological characteris-
tics [14]. Photosynthesis of plants is sensitive to salinity and
alkali stress and can be used as one of the important indica-
tors of plant response to stress [15]. The photosynthesis of
tomato seedlings was inhibited by salt-alkali stress [16]. The
net photosynthetic rate and stomatal conductance of barley
were also inhibited under salt-alkali stress [17]. But there
aremanyplants having tolerance to saline-alkali. Some studies
have shown that clonal plants have high tolerance to adverse
habitats (e.g., saline-alkali, low nutrition, and drought) due
to the presence of stolon and rhizomes [18–20]. L. chinensis,
a clonal plant, showed good tolerance to saline-alkali environ-
ment [21]. It evades and resists the damage caused by saline-
alkali environment by selectively distributing, expanding,
and utilizing rhizomes for clonal integration [11, 22]. And
lowconcentration of saline-alkali can alsopromote the growth
of L. chinensis [10]. The main challenge to be solved is to
unravel the relationship between morphological and physio-
logical characteristics of cloned plants under heterogeneous
saline-alkali conditions.

In natural communities, the resource distributions within
environment (i.e., light, water, and nutrients) are usually het-
erogeneous in a spatial and temporal pattern. Previous studies
have shown that clonal plants possess a particularly foraging
behavior of rhizome or stolon responses to heterogeneity, such
as higher proportional allocation of biomass to stolon under
low light patches [23], greater production of ramet, and above-
ground biomass in the nutrient-rich environment [19]. Plants
should maximize benefits and minimize costs subject to cer-
tain constraints. The experimental evidences are still lacking
to understand the mechanisms of clonal plant adaptability
under heterogeneous environment. A number of studies have
shown that connections among ramets of clonal plants by rhi-
zome allow transport of photosynthates, water, and nutrients
from established genet (parent plant) to developing ramet
(daughter plant) [22, 24, 25]. However, the photosynthesis
of plant would explain more on the physiological responses.

Moreover, grazing andmowing are the twomajor ways of
grassland utilization [26]. It is generally believed that grazing
and mowing have many adverse effects on plant growth by
defoliation and indirectly by modifying growth allocation
(e.g., enhancing total production, altering relative growth
rate, and enhancing tiller compensatory growth due to leaf
removal) and resource availability (e.g., altering water uptake
and redistribution of nutrients) [23, 27]. With the increase of
grazing intensity, in order to better adapt to grazing, plants
not only change morphological indicators but also change
physiological indicators such as photosynthesis and redistri-
bution of nutrients in plants [28, 29]. Grazing reduces the leaf
area of plants, directly affects photosynthesis [30], and even

directly impairs some functions of plants [31]. In addition,
grazing can affect the water situation in plants, thus changing
the relationship between net photosynthetic rate and water,
leading to the decline of net photosynthetic rate [30]. How-
ever, many studies have found that moderate grazing and
mowing can stimulate plants to produce compensatory
growth, thus restoring their lost biomass, and even produce
more biomass. In the study of Festuca arundinacea, the result
suggested that moderate grazing could promote its quality
and yield [32]. Similar results were also found in the experi-
ment of cutting L. chinensis, under mild and moderate mow-
ing intensities, overcompensatory growth appeared, and
aboveground biomass accumulation, relative growth rate,
and root tillering were all higher [18]. Particularly under
the condition of sufficient resources, both mild and moderate
mowing can promote the accumulation of biomass and the
growth of buds of L. chinensis [24]. Grazing can stimulate
plants and compensate them, thus promoting photosynthesis
[33, 34]. Photosynthesis affects productivity and is important
for grazing and mowing; studies in Hunshandak Sandland
showed that moderate grazing intensity promoted photosyn-
thesis [29]. However, some studies have also found that graz-
ing has little effect on plants and no changes in physiological
indicators such as photosynthesis [35].

Previous studies on the effects of salinity and grazing on
the clone growth and photosynthesis of L. chinensis almost
have not considered the interaction between these two fac-
tors. However, in the salinized grassland, these two kinds of
stress exist simultaneously. In addition, most experiments
in the field have difficulty distinguishing the growth, expan-
sion, and biomass distribution of belowground roots of rhi-
zome clones, especially in heterogeneous habitats with large
numbers of other species. Therefore, we conducted to set
pot experiments in greenhouse, to explore the changes of
photosynthetic characteristics and resistance mechanism of
L. chinensis under saline-alkali heterogeneous patches and
mowing disturbance.

2. Materials and Methods

2.1. Species and Site Description. The experiment was con-
ducted in a greenhouse located at the Research Station of
Shenyang Agricultural University (41°50′N, 123°34′E). The
station base belongs to temperate semihumid continental cli-
mate with average annual temperature of 8.1°C and average
annual precipitation of 721.9mm. The greenhouse was con-
trolled with natural photoperiod, 42%/69% day/night relative
humidity and 26°C/20°C day/night temperature, and an aver-
age day/night vapor-pressure deficit of 1.75/0.35 kPa. The
total experimental period of this study was 120 days and
was conducted from mid-May to the end of September. We
chose the clonal plant L. chinensis, which seeds were collected
from the natural grasslands of the Songnen Plains, as our
experimental material. L. chinensis is a typical rhizomatous
perennial Gramineae clonal plant [20] distributed in the east-
ern part of the Eurasian steppe, including the northern and
eastern parts of the Mongolian People’s Republic, the Lake
Baikal region of Russia, the North China Plain, the Inner
Mongolia Plateau, and the Northeast Plain [36, 37]. It is rich
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in protein, minerals, and carbohydrates, with strong palat-
ability, drought resistance, cold tolerance, barren tolerance,
and high tolerance to saline-alkali soil. It is also resistant to
mowing and grazing, commonly known as “alkali grass” in
Northeast China [38]. It has strong ecological adaptability
and plasticity. As the dominant species in this area, it has
great significance for grassland restoration.

2.2. Experimental Design. A 3 × 4 factorial, completely ran-
domized design was used with three mowing levels and four
heterogeneity patches. There were three levels of mowing
treatment: no mowing (NM), moderate mowing (MM)
which was 35% of aboveground biomass harvested, and
heavy mowing (HM) which was 70% of aboveground bio-
mass harvested. Four heterogeneity patches was conducted
with sand as culture medium and long trough pot
(80 cm length × 20 cmwidth × 25 cmdepth), as shown in
Figure 1(a), these containers were used to ensure that the
clonal growth of L. chinensis individuals was not limited by
the size of the pot, and the new ramets can find enough space
to establish and grow. A baffle retaining was placed into the
center of each trough pot to blocking the lower 2/3 of a cul-
ture medium layer, and remaining the super 1/3 to allowing
the plants root system grow. Therefore, the install baffle of
each long trough pot divided the container into two patches.
Similar or different concentrations of saline-alkali solution
were added into both patches of one same pot to simulate
homogeneous or heterogeneous soil saline-alkali habitats.
There are four combinations of soil saline-alkali heterogene-
ity patches: nonheterogeneity (no saline-alkali on both
patches, recorded as NS-NS), heterogeneity (no saline-alkali
and moderate saline-alkali patches, recorded as NS-MS;

moderate saline-alkali and high saline-alkali patches,
recorded as MS-HS; no saline-alkali and high saline-alkali
patches, recorded as NS-HS), such as Figure 1(b). Saline-
alkali stress was realized by using different concentrations
of compound saline-alkali solution with varying salinity
and pH, which was set as three gradients: non-saline-alkali
(NS), moderate saline-alkali (MS), and high saline-alkali
(HS). Two neutral salts (NaCl and Na2SO4) and two alkaline
salts (NaHCO3 and Na2CO3) were selected based on the salt
components in the extent saline-alkali soil of northeast China
[10]. The medium concentration of moderate saline-alkali
was 100mmol/L, the high concentration of saline-alkali was
200mmol/L, and the ratios of four salts were NaCl :Na2-
SO4 :NaHCO3 :Na2CO3=1 : 1 : 1 : 1 [1, 10].

At the beginning of the experiment, L. chinensis seeds
were germinated in seedling trays for four weeks. At about
30-day age, each long trough pot was transplanted with one
L. chinensis seeding, which was placed into the middle of
the pot directly perpendicular above the baffle. By this design,
the root system of plant could grow random direction of the
long pot. The saline-alkali solution and nutrient liquid were
added into culture medium from the either side edges of each
long trough to ensure the solution not confused. There are
total 36 long troughs with 12 treatments, 3 replications for
each treatment. Saline-alkali and mowing treatments were
carried out at intervals of 30 days. Indicators were measured
and sampled at 20 days after treatment. Total three times of
mowing and saline-alkali additions were implemented from
June to August in 2019. A total of about 29.286 g and
58.572 g solid salt mixture were added into each moderate
and high salt-alkaline patch, respectively. Water availabil-
ity was controlled by the water capacity test (Moisture

80.0 cm

20.0 cm

25.0 cm

(a)

No saline-alkali
patch

No saline-alkali
patch

No saline-alkali
patch

No saline-alkali
patch

Moderate
saline-alkali

patch

Moderate
saline-alkali

patch

High saline-
alkali patch

High saline-
alkali patch

(b)

Figure 1: The planting configuration of the plants. Each long trough pot has one plant, which is planted in the middle of the pot (directly
above the baffle), and the plant roots can grow left and right. Schematic representation of saline-alkali stress treatments given to different
patches.
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Meter type HH2, Delta-T Devices Ltd., UK) of trays every
2 days and by adding tap water until a prefixed sand water
content was reached (75% of field capacity for well-
watered). During the experiment, all pots received ade-
quate fertilized of Hoagland’s nutrient solution once a
week. The experiment was started on May 5, 2019, and
harvested on September 25, 2019.

2.3. Measurements and Calculations. The individual height
of each genet plant and daughter plants was measured
every week and was averaged for each pot. The clipped
biomasses after each time of mowing treatment as well
as the final living biomass were collected and oven-dried
at first 1 h at 105°C and then 65°C for 48 h to determine
the accumulated aboveground biomass. The leaf area was
measured by a portable laser leaf area meter (CI-202, USA).
Leaf mass per area (LMA) was calculated as leaf biomas-
s/leaf area.

2.4. Leaf Relative Water Content. Weigh the fresh leaves
(about 0.1 g) to obtain the fresh weight (FW), then immerse
the leaves in distilled water, put them under 4°C, stay
overnight in the dark, weigh their apparent turgid fresh
weight (TW) the next day, and finally put them in the
oven, dry them to constant weight at 65°C, and weigh
their dry weight (DW). The relative water content (RWC)
of leaves is RWC = ½ðFW‐DWÞ/ðTW‐DWÞ� × 100%.

2.5. Leaf Gas Exchange. Photosynthesis-related indexes were
measured from 8:00 to 11:00 in a clear morning, included
the net photosynthetic rate (PN), intercellular CO2 concen-
tration (Ci), ambient CO2 concentration (Ca), intercellular
CO2/ambient CO2 (Ci/Ca), stomatal conductance (Gsw),
transpiration rate (E), water-use efficiency (WUE), and
stomatal limitation (LS), by a portable photosynthesis sys-
tem (LI-6800, USA).

2.6. Plant Height. After 20 days of the third treatment, 3
pots were randomly selected for each treatment, and 5 L.
chinensis plants for each pot were randomly selected for
plant height determination.

2.7. Statistical Analysis. For plant photosynthesis, variables
performed two-way ANOVA to evaluate the effects of mow-
ing, saline-alkali, and their interaction. Data were further
analyzed within each factor when the interaction was not sig-
nificant. Post hoc tests (Tukey’s HSD test) were performed to

compare the means between clipping treatments at each
saline-alkali intensity levels. All statistical analyses were per-
formed using the SPSS statistical package.

3. Result

3.1. Gas Exchange. The net photosynthetic rate (PN) was
significantly affected by mowing and soil saline-alkali het-
erogeneity and their interaction (P < 0:05, Table 1). With-
out mowing, the heterogeneity patches of different soil
saline-alkali concentrations had no significant effect on
PN. Under moderate mowing treatment, PN were signifi-
cantly decreased in MS-HS and NS-HS patches. The PN
of L. chinensis with heavy mowing showed a similar pat-
tern as no mowing (Figure 2(a)).

The intercellular carbon dioxide concentration (Ci) was
significantly affected by mowing and the interaction between
mowing and saline-alkali patches (P < 0:05). In NS-NS and
NS-MS patches, the Ci was significantly increased with heavy
mowing. Furthermore, under heavy mowing, the Ci in NS-
HS patches was significantly lower than that of other soil
patches (Table 1, Figure 2(b)).

Mowing treatment, soil saline-alkali heterogeneity, and
their interaction have significant effects on the concentra-
tion of ambient carbon dioxide (Ca) (P < 0:05). The Ca
in NS-NS and NS-MS was similar as Ci; it was signifi-
cantly higher under heavy mowing than moderate and
no mowing treatments. However, in NS-HS patches, the
Ca was significantly lower only under no mowing condi-
tion (Table 1, Figure 2(c)).

The Ci/Ca was only significantly affected by the interac-
tion of soil saline-alkali heterogeneity and mowing (P < 0:05,
Table 1). In homogeneous environment (NS-NS), heavy
mowing was significantly increased Ci/Ca. Under heavy
mowing, the Ci/Ca was significantly decreased in NS-HS
patches, Figure 2(e). The limiting value of stomata (LS)
followed an opposite pattern to the Ci/Ca (Figure 2(f)) and
was significantly affected by the interaction of soil saline-
alkali heterogeneity and mowing (Table 1). The stomatal
conductance (Gsw) was only affected by the heterogeneity
of soil saline-alkali patches (Table 1) and significantly
decreased in NS-HS patches (Figure 2(d)).

3.2. Moisture Change. The soil saline-alkali heterogeneity and
the interaction between saline-alkali and mowing had a sig-
nificant effect on transpiration rate (E) (P < 0:05, Table 2).

Table 1: Statistical summary of two-way ANOVA evaluating the effects of salt-alkali heterogeneity of soil and clipping their combined effects
on the net photosynthetic rate (PN), intercellular CO2 concentration (Ci), ambient CO2 concentration (Ca), intercellular CO2/ambient CO2
(Ci/Ca), stomatal conductance (Gsw), and stomatal limitation (LS) of L. chinensis. Values are F ratios and their significance for effects.

Treatment df
PN Ci/Ca Ci Ca Gsw LS

(μmolm-2 s-1) (μmolmol-1) (μmol ol-1) (molm-2 s-1) (%)
F P F P F P F P F P F P

Mowing (M) 2 14.867 <0.001∗∗ 1.871 0.176 4.903 0.016∗ 24.934 <0.001∗∗ 0.389 0.682 1.871 0.176

Saline-alkali heterogeneity (S) 7 3.262 0.039∗ 2.638 0.073 1.360 0.279 10.321 <0.001∗∗ 4.104 0.017∗ 2.638 0.073

S×M 14 5.709 0.001∗∗ 4.664 0.003∗∗ 6.173 0.001∗∗ 6.679 <0.001∗∗ 1.893 0.123 4.664 0.003∗∗

F values and significance levels (∗∗P < 0:01; ∗P < 0:05) are given.
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In homogeneous environment (NS-NS), the transpiration
rate under moderate mowing was significantly higher than
that of no mowing and heavy mowing. Meanwhile, the
transpiration rate was also significantly decreased in
saline-alkali heterogeneous patches NS-MS under moderate
mowing (Figure 3(b)).

Water-use efficiency (WUE) was significantly affected
by the interaction between soil saline-alkali heterogeneity

and mowing (P < 0:05, Table 2). Under heavy mowing,
WUE in NS-HS patches was significantly higher than
other patches (Figure 3(a)). There were no significant
effects of mowing and soil saline-alkali heterogeneity and
their interaction on relative water content (RWC, Table 2).

3.3. Growth Situation. The plant height of L. chinensis only
showed significant difference in different mowing treatments
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Figure 2: Effects of saline-alkali and clipping stress on the net photosynthetic rate (PN), intercellular CO2 concentration (Ci), ambient CO2
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(P < 0:05). With the increase of mowing intensity, plant
height decreased gradually (Table 2, Figure 3(d)).

Mowing treatment and soil saline-alkali heterogeneity
had a significant effect on the leaf area of L. chinensis
(P < 0:05). Under each patches, with the increase of cutting

intensity, the leaf area decreased, and HM significantly
reduced the leaf area, except the NS-HS patches which mow-
ing have no effect on the leaf area (Table 2, Figure 3(c)).
There was no significant effect on the leaf mass per area
(LMA) of L. chinensis under different treatments (Table 2).

Table 2: Statistical summary of two-way ANOVA evaluating the effects of salt-alkali heterogeneity of soil and clipping their combined effects
on the transpiration rate (E), water-use efficiency (WUE), leaf area, leaf mass per area (LMA), relative water content (RWC), and plant height
of L. chinensis. Values are F ratios and their significance for effects.

Treatment df
E WUE Leaf area LMA RWC Plant height

(molm-2 s-1) (PN/E) (cm2) (g/cm2) (%) (cm)
F P F P F P F P F P F P

Mowing (M) 2 2.003 0.157 1.614 0.220 22.746 <0.001∗∗ 0.015 0.985 0.859 0.436 23.508 <0.001∗∗

Saline-alkali heterogeneity (S) 7 5.667 0.004∗∗ 3.709 0.025∗ 5.063 0.007∗∗ 0.647 0.592 0.608 0.617 1.281 0.304

S×M 14 2.518 0.049∗ 4.492 0.003∗∗ 1.161 0.359 0.735 0.626 2.507 0.050 1.594 0.192

F values and significance levels (∗∗P < 0:01; ∗P < 0:05) are given.
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3.4. Correlation of Gas Exchange. The PN of L. chinensis was
positively correlated with aboveground biomass, leaf area,
transpiration rate (E), and stomatal conductance (Gsw) and
negatively correlated with intercellular CO2 concentration
and ambient CO2 concentration (Figure 4).

4. Discussion

Photosynthesis can fix the solar energy, which is an impor-
tant physiological activity of plants, affects the growth and
development of plants, and determines the productivity of
plants [39]. The results showed that under moderate mow-
ing, L. chinensis could maintain the net photosynthetic rate
(PN) and transpiration rate in the NS-NS and NS-MS of soil
saline-alkali patches (Figures 2(a) and 3(b)). This was similar
to Yan et al. who study on Stipa baicalensis in Grassland of
Hulun Buir, Inner Mongolia [40]. This may be due to the
reduction of leaf area by mowing, and in order to compensate
for defoliation losses, L. chinensis chose to increase the pho-
tosynthetic rate to compensate, which is in line with the state-
ment that the loss of leaf area will increase photosynthesis
found in other studies [18, 32]. And photosynthesis has a sig-
nificant positive correlation with aboveground biomass
(Figure 4), so the photosynthesis is maintained and the
aboveground biomass is maintained. Our experiment found
that the compensation of aboveground biomass may be
through the compensation of leaf area. The results showed
that there was a significant positive correlation between leaf
area and net photosynthesis (Figure 4). Moreover, there is
no significant difference between the leaf area of moderate
mowing (MM) and that of no mowing (NM) when there is
no salt-alkali (NS-NS) or low salt-alkali (NS-MS) content in

soil patches (Figure 3(c)). This proves that the growth of leaf
area is compensated. The reason for this compensatory
growth may be related to mowing or grazing promoted the
growth of the rhizome of L. chinensis [41]. It is also possible
that moderate mowing or grazing promoted tiller growth and
increased bud number of L. chinensis, resulting in compensa-
tory growth of daughter plant and increased photosynthetic
rate [42]. As the place where photosynthesis takes place, the
compensation of leaf area will also ensure the progress of
photosynthesis. There are many conditions for photosynthe-
sis to go on normally, one of which is the opening degree of
stomata. Stomata are the channels of gas exchange between
leaves and the outside world, which can supplement CO2
for photosynthesis and affect transpiration rate. Our results
show that photosynthesis is negatively correlated with inter-
cellular CO2 concentration and ambient CO2 concentration,
positively correlated with transpiration (Figure 4). If the sto-
matal opening degree is low, the transpiration rate is reduced
and the carbon dioxide outside the cell cannot enter the cell
normally; photosynthesis will be inhibited. The stomatal con-
ductance reflects the degree of stomatal opening, so as our
results, there is a significant positive correlation between sto-
matal conductance and net photosynthesis (Figure 4).

When the salt concentration of soil saline-alkali patches
is high (MS-HS and NS-HS), compared with the other two
saline-alkali environments, the compensation growth disap-
pears and the net photosynthetic rate decreases significantly
when cutting moderately (Figure 2(a)). We speculate that
high concentration of salt and alkali has an overwhelming
adverse effect on plant growth. This may be due to the high
concentration of salt and alkali plaque on the plant to pro-
duce osmotic stress or affect the ion balance around the root
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Figure 4: Correlation of aboveground biomass, leaf area, and gas exchange parameters of L. chinensis.
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system, so as to reduce the photosynthetic rate [1]. One study
of the photosynthetic characteristics of cotton seedlings
found that the main reason for the decline of photosynthesis
under saline-alkali stress was the stomatal factor, but when
the saline-alkali concentration increased or the effects lasted
for a long time, the influencing factors gradually became
nonstomatal factors [43]. Our results showed that the stoma-
tal conductance decreased with the increase of saline-alkali
stress concentration (Figure 2(f)). This is consistent with
the positive correlation between the stomatal conductance
and the index of plant assimilation ability found by Drake
et al. [44]. Therefore, under the stress caused by the saline-
alkali concentration, the main factor limiting the photosyn-
thesis of L. chinensismight be a stomatal factor. Stomata clos-
ing forced by saline-alkali stress, which reduced the stomatal
conductance, hindered CO2 from entering the leaves and also
reduced the evaporation of water, thus reducing the transpi-
ration rate and net photosynthetic rate. However, the change
of stomatal limit (LS) value did not increase with the increase
of saline-alkali concentration. This changing trend was dif-
ferent under different mowing treatments, which may be
due to the influence of nonstomatal factors on photosynthe-
sis under the combined stress of saline-alkali stress and mow-
ing treatment [45]. The results of this experiment showed
that the stomatal limit value was low (Figure 2(f)), but the
net photosynthetic rate was low as well (Figure 2(a)), which
may be because under these conditions, the nonstomatal fac-
tors have more prominent influence on the photosynthetic
rate. As some studies have found that there is a nonlinear
relationship between net photosynthetic rate and stomatal
conductance, that is, the net photosynthetic rate increases
with the increase of stomatal conductance, but the increase
rate decreases gradually, which may be due to the aggravation
of nonstomatal factors on photosynthetic rate [46]. Under
heavy mowing, the leaf area, plant height, transpiration rate,
and net photosynthetic rate of L. chinensis decreased signifi-
cantly (Figures 3(c) and 3(d)). Mowing greatly reduced leaf
area and plant height, resulted in loss of photosynthetic
organs, thus reduced photosynthetic rate, which is similar
to the results of Rhodes et al. [33]. Moreover, photosynthesis
has a significant positive correlation with aboveground bio-
mass (Figure 4), so the decrease of photosynthesis may
reduce aboveground biomass, thus plant height. Water-use
efficiency (WUE) refers to the amount of organic matter
assimilated by plants in time of losing unit water [47], which
can reflect the water consumption and adaptation of plants
to stress [48]. The results showed that the water-use effi-
ciency of NS-HS soil salt and alkali patches increased under
heavy mowing (Figure 3(a)). This may be due to the exis-
tence of mowing treatment which reduces water-use effi-
ciency, or it may be that these treatments have made L.
chinensis unable to survive. Some studies have shown that
there is a positive correlation between net photosynthetic
rate and water-use efficiency of L. chinensis after grazing.
It improved water-use efficiency by increasing net photo-
synthetic rate and reducing transpiration rate and adapted
to grazing stress [29, 49]. However, with the continuous
grazing time, perennial grasses can survive by reducing
water-use efficiency to respond to stress [28, 50]. Moreover,

under saline-alkali stress, plants will limit water loss, improve
water-use efficiency, and fix more CO2 but reduce the over-
all growth rate [51].

5. Conclusion

Maintaining photosynthetic characteristics is the primary
integration strategy by clonal plants to tolerated or escaped
highly stresses. In moderate saline-alkali heterogeneity site,
moderate mowing or grazing can maintain photosynthesis,
resulting in the promotion of compensatory growth. How-
ever, high saline-alkali patches have an overriding detrimen-
tal impact on plant compensatory growth and extremely
inhibit net photosynthetic rate. In the future research, we
should focus on the nonstomatal factors limiting photosyn-
thesis and combined with the biomass distribution model
of plant in field experiments, to explore the photosynthetic
characteristics and growth strategy of Leymus chinensis
under mowing and soil saline-alkali heterogeneity environ-
ments, so as to provide effective reference for the rational uti-
lization of grassland.
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The land surface model SURFEX 7.3 was used to study climate effect of urban expansion located in oasis in arid area of Northwest
China by surface and 2m urban heat island (UHI) intensity and available energy ratio (B). We performed a true regional
development scenario and three assumed scenario simulations in 1978, 1993, 2004, and 2014, respectively. The results show that
2m UHI always displays positive twin peaks during whole day, while surface UHI only displays a positive single peak with
several hours during daytime at four seasons in the four years. Moreover, 2m UHI intensity during night is higher than that
during daytime, indicating that UHI intensity is contributed more by “trap effect” from urban complex geometry or
anthropogenic heat and that surface UHI according to land surface temperature cannot reflect UHI comprehensively. The oasis-
urban development resulted in local warming and increasing of B, and compared with the original undeveloped environment,
local climate in the study area was in a relatively balanced state in 1978 and 1993 due to the “heating effect” of urban area and
the “cooling effect” of oasis, but the offsetting effect from oasis would become weaker after1993.

1. Introduction

Research on local climate change caused by urban expan-
sion has received increasing interest due to the fact that it
is closely related to the living quality for humans in the
past few years [1–6]. But studies with respect to the climate
effect of urban expansion in the oasis-desert system in arid
area is relatively rare [7, 8]. Northwest China has a special
mountain-basin geomorphology, and urban are in this
region is usually converted from surrounding oasis area,
while oasis is usually from a difficult reclamation in the sur-
rounding desert. Both urban and oasis development in this
region are greatly limited by local water and soil resources
in the basin [9, 10], since the main water resource is from
the limited melting of snow and glaciers and the precipitation
in tall mountain ranges and the desert background also
makes oasis and urban compete for the limited fertile soil
on alluvial fan out of the mountains [11]. Urban expansion

on such oasis will inevitably increase instability of oasis and
the integrated ecosystem [12, 13]. Based on our previous
studies, the oasis plays a role of wet-cold island compared
with the surrounding desert and drives local atmospheric cir-
culation between oasis and desert, which plays an important
role in maintaining the existence of oases [14, 15]. However,
what we do not know is whether this urban expansion will
affect the wet-cold island effects of oasis and local climate
and how? Thus, exploring climate effects of urban expansion
in this region will provide beneficial information to regional
sustainable development [16].

Expansion of impervious surface area (ISA) is a represen-
tative of urban development [17], and the urban heat island
(UHI) has been considered as the most obvious feature that
resulted from the ISA expansion [18]. However, we found
that the understanding for UHI and the relation with the
increasing of ISA in previous studies are incomplete, uni-
lateral, and controversial. For example, some researchers
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determined that city center is sometimes cooler than the rural
environment, such as in the morning in the summer [19].
Others believed that the city center was always warmer than
rural area in whole year [20]. Except for difference in urban
scale and urban geometry description [21], one possible
important reason for these controversial conclusions is from
the different UHI definitions. As we all know, the UHI is
defined as the temperature difference between urban and
rural areas. But some researchers calculated the UHI using
air temperature difference between the urban and rural areas
[2, 19, 22–24], while others calculated the UHI from land
surface temperature (LST) difference between urban and
rural areas [1, 20, 25].

Therefore, in this paper, we compared the two different
UHI intensities at hour scale with the increasing of ISA in a
typical middle-scale oasis-urban Fukang (FK for short) in
the north slope of Tianshan Mountains. The vertical temper-
ature difference between land surface and its over and avail-
able energy ratio in the urban center were also studied for
understanding further the mechanism of UHI.

2. Method

2.1. Study Area. The particularity of the study area was
mainly that such urban area expanded on artificial oases
[9, 10], while the formation of these oases rely on the geo-
morphic characteristics of high mountain-basin systems.
The limited water resources from melting of snow and gla-
ciers and the precipitation in mountain ranges maintain oasis
and urban survival in these mountain-basin systems. Water
resources are scarce for both human livelihoods and ecosys-
tems here, and urban development will certainly increase
the instability of regional sustainable development.

We selected FK in SanGong River Basin (SGRB) in the
north slope of the Tianshan Mountains as the study area,
which has an area of 304 km2. The FK with central latitude
and longitude of 44°09′ and 87°58′. The SGRB has a gentle
slope from the southeast to the northwest with the average
altitude of 575m, and the famous Gurbantonggut desert is
located in the northern areas. Before the year 1958, FK is just
a small village, and the dominant plant species of the SGRB
were desert shrubs, grassland, and saline [26]. The area and
population of FK have dramatically increased approximately
to 60.87 km2 and 220,000 (population density of oasis reached
71 persons/km2) in the past 60 years. The dominant plant
species become crops such as wheat, cotton, and surrounding
sparse desert shrubs. The SGRB belongs to continental arid
and semiarid climate with average evapotranspiration of
2292mm and average precipitation of 145mm. The average
annual temperature is 6.7°C, and there had been the histori-
cal extreme highest temperature of 41.5°C and the lowest
temperature -37°C.

2.2. Model. The externalized surface scheme SURFEX 7.3 was
used in this paper. The SURFEX actually includes various
modules to describe the exchanges of water, momentum,
and energy over four universal surface area titles: sea, lake,
vegetation, and town [27]. In this paper, we used the Town
Energy Balance (TEB) [28] scheme to parameterize the local

scale energy and water exchanges between urban surfaces
and the atmosphere and simultaneously coupled with the
Interactions between Soil, Biosphere, and Atmosphere
(ISBA) scheme [29, 30] to simulate the energy and water
budget of soil and vegetation. TEB simulates the urban
energy and water exchange over three generic and compre-
hensive surfaces (road, roof, and wall). Although TEB is a
single-layer canopy module with simplification hypotheses
on the canopy shape and direction, it is enough to accurately
describe the change trend of surface energy, canyon air tem-
perature, and surface temperature. The coupling of ISBA and
TEB was run in offline mode.

2.3. Input Data

2.3.1. Impervious Surface Area Estimation. In this study, both
aviation photos and satellite images were used to access the
fraction of impervious surface area (ISA): scanned aviation
photos in 1958 and 1978, Landsat 5 TM in 1993 (30m),
SPOT 4 in 2004 (10m), and Landsat 8 in 2014 (15m). All
of the satellite images were acquired from July to September.
Since vegetation grows vigorously in this period, it is easy to
distinguish different land cover types on the basis of obvious
spectral difference. The images in 1993, 2004, and 2014 were
first radiometrically and atmospherically corrected using the
ENVI/FLAASHmodule, and geometric corrections were also
performed. The projection of all images was projected using
the Universal Transverse Mercator with WGS-84 coordinate
system. The main method to extract ISA is referenced from
the studies [17, 31–33]. First of all, water was masked
according to the Normalized Difference Water Index. Three
abundant spectral information bands were extracted by min-
imum noise fraction, which were used to select the four quite
different and classical endmembers (vegetation, low albedo,
high albedo composition, and soil composition). Finally,
ISA fractions were obtained using the Decision Tree classifi-
cation. For the photos in 1958 and 1978, the ISA was
extracted by sketching city boundaries digitally and calculat-
ing the ISA by the grayscale difference of aviation photos
and referenced to the FK yearbook. The ISA expansion can
be seen in Figure 1.

2.3.2. Forcing and Observed Data. Reanalysis Modern-Era
Retrospective Analysis for Research and Applications
(MERRA) was selected as forcing data. This product is pro-
duced at one-hour intervals, and the full spatial resolution
is 1/2 degrees (latitude)× 2/3 degrees (longitude), which were
downloaded from the Goddard Earth Sciences Data and
Information Services Center (MERRA). MERRA was gener-
ated with version 5.2.0 of the Goddard Earth Observing
System (GEOS) atmospheric model and data assimilation
system (DAS). The MERRA used the ensemble assimilation
methods [34] and had high quality [35]. The forcing variables
consist of hourly downward direct shortwave radiation,
downward longwave radiation, rainfall rate, 10m air temper-
ature, northward wind and eastward wind at 10m above dis-
placement height, surface pressure, specific humidity at 10m
above the displacement height for the years of 1978 and 1993,
but at 50m in the years of 2004 and 2014, and equivalent
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density of CO2 (350 ppm) during the simulation. In situ
observations from a meteorological station FK are used to
validate the simulated hourly temperature (Figure 2). The
original underlying surface of the FK station is irrigated crop,
but with the expansion of FK, the observation is influenced
more by the urban area.

2.4. Simulation Scenarios. Because there is smaller ISA
(Figure 1) and a lack of forcing data in 1958, we performed
a true control scenario and three assumed scenario simu-

lations only in 1978, 1993, 2004, and 2014, respectively.
Table 1 displays the land use change in different scenarios
and explains the details of different scenarios. CDISA sce-
nario represented the true evolution of land cover in the his-
torical four years. CDC scenario assumed that the ISA in the
true scenario was converted from surrounding oasis and the
desert was still the same with CDISA scenario. Thus, the dif-
ference between CDISA and CDC can explain the contribu-
tion of ISA on local climate when urban area developed at
the expense of oasis. CDD referred that the ISA in CDISA
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was converted from the desert, and the difference between
CDISA and CDD can explain the ISA effect when urban area
developed from the surrounding desert. We also assumed
that there is no urban and oasis expansion in the past (D sce-
nario) and the climate from the D scenario represented
assumed climatic environment of the undeveloped state.
Thus, the difference between CDC and D will give climate
effect when the oasis only developed, and the difference
between CDISA and D gives climate effect of true develop-
ment. Because of the same forcing data and parameters used
in the different simulation scenarios, we can deduce that the
local climate difference between different scenarios at the
same year resulted from regional development.

2.5. Model Parameters. The dominant crop types of the SGRB
were cotton and wheat according to fieldwork ([36]). The leaf
area index (LAI) values in 12 months were set as 0, 0, 0.5,
1.06, 2.38, 3.4, 4.2, 4.3, 3, 1.33, 0, and 0 based on the average
of MERRA LAI data (MERRA), dominant crop phenology
[37–39], and fieldwork. Road in oasis city generally can be
divided into surface layer, base layer, and the cushion.
According to survey, the thickness of the surface layer is
about 3-15 cm and the layer is composed of the combination
of asphalt and concrete layer. The thickness of base layer
approaches to 50 cm, and the layer is mainly composed of
concrete to keep the stability of road. The cushion is the layer
between the base layer and soil and is also mainly composed
of concrete. Wall in oasis city can be composed of plaster and
layer on both sides and internal insulation and adiabatic layer
(200-300 cm) of hollow brick, aerated concrete, or benzene
board. Roof in oasis city can be divided into surface water-
proof layer, insulation and adiabatic layer, and reinforced
concrete layer [40, 41]. In this study, parameters of roof, wall,
and road were set as three layers referenced from fieldwork
and papers [3, 23, 40–43]. The details can be seen in Table 2.

3. Results

3.1. Simulation Evaluation. We used Pearson correlation
coefficient (r), index of agreement (d), mean bias (Bias), root
mean square error (RMSE), standard deviations (SDT), and
proportions of systematic and unsystematic error (S/U) to
comprehensively evaluate the simulation result. These mea-
sures describe the direction of the error bias and indicate
the average error magnitude. Table 3 shows SURFEX perfor-

mance in simulating 2m daily average temperature from the
true (CDISA) simulation at the FK station. A strong linear
relationship is obtained at all seasons in the three years from
simulation with coefficients of determination (d) larger than
0.74 (p < 0:05) and Pearson correlation coefficient (r) larger
than 0.66 (p < 0:05) (Table 3). Simulation in warm seasons
(summer and autumn) was better than that in cold seasons
(spring and winter). The proportions of systematic and
unsystematic errors were much less than 30%; this means
that physical processes that the model routinely simulate
are relatively well [44]. The 2m temperatures simulated
using the SURFEX in three years were well consistent with
observation. Considering that the UHI intensity is different
between urban center and rural area, the simulated errors
were counteracted to some extent, and acceptable bias and
mean absolute error were obtained except for the spring
and winter in the years 1993 and 2004.

3.2. The 2m and Surface UHI and Energy Partition in the
True Scenario. The hourly and yearly intensity of UHI in
1978, 1993, 2004, and 2014 was calculated at a height of
2m (T2MD for short) and land surface (TSD for short).
T2MD refers to the 2m air temperature difference between
the city center and the rural area, and TSD means the differ-
ence of average temperature of three urban surfaces (road,
roof, and wall) and the rural surface temperature. At the
same time, we also computed the vertical temperature
difference at 2m from the city surface to its over (TUD)
and from rural area to its over (TVD) in these four years with
the purpose of further understanding the reasons and physi-
cal process of UHI.

From Figure 3, the following rules can be obviously
obtained. (1) T2MD always displays positive twin peaks dur-
ing whole day at four seasons in the four years, and the twin
peak in the winter becomes weaker than the other three sea-
sons (Figure 3 solid line), while the TSD displays a single
peak and the temperature of the city surface is higher than
that of the rural surface several hours during daytime in the
four seasons in the four years, but displaying a cooler surface
during deep night (Figure 3 dotted line). This means that 2m
air temperature of city environment is indeed warmer than
that in rural environment in whole day, but surface temper-
ature of the city is not always warmer than that of the rural
area. The UHI defined by air temperature difference has dif-
ferent rules with UHI calculated by land surface temperature

Table 1: Simulation scenarios.

ISA Oasis Desert

CDISA True True True

CDC No Original oasis+ISA area True

CDD No True Original desert+ISA area

D No No Original desert+ISA+oasis

CDISA-CDC The effect on local climate of ISA expansion when the ISA area was converted from oasis

CDISA-CDD The effect on local climate of ISA expansion when the ISA area was converted from desert

CDISA-D The effect on local climate when both oasis and ISA developed (true regional development)

CDC-D The effect on local climate when oasis only developed
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difference. Some researchers think that remotely sensed
UHIs are usually stronger and exhibit the greatest spatial var-
iability of UHIs [45]. However, why do 2m UHI and surface
UHI have different diurnal variation patterns rather than just
quantity differences in this study? The main reason is that
UHI is not only from the difference of specific heat capacity

for the averaged urban surface and rural area surface, which
results in larger difference between surface and its over
air evidenced by the greater range of TUD than TVD
(Figure 4), but is also closely related with the complex and
heterogeneous three-dimensional structure, which makes it
difficult for energy to spread out. Anthropogenic heat is a
major contributor to the formation of the UHI. Sources
include heat generated by the combustion process in vehicles,
heat created by industrial processes, the conduction of heat
through building walls or emitted directly into the atmo-
sphere by air-conditioning systems, and the metabolic heat
produced by humans [46]. Therefore, surface UHI can only
reflect responsibility of land surface to energy, while 2m
UHI reflected land-atmosphere interaction status including
effects of atmospheric pollution on absorption and scattering
of longwave shortwave radiation, anthropogenic heating,
“trap effect” from urban complex geometry, and energy
interaction between surface and over air. This further implies
that the main reason of UHI resulted from “trap effect” of
urban complex geometry or anthropogenic heat and also
implies that surface UHI according to the inversion temper-
ature from remote sensing data cannot reflect UHI compre-
hensively. (2) T2MD during night is higher than that during
the day, which indicates that the intensity of 2m UHI during
the night is stronger than that during the day. The reason
might be that 2m air temperature in both city environment
and rural environment is increasing and the difference of the
increasing rate between the two environments is relatively
less during daytime. While the 2m air temperature in both

Table 3: The Pearson correlation coefficient (r), index of agreement
(d), mean bias error (Bias), and root mean square error (RMSE)
between the simulated and observed for winter (DJF), spring
(MAM), summer (JJA), and fall (SON) in 1978, 1993, and 2004.

Year r d Bias (°C) RMSE (°C) S/U

1978

Spring 0.95 0.97 -0.562 2.46 21%

Summer 0.67 0.82 -0.046 2.27 32%

Autumn 0.98 0.99 0.2286 1.84 23%

Winter 0.96 0.97 0.7246 1.94 25%

1993

Spring 0.92 0.95 -1.1652 3.14 24%

Summer 0.86 0.90 -0.8438 1.8 29%

Autumn 0.95 0.97 0.3199 3.25 21%

Winter 0.66 0.74 2.216 5.04 26%

2004

Spring 0.98 0.98 -1.608 2.38 31%

Summer 0.91 0.94 -0.903 1.98 28%

Autumn 0.97 0.97 -0.0811 2.75 11%

Winter 0.92 0.95 1.2073 2.98 25%
∗S/U means proportions of systematic and unsystematic errors.

Table 2: Morphometric parameters and the physical properties of city elements in the modelling.

1978 1993 2004 2014

Land cover fraction

C3 crop 47.09 59.46 46.51 44.00

Sparse desert plant 49.99 20.43 13.58 10.45

ISA 2.92 20.11 39.91 45.55

Morphometric parameters

Mean building height 10 10 20 30

Height/width 1 1 2 3

Road properties

Main materials Asphalt, concrete Asphalt, concrete Asphalt, concrete Asphalt, concrete

Albedo 0.08 0.08 0.08 0.08

Emissivity 0.94 0.94 0.94 0.94

Roughness length 0.05m 0.05m 0.05m 0.05m

Roof properties

Main materials Asphalt, mortar, concrete Asphalt, mortar, concrete Asphalt, mortar, concrete Asphalt, mortar, concrete

Albedo 0.14 0.14 0.14 0.14

Emissivity 0.90 0.90 0.90 0.90

Roughness length 0.15m 0.15m 0.15m 0.15m

Wall properties

Main materials Plaster, concrete, brick Plaster, concrete, brick Plaster, concrete, brick Plaster, concrete, brick

Albedo 0.14 0.14 0.14 0.14

Emissivity 0.90 0.90 0.90 0.90
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city environment and rural environment is decreasing after
sunset, the decreasing rate of 2m air temperature in rural
environment is much quick than that in city environment
(the slow release due to “trap effect” from urban complex
geometry), which makes the temperature difference between
the city and the rural environment continue to increase.
These indicate that the intensity of 2m UHI during daytime
mainly resulted from the difference of energy absorption rate
of the city and rural area, while the UHI intensity during
night is decided by energy release rate of these two environ-
ments. This further confirms the above conclusion that the
UHI intensity is determined more by “trap effect” from

urban complex geometry or anthropogenic heat after urban
expansion. (3) Both T2MD and TSD at sun rising time are
the lowest in a day, which illustrates that the UHI is the
weakest at sun rising time. (4) The intensity of 2m UHI in
the whole year displays similar twin peak trends. The stron-
gest period of 2m UHI is April, September, and October in
this region and relatively weaker during July, when it is the
warmest period in the study area. The reason is that the
evapotranspiration difference between the rural area and
the urban area in July significantly decreased, thereby the
temperature difference between them also decreased. The
range of hourly and yearly averaged surface UHI is from
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-4°C to 7°C and from -3°C to 3°C, respectively, which were
greater than that of 2m UHI, with the range from 0°C to
3.5°C and 0°C to 2°C, respectively.

3.3. Effects on Local Climate Resulted from Increasing of ISA.
2m temperature difference between the true scenario and
the three assumed scenarios can quantitatively reveal the
contribution to local climate of regional land use change.
The red and green dotted lines in Figure 5 represented the
change of 2m temperature that resulted from the expansion
of ISA in the four years at the expense of crop and desert,
respectively. And black solid line and dark-green dotted line
in Figure 5 represented the change of 2m temperature that
resulted from true regional development and without urban
development, respectively. No matter if ISA was converted
from oasis or desert, this conversion would increase local
temperature in this region (red and green dotted lines in
Figure 5), and increased magnitude of annual temperature

that resulted from crop to ISA conversion from 1978 to
2014 was 0.02°C, 0.16°C, 0.23°C, and 0.31°C, which was
more than desert-ISA conversion directly. This confirms
that urban development in the past 60 years resulted in
the increasing of local temperature. Moreover, according
to the true regional development, both urban and city are
expanded in the past 60 years, but the “cooling effect” caused
by expansion of oasis to local climate in the study region
(dark-green dotted lines) was counteracted by the effect from
urban expansion.

Bowen ratio (B) difference is important to understand the
local climate change of land use change from the view point
of available energy. If B is greater than 1, a greater proportion
of the available energy at the surface is passed to the atmo-
sphere as sensible heat than as latent heat, vice versa [47].
Figure 6 displays B in the true scenario and the B differences
between the true and the three assumed scenarios in 1978,
1993, 2004, and 2014. No matter if the ISA was converted
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from land cover of crop or desert, there is no doubt that city
development resulted in the increasing of B in a year (red and
green dotted lines). The reason might be from the double
effects of rising in sensible heat and declining in latent heat.
Increased sensible heat flux was caused by more heat
storage due to “trap effect” which resulted from rough
three-dimensional shape of urban area, relatively smaller
reflectivity and heat capacity, and decreased latent heat flux
was due to rare vegetation in the city. Thus, the increasing
of B was a positive correlation with the increasing of ISA,
which implies that B can also be an indicator of urbanization.
Oasis development can lead to decreased B in a year except
for the growing peak season, which can be seen from the dif-
ferent comparison between CDC and D scenario (dotted
dark-green line in Figure 6). Compared with the original
undeveloped environment, local thermal environment was
in a relatively balanced state based on equivalent increased
sensible heat and decreased latent heat in 1978 and 1993
due to combined effects of urban and oasis expansion, but
local climate becomes warmer due to dominant increased
sensible heat after 1993.

In order to explore the quantitative effects of oasis and
urban expansion on the local climate, 2m averaged tempera-
ture and B difference between true scenario (CDISA) and
undeveloped environment (D) were compared in the years
1978, 1993, 2004, and 2014 (Figures 7(a) and 7(b)). B dif-
ference is almost greater than zero in the four years
(Figure 7(a)); both B and local temperature increased from
1978 to 2014 (Figures 7(a) and 7(b)). The relation between
both annual B and temperature with extended ISA is a posi-
tive correlation (see Figure 7(c)), the conclusion that regional
land development in the study area, especially the growth of
ISA, resulted in the increased B and local temperature.

4. Discussion

In this study, the effects of oasis-urban (regional) develop-
ment on local climate in arid area of Northwest China from
viewpoints of surface and 2m UHI intensity and the change
of available energy partition, using SURFEX land surface
model, were discussed.
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Our study also contributes certain new findings. The dif-
ferences between surface and 2m UHI show different diurnal
variation patterns, rather than just quantity differences in
this study. This conclusion is different from papers [1, 20,
25]; they indicate that surface and 2m UHI have similar
diurnal variations and differ only in magnitude. In addition,
compared with the original undeveloped environment, local
thermal environment was in a relatively balanced state in
1978 and 1993 due to the combined effects of urban and
oasis expansion, but local climate becomes warmer due to
the dominant increased sensible heat after 1993. This result
is consistent with the findings reported in previous inves-
tigation [48], in which the author considered that the urban-
ization of most cities in northwestern China resulted in
considerable negative warming effects before 1978, but in evi-
dently positive effects after this year.

However, the report is only partly supplementary to the
effects of urban development in the arid area; there are still
many aspects that need to be studied or explored in depth,
such as modelling uncertainty. Although we think it is feasi-
ble to use a grid forcing data in plain area, we plan that the

further research focus on the sensitivity analysis for uncer-
tainty of different forcing data and model parameters and
larger ISA, to explore the response of oasis-urban heat island
to these parameters. As we all know, the poor choice of
parameter values can cause a large drop in performance
for models [49]; if better observed information about FK
city such as annual air pollution, average building height,
building materials, and larger cities are available in this
study, then the simulated accuracy of this model can be
improved and the conclusions in this study are more con-
vincing. In addition, the simulations in this paper are uni-
directional, not bidirectional, and these will bring some
unpredictable uncertainty.

5. Conclusion

The SURFEX 7.3 was used to simulate effects of oasis-urban
development on local climate in arid area of Northwest
China from viewpoints of surface and 2m UHI intensity
and available energy partition. We performed a true scenario
and four assumed scenario simulations in each year of 1978,
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1993, 2004, and 2014 and obtained the following conclusions.
(1) 2mUHI always displays positive twin peaks during whole
day, while surface UHI displays a positive single peak during
daytime at the four seasons in the four years, displaying a
cooler surface during deep night. Surface UHI can only
reflect responsibility of land surface to energy, while 2m
UHI reflects a comprehensive and three-dimensional land-
atmosphere interaction after urban development. The UHI
is determined more by “trap effect” from urban complex
geometry or anthropogenic heat after urban expansion and
that surface UHI according to the inversion temperature
from remote sensing data cannot reflect UHI truly and
comprehensively. (2) The urban development increased
local temperature and available energy ratio (B) no matter
if the ISA was converted by oasis or desert. Compared
with the original undeveloped environment, local climate
was in a relatively balanced state in 1978 and 1993 due
to “heating effect” of urban and “cooling effect” of oasis,
but the offsetting effect from oasis would become weaker

with the increasing of ISA. We hope the report can not only
be beneficial to local planners but be helpful to regional
climate researchers.

Data Availability

The data including validating data, forcing data for land sur-
face model, code for processing output from land surface
model, et al. used to support the findings of this study have
been deposited in the “GitHub” repository (https://github
.com/mmzpb/Urban-in-arid-area).

Additional Points

Highlights. 2m urban heat island (UHI) intensity during
night is higher than that during the day. UHI intensity is con-
tributed more by “trap effect” from urban complex geometry
or anthropogenic heat. Surface UHI according to land sur-
face temperature from remote sensing data cannot reflect
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UHI truly and comprehensively. Local climate in the study
area was in a relatively balanced state in 1978 and 1993 due
to “heating effect” of urban and “cooling effect” of oasis.
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Wireless sensor networks (WSNs) are becoming one of the demanding platforms, where sensor nodes are sensing and monitoring
the physical or environmental conditions and transmit the data to the base station via multihop routing. Agriculture sector also
adopted these networks to promote innovations for environmental friendly farming methods, lower the management cost, and
achieve scientific cultivation. Due to limited capabilities, the sensor nodes have suffered with energy issues and complex routing
processes and lead to data transmission failure and delay in the sensor-based agriculture fields. Due to these limitations, the
sensor nodes near the base station are always relaying on it and cause extra burden on base station or going into useless state.
To address these issues, this study proposes a Gateway Clustering Energy-Efficient Centroid- (GCEEC-) based routing protocol
where cluster head is selected from the centroid position and gateway nodes are selected from each cluster. Gateway node
reduces the data load from cluster head nodes and forwards the data towards the base station. Simulation has performed to
evaluate the proposed protocol with state-of-the-art protocols. The experimental results indicated the better performance of
proposed protocol and provide more feasible WSN-based monitoring for temperature, humidity, and illumination in
agriculture sector.

1. Introduction

Precision agriculture refers to a science using advance tech-
nologies to provide cost management, crop growth, and pro-
duction in agriculture fields. One of the major driver of
agriculture precision is wireless sensor networks (WSNs)
where the sensor nodes are monitoring the physical or envi-
ronmental conditions including humidity, temperature, and
illumination and send the sensed data to the base station
(BS) via single-hop or multihop coordinator nodes [1–3].
This technology has various beneficial applications in other
fields like healthcare, military, transportation, security, and
agriculture. In healthcare, sensor nodes have deployed to col-
lect the patient physiological or biometric information such
as ECG, heart rate, and blood pressure [4]. In the military,
sensor nodes are deployed to track the soldiers on the battle-
field, for monitoring, find the location of platoons, and pro-
tect the forces. In security, sensor nodes can offer a careful

watch to track and monitor the dangerous situation and
remain alert against terrorist attacks [5]. In agriculture, sen-
sor nodes are deployed to sense the temperature, pressure,
humidity, and wind speed. In addition, the sensor nodes also
sense environmental conditions for weather forecast and
natural disaster happening probability. In these networks,
the sensor nodes are categorized into coordinator and nor-
mal nodes to collect the data from the agricultural field [6].
The sensor nodes sense the required parameters and analyze
the distance threshold (dTh) and then forward the sensed
data to the sink node by single-hop or multihop communica-
tion. The role of the sink node is to collect the data from sen-
sor nodes and further transmit to gateway or BS and then
further send to the central management system for decision
making as shown in Figure 1.

Sensor nodes are small in size with low computational
power and energy resources [7]. Sensor nodes are used for
monitoring the environmental conditions like crop conditions
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and other environmental parameters. The sensor nodes are
deployed on the surface of soil or inside the soil. There are
different technologies and standards which have been
adopted based on applications and data rate, frequency band,
power consumption, and distance. Some common technolo-
gies are Wibree, Wifi, GPRS, WiMAX, Bluetooth, and ZigBee
[2, 8]. Monitored data was obtained from the deployed sen-
sor nodes and then was wirelessly forwarded to the BS for
data collection. The BS initiates the decision for further pro-
cesses. Users received the crop growth information or other
information related to the drip irrigation and take further ini-
tiatives to improve the microenvironment for their product
[9]. In agriculture, for achieving the precision control, the
sensor nodes monitored different parameters, analysis of
monitored data for decision making and applying the control
mechanism [10, 11]. There are various efforts to improve the
cultivation in agriculture, precision farming, collecting, and
sending the monitored data [12, 13]. The monitored data is
about environmental conditions including weather, wind
speed, temperature, soil humidity, chemical and physical
properties of soil like the pH level, crop identification, leaf
area index, leaf moisture content, and weed-disease detec-
tion. There is another way in which the sensor nodes
captured the images of fruits, for automated harvesting,
and predicted the soil moisture and organic contents
[14, 15]. Mobility-based sensor nodes are used to mea-
sure the plant mass of crops and analyze the fertilization
characteristics for best production. Soil strength measure-
ment and prediction-based harvesting time are evaluated
through special sensors [16, 17].

In addition, most of the agriculture precisionWSN-based
applications need in time and reliable data communication in
the network. Due to limited battery resources, sensor nodes
are not able to maintain their operations; recharging and
replacement of batteries are not possible especially in dense
forests and large areas [18, 19]. For data communication,
the routing protocols are used to maintain the load balancing
and maximize network lifetime. There are two main types of

protocol flat and hierarchical. In flat routing protocols, all the
nodes in the network play an identical role. The main issue in
flat routing protocols is scalability, load balancing, route
maintenance, and not feasible for the large networks
[20, 21]. To address the scalability and load balancing issues
in flat routing, hierarchical routing protocols are introduced.
It is also called cluster-based routing, in which all sensor
nodes in the network are separated into layers based on resid-
ual energy and assigned the different roles. In the entire net-
work, the sensor nodes are divided into a group called
clusters [22]. Each cluster has cluster members (CMs) and
one cluster head (CH). The CH is responsible for coordina-
tion within the cluster and forwarding the data to other
CHs or BS. Hierarchical routing protocols or clustering
protocols are helpful especially for large-scale agriculture
precision-based WSN. It utilized fewer resources, save more
energy of sensor nodes, scalable, less packet overhead, and
efficiently balances the load among the network as compared
to flat routing protocol [23–25].

Complex routing processes and data transmission are the
main causes of energy depletion among sensor nodes in agri-
cultural precision WSN [26, 27]. Aiming at a higher energy
efficiency for the entire network, a new protocol named
Gateway Clustering Energy-Efficient Centroid (GCEEC)
routing protocol is proposed to manage the energy resources.
The main contributions of this paper is to minimize the
energy consumption of sensor nodes and to reduce the load
on CHs. The proposed protocol selects and rotates the CH
on efficient location, i.e., near the energy centroid position
in the cluster to reduce the energy consumption of sensor
nodes in cluster and maximize the CH coverage. Further-
more, the protocol selects gateway node in cluster to facilitate
the CH in agriculture environment and significantly reduces
the load on CH.

The main objectives of this paper are as follow:

(i) To minimize the energy consumption and load
balancing of the CH by the help of gateway node

Sensor nodes

Gateway

Wireless
sensor node

Sink

Internet

User

Figure 1: Architecture field with WSN deployment.
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(ii) Edge node becomes a gateway node to receive more
than one joining message from adjacent CHs

The rest of the paper is organized as follows: Section 2
presents the related work in the area of agriculture-based
WSN and its existing energy-based routing protocols. Section
3 presents the proposed work design and all steps including
flow chart and algorithm. Section 4 presents the experimental
results and analysis with state-of-the-art protocols. Last
section concludes the paper with future direction.

2. Related Work

This section discussed the existing energy-efficient routing
protocols for agriculture precession-based WSN and
critically analyzed to find their limitations. Energy-efficient
routing protocols are categorized into two categories, flat
routing protocol and hierarchical routing protocols which
are discussed in detail.

2.1. Flat Routing Protocol. In flat routing, all nodes in the net-
work have the same role and perform the same tasks [24].

In [28], the authors proposed the dynamic distributed
framework protocol known as Energy and Trust-Aware
Mobile Agent Migration (ETMAM), in which a mobile agent
is used to making route among sensor nodes for data aggre-
gation based on energy and trust metric evaluation. A mobile
agent is a self-determined software agent that can move
autonomously among sensor nodes and carry the data for
aggregation. To protect a mobile agent frommalicious sensor
nodes, ETMAM framework provides trust evaluation to the
mobile agent and bypass the malicious sensor nodes. Fur-
thermore, the framework also provides optimize migration
route based on energy metrics as well as cloning method to
aggregate the data from the sensor node. However, the pro-
posed framework supports small route mobile agent and is
where response time is low. Power-Aware Heterogeneous
AODV (PHAODV) in [29] was proposed for the resource
that should be utilized efficiently. In this protocol, the
optimized routing path is created by considering the energy
status of every sensor node to achieve the load balancing
among heterogeneous networks. The path which consumes
the least energy is selected as a routing path for data com-
munication from the existing path in the routing table.
Therefore, all the sensor nodes are keeping aware of the
instantaneous change in energy level. Furthermore, link-
aware dynamic threshold prevents from route exhausting
and reduces the route error message. However, this proto-
col has more overhead which leads to energy depletion
issues in the network.

An Optimal Base Transmission Strategy (OTDS) [30] is
proposed in which transmission distance is calculated to bal-
ance the energy consumption of the entire network. Data
mule concept is proposed in which data is collected from sen-
sor nodes and transmits to the BS. Data mule is a mobile
node having sufficient storage and energy and collects the
data from sensor nodes while roaming across the sensor field
and sends it to the BS. PEGASIS-DSR Optimized Routing
Protocol (PDORP) is proposed in [31] based on a hybrid

approach having both characteristics of proactive (PEGASIS)
and reactive (DSR) approach. Utilization of directional trans-
mission scheme helps reduce the communication distance
which ensures energy efficiency. Furthermore, a trust list is
generated by each node to avoid acknowledgment of receiv-
ing packets; this will be updated at each round and randomly
checked at any time. Besides this, PDROP also adopts a
Genetic Algorithm (GA) and Bacterial Foraging Optimiza-
tion (BFO) to discover the optimized path. However, com-
plex routing processes consume more energy and have a
serious impact on the network.

2.2. Hierarchical Routing Protocol. It is also called clustering
routing protocols. In these protocols, the whole network
nodes are divided into a group of nodes called clusters. Each
cluster selects CH node which is responsible for transmitting
the data to the BS.

In [32], the authors proposed a Mobile Sink-based Adap-
tive Immune Energy-Efficient clustering Protocol (MSIEEP)
and addressed the energy hole problem. The protocol uses
Adaptive Immune Algorithm (AIA) to find the sojourn path
for the mobile sink. Moreover, the algorithm also finds the
optimize number of CHs based on their dissipated energy
and favorable location. AIA acts as a guide of the mobile sink.
The significance of mobile sink is to collect the data from the
isolated region of the CH which improved the connectivity of
the network. The protocol does not fully address the hole
problem due to load balancing issue. In [33], the authors pro-
posed a distributed clustering algorithm, namely, Delay-
Constrained Energy Multihop (DCEM) in which CH is
selected in a distributed manner. BS initiates the protocol
by broadcasting ADVmessage among network sensor nodes;
therefore, each node calculates the distance between itself
and BS using receive signal strength technique. After that,
every sensor node broadcasts the advertisement message that
contains its ID and energy level to its neighbor sensor nodes
so that every neighbor node on receiving advertisement mes-
sage compares its energy level with energy level information
in receiving advertisement message. If the energy level is
greater, then the sensor node becomes candidate CH; other-
wise, it remains a cluster member. Similarly, the candidate
CH elects by broadcasting an advertisement message proce-
dure and becomes CH. The candidate CH with the same
energy level is further proceeded by computing the trade-
off energy and delay (TED) value. After computing, the
candidate CH waits for the TED value to receive an advertise-
ment message otherwise becomes the CH. Furthermore, the
DCEM protocol uses intercluster multihop routing cost func-
tion to achieve a minimum cost route from CH to BS. DCEM
does not consider the optimal location of the CH in cluster
intercluster multihop routing among CH which consumes
more energy.

In [23], the authors proposed the PSO-ECHS (Particle
Swarm Optimization-Energy Efficient-based Cluster Head
Selection) protocol that enhanced the network lifetime. In
the PSO-ECHS algorithm, the CH is selected by fitness func-
tions that consider the distance between sensor node and BS,
as well as sensor node and neighbor nodes, and the residual
energy of sensor nodes. By a minimum value of fitness
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function, the CH selected and start cluster formation by
broadcasting the joining message. Each sensor node after
receiving and joining messages calculates the joining weight
value. The sensor node joins the CH which has the highest
joining weight value. In [34], the authors proposed the
Energy-Efficient Centroid-based Routing Protocol (EECRP)
for data routing using wireless sensor devices. The term “cen-
troid” is the mechanical engineering term which means the
imaginary central point of mass concentration. Initially in
protocol, the BS computes the energy centroid position
among the network and divides the network into a cluster
based on energy centroid position. The node near the energy
centroid position is selected as the CH. At the time of CH
rotation, the CH recomputed the energy centroid position
and the node which is near to the energy centroid position
elected as the next CH. Furthermore, the protocol also fixed
the threshold distance called MAX distance between the
CH and the BS where the CH transmits the data to the CM.
If CH and BS distance are less than MAX distance, then the
CH stores the information in the cache and deliver to the
next elected CH at the time of CH rotation.

In [35], the authors proposed the Distributed Unequal
Size Optimize Cluster (DUSOC) base technique to resolve
the load balancing issue in the CH. According to the proto-
col, the BS elects the CH node based on an energy level as well
as the distance from BS. The CH near the BS chooses the least
number of sensor nodes as compared to the CH which is far
away from the BS during the cluster formation stage. Fur-
thermore, intercluster multihop routing among the CH
approach is adopted for data transmission towards the BS.
In [36], the authors proposed the Mobile Energy-Aware
Cluster-Based Multihop (MEACBM) routing protocol in
which heterogeneous WSN is divided into clusters, selecting
the CH with the highest residual energy. Furthermore, the
protocol maintains the coverage and connectivity in the net-
work by constructing a subcluster for nodes that deployed far
away in the network and compute the multihop route for
interclustering combination among clusters and subclusters.
After selecting CH, the algorithm divides the network into
sectors and each sector is assigned with Mobile Data Cluster
(MDC) node that collects the data from the CH. MDC node
computes an efficient route that is found by Expectational
Maximization (EM) algorithm. According to the EM algo-
rithm, MDC computes the route by considering the CH
residual energy and location. MDC moves to collect the data
from the CH first, whose residual energy is minimum. Simi-
larly, the MDC node collects data from other CH on an effi-
cient route and delivered to the BS.

The authors in [37] proposed a Cluster Aided Multipath
Routing (CAMP) protocol which divided the region of inter-
est into virtual zones and assign one CH for each cluster. The
noncluster member’s condes have adopted the trade-off
method for residual energy evaluation between itself and
neighbor nodes and take decision. During this process, if
the cluster member node is selected as the next forwarder,
then it cancels the trade-off method and forwards the data
to the CH via multihop communication. The authors
claimed that the proposed CAMP protocol improves the
energy consumption due to randomly selection of CH or

based on residual energies of the nodes. In addition, CAMP
also adjusts the tuning factors including remaining energy,
node degree, and distance towards the sink node. However,
with many benefits, this protocol has significant delay due
to its energy calculation and randomly selection of CH in
the network.

All the discussed studies mainly focused on energy-
efficient routing for WSN that reveal the strength and limita-
tions that lead to the development of the research problem.
Based on the literature review, it is revealed that the CH has
a heavy responsibility for data transmission of the cluster
data towards the BS directly or relaying through other CH.
The CH which directly sends data towards the BS consumes
more energy. The CH far from the BS required more energy
in transmitting cluster data towards the BS in a single hop.
Consequently, these issues lead to the early energy depletion
of CH’s which are far from the BS. Moreover, in many
schemes such as DUSOC [35], and DCEM [33], CAMP
[37] CH sends the data towards the BS via intercluster multi-
hoping. The CH near the sink continuously forwards the CH
data towards the BS. Therefore, uneven load distribution
among CHs tend to deplete their energy resources rapidly
which leads to disrupt the data dissemination process and
generate routing holes. The CH node selection and CH
responsibility rotation are one of the most important fea-
tures. Therefore, network coverage of CH among cluster
nodes reduces and consumes more energy for data transmis-
sion to their CH. The optimal location of CH is an important
factor which enhances the network coverage among clusters.
The optimal location of CHmust consider the position where
energy density nodes found so that the CH responsibility
rotation is must among the nodes that are rich in energy. It
is discussed above that most of the existing clustering
schemes such as DCEM [33] must improve their intercluster
multihoping process to overcome load on the CH. Table 1
presents the protocol comparison in terms of their strategies
and limitations.

3. Gateway Clustering Energy-Efficient
Centroid (GCEEC) Protocol

The Gateway Energy-Efficient Centroid (GCEEC) routing
protocol is proposed for agriculture precision WSN to
improve the load balancing among CHs and energy con-
sumption of the whole network. The GCEEC protocol selects
the efficient location of CH near the energy centroid position
and for gateway node selection for transmitting the data
towards the BS via multihop communication which maxi-
mizes the CH coverage and reduces the transmission power
of CH. This section is divided into two subsection network
setup modules and process module. The network setup mod-
ule presents the energy consumption model, energy centroid
position, gateway node weight, and CH joining weight used
in GCEEC protocol. The processing module explains the
setup phase, transmission phase, and rotation phase of
GCEEC.

3.1. Network Setup Module. The network model consists of
100 sensor nodes and one BS. Figure 2 shows the sensor
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nodes which are randomly distributed in the sensor field.
Each sensor node after sensing sends the data to the regional
CH, then transfer the data towards the BS via single-hop
direct transmission or multihop gateway nodes; it depends
on the distance between CH and BS.

3.1.1. Energy Consumption Model.Most of the energy is con-
sumed by the sensor node during data transmission and
receiving. The most popular and common energy model is
proposed in [34] as shown in the following:

E =
l er + et + ∈fsd

2� �
, if d ≤ dTh,

l er + et + ∈mpd
4� �
, if d ≥ dTh,

(
ð1Þ

where l is the packet size, er and et are the transmitting and
receiving energy, ∈fsand∈mp are required energy to send in
free space and multipath, respectively. The transmission
energy consumption depends on distance d.

3.1.2. Energy Centroid. Centroid is the mechanical term,
which means the imaginary central point of mass concen-
tration. It is the central point where the entire mass of
object is concentrated. Similarly, energy centroid in cluster
is the point where sensor node is having massive energy
concentration which is distributed. Energy centroid [34]
can be mathematically represented as in Equations (2)
and (3), respectively.

Xec =
∑n

i=0 Eirs
/Eo

� �
X

N
, ð2Þ

Yec =
∑n

i=0 Eirs
/Eo

� �
Y

N
, ð3Þ

where Eirs
= residual energy of node i, Eo = initial energy, X

and Y are the coordinate of node i, N = total number of
nodes in cluster, Xec and Yec are the energy centroid:

Table 1: Protocol strategies and limitations.

S# Authors Cluster Strategies Limitations

Flat routing protocols

1 ETMAM [28] 2014 ✘
Mobile agent route among the sensor for
data aggregation considering energy and

trust metrics

Framework support small route mobile
agent and response time is low

2 PHADOV [29] 2014 ✘
Link condition for optimize path, prevent
route exhausting, and reduce route error

message
Routing overhead increase

3 OTDS [30] 2015 ✘
Data mule (mobile node) that has the
ability to collect and store data from
sensor node and transmit towards BS

In sufficient for different constraint and
energy hole problem

4 PDORP [31] 2016 ✘
Generate trust list to avoid

acknowledgement
Cause significant delay

Hierarchical routing protocol

5 MISSEEP [32] 2015 ✓
Mobile sink for collecting data to alleviate

hole
Protocol not fully addressed hole problem

due to load balancing issue

6 DCEM [33] 2016 ✓
Minimum inter cluster multihop routing

cost function

DCEM not consider the optimal location
of CH in cluster

Intercluster multihop routing among CH
consume more energy of CH

7 PSO-ECHS [23] 2017 ✓

CH is selected by fitness functions that
consider the distance between sensor node

and BS, as well as sensor node and
neighbor nodes, and the residual energy of

sensor nodes

Robustness of the algorithm, however,
needs to be verified with the
heterogeneous nature of nodes

8 EECRP [34] 2017 ✓ CH selected in energy density node region
MAX-dist consume more energy of CH in

caching and transferring data

9 Awan et al. [35] 2018 ✓ Cluster size reduction
Not focus on energy-efficient optimize

route among cluster head

10 MEACBM [36] 2019 ✓
Mobile data cluster node utilizes as CH

data collection and transfer to BS
Subcluster nodes are taking more

processes and lead to network overhead

5 CAMP [37] 2019 ✓
Adjusts the tuning factors including

remaining energy, node degree, distance
towards the sink node.

Has significant delay due to its energy
calculation and randomly selection of CH

in the network.
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Distance from the energy centroid position to the ith sen-
sor node for calculating candidate CH can be shown below.

d =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xec − Xið Þ2 + Yec − Yið Þ2

q
: ð4Þ

3.1.3. Gateway Node. Information gathering from sensor
nodes and transmitting towards the BS is the main function
of CH. Due to heavy responsibilities on CH due to the man-
agement of cluster data, the CH consumes more energy and
sends the data directly to the BS or itself relaying on other
CH and forwards the data towards the BS. Therefore, gate-
way node is formed in each cluster by CH which relay data
towards the BS. The nodes in cluster which are adjacent to
neighbor CH are called gateway nodes. Every CH computes
the gateway node weight [38] by considering the CH residual
energy, distance between the nodes in particular cluster and
adjacent neighbor CH. The function is as follows:

G i, jð Þ = S ið Þ:E
S ið Þ:Max

� �
+ d i, jð Þ2 + d i, xð Þ2 + d j, xð Þ2 + d j, sð Þ2

d i, sð Þ2
" #

,

ð5Þ

where SðiÞ:E = residual energy of CH, SðiÞ:Max = initial
energy, dði, jÞ = distance between CH i and CH j, dði, xÞ =
distance between CH i to cluster member node xwhich are

adjacent to neighbor CH j, dðj, xÞ = distance between
adjacent CH j to cluster member node x of CH i, dðj, sÞ =
distance betweenCH j to BS, and dði, sÞ = distance between
CH j to BS:

Higher weightage of node becomes a cluster gateway
node.

3.1.4. Cluster Head Joining Weight Function. When CH
sends join request to neighbors, then in response, sensor
nodes decide to be part of cluster or not base on CH join-
ing weight function. The function consists the following
parameter, CH residual energy EresidualðCHjÞ, distance from
CH to sensor node distðsi, CHjÞ, distance from CH to
BS distðCHj, BSÞ [23].

CH joining weight si, CHj

� �
=

Eresidual CHj

� �
dist si, CHj

� �
∗ dist CHj, BS

� � :
ð6Þ

3.2. Process Module. In most of the agriculture precision
WSNs, energy is the main concern due to limited resources
of sensor nodes. The main objective of this study is design
the protocol for energy-saving and efficiently utilize the
resource during data processing. Clustering protocols

Sensor node

BS

Cluster head

Gateway node

Figure 2: Network topology.

1-byte 1-byte 1-byte 1-byte 2-bytes
Message type Sender’s ID X coordinate Y coordinate Energy level

Figure 3: LOCATION message.
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consist of three main phases: CH selection phase, gateway
selection phase, data transmission, and CH rotation phase.

3.2.1. CH Selection Phase. Initially, the BS broadcasts the
HELLO-MSG across the network. Hello message contains
the BS ID and location. BS has more energy than ordinary
sensor nodes, and if we use the BS to broadcast the Hello
messages to other sensor nodes, it will decrease the load on
other member nodes in the network. The sensor nodes send
a reply with LOCATION message as shown in Figure 3.
Message type contains the type of message. The “sender
ID” contains the sensor node ID. The “X coordinate and Y
coordinate” are the locations of the sensor node. The energy
level contains the state of the sensor node. The LOCATION
message size is 6 bytes as shown in Figure 3.

BS computes the average energy of the network and cal-
culates the energy centroid positions in the network. After
the calculation of energy centroid positions, BS divides the
network into a cluster around the energy centroid position
and chooses the CH. The BS chooses the CH node from
the cluster which is nearest to the energy centroid posi-
tion. After selecting the CH, the BS broadcasts the FEED-
BACK message to the specific cluster as shown in
Figure 4. The FEEDBACK message contains the message
type and the information of feedback message, CH’s ID,
and average energy of the network.

After the first CH selection by the BS, the CH transmits
joining message containing the CH ID, energy level, and
location to the neighbor sensor nodes. The sensor node that
receives the joining message calculates the joining weight
value of CH. If the highest CH joining weight value is
reached, then the sensor node joins the CH as a CM.
Figure 5 shows the CH selection process.

3.2.2. Gateway Selection Phase. After selection of CHs, each
CM who receive adjacent CH joining request computes the
gateway node weight. The gateway node weight is then sent
to CH. Higher gateway node weight value is selected for a
gateway node. Gateway node then informs the adjacent
CH by sending gateway message containing its location
and its CH ID as shown in Figure 6 showing the gateway
message for requesting the adjacent CH for its gateway
node. When adjacent CH gateway node receives, it then
computes the route towards the BS via adjacent gateway
node multihopping.

The data transmission of CH via gateway node depends
on distance between itself and BS. If distance is less than
threshold distance ðdThÞ, then CH sends directly to BS; oth-
erwise, CH uses gateway node for data transmission towards
BS. Figure 7 shows the gateway selection process.

3.2.3. Data Transmission and CH Rotation Phase. After the
selection of CH and gateway node, the data communication

begins. CM senses the data and transmits to their particular
CH. The CH then sends towards the BS via gateway nodes
or directly transmits depending on threshold distance dTh.
Just before the end of the round, each CM sends their
residual energy and location to CH. After that, the CH node
calculates the average energy and energy centroid position.
The CM that is near to the energy centroid position will be
the next candidate CH. The following conditions for the
CM can become the CH for the next round.

(i) Its energy level is greater than the average energy of
cluster

(ii) Its distance from the energy centroid position of
cluster is the smallest

1-byte

Message type

1-byte

CH ID

2-byte

Avg energy

Figure 4: FEEDBACK message.

Start

BS select CH

Node position
close to energy

centroid
position??

Node become CH

CH send joining
message to

neighbor nodes

Neighbor node
computes joining

weight

Joining
weight value

greater?

Join CH

End

Reject CH joining
message

No

Yes

No

Yes

Figure 5: CH selection flow chart.
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Figure 8 shows the data transmission and CH rotation
flow chart.

The detail of GCEEC data transmission and CH rotation is
discussed in Algorithm 2. Lines 1 to 8 show the data transmis-
sion directly or via gateway node towards the BS from the CH.
From lines 8 to 11, wait till just a few moments before the end
of round, each CM sends residual energy and location to
respective CH. From line 12 to 16, it calculates the average
energy of cluster, recalculate energy centroid position, and
distance between each node among cluster from energy cen-
troid position. Lines 18 to 23 select the CH for next round
if the energy level of node is greater than the average energy
and distance between CH when centroid position is smaller.
Algorithm 3 shows the gateway node selection process.

4. Simulation Setup and Experimental Results

To evaluate the performance of GCEEC with other rele-
vant algorithms, simulator selection is one of the chal-
lenge. A number of simulation environments have been
developed for wireless networks such as Objective Modular
Network Testbed in C++ (OMNET++) [39], Network
Simulator2 (NS2) [40], and MATLAB [41]. NS2 is an
event-driven, open-source simulator and is the best tool
for analyzing communication networks. The NS2 provides
executable ns script file name “Tool Command Language
(TCL).” A simulation trace file is generated after running
TCL file which is used for plotting graphs or result analy-
sis. NS2 provides a tool called NAM (Network AniMator)
to execute the animation files.nam. NS2 comprises of two
main languages, i.e., C++ and Object-Oriented Tool com-
mand language (OTcl). C++ provides user facility to
describe interior working mechanisms (executed at back-
end) of the stimulation objects, while OTcl provides the
facility to setup the stimulation scripts and configuration
of objects (executed at front) [40, 42]. In addition, NS2
has open-source modules and widely exploits in the

1. Input: N=Total number of nodes
2. Output: BS divide entire network into Cluster
3. for i=1:N
4. Node transmit their ID, Location and Energy level to BS
5. end for
6. E = Average Energy of entire network calculate by BS
7. c = centroid position of cluster calculate by BS = ðXc, YcÞ
8. for i = 1 : C
9. ci = ðXci, YcjÞ
10. for j = 1 : N
11. di = distðnodeðiÞ, ciÞ
12. if (nodeðjÞ very close to ci)
13. Select as CHj

14. end if
15. end for
16. end for
17. BS Broadcast Feedback Message contain Message Type, CH ID, Avg Energy E
18. for i = 1 : N
19. nodeðiÞ receive FeedbackMessage f romBS
20. if ðnodeðiÞ = = CH IDÞ
21. nodeðiÞ state = CHi
22. Broadcast joining message CHi to neighbor nodes
23. else
24. Wait for CH joining message
25. end if
26. end for
27. Neighbor nodes calculates joining weight
28. CH JoiningWeight ðsi,CHjÞ = EreidualðCHjÞ/distðsi, CHjÞ ∗ distðCHj,BSÞ
29. if (neighbor node CH JoiningWeight greater)
30. Join CH
31. else
32. Reject CH joining message
33. end if

Algorithm 1: CH Selection Phase.

1-byte

Message type

1-byte

Gateway node ID

1-byte

CH ID

Figure 6: Gateway message.
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research community; new objects can be easily added
using OTcl interpreter via corresponding objects in C++
class. In this research work, NS2 simulator is used to eval-

uate the performance of proposed GCEEC protocol with
relevant scheme in terms of different performance
parameters.

Start

GW selection

Node receive
more than one

Joining message
??

Compute GW
weight

GW node
weight

higher??

Select as GW
node

Request adjacent
CH for GW info

Adjacent CH
GW info
receive??

Compute route
toward BS

End

Wait

Node remains CM
and starts

transmission
toward CH

No

Yes

Yes

No

Yes

No

Figure 7: Gateway selection flow chart.
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Figure 8: Data transmission and CH rotation flow chart.
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4.1. Simulation Setup. This section presents the simulation
setup to measure the performance of the proposed protocol
design. The simulation is performed in the network, where
we set 100 ∗ 100m area with 100 sensor nodes. All the sensor
nodes are static and know their location bymeans of GPS. The
BS is located outside the network at position of (100,100). We
have considered three network scenarios which are discussed
as follow: 2%, 5%, and 10% of sensor nodes as CH. To analyze
the performance of network by varying the number of CH in
sensor nodes, we ran the simulation 5 times; the average of
these instances of data is used for plotting the results. The
simulation parameters used to evaluate the proposed protocol
with existing protocols are in Table 2.

4.1.1. Performance Metrics. To determine the efficiency of the
proposed schemes against specified objectives, the following
performance metrics are used.

Network lifetime. The network lifetime is the expiration
of the network life when the number of nodes depleted their
energy when data transmission begins; the cluster nodes
sense the data and send to their CH and then to BS via gate-
way node. In these experiments, the initial energy of node is
2 J which is reducing while transmitting and receiving control
messages and data.

Network throughput. Network throughput refers to the
receiving of packets by the BS. It is a successful transmission
of sensing the data from CM of clusters to the BS via the CHs
and gateway nodes.

Energy consumption. Energy consumption is the most
valuable parameters for wireless sensor network in which sen-
sor nodes utilize their battery resources in transmission and

reception of data packets. In experiments, the energy con-
sumes per round and consumes energy in clustering, assigning
gateway node, sensing, and transmitting of data from CM of
the cluster to the BS via the involvement of CH and gateway
node. The confidence interval refers to possible range or values
for the simulation parameters which are based on the simula-
tion results. The 90% confidence level is the probability that
the interval contains the value of the parameter. For this study,
simulation confidence interval is at 90%.

4.1.2. Assumptions and Limitations

(1) Sensor nodes are static and are deployed randomly in
field

(2) All nodes adjust their transmission power according
to distance

(3) Communication channel is reliable and free of error

(4) The sensor nodes are aware of their locations through
some localization techniques

(5) The BS is placed outside the network (100,100)
location

(6) Every gateway node is in the range of its neighboring
gateway node

4.2. Results and Discussion

4.2.1. Effect on Number of Alive Nodes. The number of alive
nodes which indicates the network lifetime is as shown in
Figures 9–11. This comparison is based on the alive nodes

1. do
2. CM sense and transmit sense data to CH
3. if ðdistðCH, BSÞ < do/2Þ
4. CH directly transmit data to BS in single hope
5. else
6. CH use GW node to transmit data to BS in multi-hop
7. end if
8. while (just before round over)
9. for j = 0 : CM
10. each CM nodeðkÞ send residual energy and location to their CH
11. end for
12. CH calculate avg energy of cluster
13. Eo =∑CM

k=0Ek/CM
14. CH calculate energy centroid of cluster
15. Xec =∑CM

i=0 ðEi rs/EoÞXi/CM
16. Yec =∑CM

i=0 ðEi rs/EoÞYi/CM

17. d =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXec − XiÞ2 + ðYec − YiÞ2

q
18. for k = 0 : CM
19. if ðenergy level of nodeðkÞ > Eo && d is smallest Þ
20. current CH change the status of node(k) = CHk
21. current CH withdraw responsibility
22. end if
23. end for
24. CHk transmit joining message as same as Algorithm 1

Algorithm 2: Data Transmission and Cluster Head Rotation.
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vs. the number of rounds at 2%, 5%, and 10%, respectively.
As it is shown that the proposed protocol GCEE performs
better as compared to EECRP, CAMP, and MEACBM. The
first node dies in the proposed scheme approximately in
between 700 and 800 rounds. Similarly, the first node dies
in EECRP very shortly because data transmitted by CH is
on a single hop, while the proposed scheme utilizes multihop
gateway nodes for data transmission from CH to BS.
Moreover, as shown in the results that the CAMP protocol
has almost the same results as MEACBM and the nodes

die approximately at 550-800 rounds, these results are
showing early depletion of sensor nodes. In addition, the
results also indicated that at 2% and 10% of CH, the CH
consumes more energy, so that node dies earlier. While
in 5%, nodes die slowly. Therefore, 5% of nodes that are
CHs have better conditions.

4.2.2. Average Data Transmission. Figure 12 shows the result
of average data transmission by changing the number of CH
nodes in the network. As compared to EECRP, CAMP, and
MEACBM schemes, the proposed scheme of GCEEC per-
forms better because CM data are transmitting towards the
BS via the CH and multihop gateway node. Therefore, aver-
age data transmission enhances by increasing the number
of CH. Furthermore, a lot of fluctuations in EECRP scheme
is due to the concept of MAX-dist. MAX-dist is the threshold
distance in which the CH sends the data to the BS success-
fully if the distance is less than the data forwarded; otherwise,
CH stores the data in cache and wait for the next round due
to which average data transmission reduces. In addition,
Figure 12 also reveals when the number of CH is small, the
average data transmission is less because the distance
between the sensor nodes and the BS is large, and large
amount of energy was consumed by all sensor nodes. As
number of CH increases, the average data transmission
increases. But as the number of CH increases by 5%, the aver-
age data transmission also reduces because amount of data to
increase in network which creates energy dissipation is
quicker among sensor nodes. The results indicate that the
proposed protocol has stable data transmission as compared
to EECRP, CAMP, and MEACBM.

1. for j = 0 : CM
2. if ðnodeðjÞreceive adjacent CH joining requestÞ
3. Compute GW node Weight for Adjacent Cluster Head
4. Gði, jÞ = ½SðiÞ:E/SðiÞ:Max�+½½dði, jÞ2 + dði, xÞ2 + dðj, xÞ2 + ðdðj, sÞ2/dði, sÞ2Þ�
5. Send GW weight value to CH
6. else
7. Round Start, CM periodically send data to their CH
8. end if
9. end for
10. if ðnodeðjÞGWweight value higherÞ
11. nodeðjÞ select as Gateway Node by CH
12. else
13. nodeðjÞ Reject as Gateway node by CH
14. end if
15. Gateway node inform its status to adjacent CH and request for Adjacent CH Gateway node
16. while (Adjacent CH Gateway Node Information Receive)
17. Compute Route
18. end while
19. if ðdistðCH, BSÞ < dThÞ
20. CH directly transmit data to BS in single-hop
21. else
22. CH use GW node to transmit data to BS in multi-hop
23. end if

Algorithm 3: Gateway Node Selection.

Table 2: Simulation parameters.

Parameter Values

Network area 100m ∗ 100m
BS location At the edge of the area

Number of sensor nodes 100

Initial energy (J) 2 J

Data aggregation energy 5 nJ/bit/signal

Transmission energy 50 nJ/bit

Reception energy 50 nJ/bit

Data transmission rate 5000 bps

ϵ f s 10 pJ/bit/m2

ϵamp 0.0013 pJ/bit/m4

Round time 2 sec/round

Packet size 200 bits

MAC 802.11
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4.2.3. Round vs. Packet Received by Base Station. Number of
data packet received by BS which is taken into consideration
at different number of rounds. Figures 13–15 show the data
packet received by BS at 2%, 5%, and 10% of CH, respec-
tively. As it is shown, EECRP considerably receives fewer
data packet to BS than GCEEC. Furthermore, packet received
by BS in EECRP scheme is slower than GCEEC because of
the adjustment of MAX-dist in EECRP where as in GCEEC,
gateway nodes relay data from the CH to the BS. As
compared to CAMP and MEACBM, the proposed protocol
GCEEC has better data transmission. However, the
MEACBM is better than EECRP due to the use of coverage
and connectivity in the network by constructing a subcluster
and computing the multihop route for interclustering combi-
nation among clusters and subclusters. In addition, the pro-

posed scheme at 5% of CH performs better transmission of
packet than 2% and 10% because in 5% of CH, nodes die
slowly and have better coverage and have less burden on
gateway nodes. While in 2% of CH, the distance between
nodes and BS is greater so large amount of energy is con-
sumed. Similarly, in 10% of CH, data transmission in net-
work enhances; more data is relaying on gateway nodes
which shorten network lifetime.

4.2.4. Rounds vs. Energy Consumption. As shown in
Figures 16–18, the total energy consumption in EECRP is
high as compared to the proposed schemes. It is due to the
fact that EECRP scheme uses single-hop transmission by
CH as well as threshold distance name MAX-dist. The
single-hop transmission towards the BS causes load on the
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CH, which consumes more energy. Furthermore, due to
MAX-dist concept, i.e., CH stops transmission, stores data
in cache when distance between CH and BS is greater than
MAX-dist, and transmits all cache data to incoming CH
during rotation phase. This MAX-dist cache process
consumes more energy of CH during transmission and
reception. In GCEEC, the load of CH is distributed due to
selection of multihop gateway node which significantly
reduces energy consumption. Therefore, overall energy con-
sumption is reducing in the proposed protocol as compared
to EECRP, CAMP, and MEACBM.

The objective of these experiments is to select the CH on
efficient location in cluster and to reduce the load on CH. The
proposed GCEEC protocol for agriculture precision selects

the CH near the energy centroid position which maximizes
the network coverage of cluster nodes and reduces the energy
consumption. Furthermore, gateway nodes are selected
among clusters which relays itself as well as other CHs and
forward the data towards the BS which significantly reduces
load on CH. The experimental results indicated that GCEEC
performs better than EECRP, CAMP, and MEACBM proto-
cols. All sensor nodes transmit limited amount of data to the
CH, and the CH can bear all cluster node data in his memory.
It can easily transfer to its gateway, and gateway can easily
transfer the data to the next gateway and then further trans-
mit towards the BS. Therefore, there will be more transmis-
sions as compare to EECRP, CAMP, and MEACBM
protocols, but it reduces the load on CH with the help of
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gateway node. Hence, we say that the proposed GCEEC pro-
tocol has much more energy and efficient as compared to
state-of-the-art routing protocols.

The applications for precision agriculture have deployed
to analyze the environmental parameters such as humidity,
crop conditions, and soil monitoring. All the data communi-
cation process among small sensor nodes is based on feasible
and energy-efficient sensor systems to improve the monitor-
ing systems for further decision making. Routing protocols
are playing a very crucial role for data collection in field.
Complex routing protocols lead to consuming more energy,
overhead, and packet dropping. In this paper, after designing
the proposed GCEEC routing protocol, we analyze the
performance with state-of-the-art routing protocols and
observed that proposed protocol consumes less energy
which impacts on better data delivery in agriculture fields.

After designing the protocol, now we compare the whole
system performance with existing systems in agriculture
precision field. Table 3 presents the comparison of some
of the existing agriculture precision systems and proposed
system in terms of overhead, coverage area, energy consump-
tion, network lifetime, scalability, and other performance
parameters. Table 3 indicates that most of the existing sys-
tems have more overhead and not scalable to adjust in other
agriculture fields like [43, 44]. The proposed system is scal-
able especially for agriculture precision applications such as
precision farming, horticulture, orchard, precision agricul-
ture, precision fruticulture, precision horticulture, quality,
tree fruits, and vegetables. The table below also indicates
the different parameters to evaluate the existing agriculture
precision system and their possible applications in terms of
network overhead, coverage area, energy consumption
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reduction, network lifetime, scalability, and system limita-
tions. Some systems have moderate but still suffered with
other parameters such as [41] which is moderate but still suf-
fered in network lifetime. The system in [42] has high over-
head and also not considered energy consumption and
scalability. The systems [39, 40, 44] are not scalable and also
suffered in overhead issues. The proposed system GCEEC is
scalable and offers moderate network lifetime.

5. Conclusion

Wireless sensor network (WSN) is one of the emerging tech-
nique and technology especially for agriculture sector. In
WSN, sensor nodes sense the physical and environmental
conditions of soil and crop and send the data to the sink node
by single-hop or multihop communication. Due to low com-
putational power and limited battery resources, complex
routing processes may cause energy depletion of the sensor

nodes. Most of the routing protocols do not consider load
balancing for a feasible routing path. This research improves
load among the sensor nodes especially on the cluster head
(CH). Furthermore, research also improves the optimized
location and rotation of CH among energy density sensor
nodes. In this research, Gateway Clustering Energy-Efficient
Centroid-based Routing Protocol (GCEEC) is proposed for
WSN. The proposed protocol selects and rotates the CH near
the energy centroid position of the cluster. In addition, each
CH chooses the gateway node for multihoping itself and
other CH data towards the BS which reduce load among
the CH. We performed the experiment on a well-known net-
work simulator named NS-2.35 to analyze the performance
of GCEEC for different criterion which includes network life-
time, network throughput, and energy consumption. The
experimental result revealed that network lifetime, through-
put, and energy consumption of our protocol is better than
EECRP protocol. In the future, we will analyze the proposed
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protocol with other environments like drone-assisted WSN,
wireless body area networks, and sensor-based transporta-
tion systems.
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The research of agricultural wireless sensor networks (AWSNs) plays an important role in the field of facility agricultural
technology. The temperature and humidity nodes in AWSNs are so tiny that they are limited on computation, network
management, information collection, and storage size. Under this condition, task allocation plays a key role in improving the
performance of AWSNs to reduce energy consumption and computational constraints. However, the optimization of task
allocation is a nonlinearly constrained optimization problem whose complexity increases when constraints such as limited
computing capabilities and power are undertaken. In this paper, an elite immune ant colony optimization (EIACO) is proposed
to deal with the problem of task allocation optimization, which is motivated by immune theory and elite optimization theory.
The EIACO uses ant colony optimization (ACO) to combine the clone operator and elite operator together for the optimization
of task allocation. The performances of EIACO with different numbers of temperature and humidity sensor nodes and tasks
have been compared by both genetic algorithm (GA) and simulated annealing (SA) algorithm. Simulation results show that the
proposed EIACO has a better task execution efficiency and higher convergence speed than GA and SA. Furthermore, the
convergence speed of EIACO is faster than GA and SA. Therefore, the whole system efficiency can be improved by the proposed
algorithm.

1. Introduction

With the rapid progress in the research and development of
efficient software algorithms, electronics and mobile
networking have shown a great potential in computation,
managing network, collecting information, low-cost, and
self-adaptation [1]. Agricultural wireless sensor networks
(AWSNs) are composed of some wireless sensors for moni-
toring temperature and humidity in the environment [2].
Each temperature and humidity sensing unit consists of the
data acquisition, the computing capability, the short-range
radio transmitter, the data storage, and the power supply
[3–7]. AWSNs have been applied in many important areas
such as intelligent family, military, automated assistance for
the elderly monitors, environmental, multimedia surveil-
lance, and traffic avoidance [8, 9].

Recent success of emerging AWSN technology has
encouraged researchers to develop new task allocation
algorithm in this field. Generally, temperature and humidity
sensors are small and have limited abilities of computing
[10]. Careful task allocation scheme can be an effective
optimization mean for achieving the desired high-energy
consumption goals, comprising computing capability con-
straints. The task allocation problem is combinatorial in
nature and consists of numerous hard constraints such as
computing capabilities and limited computing power [11, 12].

In this paper, an EIACO-based task allocation approach
for maximizing task execution efficiency is proposed. To
assess the efficiency of algorithms, the mathematical model
of task allocation is given firstly. After that, the immune
and elite selection mechanism is introduced into ant colony
optimization (ACO). The fitness function for task allocation
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is designed to optimize the task execution efficiency. The
results show that the proposed immune strategy and elite
strategy improved the global search ability of EIACO.

In the simulation, EIACO has shown a great ability to
find optimal individuals. It can also avoid local optima.
Simulations demonstrate that the EIACO has a better perfor-
mance when implemented into AWSNs.

The rest of the paper is organized as follows. Section 2
discusses the related work. Section 3 presents the task alloca-
tion model and our problem description. The proposed
EIACO is then extended to optimize the performance of task
allocation in Section 4. Simulation and results are given in
Section 5. Finally, conclusions are drawn in Section 6.

2. Related Work

In wireless sensor networks, an effective task allocation
scheme can attain low total computational time as well
as low energy costs, increase network reward, and improve
lifetime of networks. In [13], a distributed task allocation
strategy based on particle swarm optimization (PSO) is
proposed. Furthermore, task can be allocated quickly and
directly. In order to reduce energy consumption and
extend lifetime, a heuristic-based algorithm is proposed.
The task is distributed to sensor nodes in different alloca-
tion phases to balance the workload [14]. In [15], a social
network optimization algorithm is given to deal with task
allocation issue for reducing total computational time
and the energy costs.

Exhaustive search can achieve high task execution effi-
ciency compared with other schemes, but its computational
complexity is too high for practical implementations. For this
reason, many heuristics have been proposed for the practical
situation [16], such as genetic algorithm (GA), ant colony
optimization (ACO), and particle swarm optimization. Aim-
ing at this problem in heterogeneous wireless sensor net-
works, GA is first found and its capability is evaluated
through the task execution efficiency in [17]. It has been used
for the task allocation in WSNs in which the resources and
computing power of sensors are limited. It turns out that
the computational complexity of limited computing power
increases exponentially with the number of sensor nodes
and targets. In [18], SA can achieve high task execution effi-
ciency when dealing with task allocation issue. In [19],
authors proposed a GA scheme to improve system perfor-
mance for better total system efficiency in WSNs. GA is
adaptable but has many problems, computational complexity
for instance. In their work, they maximize the task execu-
tion efficiency but neglect the ability constraint of comput-
ing [20, 21].

3. Task Allocation Model

In this section, a mathematical model of the task allocation in
AWSNs is given with respect to the constraints of computing
capabilities and limited computing power. In [22], authors
used a max-min type model with nonlinear constraints to
demonstrate the task allocation problem in AWSNs. Later
in [23], the authors showed a similar model by a fewer num-

ber of sensor nodes and targets. The model is more flexible
than the first and more suitable to different requirements
of flows.

In this paper, an optimizing model comprising wireless
sensor nodes located at the coordinates is described. The
model can be expressed simply as assuming that there
are n tasks and m temperature and humidity sensor nodes
in AWSN system. m sensor nodes are randomly deployed
in a certain area, and the task allocation is executed on the
gateway. The gateway node stores the location information
of all sensors; m sensors allocate n tasks.

It is assumed that the urgency of the task being assigned
has been assessed and ranked. The advantage of assigning
tasks has been assessed and evaluated. The urgency of the
jth task being assigned is wj, and the advantage of the jth task
assigned to the ith sensor is estimated to be bij, so that each
sensor assigns a benefit value to the task as cj. In equation
(1), cj represents the benefit value of assigning a task. In
equation (2), the reward of all tasks being allocated is calcu-
lated and the maximum reward Cmax needs to be pursued.

cj =wjBj, ð1Þ

C = 〠
n

j=1
cj: ð2Þ

Here, an ant, 3 sensor nodes, and 4 tasks are assumed in
the model. The ant randomly generates a solution in (5).

The advantage of the jth task being allocated to the ith
sensor is estimated to be bij.

bij =
b11 b12 b13 b14

b21 b22 b23 b24

b31 b32 b33 b34

2
664

3
775 i ∈ 1, 3½ �, j ∈ 1, 4½ �ð Þ: ð3Þ

Each task has the value of urgency as

wj = w1 w2 w3 w4½ �: ð4Þ

One solution is randomly generated in order to store the
allocation results in (5). The encoding method is described in
Section 4.

X = 2 1 3 2½ �: ð5Þ

Real coding needs to be converted to a binary encoding
method in order to perform the next operation. The binary
allocation matrix is shown as

X∗ =
0 1 0 0
1 0 0 1
0 0 1 0

2
664

3
775: ð6Þ

According to (3) and (6), b∗ij is calculated in (7). It repre-
sents the advantage of the jth task being allocated to the ith
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sensor. X∗ is the binary allocation matrix. X∗
ij = 1 represents

that jth task is allocated to ith sensor. Otherwise, jth task is not
allocated to ith sensor. bij is the advantage matrix. The value
in the advantage matrix represents the advantage value of
the jth task being allocated to the ith sensor.

b∗ij = bij ⋅ X
∗, ð7Þ

b∗ij =
0 b12 0 0
b21 0 0 b24

0 0 b33 0

2
664

3
775: ð8Þ

The identity matrix with i columns is generated in Bj in
the following formulas. The number of sensors corresponds
to the number of columns of ai. The calculated Bj can be
shown in (11).

ai = 1 1 1½ �, ð9Þ

Bj = ai × b∗ij, ð10Þ

Bj = b21 b12 b33 b24½ �: ð11Þ
cj represents the benefit value of assigning a task; it can be

calculated as

cj = Bj ×wj′: ð12Þ

In AWSNs, task allocation not only needs to meet the
requirements of application quality of service but should also
increase the total task execution efficiency as much as possi-
ble. The efficiency of task execution refers to the sum of exe-
cution efficiency of each sensor node to complete tasks. Since
the temperature and humidity nodes in the AWSNs are het-
erogeneous, the execution efficiency of sensor nodes is differ-
ent, so the total task execution efficiency generated by the
task mapping of sensor nodes may also be different. The allo-
cation of tasks usually achieves better performance and
higher total task execution efficiency for the application.
Therefore, the gateway needs to perform a task schedule
according to the execution capability of each sensor node
and the load size of each task.

4. EIACO-Based Task Allocation for
Maximizing Task Execution
Efficiency in AWSNs

To solve the problem of task allocation in AWSNs, an opti-
mization scheme based on EIACO is proposed. It was
inspired by the real ants in nature [24]. By taking advantage
of the ACO, it combines the merits of both elite operator
and immune operator. This strategy enables EIACO to deal
with the task allocation and direct the search toward an opti-
mal solution. In our strategy of EIACO, the important
improvement is that elite operator and immune operator
are added to the traditional ACO algorithm.

The traditional ACO algorithm was proposed by the Ital-
ian scholar Dorigo M. in the 1990s. Later, people paid more
attention to the application and development of this new
algorithm in bionics [25]. The traditional ACO algorithm
was derived from the behavior of the ant community. The
ants use pheromones to communicate information with
others, so that each ant can find a path from the nest to the
food location with the shortest distance [26]. Dorigo M.
found that the famous traveling salesman problem (TSP) is
quite similar to the ant foraging behavior. After efforts, the
ACO algorithm was successfully used to solve the TSP prob-
lem [27, 28]. It uses the characteristics of ant colony foraging,
such as discrete optimization which can be solved by the
EIACO algorithm.

EIACO is a technique for approximate optimization
caused by swarm intelligence. The process of finding the
optimal reward can be divided into the early adaptation
phase and the later collaboration phase. In the early adap-
tation phase, the pheromone changes continuously with
the number of time that the ants pass. The more time
the ants pass, the higher the pheromone, so the tasks with
higher task execution efficiency are more likely to be allo-
cated to the sensor nodes. In the later stage of coopera-
tion, the problem of task allocation is solved through the
pheromone in the environment, which will form a self-
organized collaborative relationship. The self-organized
collaborative relationship between individuals will result
in a better performance.

The main parts of the EIACO are described in terms of
initialization, fitness evaluation, path selection, pheromone
update, and termination condition.

4.1. Solution Encoding. Encoding is the primary step to be
solved by EIACO. In the process of EIACO, it will directly
affect the fitness calculation, path selection, and phero-
mone update. Encoding methods include binary encoding
and real encoding. In this paper, real encoding is
employed to facilitate searching for larger space. Assume
that there are s ants and the numbers of sensors and tasks
are m and n, respectively. Each ant generates a solution
after visiting all the tasks. The population can be described
as follows. In formula (13), xs,n represents the relationship
between sth ant, mth sensor node, and nth task. In formula
(14), the number of ants is 5, and the number of sensors
and tasks is 8 and 10, respectively. Therefore, 5 individuals
are randomly generated in order to store the allocation
results.

X =

x1,1 x1,2 x1,3 ⋯ x1,n

x2,1

⋯

x2,2

⋯

x2,3

⋯

⋯

⋯

x2,n

⋯
xk,1 xk,2 xk,3 ⋯ xk,n

⋯ ⋯ ⋯ ⋯ ⋯

xs,1 xs,2 xs,3 ⋯ xs,n

2
66666666664

3
77777777775

xs,n ∈ 1,m½ �, k ∈ 1, s½ �ð Þ,

ð13Þ
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X =

1 5 8 4 4 3 8 5 3 5
4 7 5 6 4 2 1 7 5 1
3 6 4 6 7 4 1 3 1 8
5 1 4 3 5 4 8 7 4 1
7 3 2 3 4 3 2 2 7 5

2
666666664

3
777777775
: ð14Þ

4.2. Ant Initialization. The population is created on the
basis of encoding. It aims to create a link between the prob-
lem of task allocation and the EIACO. Before the initial
irritation, s individuals are randomly generated as an initial
population. Initial population contains m individuals that
can be described as X = fx1, x2,⋯xk,⋯xsgðk ∈ ½1, s�Þ. For-
mula (14) shows the initial population that contains 5 indi-
viduals. It represents the allocated relationship between 8
sensors and 10 tasks.

4.3. Fitness Evaluation. The objective function has a greater
influence on the convergence of the EIACO. Each ant has a
solution of path selection. In other words, each ant has its
corresponding objective fitness. The reward is compared
with the fitness of different ants. The fitness in this paper is
to calculate the reward between the sensor nodes and tasks.
The fitness of EIACO can be evaluated as (2). The aim of
the fitness is to pursue the best reward with high task execu-
tion efficiency. Therefore, it is aimed at maximizing the
reward to obtain task execution efficiency. According to (1)
and (2), if bij is bigger, then Bj is bigger, and cj becomes
better.

4.4. Path Selection. There are s ants and each ant has the fol-
lowing characteristics: the advance value and the number of
pheromones on path determine which sensor node will be
selected by the ant. τij is the total amount of pheromone on
the connection path between the two nodes at the moment.
The walking rules of ants are as follows: the ants must com-
plete the travel, and they cannot visit the same node twice.
When the ant completes a travel, it leaves a certain number
of pheromones on the road that it has traveled. In the begin-
ning, the number of pheromones on the path of two nodes is
the same. When the kth ant selects the next node, the number
of pheromones on the path and the benefit value determine
which node will be selected by the ants. Pj,j+1

e,f represents the
probability that the ant will choose the next sensor node on
the path ðe, f Þ from the jth task to the ðj + 1Þth task in each
generation. e and f are two selected adjacent nodes on the
path, respectively.

When the ant selects the next node, the pheromone
and benefit value of the path are used to calculate the
probability of selecting the next node. If the condition is
met, the node can be selected. The probability P of the
ant visiting from node e to node f in the tth generation
is calculated from equation (15). According to formula
(15), the roulette wheel strange is used to select the sensor
nodes on each path.

Pj,j+1
e,f tð Þ =

ταef tð Þgβf tð Þ
∑m

l=1τ
α
el tð Þgβl,j+1 tð Þ

e ∈ 1,m½ �, f ∈ 1,m½ �, gf ∈ gij, gl,j+1 ∈ gij

� �
,

ð15Þ

Wij =

w11 w12 w13 ⋯ w1n

w21 w22 w23 ⋯ w2n

w31 w32 w33 ⋯ w3n

⋯ ⋯ ⋯ ⋯ ⋯

wm1 wm2 wm3 ⋯ wmn

2
666666664

3
777777775

i ∈ 1,m½ �, j ∈ 1, n½ �ð Þ,

ð16Þ

gij =Wij ⋅ bij: ð17Þ

In equation (15), t represents iteration time. τef ðtÞ
denotes the pheromone on the path ðe, f Þ at the tth gener-
ation; gf ðtÞ is the benefit value of assigning the f th sensor
node to the ðj + 1Þth task that can be calculated by equa-
tion (17). α and β represent the weight of pheromone
and the weight of benefit value, respectively. They deter-
mine the proportion of the pheromone and the benefit
value. When the value of α is large, the probability of
choosing this sensor node is great, and when the value
of β is large, ants are more likely to choose the sensor
node based on the benefit value of the jth task assigned
to the ith sensor. In equation (15), when the concentration
of the pheromone and the benefit value are large, the
probability that ants select the sensor nodes will increase.

In equation (16), the matrix Wij is the urgency degree of
the jth task being assigned, and it is composed of m identical
matrixes, which is w1 w2 w3 ⋯ wn½ �. According to
(3) and (16), gij is a matrix of benefit value that can be calcu-
lated in (17).

4.5. Pheromone Update. In the process of finding the best
solution, it is necessary to calculate pheromones. Ants leave
pheromones from the eth sensor node to the f th sensor node
when they visit sensor nodes. As the number of iterations
increases, the pheromone also volatilizes while accumulat-
ing. Similarly, in the EIACO algorithm, each ant updates
the pheromone on the path after one step or one travel.
The pheromone concentration on the path ðe, f Þ during
ðt, t + 1Þ generation is updated in

τef t, t + 1ð Þ = ρ × τef tð Þ + Δτef t, t + 1ð Þ, ð18Þ

Table 1: Rewards with different number of tasks and sensor nodes.

8 sensors
15 tasks

15 sensors
30 tasks

20 sensors
40 tasks

50 sensors
100 tasks

EIACO 6.81 13.09 19.25 48.58

GA 6.27 11.94 17.23 41.25

SA 5.72 10.92 14.89 36.66
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Δτef t, t + 1ð Þ = 〠
s

k=1
Δτkef t, t + 1ð Þ: ð19Þ

In formula (18), Δτef ðt, t + 1Þ indicates the value of
pheromones that the ant left on the path ðe, f Þ during
the generation ðt, t + 1Þ. ρ is the evaporation coefficient
of pheromone to avoid infinite growth of pheromone on
the path. And Δτkef ðt, t + 1Þ in equation (19) represents
the increment of pheromone information that the kth ant
left on the path ðe, f Þ during the ðt, t + 1Þ generation.

Formula (20) shows the ant-cycle system model of the
EIACO to calculate Δτkef .

Δτkef = gf Q: ð20Þ

In formula (20), Q is a constant and the pheromone
released by the ant on the path is the intensity per unit Q. gf

represents the benefit value that the task is assigned to the
f th sensor node. In the ant-cycle system model, the ants
release the pheromone when the ant has found an optimal
solution. The ant-cycle system model utilizes the overall
information.

4.6. Termination Condition. After irritations, EIACO will
check whether the condition is satisfied. If the number
of iterations is reached, the algorithm will be
terminated.

4.7. Elite Strategy. The elitist strategy is introduced to EIACO.
In EIACO, the pheromone quantity update formulas are as
follows:

τef t, t + 1ð Þ = ρ × τef tð Þ + Δτef t, t + 1ð Þ + Δτ∗ef , ð21Þ

Δτ∗ef = σ ⋅ g∗
f Q: ð22Þ
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Figure 1: (a) Reward for comparison of three algorithms when the number of tasks is 15 and the number of sensors is 8 after 100 generations.
(b) Reward for comparison of three algorithms when the number of tasks is 30 and the number of sensors is 15 after 100 generations. (c)
Reward for comparison of three algorithms when the number of tasks is 40 and the number of sensors is 20 after 100 generations. (d)
Reward for comparison of three algorithms when the number of tasks is 100 and the number of sensors is 50 after 100 generations.
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In formulas (21) and (22), Δτ∗ef represents the increased
amount of pheromone on the path ðe, f Þ found by elite ants.
σ represents the number of elite ants. g∗f represents the
benefit value of assigning a task with elite strategy.

4.8. Immune Strategy. Unlike the traditional ACO, the
EIACO is proposed in this paper for the task allocation prob-
lem with immune strategy. The main mechanisms in the
immune system, which have been developed in the field of
wireless sensor networks based on the immune theory, are
applied in the problem of task allocation. The immune strat-
egy is a global optimization method. It has the advantages of
strong global search ability, maintaining antibody diversity
and robustness. Therefore, the immune strategy is used to
deal with the problem of task allocation.

Principles of immune operator in EIACO are as fol-
lows. The first step is to identify the antigen. Antigen
can be described as the problem of task allocation. Then,
create the initial population from the memory cells. The
affinity needs to be calculated to evaluate the reward gener-
ated by the ants. If the terminal condition is not satisfied,
it is necessary to perform immune selection, cloning, muta-
tion and inhibition of mutation, etc. The next step is to
refresh the population. A reward of solution with lower per-
formance is replaced by a new generated solution to form an
antibody.

The immune operator in EIACO uses the immune mech-
anism to accelerate convergence. At the same time, the simi-
larity between individuals is used to ensure the diversity of
the population, so as to avoid falling into local optimum.

4.9. Basic Steps. The steps of the EIACO algorithm are as
follows.

Step 1. Initialize the parameters. The maximum number of
iterations is Nc max. The initial number of iterations Nc = 0.
Set the pheromone value, benefit value, and pheromone
volatilization coefficient. The number of ants is s. τef is
used to initialize the pheromone information on the edge
ðe, f Þ, τef ð0Þ = 1.

Step 2. Add the number of iterations, Nc =Nc + 1.

Step 3. Add one number of ants, k = k + 1.

Step 4. Calculate the probability of selecting the next node
based on formula (15).

Step 5. If k <m, turn to Step 3; otherwise, perform Step 6.

Step 6. Update pheromone.
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Figure 2: (a) Reward for comparison of three algorithms with 15 tasks and 8 sensors. (b) Reward for comparison of three algorithms with 30
tasks and 15 sensors. (c) Reward for comparison of three algorithms with 40 tasks and 20 sensors. (d) Reward for comparison of three
algorithms with 100 tasks and 50 sensors.
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Step 7. If the condition is satisfied, that is, the number of irri-
tations Nc >Nc max, output the reward. Otherwise, turn to
Step 2.

5. Simulation and Results

In this section, the performance of the proposed EIACO
method is tested and compared with the GA and SAmethods
for task allocation in AWSNs. The performance of EIACO is
compared with different quantity of temperature and humid-
ity sensor nodes and targets. All cases are run by a computer
with a Pentium 2.4GHz CPU. As indicated earlier, the objec-
tive function in Section 3 is to demonstrate the effectiveness
of schemes in optimizing the task allocation.

In our simulation, the performance of EIACO will be
compared with the GA and the SA. All the runs of the
EIACO, GA, and SA algorithms were terminated after 100
generations and the population size is 50. In EIACO, the
weight of pheromone is 2 and the weight of benefit value is
2; pheromone volatilization coefficient is employed as 0.98.
In GA, the crossover probability is 0.85 and mutation proba-
bility is employed as 0.05. In SA, the value of the original
temperature is defined as 200 and the value of annealing tem-
perature is defined as 0.85.

The rewards for the EIACO, GA, and SA with different
sensors and tasks are listed in Table 1. It shows the task exe-

cution efficiency versus the number of iterations of EIACO,
GA, and SA on the task allocation problem with different
quantity of sensors and tasks, respectively.

Figures 1(a)–1(d) show the convergence for EIACO, GA,
and SA, respectively. Figure 1(a) illustrates obviously that
EIACO has a better performance than GA and SA when
the number of the sensors is 8 and the number of the tasks
is 15. Figure 1(a) shows that the optimal reward of SA is
lower than GA as EIACO performs better than GA. Within
the initial 50 iterations, the reward of EIACO varies greatly
and the convergence speed improves as the generations
increase. From 50 to 100 iterations, the reward of EIACO is
close to 6.81; however, GA is still far from it and the value
of reward is 6.27. The reward of SA is 5.72. EIACO outper-
forms GA and SA in task execution efficiency after about 50
generations; the population diversity of EIACO with elite
operator and immune operator will boost. Over all 100 itera-
tions, the reward of SA is lower than GA, and the conver-
gence rate of EIACO is greater. In Figures 1(b)–1(d), the
rewards of EIACO perform better than those of GA and SA
with solving the problem of task allocation when the num-
bers of the sensors are 15, 20, and 50, respectively, and the
numbers of the tasks are 30, 40, and 100, respectively. GA
and SA show a slower convergence rate than EIACO, and
they converge to a suboptimal solution. EIACO displayed
no premature convergence in average profits, which are a
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Figure 3: (a) Reward for comparison of three algorithms with different tasks and 10 sensors. (b) Reward for comparison of three algorithms
with different tasks and 20 sensors. (c) Reward for comparison of three algorithms with different tasks and 30 sensors. (d) Reward for
comparison of three algorithms with different tasks and 40 sensors.
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common feature of GA and SA. Overall, EIACO is more suc-
cessful and ideal for task allocation and its convergence is fas-
ter than GA and SA when the number of generations is the
same.

The performance of EIACO, GA, and SA is compared
with a histogram in Figure 2. In Figure 2(a), EIACO yielded
much better results compared with GA and SA when the
number of the sensors is 8 and the number of tasks is 15 after
100 generations. The reward of SA is smaller than the reward
of GA, and EIACO provides a better performance than GA.
In Figures 2(b)–2(d), similar conclusions are concluded
when the numbers of the sensors are 15, 20, and 50, respec-
tively, and the numbers of the tasks are 30, 40, and 100,
respectively. Overall, the performance of EIACO is better
than that of the other two algorithms.

In Figure 3, 10 sensors, 20 sensors, 30 sensors, and 40
sensors are considered. The objective function in equations
(1) and (2) is used to evaluate the reward. In Figure 3(a), after
100 iterations, the sensors of EIACO, GA, and SA are 10, and
the reward increases when the number of tasks is from 10
to100. It shows that EIACO is more effective than GA and
the performance of GA is better than SA. In Figures 3(b)–
3(d), comparable results are given when the numbers of the
sensors are 20, 30, and 40, respectively. EIACO always per-
forms better than GA and SA.

6. Conclusion

Hence, an elite immune ant colony optimization (EIACO) is
proposed in this paper for task allocation in AWSNs. By
introducing EIACO into the problem of task allocation, a
mathematical model that evaluates the efficiency of task exe-
cution is designed to maximize task execution efficiency for
AWSNs. Rewards of EIACO in simulation results validate
the task execution efficiency, with comparison of GA and
SA. In Section 5, the proposed algorithm has higher task exe-
cution efficiency than the conventional GA and SA
approaches, especially for AWSNs that have numerous tar-
gets and temperature and humidity sensor nodes. It further
validates the effectiveness of EIACO-based task allocation
for maximizing task execution efficiency in AWSNs.
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The aim of this study is to investigate the flocculation capacity of activated sludge flocculant in chromium ion and nitrobenzene
solutions. Besides comparing with activated carbon, we changed some potential factors which may influence the flocculation,
such as solution pH value, reaction time, flocculant dosage, and solution initial concentration, and tested the flocculation
capacity of this bioflocculant for both chromium and nitrobenzene. In addition, the flocculation of activated sludge after acidic
or alkali modification for double solutions was also estimated. Compared with activated carbon, the activated sludge flocculant
showed a good flocculation capacity for nitrobenzene, but poor flocculation for chromium following the initial concentration
increase. The flocculation for nitrobenzene or chromium increased at initial stage and decreased gradually following the primary
dosage of flocculant increase. The flocculation for nitrobenzene increased at the primary stage and decreased after peak, while
the flocculation for chromium increased following the pH increase of both solutions. Although the flocculation for nitrobenzene
decreased, the flocculation for chromium increased obviously, when we prolonged the reaction time. The flocculant showed a
gradual increasing trend in double kinds of solution when they were heating. The flocculation for both nitrobenzene and
chromium decreased after acid modification of activated sludge flocculant, while the flocculation increased after basic
modification. The present research provided further theoretical basis of the biosorption of heavy metal waste water and
nitrobenzene organic toxicants.

1. Introduction

With the rapid development of chemical industry, mining,
and metallurgy, emissions of industrial wastewater usually
contains an excess of heavy metals [1] and organic toxi-
cants, such as nitrobenzene, which have threatened the
environment and human health seriously [2]. The biologi-
cal flocculation method has been paid more attention due
to its efficient and low cost in treating wastewater [3, 4].
The flocculation of some living or dead biomass has been
explored in heavy metals and organic compounds [5] by
many researchers, such as activated sludge, bacteria, fungi,
or algae [6]. Activated sludge is not only for green envi-
ronmental protection, but also for circular economy in
wastewater treatment field. It can decompose organic sub-
stances in industrial wastewater by the biochemical meta-

bolic reactions of aerobic microbial substances, which is
related to the flocculation, coagulation, and precipitation of
activated sludge [7]. In addition, activated sludge can effec-
tively remove colloidal and dissolved substances in waste
water and purify the wastewater [3, 8, 9].

Starch is the most widely used synthetic flocculant with a
long molecular chain structure. Its amide group (CONH2)
can adsorb many substances to form hydrogen bonds [10].
There have been experiments in which alumina hydrate
was added into partially hydrolyzed starch solution, and the
anions of the polymerization were adsorbed on the cations
of alumina and the viscosity was increased rapidly or colonia-
lized [6, 11, 12]. This enables it to bridge the adsorbed parti-
cles, connect several or even dozens of particles together,
form flocs, accelerate the descent of particles, and make it
the most ideal flocculant. The main reasons for improving
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flocculation efficiency by modifying starch are as follows
[13]: firstly, because of its polar gene-amide group, it is
easy to adsorb on the surface of sediment particles by its
hydrogen-binding effect. Secondly, because of its long
molecular chains and huge adsorption surface area in
water, long chains of large orders of magnitude have good
flocculation effect [14]. They can bridge the particles by
using long chains to form large particles of flocculants
and accelerate sedimentation. Thirdly, with the aid of
flocculation-coagulation aid of starch, double ionization
compression may occur during the mud coagulation pro-
cess of water purification, which reduces the stability of
particle aggregation [15]. Under the action of molecular
gravity, the simple anions of dispersed phase can be
replaced by polymer anion groups. Fourthly, the chemical
interaction between macromolecule and suspended matter
in natural water, or between ions of hydrolytic coagulant
added before it, may be a complexation reaction. Finally,
because the molecular chains are fixed on the surface of
different particles, a polymer bridge is formed between
the solid particles [16].

Ionic biomacromolecular flocculants have the following
characteristics compared with traditional organic macro-
molecular flocculants because they carry various anionic
and cationic functional groups: the flocculation perfor-
mance is less affected by the fluctuation of water pH value
and salt [17, 18]; the clarification performance is mainly
obtained by charge neutralization. The function of this
kind of flocculant is mainly to flocculate colloids with pos-
itive and negative charges. It has the functions of turbidity
removal and decolorization. It is suitable for water treat-
ment with high content of organic colloids [19, 20]. In
the present study, we prepared activated sludge flocculant
by industrial heavy water and evaluated its flocculation
properties for nitrobenzene and heavy metals such as
chromium ion. After the comparison of flocculation with
activated carbon, we changed some factor which can influ-
ence the flocculation potentially, such as primary concen-
tration of chromium and nitrobenzene, pH value of
solution, reaction time, flocculant dosage, or solution tem-
perature, and evaluated the flocculation properties of acti-
vated sludge flocculant [5–8]. In addition, we modified the
flocculant with acid or alkali in order to optimize the floc-
culation ability.

2. Materials and Methods

2.1. The Experimental Equipment and Reagents

(1) The main equipment includes a centrifuge (Beck-
man 6700, USA), constant temperature water tank,
UV spectrophotometer (Model-T6, PGENERAL
Ltd., Beijing, China), atomic absorption spectro-
photometer (4530 Jingke Ltd., Shanghai, China),
and electronic scales. The conventional experimen-
tal instrument included various ranges of beaker,
pipette, volumetric flask, round bottom flask, and
glass rod.

(2) The main reagents are activated sludge of waste-
water treatment plant, ammonium sulfamate, N-
(1-naphthyl)ethylenediamine, acetone, potassium
dichromate, diphenyl hydrazine, nitrobenzene, eth-
anol, sodium hydroxide, zinc powder, hydrochloric
acid, sulfuric acid, nitrate, copper sulfate, sodium
nitrite, and sodium chloride.

2.2. Preparing Activated Sludge Biological Flocculant. We
made the activated sludge, which has been cultured for some
time, standing for 20 minutes and washed twice by distilled
water. The supernatant was removed after centrifugation of
the sludge at 3000 r/min centrifuge. The remaining material
is the activated sludge biological flocculant.

2.3. Preparation of Biological Flocculant from Activated
Sludge. The activated sludge was washed with tap water
and air-dried at room temperature. After pulverization
and screening by a 0.5mm sieve, the material was mixed
well by deionized water and stored for 24 hours. After
removal of the suspended matter and soluble material,
the sludge was dried at 105°C into powder. We mixed
the activated sludge powder (100 g weighted) with phos-
phoric acid solution or sodium hydroxide solution
(1000mL, 1mol/L) and stirred for 1 hour in a beaker.
After standing, the supernatant was removed from the
mixture, which was then dried at 105°C. Next, the sludge
was heated at 180°C for 1 hour and washed by deionized
water (75°C). After removing the free phosphoric acid
and drying at 105°C, the acid- or base-modified activated
sludge was prepared finally [21].

2.4. Preparing Different Concentrations of Nitrobenzene
Solution and Chromium Ion Solution. A little ether was
mixed with nitrobenzene (100mg) in a 100mL volumetric
flask. After dissolution, the volumetric flask was filled with
benzene. The concentration of initial nitrobenzene solution
was 1000mg/L. Different concentrations of nitrobenzene
solution was gained by dilution to the initial nitrobenzene
solution with benzene.

2.5. Batch Experiment of Colloidal Stability of Chromium
Adsorbed by Bioflocculants. Bioflocculants was diluted to
60mg/L by the addition of distilled water for flocculation of
chromium and nitrobenzene. The effects of flocculation
conditions (temperature (°C), pH, flocculation time (hour),
bioflocculant dosage (mg/L), solutional zeta potential
(mg/L), and flocculant dosage) were studied. The pH was
adjusted to approximately 3.0-11.0 by 0.1M HCl and 0.1M
NaOH. Likewise, the effect of temperature was incubated at
desired temperatures.

After setting up of fixed parameters, tubes containing
the mixture of the bioflocculant solution with chromium
ion and nitrobenzene were shaken in an orbital shaker
(Model-HZQ-X100, HDL APPARATUS Ltd., China) and
stirred at a constant speed of 250 rpm. The initial nitro-
benzene concentration was chosen with 2mg/L. Zeta
potential detection value of samples was determined at
the liquid surface height of the beaker. The zeta potential
of the solution without bioflocculant was set as the
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control. Change efficiency of colloid stability of the floccu-
lant was calculated by Equation (1) [22, 23]:

Change efficiency of colloid stability %ð Þ = A − Bð Þj j
Aj j × 100,

ð1Þ

where A is value of the sample and B is value of the con-
trol which is determined by an atomic absorption
spectrometer.

2.6. ANOVA Analysis of Colloidal Stability of Chromium
Adsorbed by Bioflocculants. Statistical design of the experi-
ments and data analysis was used by The Design-Expert
Software (version 8.3) [24]. The central composite design
(CCD) and response surface methodology (RSM) were cho-
sen and applied to optimize the five factors: temperature,
pH, flocculation time, flocculant dosage, and chromium ion
concentration (see supplementary data S2).

3. Experimental Protocols

3.1. Comparison of Flocculation between Activated Sludge
Flocculant and Carbon. In the present studies, we compared
the flocculation of activated sludge and carbon in different
concentration solutions of nitrobenzene or chromium ion.

1000mL nitrobenzene solution of different concentra-
tions (500mg/L, 300mg/L, 100mg/L, 50mg/L, 30mg/L,
10mg/L, 1mg/L, and 0.5mg/L; 8 kinds of concentration)
were mixed with 100 g activated sludge. The suspension were
agitated in a beaker for 1 h at 25°C and left to stand for 72
hours. The nitrobenzene concentrations were determined
by high-performance liquid chromatography and the
removal rates were calculated.

1000mL nitrobenzene solutions of different concentra-
tions (500mg/L, 300mg/L, 100mg/L, 50mg/L, 30mg/L,
10mg/L, 1mg/L, and 0.5mg/L; 8 kinds of concentration)
were mixed with 100 g activated carbon. The suspension were
agitated in a beaker for 1 h at 25°C and left to stand for 72
hours. The nitrobenzene concentrations were determined
by high-performance liquid chromatography and the
removal rates were calculated.

We mixed 1000mL chromium ion solutions of different
concentrations (500mg/L, 300mg/L, 100mg/L, 50mg/L,
30mg/L, 10mg/L, 1mg/L, and 0.5mg/L; 8 kinds of concen-
tration) with 100 g activated sludge. All the suspensions were
agitated in the beaker for 1 hour at 25°C. After standing for
72 hours, the chromium ion concentrations were determined
by atomic absorption spectroscopy and the removal rates
were calculated.

We mixed 1000mL chromium ion solutions of different
concentrations (500mg/L, 300mg/L, 100mg/L, 50mg/L,
30mg/L, 10mg/L, 1mg/L, and 0.5mg/L; 8 kinds of concen-
tration) with 100 g activated carbon. All suspensions were
stirred in the beaker for 1 hour at 25°C. After standing for
72 hours, the chromium ion concentrations were determined
by atomic absorption spectroscopy and the removal rates
were calculated.

3.2. Flocculation of Activated Sludge Flocculant after Changes
of Experimental Conditions. In the following experiments, we
changed some experimental conditions, such as activated
sludge dosage, solutions’ pH value, suspension standing time,
and solution temperature, in order to demonstrate whether
the conditions could affect the flocculation of activated
sludge (refer to supplementary data S3 for details of the
experiment).

3.3. Flocculation Performance of Modified Activated Sludge
Flocculant. In the following research, we changed the pH
value of activated sludge for acid or basic modification and
determined the flocculation in nitrobenzene or chromium
ion solutions.

The activated sludge (100 g) after acid modification, pH
value of 2, 3, 4, 5, and 6, were mixed with 1000mL solutions
of nitrobenzene (10mg/L) or chromium ion (100mg/L). The
suspensions were stirred for 1 hour at 25°C and left to stand
for 72 hours. Finally, the remaining concentration of nitro-
benzene or chromium ion were determined and the removal
rates were calculated.

The activated sludge (100 g) after basic modification,
pH value of 8, 9, 10, 11, and 12, were mixed with
1000mL solutions of nitrobenzene (10mg/L) or chromium
ion (100mg/L). The suspensions were stirred for 1 hour at
25°C and left to stand for 72 hours. Then, we determined
the remaining concentration of nitrobenzene or chromium
ion by chromatography or spectroscopy and calculate the
removal rates.

3.4. High-Performance Liquid Chromatography

(1) Instruments and reagents

Instrument and reagents include the following: Waters
600 high-performance liquid chromatography (Waters Inc.,
USA), Waters 2487 Ultraviolet Detector (Waters Inc.,
USA), methanol (chromatographic purity), distilled water,
glacial acetic acid, and nitrobenzene.

(2) Chromatographic conditions (see supplementary
data and Figures S1 and S2)

3.5. Analytical Methods. Flocculation&removal rate = ððA −
BÞ/AÞ × 100%, where A was the concentration of nitroben-
zene or chromium ion solution before flocculation, while B
was the concentration after flocculation by carbon or acti-
vated sludge.

Zeta potential measurement of colloids and flocculant
solution was conducted by a zeta potential analyzer (Malvern
Nano ZS, Malvern, England).

Fourier-transform infrared spectrometer (Nicolet 6700,
ThermoFisher, USA) for space atmospheric component
detecting of colloids and flocculants.

4. Results and Discussion

4.1. Comparison of Flocculation between Activated Sludge
Flocculant and Carbon. With the increase of initial concen-
tration of nitrobenzene, the activated sludge and carbon
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provided an increased flocculation when the concentration
was lower than 100μg/mL. However, with the increasing of
concentration, the sludge showed a gradual decreasing
flocculation, while the flocculation of carbon increased when
the concentration was higher than 300μg/mL. In general, the
sludge showed a predominant flocculation than carbon in the
nitrobenzene solution (Figure 1(a)). In the chromium
solution, the sludge showed a decreased elimination rate of
chromium, while the elimination rate increase was shown
in activated carbon. In general, the activated carbon
showed a predominant flocculation than activated sludge
(Figure 1(b)). When the amount of activated sludge was
relatively small, the area used for adsorption was relatively
small. Because the adsorption site cannot be provided, the
removal rate decreased in the chromium solution. On the
contrary, the removal rate of activated sludge increased
gradually, which proved that the amount of flocculant to
remove certain chromium was less. The macromolecule
flocculant can provide enough coordination through mod-
ification and molecular conformation change.

4.2. Flocculation of Activated Sludge Flocculant after Changes
of Experimental Conditions. In the present experiment, we
tried to determine the optimal dosage of activated sludge
which could absorb the nitrobenzene or chromium at most.
Six weights of dosage were tested in the nitrobenzene or
chromium solution. The dosage of the flocculant on the floc-

culation efficiency did not show a single trend in the present
experiment. Nearly 80 percent of nitrobenzene was
absorbed by 30 g activated sludge. Too much flocculant
(more than 100 g) just provided less than 50 percent
removal rate (Figure 2(a)). In the chromium ion solution,
the absorption peak was shown at a weight of 50 g acti-
vated flocculant. Unlike high dose of nitrobenzene, nearly
80 percent of chromium was absorbed by more than
100 g sludges (Figure 2(b)).

The difference of solution pH value showed a totally dif-
ferent flocculation of sludge in nitrobenzene or chromium
ion solution. An acid or weak circumstance could provide
more than 80 percent removal rate in nitrobenzene, while a
sharp decline of flocculation was shown with very alkaline
in solution. The flocculant showed a proximal 100 percent
absorption rate when the pH value was 5 (Figure 2(c)). In
the chromium solution, the sludge also showed an obvious
increasing flocculation with the pH ranging from 2 to 8.
The flocculation of sludge approached the maximum even
if the pH value raised continuously (Figure 2(d)). The chro-
mium ions existed in an alkaline state as precipitate or com-
plexes, which could not represent the biological removal
flocculant. Therefore, the flocculant showed a greater floccu-
lation property in acidic condition.

In the present research, we mixed the sludge with nitro-
benzene or chromium solution and was left standing for 72
hours usually. However, we hypothesized that different
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Figure 1: (a) Flocculation of activated carbon or flocculant in nitrobenzene. (b) Flocculation of activated carbon or flocculant in chromium.
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standing time or reaction time may affect the flocculation
and gave some tests. The sludge showed a total difference in
absorption with the time increasing. A gradual flocculation
decline was detected after standing within 10 hours, while
severe decrease was shown after 12 hours in nitrobenzene
solution (Figure 3(a)). In the chromium solution, most ion,
nearly 80 percent, was absorbed by sludge within 8 hours,
while a platform in flocculation was observed after 12 hours
(Figure 3(b)). The interpretation of this phenomenon was
that the elimination rate changed following the change of
its initial concentration.

In temperature-flocculation tests, the sludge showed a
similar trend in both solutions of nitrobenzene and
chromium ions with the temperature increasing. From room
temperature to 40°C, an obvious incline of absorption was
observed in the double solutions. When the temperature
was above 40°C, saturation phenomena were shown, with
proximal 80 percent in nitrobenzene and 90 percent in chro-
mium of removal rate (Figures 3(c) and 3(d)). The increased
temperature could aggravate the thermal motion of mole-
cules, which is in contact with the activated sludge more fre-
quently. Hence, the activated sludge may overcome the
barriers to chemical flocculation activation energy and
enhance the diffusion rate of particles, which led to an
increased elimination rate finally.

4.3. Flocculation Performance of Modified Activated Sludge
Flocculant. Finally, we modified the activated sludge with
acid or baseline and tested the flocculation in the nitroben-
zene and chromium solution. Interestingly, the acidic modi-
fied sludge showed a similar flocculation capacity in the
double solutions. When the sludge was very acidic (pH value
was below 4), nearly 80 percent of nitrobenzene and 85 per-

cent of chromium was absorbed by the flocculant
(Figures 4(a) and 4(b)). Although the peak rate was shown
at the pH of 2, there was no serious difference of the rate with
the pH ranging from 2 to 4. Considering the economy or effi-
ciency, pH value of 4 is more profitable in dealing with too
many samples due to its investment reduction in information
technology for strong acid.

The basic modified activated sludge showed an increased
trend in the elimination of nitrobenzene and chromium ion
following the increased pH value. Differently, the flocculation
of basic modified sludge was a little more predominant in
nitrobenzene than in chromium (Figures 4(c) and 4(d)).
Although the peak absorption was shown at the pH of 12,
proximal 60 percent of nitrobenzene or chromium was
absorbed by modified sludge at the pH of 10. Considering
the economy or efficiency, pH value of 10 is more reasonable
in dealing with mixture. Nevertheless, basic modified sludge
generally showed a weaker flocculation than acidic modifica-
tion in both nitrobenzene and chromium solution.

4.3.1. Effects of Flocculant Dosage, Temperature, pH, and
Flocculation Time on Colloidal Stability of Chromium and
Nitrobenzene Adsorbed by Flocculants. The experiment
assignment and the collected response data are shown in
Table S1 and Table S2. As shown in Table S3, the linear
terms for flocculant dosage (C) and flocculation time (D)
had significant effects on the change efficiency of colloid
stability (F value <0.05), but temperature (A) and pH (B)
had no significant effects on the change efficiency of colloid
stability. The relationship between temperature in the range
of 10–40°C and change efficiency of colloid stability was
studied. Figure 5 shows that the highest change efficiency of
colloid stability was achieved at 17.58°C. With the
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Figure 2: (a) Flocculation of different dosage flocculants in nitrobenzene. (b) Flocculation of different dosage flocculants in chromium. (c)
Flocculation of different solution pH values in nitrobenzene. (d) Flocculation of different solution pH values in chromium.
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temperature rising from 10 to 17.58°C, change efficiency of
colloid stability increased from 69.87% to 71.81% and
decreased to 60.72% with temperature rising to 30°C.

Table S3 and Figure 4 (above) shows that the influence of
pH on flocculation was not significant, the change efficiency
of colloid stability just increased by 1%, with pH raising from
5 to 9. As shown in Figure 5 (below), zeta potential
measurement of flocculant illustrated that it was mainly
negatively charged in alkaline condition and in acidic
condition. Flocculant has been reported to have different
electric states at different pH; it is positively charged in
acidic condition (pH below 4) and negatively charged in
neutral and alkaline conditions (pH above 4). It could be
concluded that electrostatic repulsion effect was not the
main factor affecting the change efficiency of colloid stability.

For these reasons, we chose the most conventional
condition viz pH6.5-8 and temperature 15-25°C in the
optimized experimental condition [25]. According to the
experimental results, the main factors affecting the change
efficiency of colloid stability are flocculant dosage (C) and
flocculation time (D). The optimization of the operating
conditions was conducted by the quadratic models of the
experimental design. Figure 5 illustrates that all the
selected optimum solutions had a desired prediction of
the change efficiency of colloid stability with the maxi-
mum experimental data. By triplicates of the experiments,
the validated experimental results of the change efficiency
of colloid stability and the values predicted by the models
were shown in Figure 5. Therefore, the model was consid-
ered to fit the experimental data very well.

0
10
20
30
40
50
60
70
80
90

100

0 5 10 15 20

N
itr

ob
en

ze
ne

 re
m

ov
al

ra
te

 (%
)

Absorption time (h)

(a)

0.00
10.00
20.00
30.00
40.00
50.00
60.00
70.00
80.00
90.00

100.00

0 5 10 15 20

Ch
ro

m
iu

m
 re

m
ov

al
ra

te
 (%

)

Absorption time (h)

(b)

0.00
10.00
20.00
30.00
40.00
50.00
60.00
70.00
80.00
90.00

0 10 20 30 40 50 60 70 80

N
itr

ob
en

ze
ne

 re
m

ov
al

ra
te

 (%
)

Temperature (°C)

(c)

0.00

10.00

20.00

30.00

40.00

50.00 

60.00

70.00

80.00

90.00

100.00

0 10 20 30 40 50 60 70

Ch
ro

m
iu

m
 re

m
ov

al
 ra

te
 (%

)

Temperature (°C)

(d)

Figure 3: (a) Flocculation of different absorption time in nitrobenzene. (b) Flocculation of different absorption time in chromium. (c)
Flocculation of different temperature in nitrobenzene. (d) Flocculation of different temperature in chromium.
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4.4. Zeta Potential and Fourier-Transform Infrared
Spectrometer Analysis of Colloids and Flocculant Solution.
Infrared radiation (IR) spectrum was investigated. The IR
spectrum of flocculant exhibited a hydroxyl stretching peak
at 3700 cm-1 and a carboxyl band at 1750, 1500, and
1400 cm-1 as presented in Figure 6. The C-O-H stretching
vibration displayed adsorption peak at 700 cm-1. 1750,
1500, and 1400 and 700 cm-1 indicated the deformation
vibration of C-O-H and the bending vibration of Cr-O,
respectively. Oxygen-containing groups above [26], espe-
cially the strong polar groups such as-OH, are abundant
on the surface of the bioflocculant, which makes the mate-
rials water soluble. Shock and displacement of the absorp-
tion peak showed that the dispersion is good and the
polarity is enhanced, and the adsorption of chromium by
bioflocculant is promoted [27]. The migration and change
of the infrared peak show that the existence of flocculant
may destroy the stability of the colloid, which may be
caused by adsorption, but it may also be caused by the
role of net catching.

Zeta potential measurement of flocculant (Figure 6)
indicated that it was negatively charged in both alkaline
solution and acidic solution; however, zeta potential of
colloids after flocculation was electrically neutral
(2 < pH < 7) and was decreased by bioflocculant in alkaline
(10 < pH < 7) (Figure 6).

5. Conclusions

In activated sludge wastewater treatment process, the degra-
dation of pollutants is divided into two stages: the first stage
is that sludge flocs adsorb organic pollutants from wastewa-
ter outside the cell wall of bacteria (adsorption stage); the sec-
ond stage is that bacteria transport pollutants to the
substances and energy required for cell metabolism (degra-
dation stage) through active transportation. Physical effect
plays a decisive role, and extracellular polymer (EPS) is the
main component of sludge flocs, accounting for 50% to
90% of the total organic matter of activated sludge [22].
EPS has a significant impact on the physical and chemical
properties of sludge flocs, such as floc structure, surface
charge, flocculation, sedimentation, dewatering, and adsorp-
tion properties. Many domestic scholars and abroad have
discussed the influence of sludge EPS adsorption, but they
mainly focus on the adsorption of heavy metals by activated
sludge EPS [23]. Studies on extracting EPS from aerobic
granular sludge by cation exchange resin found that the pres-
ence of EPS significantly increased the bacterial adsorption
performance. Colloidal stability is directly related to the floc-
culation efficiency of pollutants. As the research shows,
bridging, netting and compressing double electric layer can
make the colloid lose stability, so that the pollutants can be
removed from the water by flocculation or air flotation.
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Figure 4: (a) Flocculation after acid modification in nitrobenzene. (b) Flocculation after acid modification in chromium. (c) Flocculation after
basic modification in nitrobenzene. (d) Flocculation after basic modification in chromium.
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Previous studies have focused on one pollutant, which can be
easily explained by the principle and model of flocculation.
However, when two pollutants exist, especially organic pol-
lutants and inorganic ions, the colloidal stability and destabi-

lization process become very complex. This paper studies the
influence of different conditions on the system. However, it
must be acknowledged that the methods used in this paper,
such as zeta potential and Fourier infrared scanning, are
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not enough to explain the molecular role in this complex sys-
tem. Therefore, further research is needed.

Little research has been done on the adsorption of
organic pollutants by sludge EPS; the analysis of experimen-
tal results obtained the following conclusions:

(1) Compared with activated carbon, the activated sludge
showed a greater flocculation capacity on heavy
metals or organics

(2) The appropriate pH modification, acidic or basic,
could increase the elimination rate, while the acid
modification is more effective

(3) Activated sludge process should strictly follow the
reduction, recycling, and innocuity principles
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With the development of urbanization, land surface temperature (LST), as a vital variable for the urban environment, is highly
demanded by urban-related studies, especially the LST with both fine temporal and spatial resolutions. Thermal sharpening
methods have been developed just under this demand. Until now, there are some thermal sharpening methods proposed
especially for urban surface. However, the evaluation of their accuracy still stopped at the level that only considers the statistical
aspect, but no spatial information has been included. It is widely acknowledged that the spatial pattern of the thermal
environment in an urban area is relatively critical for urban-related studies (e.g., urban heat island studies). Thus, this paper
chose three typical methods from the limited number of thermal sharpening methods designed for the urban area and made a
comparison between them, together with a newly proposed thermal sharpening method, superresolution-based thermal
sharpener (SRTS). These four methods are analyzed by data from different seasons to explore the seasoning impact. Also, the
accuracy for different land covers is explored as well. Furthermore, accuracy evaluation was not only taken by statistical
variables which are commonly used in other studies; evaluation of the spatial pattern, which is equally important for urban-
related studies, was also carried out. This time, the spatial pattern not only was analyzed qualitatively but also has been
quantified by some variables for the comparison of accuracy. It is found that all methods obtained lower accuracies for data in
winter than for data in other seasons. Linear water features and areas along it are difficult to be detected correctly for most methods.

1. Introduction

It is widely acknowledged that urban heat island (UHI) is
becoming a detrimental phenomenon, leading to several
social and environmental issues such as poor air quality, high
energy demand, and even human mortality [1, 2]. Land sur-
face temperature (LST), which can be derived from remote
sensing data, is an essential variable for UHI studies and
has been widely used in the literature [3]. Unfortunately, it
is still reported that the current satellite sensor data are of
inadequate detail for urban-related studies, which demands
data with fine resolution in both spatial and temporal dimen-
sions [4]. Sobrino et al. [5] carried out a study exploring the
suitable spatial and temporal resolutions for UHI studies
and finally suggested that spatial resolution finer than 50m

and a 1-2-day revisit frequency would be the desired resolu-
tions. According to the current satellite thermal data, it is
impossible to achieve this requirement because there is a
trade-off between the spatial and temporal resolutions of
the current remote sensing data. Moreover, this trade-off is
difficult to address through the advancement of hardware
due to the physical principles of remote sensing [6–8]. Thus,
thermal sharpening techniques have been proposed.

It is found that the accuracy of thermal sharpening usu-
ally relies much on the physical meaning behind the relation-
ship between LST and the sharpening predictors. This means
that if the relationship and sharpening predictors have a
strong physical meaning (e.g., the strong correlation between
vegetation and LST in summer), the accuracy of a thermal
sharpening method is usually acceptable. In light of this,
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researchers used more land cover information in thermal
sharpening, especially for areas with complicated surface
compositions such as urban areas [9, 10]. Studies based on
regression models for downscaling have often used spectral
indices (e.g., normalized difference water index (NDWI),
normalized difference built-up index (NDBI)) to represent
different land covers [8, 11, 12], while some others directly
made use of land cover data in the process of downscaling
[13, 14]. The accuracy assessment shows that methods con-
sidering more land covers gained a higher accuracy than
methods based on only NDVI-LST relationship for urban
areas. However, although the priority of bringing more land
cover information in thermal sharpening has been demon-
strated, as Sismanidis et al. [15] pointed out, the evaluation
system of current thermal sharpening methods for urban
areas may still need some improvements.

First, results of many studies are carried out by only
one image and hence may be of limited generalizability
[8, 16, 17], particularly when images acquired at different
times or under different conditions are used (e.g., summer
or winter) or used for different land cover mosaics. There-
fore, it is better to use more than one image as the testing
dataset to reduce the occurrence of bias. Furthermore, LST
is a highly changeable variable which changes hourly, daily,
and seasonally. Sismanidis et al. [15] pointed out that most
spatial-resolution-enhanced LST actually would be used for
UHI monitoring and analyzing which are the time series
applications. Thus, the evaluation should at least consider
the performance of a new method in different biomes, sea-
sons, topography, and climatic conditions which will impact
the relationship between LST and its predictors in time series
studies. Until now, though there were some studies that
reported the use of thermal sharpened LST for time series
application, they mainly used the images collected between
June and September [15, 18, 19]. This is because these studies
usually used the methods relying on NDVI-LST relationship,
and thus, they need to choose the months that have a reliable
NDVI-LST relationship to guarantee the accuracy. There-
fore, there is still a lack of research exploring the accuracy
of thermal sharpening methods for data in different seasons.

The second issue is the evaluation of the spatial pattern of
the thermal sharpened LST. Currently, most studies rely on
the statistical methods for the assessment (e.g., RMSE, mean
absolute error (MAE), and correlation coefficient) which
focus on the accuracy of the absolute LST value of each pixel
but do not consider any spatial information [9, 15, 20, 21].
However, spatial pattern information is equally critical for
UHI studies [15]. How to evaluate it quantitatively and ade-
quately is always a challengeable issue. Researchers tried to
measure the spatial extent and magnitude of the UHI or
use some variables (e.g., Local Moran I) to quantify the spa-
tial information from LST images [15, 22]. Unfortunately,
until now, there is no widely acknowledged method to define
the similarity of the spatial pattern between the predicted and
reference LSTs.

The third issue is the evaluation of accuracy for different
land cover types. Although it is acknowledged that more land
cover information can enhance the accuracy of thermal
sharpening for urban areas, it is rare to see the analyses for

the accuracy of the sharpened LST of different land covers.
Based on the definition of heat capacity, it is known that heat
capacity is a significant impacting factor for LST. Different
materials have different heat capacities. Thus, different land
covers have different LSTs. Furthermore, land covers may
have different changing features in different seasons. For
example, the LST of water will not decrease as many as that
of an impervious surface from summer to winter, because
the heat capacity of water is larger than that of the impervi-
ous surface. LST of land covers has a direct impact on the
spatial pattern of LST. Thus, this difference may further lead
to questions such as the following: Will the spatial pattern of
LST, which influenced significantly by land covers, in differ-
ent seasons change? Is the spatial pattern of LST in summer
the same as it is in winter? If it changes, how does it change?
There is a lack of answer to these questions because there
is little spatial analysis of LST for different land covers in
different seasons.

This research tried to provide a comprehensive compar-
ison both statistically and spatially in a quantitative way,
considering all the impacting factors to the accuracy of the
thermal sharpening methods, such as seasons and land
covers. It illustrated the advantage of a newly proposed ther-
mal sharpening method and analyzed the accuracy of differ-
ent thermal sharpening methods proposed for urban areas,
including the new method, by data in different seasons,
which corresponds to the aforementioned first issue. Not
only the statistical assessment of the accuracy was taken;
the evaluation of spatial pattern, which is equally important
for urban-related studies, was also carried out. This study
tried to use quantitative variables to compare the accuracy
of the spatial pattern of LST and not only qualitative
description for the spatial analyses of LST, which provided
a potential way to deal with the second issue. Further-
more, the spatial analysis was also conducted for different
land cover types, which refers to the third evaluation issue
discussed above.

2. Data and Methods

2.1. Data. Great London is chosen as the study area, since it
provides a complex surface composition. Testing data used
in this research includes Landsat ETM+ and MODIS, while
the validation data is ASTER images (Figure 1).

2.2. Experiment Design. The target of this study is to provide a
comprehensive comparison for different methods in both
statistical and spatial aspects and also to analyze the reli-
ability and accuracy of the newly proposed thermal sharp-
ening method SRTS. Thus, other three thermal sharpening
methods proposed for the urban surface, which are Emissivity
Modulation (EM) [14], Pixel Block Intensity Modulation
(PBIM) [23, 24], and adjusted stratified stepwise regression
method (Stepwise) [11], were chosen as the comparison of
SRTS. Those three methods were chosen because they con-
sider more than three land cover types which are essential
impacting factors in thermal sharpening. Another reason is
that their study areas are alsometropolitans that are compara-
ble with each other (i.e., Hong Kong, Athens, Shanghai, and
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London). All four methods were tested by data from different
seasons. Moreover, LSTs for different land cover types were
also compared and analyzed.

The evaluation of thermal sharpening methods was con-
ducted in two perspectives: evaluation by statistical variables,
including RMSE and correlation coefficient of result pro-
duced by each method, and evaluation of the spatial pattern
of thermal sharpened LST results. In this study, fuzzy similar-
ity, which considers the spatial characteristics in the neigh-
borhood of each pixel, was used for evaluation of the spatial
pattern of LST [25]. It calculated a similarity value for each
pixel of the predicted LST images based on the reference
image. In addition, visual comparison with vector boundaries
of some selected objects representing different land covers
was also taken for evaluation of the spatial pattern of LST.
Here, the impervious surface, water, and vegetation are con-
sidered as the main land cover types of the urban surface
[26]. The objects chosen for water or vegetation are relatively
easy, as lakes and parks can be used which usually have a
fairly clear closed boundary. The impervious surface, which
is usually built as open areas or connected to other impervi-
ous surfaces (e.g., roads), is difficult to define a closed bound-
ary. Therefore, in visual comparison, the analysis of the
impervious surface was focused on the relative comparison

between the LSTs of pixels in and outside the objects
representing the impervious surface, for instance, whether
the pixels in the impervious surface objects obtained, if in
summer, the higher LST than its surroundings that are not
impervious surface in the daytime. This can, though qualita-
tively, still support the accuracy assessment of the predicted
spatial pattern of the LST image to some extent and can
reflect the sensitivity of all methods to the LST variation
between different land covers.

2.3. Superresolution-Based Thermal Sharpener. Currently,
there are two main strategies to enhance the spatial resolu-
tion of LST. The first one is to process the coarse spatial res-
olution LST directly with its fine resolution impacting factors
by using their experience relationship extracted by statistical
algorithms, while the second strategy is to enhance the spatial
resolution of the retrieving elements of LST (e.g., thermal
radiance, atmospheric profiles). The newly proposed SRTS
actually proposed a framework within which enhances the
spatial resolution of the retrieving elements first by superre-
solution mapping (SRM) and superresolution reconstruction
(SRR) and then derives the LST based on the resolution-
enhanced elements. The framework has been shown in
Figure 2.

(a) (b)

(c) (d)

Figure 1: Illustration of the study area by the main data sources obtained in April used in this study. (a, b) are the MODIS thermal band
images of Greater London with 1 km resolution. (c) is the true color image of Landsat ETM+ image with 30m resolution, which is
prepared for methods requiring fine resolution input. This image is obtained in June due to the unavailability of data in April 2000. (d) is
the reference LST obtained from ASTER with 90m resolution. The objects representing impervious surface (black boundary), vegetation
(green boundary), and water (purple boundary) are also presented in each image.
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2.3.1. Hopfield Neural Network-Based SRM. One of the
retrieving elements of the LST is the land surface emissivity
which can be derived by land cover map. SRM could enhance
the spatial resolution of the classification and thus can
enhance the resolution of the emissivity.

The HNN is a fully connected recurrent network and
thus can be used to represent the image in image process-
ing [27].

The energy function of HNN for SRM is defined as

E = −〠
N

k=1
〠
i

〠
j

k1G
1
kij + k2G

0
kij + kpPkij + kMMkij

� �
, ð1Þ

where G1
kij and G0

kij are the goal functions at a neuron (i, j, k);
Pkij andMkij are the proportional information constraint and
the multiclass constraint, respectively; N is the number of
land cover types; and k1, k2, kP, and kM are the weight con-
stants for each element of the energy function. The rate of
change for the energy function for neuron (i, j) is defined as
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The two goal functions, G1
ij and G0

ij, in the energy func-
tion for SRM represent two forces pushing the output to 1
or 0. The aim of the increasing function G1

ij is to raise the
value of the neuron when the average of the eight neighbor-
ing subpixels is greater than a threshold and becomes 0 when
the average is less than the threshold.

The proportion constraint dPkij/dvkij is used to guarantee
that the proportional information derived from soft classifi-
cation is maintained while the goal functions and other con-
straints are satisfied, or this constraint will impact on the
output of the energy function.

The multiclass constraint dMkij/dvkij plays a similar role
as the proportional constraint which adds another limitation
that needs to be satisfied when goal functions achieve the
aim. The basic idea is to ensure that each subpixel has been
assigned with only one land cover type, which means that
no subpixel will be unclassified or overlaid by different types.

It can be seen that the rate of change of the neuron can be
obtained after the rate of change for the energy function is
derived. Then, HNN for SRM could be updated at each time
step, Δt, until ∑ijðuijðt + ΔtÞ − uijðtÞÞ < ε, where ε is a very
small value, or the number of iterations reaches a certain
amount using the Euler method.

2.3.2. Sparse Representation-Based SRR. SRR is to enhance
the coarse spatial resolution image through one or a series
of images by the experience relationship extracted by training
algorithms. The basic idea of this model is that a vector
(signal/image) can be represented by a sparse linear combi-
nation of some vectors (prototypes) contained in a dictionary
matrix (D) which contains all the possible arrangements of
the elements in a vector (signal/image) [28]:

x =Dα, subject to  Dα − xk k2 ≤ ε, ð3Þ

where x is the signal or image that needs to be represented by
the sparse representation model and α is a vector containing
a small number of nonzero elements, recording the coeffi-
cients of the sparse linear combination. To make the features,
which are also called the prototypes in a dictionary, to be as
typical as possible, the dictionary is usually trained by the
dictionary training methods in patches.

This model is primarily popular among data compres-
sion techniques, as it reduces the records for images/signals
to the minimum. However, researchers have found that
images covering the same area but with different spatial res-
olutions share the same sparse vector but use different dictio-
naries [28, 29]. This means that for each image patch pair
containing a coarse spatial resolution patch (xc) and its

Optical 
data 

(coarse)

Land cover 
fraction 
images 
(coarse)

So
ft 

cl
as

sifi
ca

tio
n

H
N

N
 (S

RM
)

CB
EM

LS
T 

es
tim

at
io

n 
m

en
to

d

Land 
cover map 

(fine)
LSE (fine)

Thermal 
radiance

(fine)

Atmospheric 
parameters 

(coarse)

Thermal 
radiance 
(coarse)

LST 
(fine)

Atmospheric 
parameters 

(fine)

Sparse 
representation 
modelling 
(SRR)

Sparse 
representation 
modelling 
(SRR)

Figure 2: Framework of the proposed SRTS. SRR means superresolution reconstruction. SRM means superresolution mapping. LSE means
land surface emissivity. HNN means Hopfield neural network. CBEM means classification-based emissivity method.
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corresponding fine spatial resolution patch (xf ), they can be
represented as

xc =Dcα,
xf =Dfα,

ð4Þ

where α is the sparse vector they share.
This discovery provides the possibility for spatial resolu-

tion enhancement. If Dc and Df are known by training, they
can be used directly with a coarse spatial resolution image to
derive the corresponding fine spatial resolution image patch-
by-patch. However, this time, the dictionary training is actu-
ally for an image pair, which is different from the traditional
training process just for one single image. So, there are some
modifications made to train the dictionary.

Firstly, because Dc and Df share the same sparse vector α,
the training for Dc and Df cannot be taken separately as two
images. Or they may obtain the different vector α. The strat-
egy used for dictionary training in this condition is the joint
dictionary training [28].

The second modification is the extraction strategy for
training samples. It is known that for traditional SRR, the
training images actually should be the image pairs covering
the same area in different spatial resolutions. However, to
make the preparation of training data simple, the sparse rep-
resentation modelling-based SRR uses each training image
as the fine spatial resolution image and generates its corre-
sponding coarse spatial resolution image by blurring and
downsampling. Furthermore, the sparse representation
SRR does not use the whole training image for training but
just randomly extracted some sample patches from the
training images to save the training time and reduce the
training database.

Finally, the third modification is to add the feature
extraction for coarse spatial resolution patches. To make
the derived sparse coefficients fit the most relevant part of
the coarse spatial resolution signal, feature extraction is
adopted to highlight the features concerned. Generally, this
process could be some kind of high-pass filter [30].

3. Results and Analyses

3.1. Statistical Analyses. To compare with other studies,
which usually use statistical variables to assess their results,
statistical analyses were also taken firstly. Table 1 listed the
RMSE and correlation coefficient of each method to the ref-
erence LST derived by ASTER data.

Table 1 shows that the RMSEs of PBIM and Stepwise
seem to be unacceptable, which are much higher than what
is usually reported in previous studies. Even for EM and
SRTS, RMSE around 5°C seems not a good result either
(normally <5°C) [9, 11, 20]. However, previous studies used
degraded data but not the real data sources for all inputs
and reference data. Some studies claimed that using degraded
data could avoid the small crossscale georeferencing inaccu-
racies caused by the usage of data from different sources
[16, 31, 32]. However, it is almost unavoidable to use data
from different platforms in real applications of thermal

sharpened LST [15, 18]. Therefore, those accuracies reported
by degraded data, although ideal, may not be practical in real
applications. In contrary, accuracy assessment reported by
this study, though not as good as reported in the previous
studies, can be a more practical and reliable reference to those
who would like to use the thermal data in real applications
because all the experiments are based on real data from
different sources.

The reason for the large RMSEs of PBIM and Stepwise
might be explained by the correlation analyses (Figure 3).
The LST ranges of PBIM or Stepwise are much wider than
that of the reference LST. Given that the study area has a tem-
perate oceanic climate, it should be impossible to have some
extreme LSTs such as 160K or 430K. The reference LST also
suggested that the range of LST should not be that extreme.
Thus, the correlation plots indicate that PBIM and Stepwise
produced some extreme points which are not correct and
these points significantly increased the RMSEs.

However, the number of those extreme points is not very
large, as the correlation coefficients of PBIM and Stepwise are
generally similar to those of the others as shown in Table 2.
Differences of the correlation coefficient between compared
methods seem to be impacted mainly by seasons, because
almost all the results for winter (January) obtained the lowest
correlation coefficients among the three seasons. This may
mainly be due to the heat capacity of surface materials which
makes the characteristics of LST in winter relatively different
from those in other seasons. The temperature of a material
with a larger heat capacity changes slower than that of a
material with a smaller heat capacity along with the change
of the external temperature. Thus, LST contrast in winter
would be much smaller than that in other seasons because
LST of water will not change as much as others from summer
to winter. This phenomenon will be shown later in Visual
Comparison where the reference images of all three seasons
are presented. Therefore, the reason why the correlation
coefficients of PBIM and Stepwise are lower than those of
the other two is because they failed to predict the small LST
contrast in winter while EM and SRTS did better than them.

The only one minus value in Table 1 is produced by
Stepwise for data in October. From Figure 3, it shows that
the main body of its scatter points actually shows a relative
clear positive trend, which means that the regression line
should be from the bottom left corner to the upright corner
in the feature space. However, there is a small green cluster
of points (means a relatively large number of points) located

Table 1: Correlation coefficient and RMSE of results of all
compared methods in different seasons.

Correlation coefficient
between sharpened
and reference LST

RMSE of LST image
produced by each method

Jan Apr Oct Jan Apr Oct

EM 0.395 0.647 0.63 5.1706 4.05 5.0236

SRTS 0.361 0.632 0.554 5.1112 4.3352 5.1585

PBIM 0.285 0.585 0.493 79.0189 45.8235 45.1414

Stepwise 0.066 0.497 -0.015 54.0901 47.8465 39.1645
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at the top left corner, and this cluster impacted the trend of
the regression line significantly, making it even slightly nega-
tive. The small green cluster indicates that several points with
low LST in reference dataset are predicted to have a much
higher LST in the predicted dataset. If analyzed with the
images in Visual Comparison (Figure 4), it can be seen that
almost all the water pixels are predicted to have the highest

LST in the result of Stepwise for data in October which are
not consistent with the reference of October, leading to a
low correlation with the reference. This error is mainly
because Stepwise adopted an automatic mechanism of choos-
ing sharpening indices [11]. For the image in October 2001,
although the candidate indices include NDVI, MNDWI,
NDBI, and albedo, only MNDWI was chosen as the
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Figure 3: Scatter plot of the sharpened LST produced by each method in different seasons. Different colors represent different locating
frequencies of points. From blue to red, it means that the frequency is from the lowest to the highest. X-axis represents the reference LST
while Y-axis is the sharpened LST.

Table 2: Mean fuzzy similarity, standard error of the mean of results produced by EM, SRTS, PBIM, and Stepwise for data in different
seasons.

Jan Apr Oct All seasons
Mean SE Mean SE Mean SE Mean SE

EM 0.419 0.000571 0.688 0.000331 0.673 0.000377 0.623 0.000244

SRTS 0.668 0.000329 0.605 0.000414 0.686 0.000341 0.656 0.000208

PBIM 0.612 0.000566 0.652 0.00039 0.685 0.000383 0.654 0.000251

Stepwise 0.602 0.000559 0.625 0.000415 0.485 0.000468 0.568 0.000277

All methods 0.594 0.000243 0.645 0.000193 0.638 0.0002
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sharpening index for stepwise regression and this cannot be
controlled manually. Therefore, the water surface pixels were
all given a high, even higher than the impervious surface, LST
value in that LST image, though the shape of most water bod-
ies (e.g., lakes, rivers) is predicted relatively well (as shown in
Figure 4). This may reflect the limitation of the autoselection
mechanism for sharpening indices to some extent. Although
the autoselection may avoid the human interference in the
process, it causes the risk that the chosen indices might be
unsuitable but cannot be controlled manually.

3.2. Evaluation of Spatial Pattern. As Keramitsoglou et al.
[22] claimed, the spatial pattern information from LST
images is also important for the UHI studies. Sobrino et al.
[5] pointed out that to use the mean LST as the representa-
tion of an urban area or a rural surrounding area is not rea-
sonable, as, in their experiment, it is apparent that different

districts in the city have different LSTs. Thus, the description
on the details of the thermal structure of the UHI effect
should be considered. Unfortunately, there is a lack of in-
depth evaluation of the thermal spatial patterns [15]. Thus,
this research considers the spatial pattern as another essential
aspect in the evaluation of the compared methods. Fuzzy
similarity was employed as the assessment variables as it
can not only provide a mean value as the representation of
the entire image but also produce an image of which each
pixel has a similarity value for the spatially corresponding
pixel of the original result.

3.2.1. Evaluation by Mean Fuzzy Similarity and the Standard
Error of the Mean. Figure 5 illustrated the mean fuzzy simi-
larity of the result produced by each method in each season.
It shows that most result obtained a mean similarity above
0.6 except for the result of EM in January and result of
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(a)

PBIM
(b)

Stepwise
(c)

Reference
(d)

SRTS
(e)

Reference
(f)

1

0

1

0

288 K

279 K

288 K

279 K

Figure 4: Fuzzy similarity image for LST in January sharpened by each method. The coverage area in the figure is the east part of Great
London which is near the estuary of the River Thames. The corresponding references are provided. The red polygons in the reference
images illustrated the central urban area. The red boxes in sharpened LST images highlighted the area with distinctively low similarity.
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Figure 5: The mean fuzzy similarity of each method based on data in all tested seasons.
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Stepwise in October. This may suggest that SRTS and PBIM
are better for detecting the correct spatial pattern than EM
and Stepwise.

Table 2 listed more details on the mean fuzzy similarity
and the standard error (SE) of the mean for every result. It
shows that the SEs of all the results are very small, which
means that almost all the mean values are significantly differ-
ent from each other. In addition, it is known that lower values
of SE indicate more precise estimates of the population mean.
In Table 2, SRTS obtained the lowest SEs of the mean among
results in January and October, while EM obtained the lowest
SE of the mean among results in April. In the comparison of
the mean values and the SE of the mean based on data in all
three seasons for each method, it also shows that SRTS
obtained the lowest SE of the mean and the highest mean
fuzzy similarity compared with other methods. This may
suggest that SRTS has a higher accuracy in the evaluation
of the spatial pattern than other three methods.

When compared for different seasons, it can be seen that
the mean similarity and SE of the mean based on results of all
methods in January obtained the lowest similarity and the
highest SE among the compared three seasons. Thus, even
though not shown apparently in Figure 5, the figures in
Table 2 may still suggest that the data in January tends to
be difficult for thermal sharpening methods to get a correct
spatial pattern of LST compared with data in other seasons.

3.2.2. Evaluation by Fuzzy Similarity Imagery. Figures 4–6
showed the fuzzy similarity image of the result produced by
each method for each season. Fuzzy similarity images can
reflect the spatial distribution of areas with high or low
similarity to the reference. In the fuzzy similarity image, the
brighter the pixel is, the higher the similarity value it has,
which indicates that it is more similar to the reference pixel.

Otherwise, through comparing the similarity image to the
reference image, the shortage of each method on predicting
different land covers might be found.

Figures 6 and 7 illustrated the fuzzy similarity images of
LST results not in winter. It might be found that the illus-
trated coverage area of the result produced by SRTS is differ-
ent from other methods. For EM, PBIM, and Stepwise, their
experiment data should be the common area among scenes
of three platforms (MODIS, ETM+, and ASTER), while
SRTS, which does not require fine spatial resolution input,
just needs two sources (MODIS and ASTER). This makes
the coverage area in experiment of SRTS different from, usu-
ally larger than, those of the other three methods.

Through comparison in Figures 6 and 7, which represent
the performance of each method on detecting the LST
spatially correct for data not in winter, it might be said
that Stepwise is not recommended among the compared
methods, as its accuracy is not stable due to the automechan-
ism of predictor choice of the algorithm. Its result in Figure 7
obtained apparently more dark pixels than in Figure 6, indi-
cating a lower spatial similarity. Although there are the
advantages of this mechanism such as to reduce the human
interference and to make the process more automatic, it still
lacks the mechanism to guarantee that the most optimal
predictors can be selected. For EM, PBIM, and SRTS, their
performances in evaluation by fuzzy similarity images seem
to be similar. Dark pixels tend to gather in or around the river
area, indicating that the narrow linear water bodies are diffi-
cult to be detected correctly. This is mainly because the linear
features tend to be in the mixed pixels in the coarse spatial
resolution images. Thus, in thermal sharpening, even the fine
spatial resolution information has been brought in or gen-
erated by algorithms; the accuracy of the spatial distribution
of those fine resolution details is easily impacted by the

SRTS Reference for (e) 
(e) (f)

EM PBIM Stepwise Reference for (a-c)
(a) (b) (c) (d)

1

0

310 K

276 K

Figure 6: Fuzzy similarity image of LST in April sharpened by each method. The references for the similarity image covering the same area
are also provided. The coverage area in the figure is the west part of Great London which includes the lakes near Heathrow Airport.
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original coarse resolution mixed pixels. Otherwise, vegeta-
tion in rural areas tends to be predicted wrongly as well
for all compared methods.

When it comes to Figure 4 which represents the perfor-
mance of each method for data in winter, there are two
apparent findings. The first is that EM obtained much more
dark areas than other methods, which is consistent with its
low mean fuzzy similarity in the previous evaluation. The
second is that almost all the water pixels in the result of
Stepwise are predicted incorrectly.

Based on the reference data, the LST contrast of the entire
study area in winter is much smaller than that in other sea-
sons because of the heat capacities of different land covers.
From the reference image for LST in winter (Figures 4(d)
and 4(f)), it can be seen that the LST difference for the whole
image is only 9K, including water, which is much smaller
than those in other seasons. The incorrections that happened
for vegetation and impervious surface in the result of EM are
mainly because the LST for the impervious surface was pre-
dicted to be higher and LST for vegetation was predicted to
be lower than their reference LSTs for winter. For the incor-
rections that occurred for water or areas along it (as the red
boxes shown in Figures 4(c) and 4(e)), similarly, it is because
of the large heat capacity of water and the original coarse res-
olution mixed pixels. In winter, the LST of water in winter is
not significantly lower than most other materials according
to the reference. However, in the sharpened LST, water still
gets the lowest LST in the result of Stepwise, leading to a
low similarity for the water surface.

In Figure 4, it seems like PBIM and SRTS obtained less
dark areas than the other two methods. The dark pixels in
the result of PBIM are evenly distributed in the study area
while the dark pixels in the result of SRTS tend to be
gathered mainly near the edge of the river and vegetated
areas in the upper and lower parts of the image. Accord-
ing to the reference, there are much less dark pixels that
occurred in the central urban area in the result of SRTS
(as illustrated by the red polygon in the reference image).

Even for the part of the river in the urban area, dark
pixels in or at the edge of the river are reduced signifi-
cantly compared to those of the river edge in the rural
area (as shown in the red box in Figure 7(e)). This may
suggest that SRTS is more suitable to be used for urban
studies than others in winter as it tends to produce less
unsimilar pixels for the impervious surface which is the
main land cover type of the urban surface.

Through analyses of Figures 4–6, the following conclu-
sions can be derived:

(1) Vegetated area, water, and areas near water tend to be
wrongly predicted for all compared methods as more
dark pixels in the fuzzy similarity image tend to occur
in these areas

(2) Among all the compared methods, PBIM and SRTS
tend to obtain less dark pixels than other methods,
which indicates a higher accuracy for the predicted
spatial pattern generated by PBIM and SRTS than
those of others

(3) Result of SRTS for data in winter obtained much less
dark pixels for the impervious surface area in the
fuzzy similarity image. This may indicate that SRTS
is suitable for urban studies as the main land cover
type of the urban area is the impervious surface

(4) Stepwise tends to have a lower accuracy for water
than other land cover types. In the experiments,
results of Stepwise for LST in October and January
obviously obtained the incorrect LST for the water
surface (as shown in Figures 6 and 7). This may sug-
gest that Stepwise is not suitable to be used for the
area containing a large amount of water

3.3. Visual Comparison. The general spatial pattern of the
entire study area processed by each method in different
seasons will be compared visually, to let the readers get a

EM
(a)

PBIM Stepwise Reference for (a-c)
(b) (c) (d)

1

0

SRTS Reference for (e)
(e) (f)

307 K

290 K

Figure 7: Fuzzy similarity image for LST in October sharpened by each method. The coverage area in the figure included the most proportion
of the central London and the north-east part of the surrounding areas. The red polygons in references highlighted the central urban area of
London. The red boxes in sharpened results highlighted the area with distinctively low similarity.
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straightforward view about the accuracy of the spatial pattern
of each sharpened LST. It is assumed to be used as a support
to the evaluation of the spatial pattern, especially to see the
accuracy performance of each method for the main land
cover types of urban areas, including vegetation, water, and
impervious surface.

To understand the thermal response of each land cover
type is also valuable for a district level study, as the LST can
vary significantly between different land covers [33]. Particu-
larly, land cover composition in urban areas is highly compli-
cated and variable in the spatial dimension, which makes the
thermal environment more complex. Anniballe et al. [19]
also pointed out that the intraurban UHI spatial variability
is closely related to the distribution of buildings, surface
materials, and density of green areas. Therefore, some objects
are chosen in this research for three land cover types.

Those highly built-up areas might be the airport, com-
mercial areas with intensive roof-related impervious surface,
and so forth.

Figure 8 illustrated the results of all compared methods
for data not in winter (i.e., April and October). It can be seen
that the general spatial pattern of LST produced by EM is
consistent with the reference, yet blocky effect exists in both
results of EM, which actually is impacted by the original
coarse resolution data. One apparent evidence for the rough
description of the spatial pattern is that the shape of the river
and the lakes is not well described, which almost maintained
the characteristics of the original coarse pixels.

For results of SRTS, blocky effect is eliminated, and the
general spatial pattern of LST is consistent with the reference
as well. However, it seems like the pattern has been smoothed
too much, resulting in several small round hot spots in the
edging area of the central urban area. This is mainly due to
the SRM algorithm used by SRTS. If SRM is overdone, it is
common to produce this sparsely distributed round shapes.
Nevertheless, variations of LST between different land covers
are still distinguishable in results of SRTS. Most impervious
surface objects obtained the highest LST, while parks are allo-
cated to the lower LST. Water bodies are generally located in
the blue or yellow areas.

Even though the general pattern that the central urban
areas are red and the surrounding areas are blue can be dis-
tinguished in the result of PBIM, it seems like a large amount
of blue fragments exist in the central area while several red
fragments appear in the rural areas as well. This might be
because the regression method it used tries to bring the fine
spatial resolution information extracted from predictors into
the result, while the residual extracted from the original
coarse resolution pixels is still used to correct the final sharp-
ened LST. These residual data brought back the impact of
coarse resolution pixels. In the results of PBIM, the shape
of the river and some lakes is described fairly well. However,
the relationship between LSTs of vegetation and impervious
surface, where LST of vegetation should be lower than that
of impervious surface, was not described well.

Results of Stepwise for data in October are apparently
inconsistent with the reference, where the LST of water
should not be that high. This is due to the automechanism
of predictor choice. And here again confirmed that the

accuracy of Stepwise is not stable when used for different
applications.

Figure 9 illustrated the result of each method for data in
winter (January). Due to the limited common area between
ASTER and ETM+ imagery for this date, not all the objects
have the reference background LSTs here. However, from
the reference, it can be seen that the LST contrast of the entire
area is much smaller than in other seasons.

In Figure 9, the spatial pattern of LST produced by EM
and SRTS showed the consistency with the reference, where
the LST contrast is generally small. In contrast, the result of
PBIM obtained a fragmented LST spatial pattern and even
shows a trend that the central area is cooler than the sur-
rounding rural area. Stepwise still predicted the water pixels
to have the lowest LSTs, which actually should have the
similar LST to other land covers.

Through comparison in Figure 9, the priority of using the
classification information, instead of a limited number of
spectral indices, to provide fine spatial resolution details in
thermal sharpening is highlighted. As introduced in Data
and Methods, EM extracted fine spatial resolution details
from emissivity data which actually are produced by classifi-
cation information, and SRTS uses the SRM to sharpen the
land cover information first and then bring it into LST esti-
mation. In this section, the results produced by EM and SRTS
do not have extreme points like in results of PBIM and
Stepwise and are more sensitive to the changes of the spatial
pattern in different seasons than those of PBIM and Stepwise.

4. Discussions

4.1. The Evaluation of Spatial Pattern. As Sismanidis et al.
[15] mentioned, most current studies on thermal sharpening
methods lack the evaluation of spatial patterns which is
equally significant for UHI studies. Instead, they prefer to
use statistical variables to do the evaluation. This might be
because these variables are easy to be calculated from the
absolute LST values and can be a quantitative way to describe
the accuracy performance. However, they consider little spa-
tial information of the entire LSTmap. Quan et al. [21] found
that the conclusion derived from the evaluation based on the
absolute LST values might be inconsistent with that derived
from the evaluation of LST spatial distribution. In their
experiment, they found the result with the most similar spa-
tial pattern and texture to the reference image obtained the
highest RMSE. Therefore, they suggested that to use which
evaluation or both of them should depend on the application
of the sharpened LST. If the sharpened LST is used as input to
a quantified model, the accuracy of the absolute LST values
should be emphasized. If the application focuses on the
description of the spatial pattern of the entire thermal envi-
ronment, evaluation of LST distribution and texture might
be preferred. Therefore, for a comprehensive evaluation of a
method, it is better to evaluate both aspects.

The lack of evaluation of the LST spatial pattern might be
partly due to the difficulty of defining the spatial pattern of
LST. What usually derived from thermal remote sensing data
is the raster LST images which consist of pixels. On the con-
trary, the spatial pattern is a relatively “vectorial” concept
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which may need to define a boundary of an area. As Keramit-
soglou et al. [22] reported, they extracted the hot spot pixels
and then treat them as objects. However, in their study, the
extracted objects were more like the LST classification but
lost the gradual change of the entire LST pattern. Voogt
and Oke [34] have already criticized that the slow develop-
ment of thermal remote sensing of urban areas is due largely

to the qualitative description of thermal patterns. It is com-
mon to find in literature that, for comparison of LST spatial
patterns or texture, people usually present a number of
results in an illustration and then use a limited number of
words for the description [35–37]. This revealed the lack of
a widely acknowledged quantifying method for evaluation
of the LST spatial pattern. Currently, three indices have been
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Figure 8: (a–h) are the sharpened LST images for data acquired not in winter by all compared methods. Reference LST images ((i, j)) are
provided to show the general spatial pattern of part of the study area for the visual comparison. Vector boundaries in each image
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tried in the relative evaluations. The Local Moran Index
(LMI) has been tried in studies of Sismanidis et al. [15]
because this is a classic statistical tool for detection of the spa-
tial cluster [38]. To evaluate the spatial pattern, CO-RMSE,
which is based on the comparison between the LST cooccur-
rence matrix of sharpened LST and the reference, was
proposed and used in studies of Quan et al. [21]. Fuzzy sim-
ilarity allocated a similarity value to each pixel based on the
information of its neighborhood pixels around the central
pixel. The reason we adopted fuzzy similarity in this research
is that it not only provides a value representing for the entire
study area (e.g., mean fuzzy similarity of an image) but also
provides a similarity image which can further provide spatial
information on the location of error occurrence and its rela-
tionship to the land cover or other spatial factors. This type of
information did help the analyses in our study, making us
understand the impact of different land cover types to the
accuracy performance of each method. Also, it is found in
our study that the accuracies of PBIM and Stepwise in evalu-
ation of the spatial pattern were not affected by the extreme
points too much like in the statistical evaluation. This might
be because those extreme values are smoothed by their neigh-
borhoods in calculation of fuzzy similarity and thus do not
show a significant reduction in the accuracy of PBIM and
Stepwise in evaluation of the spatial pattern. This reflected
the priority of fuzzy similarity and the necessity to do evalu-
ation of the spatial pattern for a method as it may reveal

accuracy performance from a different aspect. The evaluation
and analyses of the spatial pattern in this study may provide
some ideas for the further related researches.

4.2. Application of Thermal Sharpening for Urban Area. In
early years of development of thermal sharpening technol-
ogy, most studies emphasize on the sharpening for the large
area covered mainly by vegetation [17, 37, 39]. Also, the pre-
dictors commonly used in thermal sharpening algorithms are
vegetation indices. Thermal sharpening was found to be
especially suitable for urban thermal environment studies
because there is an urgent requirement of both fine spatial
and temporal resolution data [5, 26, 40]. However, it was
found that those methods proposed for large vegetated areas
were not suitable for urban areas because the main impacting
factor of LST in urban is not the vegetation [12, 41]. There-
fore, more impacting factors, including impervious surface
fractions, water indices, and albedo, were considered. Until
years after 2010, more proposal studies and application
reports of thermal sharpening methods were found in litera-
ture [8, 11, 15, 35, 42, 43]. However, it is found that for most
of them, the scale factor (or zoom factor) of downscaling is
still limited (<10) and the aiming sharpening resolutions,
especially for applications of thermal sharpening data, are
1 km [15, 44], 90m [35], or 30m [42], which are the spatial
resolutions of MODIS, ASTER, and TM/ETM+, respectively.
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Figure 9: LST images for MODIS image acquired in January 2001 sharpened by (a) EM, (b) PBIM, (c) SRTS, and (d) Stepwise. Reference LST
image (e) is provided to show the general spatial pattern of part of the study area for the visual comparison. Vector boundaries in each image
represent the chosen objects for different land covers. The objects with black, green, and purple lines represent the impervious surface,
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This might be due to the limited data sources for fine spa-
tial resolution input. Also, it might be the strategy to guaran-
tee the accuracy of the sharpened data, because studies
usually reported that a larger scaling factor corresponds to
a lower accuracy of the sharpened data [5, 8, 31]. Another
possible reason might be the processing time. For applica-
tions which would like to dynamically monitor the thermal
environment of several urban areas, they need data with very
fine temporal resolution which usually are acquired from
geostationary platforms (e.g., SEVERI with 15min resolu-
tion). If the spatial resolution is also required to be relatively
fine, there might be a burden for the processing system.

Although the applications of sharpened LST seem to be
limited, that does not mean that the efforts made on expand-
ing the diversity of the thermal sharpening methods are
insignificant. On the contrary, the limited applications may
reflect that the current methods are still insufficient or
unsuitable for various real applications. Efforts may still be
needed to ease the data preparation, optimize the algorithm
to reduce the processing time and burden, and make the
whole process be as automatic as possible. These requirements
of practical applications are still challenging the research
world, and some of the researchers have started to try to deal
with the above issues. SRTS tried to simplify the data prepara-
tion by moving out the requirement of fine spatial resolution
input [13]. Weng et al. [42] and Yang et al. [35] are advancing
some models which try to generate TM-like and ASTER-like
daily LST automatically based on a number of inputs. The
above attempts are still in the beginning and have some limi-
tations. However, they showed the effortsmade on diversity of
thermal sharpening development and on filling the gap
between the research and the real applications.

5. Conclusions

This study compared four thermal sharpening methods pro-
posed especially for urban areas through evaluation of two
aspects. Particularly, not only statistical evaluation, which is
commonly used by most thermal sharpening methods, but
also evaluation of the LST spatial pattern is carried out.

In both evaluations, it is found that the accuracy perfor-
mances of all methods are worse in winter than in other sea-
sons. This is mainly because the LST contrast in winter
decreased significantly compared to that in other seasons.
Most thermal sharpening methods cannot detect this change
very well, leading to a decreased accuracy. For comparison of
different methods, Stepwise is not recommended for areas
with a large amount of water, and EM and SRTS performed
better than the other two methods. However, SRTS removed
the requirement of fine spatial resolution input data which
eased the data preparation and thus is considered to be more
useful than EM. It is also found that linear water features and
areas along it are commonly detected wrongly by most ther-
mal sharpening methods. Vegetation in rural areas is also
easy to be detected incorrectly.

In this study, we focused on the evaluation of the spatial
pattern in accuracy assessment to make the evaluation of
each method be comprehensive. Though the accuracy of
the spatial pattern has been recognized as an essential factor

for LST map, it is difficult to be quantified for a long time.
This research may provide an idea on how to evaluate the
spatial pattern for the further relative studies. Also, other
assessing variables, such as LMA and CO-RMSE, are the
good alternatives. It is urgent to develop a variable which
can be widely accepted to quantitatively evaluate the spatial
pattern and texture of an image. In addition, it is also encour-
aged to develop more thermal sharpening methods that
could be used in real applications especially for urban areas
in the future.
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In this paper, an IoT-based indoor air quality monitoring platform, consisting of an air quality-sensing device called “Smart-Air”
and a web server, is demonstrated. This platform relies on an IoT and a cloud computing technology to monitor indoor air quality
in anywhere and anytime. Smart-Air has been developed based on the IoT technology to efficiently monitor the air quality and
transmit the data to a web server via LTE in real time. The device is composed of a microcontroller, pollutant detection sensors,
and LTE modem. In the research, the device was designed to measure a concentration of aerosol, VOC, CO, CO2, and
temperature-humidity to monitor the air quality. Then, the device was successfully tested for reliability by following the
prescribed procedure from the Ministry of Environment, Korea. Also, cloud computing has been integrated into a web server
for analyzing the data from the device to classify and visualize indoor air quality according to the standards from the Ministry.
An application was developed to help in monitoring the air quality. Thus, approved personnel can monitor the air quality at any
time and from anywhere, via either the web server or the application. The web server stores all data in the cloud to provide
resources for further analysis of indoor air quality. In addition, the platform has been successfully implemented in Hanyang
University of Korea to demonstrate its feasibility.

1. Introduction

Atmospheric conditions continue to deteriorate each year
due to the growth of civilization and increasing unclean
emissions from industries and automobiles. Although air is
an indispensable resource for life, many people are indiffer-
ent to the severity of air pollution or have only recently rec-
ognized the problem [1–3]. Among various types of
pollutants such as water, soil, thermal, and noise, air pollu-
tion is the most dangerous and severe, causing climate
change and life-threatening diseases. According to theWorld
Health Organization (WHO), 90 percent of the population
now breathes polluted air, and air pollution is the cause of
death for 7 million people every year [4, 5]. The health effects
of pollution are very severe that causes stroke, lung cancer,
and heart disease. Furthermore, air pollutants have a negative
impact on humans and the earth’s ecosystem, as observed
in recent global air pollution problems like ozone depletion

[6–8]. Therefore, air quality monitoring and management
are main subjects of concern.

According to the United States Environmental Protection
Agency (EPA), indoor air is 100 times more contaminated
than outside air. Most modern populations spend 80 to 90
percent of their time indoors; therefore, indoor air has a
greater direct impact on human health than outside air
[9–12]. Moreover, in contrast to atmospheric pollution,
indoor pollutants are about 1000 times more likely to be
transmitted to the lungs, causing diseases such as sick build-
ing syndrome, multiple chemical sensitivities, and dizziness.
Indoor air quality management is very important, as it can
prevent exposure through proactive precautionary measures
[9, 13–15]. Therefore, efficient and effective monitoring of
indoor air is necessary to properly manage air quality.

To reduce exposure to air contamination (especially
aerosols), new measures have been pursued, including devel-
opment of air quality measuring devices and air purifiers.The
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Ministry of the Environment in Korea assessed the efficacy of
17 widely used air quality measuring devices by analyzing
their accuracy and reliability. The result showed that only
two devices provided accurate readings of indoor air quality.
The other devices did not present accurate measurements of
aerosol and total volatile organic compounds except carbon
dioxide. According to the report, the Ministry suggests that
the low reliability of indoor air quality measurement values
in most devices depended on many factors such as measure-
ment methods, device structure, and data transmission. Thus,
a technologically advanced air quality monitoring platform
must be developed based on an understanding of the need
for more accurate monitoring devices [16].

In recent years, introduction of technologies such as the
Internet of Things (IoT) and cloud computing has revealed
new capabilities of real-time monitoring in various fields.
Thus, many scholars have studied integrating these technol-
ogies to indoor air quality monitoring system [17–21]. How-
ever, these studies were only focused on integrating an
architecture of IoT platform to monitor the air quality in real
time. Since the technologies feature a wireless sensor network
to automatically transmit, process, analyze, and visualize
data, merging these new technologies can also offer great
advantages to improve indoor air quality [22–25].

Therefore, an IoT-based indoor air quality monitoring
platform based on integration of cloud computing and
IoT is presented in this research. Also, a device called
“Smart-Air” was developed to precisely monitor indoor air
quality and efficiently transmit real time data to a cloud
computing-based web server using an IoT sensor network.
The cloud computing based web server introduced in this
platform analyzes real-time data and adds visual effects to
illustrate the conditions of the indoor air quality. In addi-
tion, the web server was designed to issue alert mobile
application users or facility managers of moderate or poor
air quality so that responsible parties can take immediate
remedial action. Real-time monitoring and a rapid alert
system produce an efficient platform for improving indoor
air quality. Major contributions of the proposed study are
as follows:

(i) We propose the use of the Smart-Air for the precise
monitoring of indoor air quality

(ii) We propose the utilization of an IoT for efficient
monitoring of real-time data

(iii) We propose the adoption of cloud computing for
real-time analysis of indoor air quality

(iv) We originally developed a mobile application to
make the proposed IoT system with features of
anytime, anywhere

(v) The device has been tested for reliability of the data
and the platform has been implemented in a build-
ing to test its feasibility

2. Smart-Air

An accurate data measurement of indoor air quality is the
most important factor for the platform. Thus, Smart-Air
was developed to collect accurate and reliable data for indoor
air quality monitoring. Because the monitoring area is not
constant, the device was designed to be easily customized to
an environment by using an expandable interface. Thus, var-
ious types of sensors can be installed or adjusted based on the
environment. Also, a Long-Term Evolution (LTE) modem is
mounted in the device to transmit detected data directly to
the web server for classifying and visualizing air quality. For
most IoT platforms, gateway or data loggers are installed to
gather and transmit data wirelessly to the web server. How-
ever, in this study, a microcontroller was installed in the
device to gather the data from the sensors and transmit it
to the web server using the LTEmodem, eliminating the need
for a gateway and a data logger.

The most important purpose of Smart-Air is to precisely
detect air quality in the perception layer of the platform that a
primitive concept design of the device is shown in Figure 1.
This device has an expandable interface such that multiple
sensors can be installed simultaneously or easily added
according to monitoring requirements. In the present study,

(a) (b)

Figure 1: Primitive concept design of Smart-Air: (a) front and (b) back.
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the Smart-Air device consists of a laser dust sensor, a volatile
organic compound (VOC) sensor, a carbon monoxide (CO)
sensor, a carbon dioxide (CO2) sensor, and a temperature-
humidity sensor. Moreover, an LED strip was installed in
the center of the device to visualize air quality using colors.
When the quality of air changes, the device’s LED changes
color and wirelessly sends an alert message to the web server
via LTE. Thus, the LTE modem transmits and receives data
by communicating with the web server for detailed monitor-
ing and determination of air quality as the presentation layer
of the platform.

2.1. Microcontroller. The microcontroller is a compact inte-
grated circuit used as an embedded system by receiving input
from multiple sensors. In this paper, STM 32 F407IG from
STMicroelectronics was selected, since it is designed for high
performance and integration. The core of the microcontrol-
ler is the ARM 32-bit Coretex-M4 CPU that incorporates
high-speed embedded memory. Table 1 summarizes the
specifications of the STM 32 F4071G microcontroller [26].

2.2. Laser Dust Sensor. South Korean air space contains a very
high level of aerosol, especially PM 2.5 and PM 10 [27–29]. A
laser dust sensor, model PM2007 from Wuhan Cubic Opto-
electronics Co., was installed in Smart-Air to measure and
monitor concentrations of aerosol. This sensor can detect
and output real-time particle mass concentrations for PM
2.5 and PM 10, which are defined as the fraction of particles
with aerodynamic diameters smaller than 2.5 and 10μm,
respectively. The main features of the sensor are high sensi-
tivity and accuracy in the range of 0 to 10000μm/m3 for 0.3
to 10μm sized particles. This model also has a quick response
time that can output real-time accurate particle mass concen-
tration. The main specifications of the fine-dust sensor are
provided in Table 2 [30].

2.3. Volatile Organic Compound Sensor. Volatile organic
compounds (VOCs) are hydrocarbon-based products such
as petroleum products and organic solvents that are easily
vaporized in air due to high vapor pressure. Also, organic
materials such as liquid fuels, paraffins, olefins, and aromatic
compounds, which are commonly used in the living environ-
ment, are defined as VOCs. These compounds may cause
damage to the nervous system through skin contact or

respiratory inhalation, indicating the importance of monitor-
ing [15, 31]. A VOC sensor module GSBT11-P110 from
Ogam Technology is installed in Smart-Air. The sensor
detects many types of VOCs, such as formaldehyde, toluene,
benzene, xylene, and organic solvents, and the main specifi-
cations are illustrated in Table 3 [31].

2.4. Carbon Monoxide Sensor. Carbon monoxide is a toxic
product of incomplete combustion of carbon compounds
such as gas, petroleum, and coal. When CO gas is absorbed
in the human body, it binds to hemoglobin in place of oxygen
and induces hypoxia by obstructing the oxygen supply. CO
gas can be generated from many sources, mainly human
activities such as heating systems, cooking facilities, or burn-
ing fuel to power vehicles [8, 32]. Therefore, a CO sensor
module GSET11-P110 from Ogam Technology is mounted
in the device to detect and monitor CO. This sensor is a
semiconductor-based gas sensor that is less expensive and
easier to operate than a nondispersive infrared sensor. Addi-
tionally, it is possible to detect CO gas with high sensitivity;
the specifications of the CO sensor are listed in Table 4 [33].

2.5. Carbon Dioxide Sensor. Although CO2 is produced both
naturally and through human activities, it is not classified as
an air pollutant. However, it is treated as a pollutant because
the amount of oxygen required for breathing becomes insuf-
ficient at high concentrations of CO2 in an indoor space. CO2
is a representative greenhouse gas that causes global warming

Table 1: Specifications of the STM 32 F407IG microcontroller.

Specification Value

Instruction set ARM Coretex-M4 (32-bit)

Flash memory 1024 Kbytes

SRAM (system) 192 Kbytes

SRAM (system) 4 Kbytes

12-bit ADC number of channels 24

12-bit DAC number of channels 2

Maximum CPU frequency 168MHz

Operating voltage 1.8 V to 3.6V

Operating temperature range -40 to 125 Celsius

Table 2: Specifications of the laser dust sensor.

Specification Value

Measurement particle size 0.3 to 10μm

Measurement range 0 to 1000μg/m3

Time to first reading ≤8 s
Working temperature -10 to 50 Celsius

Working humidity 0 to 95% RH (noncondensing)

Signal output UART-TTL, PWM, IIC

Table 3: Specifications of the VOC sensor.

Specification Value

Sensor input voltage 1 to 12V

Operating temperature -10 to 50 Celsius

Operating humidity 5 to 95% RH (noncondensing)

Reaction time Less than 10 sec

Recovery time Less than 30 sec

Power consumption Below 460mW

Sensitivity (β) for toluene
0:30 ≤ β ≤ 0:60

(concentration: 1.0 ppm)

Sensitivity (β) for H2
0:35 ≤ β ≤ 0:70

(concentration: 100 ppm)

Sensitivity (β) for i-butane
0:20 ≤ β ≤ 0:60

(concentration: 100 ppm)

Accuracy ±7%
∗β = resistance after gas injection/resistance in a clean state.
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[22, 34]. Thus, the CO2 gas sensor module CM1103 is
installed to detect and monitor CO2 concentrations. The sen-
sor uses nondispersive infrared technology (NDIR) that have
advantages of high precision, fast response, and factory
calibration. Also, it features excellent long-term stability with
low power consumption. The detailed specifications are
listed in Table 5 [35].

2.6. Temperature-Humidity Sensor. According to the
Ministry of the Environment Korea, comfort of the indoor
environment is greatly influenced by temperature and
humidity [36]. Thus, a temperature-humidity sensor, model
DHT11 from OSEPP Electronics, is installed in Smart-Air
to measure temperature and humidity. The sensor guaran-
tees high reliability and excellent long-term stability using a
digital signal acquisition technique. The sensor is strictly cal-
ibrated in the lab, and the calibration coefficients are stored
as programs in the memory for application during the
sensor’s internal detection process. The specifications of
the temperature-humidity sensor are listed in Table 6 [37].

2.7. Network Modem. Since networking is important in IoT
technology to connect the Smart-Air with web servers for
monitoring, determining, and visualizing indoor air quality,

a model RCU890L LTE modem from Woojin Networks
was mounted in the device. The LTE modem is a mobile
communication terminal device with widespread network
coverage and can transmit, receive, and execute data
anywhere in real time. Therefore, the modem provides a con-
nection between the device and web server. The modem uses
LG U+ LTE B5/B7 FDD Cat. 4 as the communication
method; other characteristics are shown in Table 7 [38].

2.8. LED Strip. The proposed platform was designed to
alert users and managers through the web server and
mobile application when poor air quality is detected. How-
ever, the platform cannot alert everyone in the area. There-
fore, a WS2812 LED strip from WorldSemi is mounted in
the center of the device to immediately display colors
depending on air quality defined based on the Ministry of
Environment, Korea.

2.9. Reliability Tests. Since the accuracy of the sensors
installed in Smart-Air is the most important factor in
monitoring air quality, experimental efforts have focused
on verifying the reliability of the sensors. The sensors were
tested for the reliability according to the protocols from
the Korea Testing Laboratory that was approved by the
Ministry of Environment, Korea [16].

The VOC and CO sensors required calibration before the
Smart-Air reliability test and were calibrated in a 1m × 1m ×
1m-sized acryl chamber. The CO2 sensor and temperature-
humidity sensor did not need extra calibration since they
were precalibrated in the factory. In total, five sensors were
tested based on the protocols of the Ministry: laser dust sen-
sor, VOC sensor, CO sensor, CO2 sensor, and temperature-
humidity sensor. Two types of chambers were used to
provide a constant environment for the experiments. For laser
dust andVOC sensors, an acryl chamber was used because the
experiment was not affected by temperature or humidity. A

Table 4: Specifications of the CO sensor.

Specification Value

Sensor input voltage 1 to 12V

Operating temperature -10 to 50 Celsius

Operating humidity
5 to 90% RH

(non-condensing)

Reaction time Less than 10 sec

Recovery time Less than 30 sec

Power consumption Below 380mW

Sensitivity (β) for CO
0:30 ≤ β ≤ 0:60

(concentration: 100 ppm)

Sensitivity (β) for tobacco
β ≤ 0:60

(concentration: 2000 ppm)

Sensitivity (β) for ethyl alcohol vapor
β ≤ 0:50

(concentration: 50 ppm)

Accuracy ±7%

Table 5: Specifications of the CO2 sensor.

Specification Value

CO2 measurement range 0-2000 ppm up to 0-10000 ppm

Resolution 10 ppm

Accuracy 40 ppm + 2% reading

Response time 30 sec

Maximum drift ±2% FS

Operating voltage DC 5V ± 5%
Operating current Average: 70mA, peak: 120mA

Operating temperature 0 to 50 Celsius

Operating humidity 0 to 90% RH (noncondensing)

Table 6: Specifications of the temperature-humidity sensor.

Specification Value

Measurement range
0 to 50 Celsius

20 to 90% RH

Temperature accuracy ±2 Celsius
Humidity accuracy ±5% RH

Response time 6 to 15 sec

Table 7: Specifications of the LTE module.

Index Specification

Communication method LG U+ LTE B5/B7 FDD cat. 4

Band LTE FDD 850MHz(B5)/2.6 GHz(B7)

Interface DB9 RS-232, RJ-45 ethernet, GPIO

Data speed 150 mbps DL/50 mbps UL

Input voltage 4.5 to 5.5 V

Operating temperature -20 to 60 Celsius
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temperature-humidity chamber was used with an accurate set
temperature and humidity of 19°C and 55%, respectively, for
the CO sensor, CO2 sensor, and temperature-humidity sen-
sor. Both chambers provided a constant environment suitable
for the experiments. Then, the data were observed and
extracted from the web server and application to assess the
performance of the platform.

2.9.1. Laser Dust Sensor. The laser dust sensor was precali-
brated in the factory, so only a reliability test was required
to verify the data from Smart-Air. To test the accuracy of
the laser dust sensor installed in the device, two types of
experiments were performed based on aerosol concentration.
The first method utilized a chamber experiment and was
compared to a gravimetric method. The other method was
a field test that compared the sensor data to that of a certified
fine-dust measurement device to evaluate the reliability of
real-time monitoring. In this study, a combination of the
two methods was performed. The Ministry recommended
and used GRIMM’s light-scattering fine-dust measurement
device because it used a light-scattering method for detection.
This method is known to be the most reliable for detection
due to the factory calibration. In the experiment, data from
three Smart-Air devices were measured and compared to
the data obtained from GRIMM 1109. The devices were
placed in the acryl chamber, and external air was injected
into the chamber at a flow rate of 1 L/min or 2.5 L/min. The
data were measured at 1, 30, and 60 minutes after device
installation. Then, the readings were compared to those of
GRIMM 1109 to assess accuracy and reliability.

The results of the reliability test for the laser dust sensor
installed in Smart-Air are shown in Table 8. A comparison
of the data of GRIMM 1109 sensor, which was certified by
the Ministry of Environment, Korea, with that of the sensor
installed in Smart-Air was used to assess the accuracy of the
sensors. The same experiment was conducted with the two
different flows of 1 L/min and 2.5 L/min. For each experi-
ment, GRIMM 1109 and three Smart-Air devices, which
were presented as Smart-Air (A), (B), and (C), sensed the
concentrations of fine dust. GRIMM 1109 showed its reading
at 30 minutes after flow introduction as designed. Detection
of fine dust by the sensors from Smart-Air devices was per-
formed at 1, 30, and 60 minutes after flow insertion. The con-
centrations measured by the sensors showed constant and
stable values independent of the model. The data measured
by the sensor installed in Smart-Air and GRIMM 1109 were
very similar 30 minutes after insertion. At a flow of 1 L/min,
the concentration was 93μg/m3. At a flow of 2.5 L/min, the

concentration was 97μg/m3. The data collected from the
sensors were similar to that from the certified devices, indi-
cating the high reliability of the sensors.

2.9.2. VOC Sensor. The VOC sensor used in the study was
selected based on an investigation by the Ministry of
Environment, Korea. The sensor is a semiconductor type that
can have a small diffusion effect and requires data verifica-
tion. Accordingly, calibration and a chamber test were con-
ducted to test the reliability of the VOC sensor. To calibrate
the sensor, Smart-Air was placed in an acrylic chamber with
a PID-type VOC sensor, i.e., MiniRAE 3000 from RAE Sys-
tems. The PID type VOC sensor was the most accurate and
reliable type to detect VOCs. After the sensors were placed,
about 1 inch of incense was burned to create a VOC com-
pound to measure. The collected data from Smart-Air were
calibrated against those from the PID-type VOC sensor.
After calibration, a chamber test was performed to test the
reliability of the VOC sensors, a common procedure adopted
by the Ministry. After placing the Smart-Air in the chamber,
N2 was injected to clean the chamber. To test the accuracy
of the measurement sensor, toluene gas was injected at
different concentrations. In this study, three values of con-
centrations were selected and injected in ascending order:
480μg/m3, 1000μg/m3, and 1600μg/m3. After each injec-
tion, the data observed from the device were compared
to the actual injected concentration to confirm the reliabil-
ity of the measurement.

Both Smart-Air devices and MiniRAE 3000 were placed
in the acryl chamber to obtain the data in the same condi-
tions with a constant environment. As the incense was
burned, the gas concentration increased as the voltage output
signal of the VOC sensor increased, showing a linear rela-
tionship. This excludes any possible effects of gas concentra-
tion, and the relationship is illustrated in Figure 2.

After calibration, a reliability test was performed for the
VOCs to test the accuracy of the data following the standards
from the Ministry, and the results are shown in Figure 3. The
measured value was very similar to the actual concentration
of toluene. When a concentration of 480μg/m3 was injected
at 14:24, the reading presented an accurate value at 15:10.
When a concentration of 1000μg/m3 was injected at 15:22,
the reading was accurate at 16:19. When a concentration
of 1600μg/m3 was injected, an accurate measurement
was observed at 17:40. At the highest concentration at
1600μg/m3, the reading was higher than the actual initial
value because the gases required adequate time to uni-
formly mix in the chamber. The results showed that the

Table 8: Measurements from the reliability test of the laser dust sensor.

Inserted flow: 1 L/min Inserted flow: 2.5 L/min
@ 1 minute @ 30 minutes @ 60 minutes @ 1 minute @ 30 minutes @ 60 minutes

Smart-Air (A) (μg/m3) 92 93 92 95 96 97

Smart-Air (B) (μg/m3) 92 93 92 96 97 96

Smart-Air (C) (μg/m3) 92 93 91 96 97 96

GRIMM 1109 (μg/m3) 93 97
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sensor can detect and present accurate readings in a short
period of time. Thus, the device was suitable for monitor-
ing indoor air quality.

2.9.3. CO Sensor. The CO sensor used in the study is also a
semiconductor type, which is not the official standard CO
sensor for indoor air quality measurements. TES-1372 from
TES was used in the experiments for calibration and reliabil-
ity testing because the Ministry recommended an NDIR-type
measurement device. The same calibration method used for
the VOC sensor was used for the CO sensor. A reliability test
was performed after calibration. After the devices were
placed in the sample chamber, incense (about 1-inch-long)
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Figure 3: Reliability test results of the VOC sensor.
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Figure 2: Calibration results of the VOC sensor.
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in a metal cup was placed inside and lighted. The CO sensor
from Smart-Air and the NDIR-type device detected the
increased concentration of CO associated with the combus-
tion. The data collected from the two devices were compared
to evaluate the accuracy of the CO sensor.

The CO sensor was calibrated with the same process
used for the VOC sensor calibration. The Smart-Air and
the TES-132, a certified device, were placed in the same
chamber to measure the concentration of CO gas from the
incense. Similar to the VOC sensor, the CO level increased
as the voltage output signal increased. The linear conversion
model for calibration of the CO sensor is presented in
Figure 4.

After calibrating the CO sensor of Smart-Air, the device
was placed in the chamber with TES-132 for reliability testing.
The results of the reliability test for the CO sensor are pro-
vided in Figure 5. The data collected by the NDIR-type CO
measurement device showed that the concentration of CO
in the chamber dramatically increased with time after incense
lighting, gradually decreased with completion of burning, and
then dropped dramatically after loss of combustion. The data
presented by the CO sensor were similar, indicating the effi-
cacy of the CO sensor. If the device is to be used for a long
period of time, periodic maintenance may be required to
reduce the possibility of errors. As explained in the experi-
mental method, the assessment of CO sensors followed
the standard procedures performed and suggested by the
Ministry of Environment, Korea. The contamination level
detected from the sensor and certified device generally
showed the same trends, supporting the high reliability of
the sensor. However, further experiments are required to
increase the accuracy of concentration measurement.

2.9.4. CO2 Sensor.According to theMinistry of Environment,
Korea, an NDIR-type sensor is used for verifying CO2
measurement devices due to its high accuracy in detection

of CO2. A CO2 calibration is performed during sensor
manufacturing and is not required for NDIR-type sensors
after purchase. Furthermore, these sensors have high stability
and do not deteriorate upon exposure to gases or experience
sensor burnout. Since the sensor is precalibrated, only a
reliability test was performed. A Testo-535, a commercial
certified NDIR-type CO2 measurement device, and the
Smart-Air were placed in the temperature-humidity chamber
to measure the concentration of CO2. The reliability of the
device was assessed by comparing its result to that of
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Figure 7: Reliability test results for (a) temperature and (b) humidity.
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Testo-535. The experiment was conducted in the same
manner as the method used for the CO sensor. About 1
inch of incense was lighted in a metal cup near the two
devices placed in the chamber to sense the CO2 concentra-
tion after incense lighting. The data presented by the two
devices were compared to assess the reliability of the
CO2 sensor.

The CO2 sensors from Smart Air and Testo-535 sensed
an increase in CO2 concentration after lighting until 18:38.
As the incense burned, the CO2 concentration gradually
decreased. The two CO2 sensors presented similar trends,
indicating the high reliability of the device, as demonstrated
in Figure 6. Therefore, the reliability of the sensor was veri-
fied through the experiment.

2.9.5. Temperature-Humidity Sensor. The temperature-
humidity sensor was precalibrated in a factory instead of in
a laboratory to produce greater accuracy and reliability.
Although additional calibration of the sensor was not
required, a reliability test was performed. Thus, Smart-Air
was placed in the chamber for 2 hours with temperature
and humidity set points of 19°C and 55%, respectively. The
sensed temperature and humidity were compared to the ini-
tial set values for testing the accuracy of the sensor.

The chamber used in the experiment independently
maintained specific humidity level and temperature of 19°C

and 55%, respectively. The measurements of temperature
and humidity from the sensor were observed using an appli-
cation, and the data were extracted from the web server, as
shown in Figures 7(a) and 7(b), respectively. The data col-
lected by the sensor were compared to the initial set values
of the chamber. Smart-Air presented measurements as accu-
rate as the set values, verifying the high reliability of the sen-
sor and showing that it did not need extra calibration.

3. An IoT-Based Indoor Air Quality
Monitoring Platform

The IoT-based indoor air quality monitoring platform is pri-
marily divided (Figure 8) into the Smart-Air and the web
server. The set of sensing devices necessary to collect the data
to analyze air quality comprised a laser dust sensor, a CO
sensor, a CO2 sensor, a VOC sensor, and a temperature and
humidity sensor. Each device transmitted data to the web
server via the LTE module to determine air quality and visu-
alize the result. Furthermore, cloud computing technology
was integrated with a web server. The main benefits of the
cloud computing-based web server are faster speed, flexibil-
ity, and greater accessibility. The web server provided faster
and more flexible data processing functions with a large
amount of data, which is essential for a monitoring platform.
The cloud computing-based web server is easily accessible

Smart-Air 1 Smart-Air 3Smart-Air 2

Smart-Air 4 Smart-Air N

Smart-Air 1 Smart-Air 3Smart-Air 2

Smart-Air 4 Smart-Air N
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Figure 9: Block diagram of the IoT-based indoor air quality monitoring platform.
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through most browsers to allow ubiquitous monitoring. In
this study, Amazon Web Services (AWS) was used as the
web server to analyze, visualize, and present the data col-
lected from Smart-Air. Also, the web server provides a data-
base to store that data in the cloud. Furthermore, a mobile
application was developed for the system to visualize air
quality with the web server “anywhere, anytime” in real time.

The platform is designed based on an architecture of IoT
platform that is mainly comprised of three components: (i)
perception layer, (ii) a network layer, and (iii) presentation
layer. The perception layer is the sensing component to
collect data using sensors or any measuring devices. The net-
work layer is responsible for transmitting the detected data
using a wireless network module. Finally, the presentation
layer allows data visualization and storage for efficient
monitoring [39–41].

A block diagram of the IoT-based indoor air quality
monitoring platform is shown in Figure 9. For the perception
layer of the platform, multiple Smart-Air devices are used for
detecting the data needed to analyze the air quality. Also, the
LTE modem is mounted in the devices as the network layer.
The data collected from each of these devices were sent to the
web server via LTE. For the presentation layer, a cloud
computing-based web server is used for the platform. The
server gathered the data to evaluate air quality based on the
Indoor Air Quality Control Act from the Ministry of
Environment, Korea. Managers and users with specified
access to the monitoring data can continuously monitor air
quality anytime and anywhere via smart devices. Another
feature of the server is that it automatically sends a warning
message to managers and other related personnel whenever
the quality of air decreases. Therefore, they can react imme-
diately to improve the air quality.

3.1. Smart-Air. When a monitoring area has been deter-
mined, the specific types of air pollutants present must be
considered. As mentioned above, Smart-Air has an expand-
able interface such that multiple sensors can be added to
the microcontroller. Furthermore, the platform can monitor
a large area or many areas simultaneously using multiple

Smart-Air devices. Then, each device is classified by area to
visualize the data. Each Smart-Air device transmits air qual-
ity data to the web server via LTE and automatically indicates
the air quality for the specific area by LED color. Moreover,
each device can be set to present a unique color of LED
through the application or web server, as shown in Figure 10.

3.2. IoT Network. Since multiple Smart-Air devices can be
used for efficient and precise monitoring, a wireless sensor
network is very important for the platform. Although the
network layer for most of the IoT-based air quality monitor-
ing platform consists of the IoT gateway, the microcontroller
is used as the IoT gateway to transmit and receive sensed
data. Each Smart-Air device has its own microcontroller with
an LTE modem. Thus, the data from each device are trans-
ferred wirelessly in the form of TCP/IP packets from the
device to the web server via LTE [42, 43]. Then, the data
are gathered and analyzed through the web server for visual-
ization and storage.

3.3. Cloud Computing-Based Web Server. The IoT-based
indoor air quality monitoring platform requires a server to
efficiently analyze the data from Smart-Air and visualize the
indoor air quality. To control and monitor multiple Smart-
Air devices at the same time and save the data, AWS was used
as the server. As AWS is a commercially certified cloud

(a) (b)

Figure 10: The Smart-Air (a) when indoor air quality is good and (b) when the light is set to purple.

Table 9: Specifications of the web server.

Index Specification

Type of instance T2 medium

Storage (GB) EBS only

Memory (GiB) 4

vCPUs 2

Clock speed (GHz) Maximum 3.3

CPU credits/hr 24

Networking performance Low to medium
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computing platform, significant amounts of time and money
were saved in platform development, and errors were mini-
mized. Furthermore, no separate database is needed to ana-
lyze and save data when using the AWS server.

The cloud computing-based port structure stability
evaluation platform used the Elastic Compute Cloud
(EC2) as the hypertext preprocessor (PHP) among the
Amazon-supported application programming interfaces
(APIs). EC2 is optimized for the platform because it offers
stable support for dynamic instantiation and configuration
of the virtual machine instance. The platform utilizes a T2
medium as an extensible instance, as specified and indexed
in Table 9 [38, 44]. Also, the server was designed with the
web programming language PHP, while MySQL was used
as the database for data retention.

3.4. Application. An application for the IoT-based indoor air
quality monitoring platform was developed to efficiently
monitor the data and alert users and related personnel.
Therefore, air quality was monitored both with the web
server and with associated smart devices through the applica-
tion. Air quality monitoring was easy and efficient using the
application as it provided access anytime using smart devices.
The application was designed to be very similar to the web
server developed for Android OS version 4.1.1 using hyper-
text markup language, cascading style sheets, JavaScript,
and PHP.

3.5. Conditions for Air Quality. To classify indoor air quality
from the data, the IoT-based indoor air quality monitoring
platform utilized standards for indoor air quality based on
the indoor Air Quality Control Act. The act was instituted
in 2007 by the Ministry of Environment, Korea to protect
and manage indoor air quality to prevent health and environ-
mental harm [36]. Based on the act, air quality is defined as
good, moderate, or poor. The thresholds were automatically
set as shown in Table 10 when Smart-Air was registered
to the platform. However, the thresholds can be manually
changed for a specific area via the web server based on
user preferences.

Also, temperature and humidity are key factors affecting
the comfort of indoor environments. Conditions for a com-
fortable indoor environment with respect to temperature
and humidity were determined based on the Korea Meteoro-
logical Administration (KMA) and are listed in Table 11 [36].
If the temperature is neither good nor bad, the platform
defines the condition as moderate. However, the thresholds
for temperature and humidity are merely recommendations

that can be edited according to user preferences for the
desired indoor conditions.

3.6. Alert System. Although monitoring air quality in real
time is important, the alert system is necessary to announce
the need for change to prevent environmental harm. With
the alert system, users or themanager of the platform can take
immediate action to improve air quality. Therefore, AWS
provides an application called Amazon Simple Notification
Service for the alert system as an open library used in the
IoT-based indoor air quality platform. Therefore, the web
server was designed to issue a pop-up message in the applica-
tion to alert the manager and users when the condition of the
air was moderate or poor. Furthermore, semiconductor-type
sensors that required inspection for calibration or deteriora-
tion due to long-term use were installed in Smart-Air. There-
fore, the web server was designed to provide an automatic
alert message when the device reached one year of use. The
system automatically recommends inspections of the device
via a pop-up message.

Furthermore, an LED strip was installed in the device
such that the air quality conditions for the area can be recog-
nized by nearby people. The device was designed to change
the LED light color to match the current condition. Thus,
the color will change to yellow and red when the conditions
are moderate and poor, respectively.

4. Experimental Testing

Experimental efforts have focused on implementation of the
IoT-based indoor air quality monitoring platform. Multiple
Smart-Air devices were installed in the Jaesung Civil
Engineering Building, Hanyang University, to test the feasi-
bility of the platform. The entire installation consisted of
the Smart-Air, cloud computing-based web server, and the
application.

4.1. Installation. A total of seven Smart-Air instruments were
installed to monitor indoor air quality in the Jaesung Civil
Engineering Building, as shown in Figure 11. The building
has two entrances, a main entrance and a back entrance
located on the second floor, near which two Smart-Air

Table 10: Standards for indoor air quality.

Condition
Type of air pollutant

Aerosols (μg/m3) CO (ppm) CO2 (ppm) VOCs (μg/m3)

Good ≤100 ≤10 ≤1000 ≤400
Moderate 100 < ∗α ≤ 150 10 < ∗α ≤ 25 N/A 400 < ∗α ≤ 500
Poor >150 >25 >1000 >500
∗α =measured value.

Table 11: Recommended temperature and humidity by the KMA.

Condition Temperature (Celsius) Humidity (%)

Good 18 ≤ α ≤ 20 55 ≤ α ≤ 65
Poor <15 or >30 <30 or >80
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devices, ID No. 6 and ID No. 2, were installed. Also, four
devices (ID No. 4, ID No. 1, ID No. 7, and ID No. 3) were
placed in four laboratories (rooms 108, 110, 408, and 409,
respectively). The last Smart-Air, ID No. 5, was installed in
a restroom located on the 1st floor.

4.2. Cloud Computing-Based Web Server. The cloud
computing-based web server was enabled after installing
the Smart-Air to analyze the detected data and visualize the
indoor air quality for the platform. The web server used in
the research is shown in Figure 12. The data from each device
were classified by area and ID of the device. Also, the mea-
sured data from each sensor of the device were displayed in
the web server. The server provided a datasheet and graph
for the current set of stored data with measured times that
can be extracted for review. Furthermore, the data were
visualized and color-coded based on the current air quality.
The color of the device changed to yellow or red along with
activating the alert system when the air quality was moderate
or poor. Therefore, the manager or user can take necessary

action to improve the air quality. Furthermore, the server
stores the air quality data in the database of the cloud server
to be reviewed when needed.

4.3. Application. To remotely monitor air quality, a mobile
application was enabled after the web server was activated.
After the desired monitoring device was selected, the condi-
tion of air quality was shown based on the types of air pollut-
ants, as shown in Figure 13(a). Each component monitored
as an air pollutant was displayed by color according to the
web server. Additionally, when the specific types of air pollut-
ants in the main page were selected, detailed monitoring of
the pollutants was available based on a real-time graph as
shown in Figure 13(b). Furthermore, the application alerts
the user through a pop-up message when the condition of
the air pollutant was moderate or poor.

5. Results

The goal of the experiment was to perform an initial imple-
mentation of the platform to monitor indoor air quality.

(a) (b)

Figure 11: (a) Smart-Air ID No. 6 installed in the main entrance and (b) Smart-Air ID No. 1 installed in laboratory room 110.

Figure 12: Cloud computing web server of the IoT-based indoor air quality monitoring platform.
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Smart-Air wirelessly transmitted the detected data to the web
server, which successfully classified the condition of indoor
air quality and displayed it via both the web and the applica-
tion. Also, the data were saved in the database of the web
server as designed such that further studies can be performed
on trends of air quality. The experiment showed poor condi-
tions in entrances of the building because it is exposed to out-
side air more than other locations. However, the platform
successfully alerted and visualized poor air quality, as shown
in Figure 14. The device changed the LED light color to
match the current condition and alerted the manager via a

pop-up message as shown in Figure 14(a). Also, LED lights
installed in the device successfully displayed the condition
especially when the air quality was poor as shown in
Figure 14(b). Thus, the manager of the building was able to
monitor the air quality of the building ubiquitously and take
steps to improve the air quality.

Considering the nature of the platform, it is important to
perform qualitative analysis based on user experience. In the
experiment, interviews were conducted with building man-
agers who used the platform to manage air quality. Inter-
viewees were very satisfied with its ability to monitor air
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Figure 13: The application of the IoT-based air quality monitoring platform: (a) main page and (b) a real-time graph of aerosol data.
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Figure 14: (a) A pop-up message from the application when the condition of aerosol was moderate. (b) Smart-Air response when the
condition was poor.
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quality. When air quality was moderate or poor, managers
were alerted to the condition and able to react immediately
to improve air quality. Positive comments were received
from the managers regarding data precision and information
collection in real time.

During the experiment, it was proven that the platform
not only provided accurate data but also meaningful
information in real time to save energy. The platform also
monitors temperature and humidity to provide optimum
environment for the area. By operating ventilation system
when it is necessary along with the heating and air-
conditioning system, people in the area were satisfied with
the improved condition and saved energy.

6. Conclusions

In this paper, the development of an IoT-based indoor air
quality monitoring platform is presented. Experiments were
performed to verify the air quality measurement device used
in the platform based a method suggested by the Ministry of
Environment, Korea. We verified the accuracy of indoor air
quality monitoring and the desirable performance of the
device. Also, experiments making use of the platform were
conducted and demonstrated suitable performance and con-
venience of the air quality monitoring platform. Several
achievements of the platform were accomplished, including
the following: (1) indoor air quality can be efficiently moni-
tored anywhere and in real time by using an IoT and a cloud
computing technologies; (2) the platform used Amazon Web
Services as a certified web server for security of the platform
and the data; (3) the Smart-Air device has an expandable
interface, and the web server is also easily extendable, allow-
ing easy application to various environments through the
addition of appropriate sensors to the device or installing
more Smart-Air devices to appropriate monitoring locations.

Future work will involve further testing of the device and
the platform. In this paper, the experiment focused on testing
the reliability of the device and implementing the platform,
where more tests are necessary to ensure data accuracy for
long time periods. In addition, ventilation system can be con-
nected to the platform. Thus, the system can be automatically
operated to improve the air quality whenever the air quality is
not good.
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Broilers produce abnormal sounds such as cough and snore when they suffer from respiratory diseases. The aim of this research
work was to develop a method for broiler abnormal sound detection. The sounds were recorded in a broiler house for one week
(24/7). There were 20 thousand white feather broilers reared on the floor in a building. Results showed that the developed
recognition algorithm, using wavelet transform Mel frequency cepstrum coefficients (WMFCCs), correlation distance Fisher
criterion (CDF), and hidden Markov model (HMM), provided an average accuracy, precision, recall, and F1 of 93.8%, 94.4%,
94.1%, and 94.2%, respectively, for broiler sound samples. The results indicate that sound analysis can be used in broiler
respiratory assessment in a commercial broiler farm.

1. Introduction

With the development of large-scale and intensive broiler
industry, problems related to stocking density and poor man-
agement have emerged, resulting in increased incidences of
respiratory diseases such as Newcastle disease, avian influ-
enza, and infectious bronchitis. Broilers will have abnormal
sounds such as cough and snore when they have respiratory
diseases. Presently, the mode of detection of respiratory dis-
eases in broilers is by manual sound distinction. However,
this technique is time-consuming, labor-intensive, subjective,
and has a low degree of real-time detection [1]. If respiratory
diseases in broilers are detected manually, it will cause failure
to detect and deal with the sick chicken in time. Therefore,
effective real-time monitoring of abnormal sounds of broiler
respiratory tracts has practical application value for early
detection of broiler disease conditions, monitoring of broiler
health status, and improving broiler productivity.

Vocalizations produced by animals contain a wide variety
of information about their health, emotion, and behavior [2].
Based on these findings, there were different methods of ani-
mal vocalization analysis reported in recent years [3]. For

instance, acoustic technology has been used to assess pig
sex, age, distress, heat stress [4–6], and piglet stressful con-
ditions [7, 8]; recognize bovine and pig respiratory disease
[9–12]; and monitor cattle, goat, and sheep behaviors and
feed intake [13–18]. Similar work has been conducted with
poultry. Vocalization-based avian influenza disease, respira-
tory disease, and abnormal night vocalization detection have
also been reported in chickens [19, 20]. The short-term feed-
ing behavior detection of broiler chickens based on a real-
time sound processing technology has also been achieved
[21, 22]. Goose behavior recognition based on vocalizations
has also been demonstrated [23]. An advantage to the tech-
nology is the prospect of having noninvasive, real-time,
quantitative, accurate devices to detect welfare issues at a rel-
atively low cost [10]. Although these studies have shown that
animal sound analysis was useful as an early warning tool to
detect stress, behaviors, and diseases in some animal species,
few studies have been reported on broiler abnormal sound
detection in commercial buildings.

Numerous audio features and classifiers have been pro-
posed for use in animal vocalization detection and classifica-
tion [3]. In particular, Mel frequency cepstrum coefficients
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(MFCCs) with the classifier such as support vector machine
(SVM), hidden Markov model (HMM), or deep neural net-
work (DNN) were commonly used features in animal sound
recognition [24–27] because of its strong ability in sound dis-
tinction and robustness. However, MFCCs only reflected the
static characteristics of acoustic signals. The dynamic char-
acteristics of sound could be obtained by differentiating
operation of MFCCs. This would produce more dimensional
redundant characteristics. Sound feature selection and
improvement should be carried out. Therefore, the objectives
of this study were to develop an innovative method to detect
abnormal broiler sounds for its respiratory assessment.

2. Materials and Methods

2.1. Acquisition of Sounds. For sound acquisition, four net-
work microphones (HD-B-1001, Youanhong Technology
Limited Company, Shenzhen, China) were used to record
sounds of broiler. Sounds in the broiler building were
recorded in mono at a sampling frequency of 48 kHz. Broiler
sounds were sent to a computer over a local area network.
The audio files in the .mp3 format were saved in a computer.
The interior of the broiler building and system model was
shown in Figure 1.

The microphones were positioned approximately 80 cm
from the building floor. The four microphones’ position in
the broiler building was shown in Figure 2. The experiment
was conducted in a commercial broiler farm located in
Gaomi, Shandong Province, China. A group of 20 thousand
Ross 308 white feather broilers aged 30 days was used for
the experiment for one week starting from March 29, 2019.
The body weight of the broilers was about 1.6~2.2 kg. The
broilers were reared on the floor in the building of 14m
ðWÞ × 108m ðLÞ (Figure 1). The temperature in the building
was controlled at 20~22°C, and the humidity was 46% to
50%. Broilers were fed ad libitum with compound feed pro-
vided in hoppers with natural drinks. Feed was added daily

at 09:30 and 16:45. The building was illuminated with
energy-saving lamps from 00:00 am to 21:00 for about 21 h
of lighting daily during the whole experiment. The light
intensity was set at 50 lux. The broiler building was ventilated
using negative pressure fans during the experiment.

2.2. Sound Analysis and Recognition. In this paper, our task is
to detect broiler abnormal sound in a commercial broiler
building. The main steps of the proposed algorithm are illus-
trated in Figure 3. The detection system is composed of two
parts: the model training part and the testing part for broiler
abnormal sound detection. The algorithm was established in
MATLAB R2014a (The MathWorks, Inc., Natick, MA).

2.2.1. Sound Sample Preparation. The sound analysis started
with sound sample preparation. The abnormal respiratory
broilers were assessed by the veterinary medicine professor
and animal science & technology professor. The sound sam-
ples were detected and extracted manually from the recorded
audio files randomly using Audition CS6 (Adobe Systems
Inc., USA). The selected sound segments contained broiler
cough, snore, and interfering sounds. The interfering sounds
included background noises (e.g., room ventilation) and the
sound created by broiler activities (e.g., crowing, feeding).

Eight thousand one hundred and fifty sound samples,
including 2790 broiler cough samples, 2560 snore samples,
and 2800 interfering sound, were manually selected from the
sound segments. Four-fifths of the samples were used for
training model, and the remaining was used for model testing.

2.2.2. Sound Preprocessing. Sound signal preprocessing
included framing, filtering, and endpoint detection of the
sound samples. The sound samples, which were nonstation-
ary for longer timescales, were then framed by a moving
Hamming window to obtain a short-time stationary signal
(10~30ms). Filtering was done to remove the ambient noise
from the sound signals to improve the signal-to-noise ratios.

(a)

Microphone

Network
switch 

Computer User PDA

(b)

Figure 1: System structure. (a) Interior of the broiler building; (b) system model.
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 m 7 
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Figure 2: Top view of the four microphones’ position in the broiler building. Blue triangles represent the network microphones.
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This was performed using Spectral Subtraction method with
Minimum Mean Square Error (MMSE) [28]. After that,
broiler vocal signals from different sound samples were proc-
essed with endpoint detection. This was performed based on
cepstrum distance.

Endpoint detection test was performed using six sound
files. The sound segments were preprocessed by framing
and filtering. Detection rate (DER) was used to evaluate the
accuracy of endpoint detection algorithm with

DER =
ND
N

, ð1Þ

where N represents the total number of the abovementioned
three types of sounds; ND is the number of sound endpoint
detected successfully.

2.2.3. Sound Feature Extraction. In this study, Wavelet
Transform (WT) replaced the fast Fourier Transform (FFT)
in traditional MFCC feature extraction. The 48-dimensional
WMFCCs were extracted from a continuous sound signal
as follows:

(1) Framed the continuous sound signal by a moving
Hamming window into frames of 512 samples with
a frameshift of 128 samples

(2) Took the Wavelet Transform (WT) to convert each
frame of samples from the time domain to the wave-
let domain

(3) Converted the wavelet scale of each frame from linear
to Mel scale

(4) Took the logarithm of the powers at the Mel
frequencies

(5) Took the discrete cosine transform (DCT) for the log
Mel spectrum

(6) Kept the 1-16 coefficients as the original 16-
dimensional WMFCCs

(7) Calculated the first-order delta coefficients
(ΔWMFCC) and the second-order delta coefficients
(Δ2WMFCC)

(8) Combined the 16-dimensional original coefficients,
16-dimensional ΔWMFCCs, and 16-dimensional
Δ2WMFCCs to get the final 48-dimensional
WMFCCs for each sound sample

2.2.4. Sound Feature Selection and Improvement. There
were some redundancy coefficients in the 48-dimensional
WMFCCs. Because the contribution of different characteris-
tic parameters in recognition is also different, dimensionality
reduction was applied by selecting the high-contributing
coefficients and excluding the low-contributing coefficients.
In this study, principal component analysis (PCA) [29] and
correlation distance Fisher criterion (CDF) [30] were,
respectively, used and compared to calculate the contribu-
tion rate of each coefficient. The parameters were ranked in
descending order according to the contribution rate. The
top 24 dimensional coefficients were selected to use for the
following sound classification.

For increasing the contribution of the high-contributing
coefficients and reducing the influence of the low-contributing
coefficients in classification, the weighted WMFCCs were
calculated by multiplying each coefficient by its contribution
rate after high-contributing WMFCC selection.

2.3. Sound Classification Algorithm. Hidden Markov model
(HMM) has a strong capability of pattern classification due
to its rich mathematical structure and proven accuracy on
critical applications. It was widely used in signal recognition
and classification [31, 32]. HMM was used to recognize
abnormal broiler sound in this study. A complete specifica-
tion of a HMM requires three sets of probability measures
which are represented by λ = ðA, B, πÞ. According to prior
knowledge, the number of sound hidden states N was initial-
ized to five. The state-transition probability matrix A and the
initial state probability distribution π were initialized to non-
zero numbers randomly. The observation probability matrix
B was described by a Gaussian mixture distribution whose
number was three. B was initialized by global mean and var-
iance of training data. The output of HMM was the one with
the highest output probability of the input sound sample in
each model. There are three basic algorithms in HMM,
namely, the Forward-Backward algorithm, Viterbi algorithm,
and Baum-Welch algorithm. The details of these algorithms
have been described by Rabiner [33]. The overall block

Framing

Filtering Endpoint
detection 

Sound sample
preparation 
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Figure 3: Brief flowchart of the broiler sound signal processing and recognition procedure. The red and blue paths denote the model training
and sound detection processes.
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diagram of the HMM recognition algorithm was shown in
Figure 4.

The performance of the classification was measured with
the accuracy, precision, recall, and F1 measure.

Ai =
NTP
N

× 100%, ð2Þ

Pi =
NTP

NTP +NFP
× 100%, ð3Þ

Ri =
NTP

NTP +NFN
× 100%: ð4Þ

In these formulas, the cough and snore classified as cough
and snore by the classifier were the true positives (TP), the
unclassified cough and snore were the false negatives (FN),
the correctly classified other sounds are the true negatives,
and the wrongly classified other sounds were the false posi-
tives (FP). N was the total number of the ith class samples.
Considering appraisal index P and R comprehensively, F1
measure was calculated according to

F1 = 2PR
P + R

× 100%: ð5Þ

3. Results and Discussion

3.1. Endpoint Detection Test. Endpoints of the three types of
sound in the six sound files were detected using the algorithm
based on cepstrum distance. The detection rate (DER) was
calculated based on equation (1). The achieved results are
shown in Table 1.

As seen from the table, the average detection rate was
98.7%. Test results show that the proposed endpoint detec-
tion algorithm performed well. It is also confirmed by other
literature the role of the endpoint detection algorithm for
MFCC distance in increasing accuracy [34]. The DER of
snore was slightly lower than that of others. The reason
was probably that the power of snore was lower than that
of others.

3.2. Sound Characteristic Analysis. The different contribution
rates calculated by PCA and CDF of 48 components were
shown in Figure 5 in sequence. The contribution rate of the
first principal component calculated by PCA and CDF was
13.3% and 11.7%, while the contribution rates of the rest were
all lower than 10%. According to the selection criteria, the
top half coefficients were selected for the following sound
classification. The top 24 components calculated by PCA
and CDF were named PWMFCCs and CWMFCCs, respec-
tively. The cumulative contribution rate with 93.8% of
PWMFCCs was higher than the cumulative rate with 86.4%
of CWMFCCs. The PWMFCCs should be selected as the
principal wavelet Mel frequency cepstrum coefficients. In this
study, PWMFCCs and CWMFCCs were both selected as fea-
tures for classification performance comparison.

The weighted PWMFCCs and CWMFCCs of the three
sound samples were calculated by multiplying each coeffi-
cient by its contribution rate. The results of PWMFCCs are
shown in Figure 6.

As can be seen from Figure 6, the dimensionality of
coefficients after PCA and CDF selection is half of the ori-
gin. The surface chart of the CWMFCCs and the weighted
CWMFCCs of cough is more rugged than that of the
PWMFCCs and the weighted PWMFCCs, respectively. This
shows that the discrimination of coefficients selected by
CDF is better than that selected by PCA. Other literatures
have also confirmed that CDF selection could select the com-
ponents that were relatively divisible, because it considered
not only the contribution of each dimension coefficient but
also the correlation between the coefficients of each dimen-
sion coefficient [30].

3.3. Abnormal Sound Classification and Recognition
Algorithm Evaluation. HMM were trained with different
input characteristics, which included MFCCs, WMFCCs,
PWMFCCs, CWMFCCs, and weighted PWMFCCs. The
HMM were trained using 2232 cough, 2048 snore, and
2240 interfering sound samples. The performance of the
HMM was tested by 1630 sound samples, including 558
cough, 512 snore, and 560 interfering sound samples. The
classification accuracy of the different input characteristics
is shown in Table 2.

The accuracy of classification using WMFCCs as the
input characteristics was better than using MFCCs. Using
the top 24 dimensional coefficients selected by PCA and
CDF as the input characteristics, the average accuracy of clas-
sification was higher than using the 48-dimensional mixing

Broiler sound sample input

Feature extraction

Probability
calculation  

Probability
calculation  

Probability
calculation  

Max[P(O|𝜆)]

Observation sequence 𝛰 
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The HMM model with the
highest probability output  

Figure 4: Block diagram of the HMM recognition algorithm.

Table 1: Test results of endpoint detection.

Sound
types

Number of
three types of
sounds (N)

Number of
successful endpoint
detection (ND)

Detection rate
(DER)

Cough 1265 1248 98.7%

Snore 1315 1283 97.6%

Interfering 6451 6386 99.0%

Total 9031 8917 98.7%
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Figure 6: The characteristics of three sound samples of cough, snore, and interfering sound. (a) MFCCs of cough; (b) WMFCCs of cough; (c)
PWMFCCs of cough; (d) CWMFCCs of cough; (e) weighted PWMFCCs of cough; (f) weighted CWMFCCs of cough.

5Journal of Sensors



coefficients. The classification average accuracy of input
CWMFCCs was 3.6% higher than input PWMFCCs,
although the cumulative contribution rate of PWMFCCs
was higher than CWMFCCs. The reason probably was
that the CDF selection took into account the correlation
between coefficients. The overall classification accuracy of
input weighted CWMFCCs reached 93.8%. Therefore, the
HMM of input weighted CWMFCCs worked well for broiler
abnormal sound classification.

The classification performance of the HMM input
weighted CWMFCCs is shown in Table 3.

For the HMM input weighted CWMFCCs, the precision,
recall, and F1 on average reached 94.4%, 94.1%, and 94.2%,
respectively. Other literatures have also used intelligence
methodology to diagnose animal disease. Banakar et al.
designed an intelligent device to diagnose avian diseases by
using data mining methods and Dempster-Shafer evidence
theory (D-S) with 91.15% accuracy [19]. Huang et al. devel-
oped an avian influenza detection method using MFCC and
SVM with an accuracy rate that ranged between 84% and
90% [35]. Wang et al. assessed air quality based on pigs’
cough sound analysis using MFCC and SVM with an accu-
racy of 95% [25]. The algorithm attained an accuracy of
94.4% which is lower than values reported for algorithms
used to detect pig coughs [25]. It indicated that the classifica-
tion algorithm could be used for broiler abnormal sound
classification effectively.

The results of the novel method of abnormal sound
detection were affected by many factors, such as ambient
noise interference, quality of sound samples, and feature
extraction algorithm. In this research, fan noise has some
effect on sound quality. In addition, the age, body weight,
and type of birds may affect the results of the abnormal
sound detection. Other literature has investigated that pig
vocalization was different according to age, sex, and distress
[4]. Future work can also focus on the specific disease detec-

tion of different age, body weight, and types of chicken. The
present research gives us inspiration that a lot of useful infor-
mation can be discovered by analyzing the sound of animals.
It is of great significance to the poultry farms.

4. Conclusions

This paper proposed a novel method to automatically
detect broiler abnormal sounds based on a combination of
WMFCC and HMM. Three types of sound of broilers were
selected for detection including cough, snore, and interfering
sounds. HMM were trained and compared with different
input characteristics, which included MFCCs, WMFCCs,
PWMFCCs, CWMFCCs, and weighted PWMFCCs. The
results show that the algorithm could effectively identify
broiler abnormal sounds. The classification accuracy, preci-
sion, recall, and F1 on average of HMM input weighted
CWMFCCs reached 93.8%, 94.4%, 94.1%, and 94.2%, respec-
tively. Therefore, the HMM of input weighted CWMFCCs
worked well for broiler abnormal sound classification. Fur-
ther studies will be the detection of specific disease of differ-
ent age, body weight, and types of chicken.
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Recently, there has been increasing interest in the field of underwater wireless sensor networks (UWSNs), which is a basic source for
the exploration of the ocean environment. A range of military and civilian applications is anticipated to assist UWSN. The UWSN is
being developed by the extensive wireless sensor network (WSN) applications and wireless technologies. Therefore, in this paper, a
review has been presented which unveils the existing challenges in the underwater environment. In this review, firstly, an
introduction to UWSN is presented. After that, underwater localizations and the basics are presented. Secondly, the paper
focuses on the architecture of UWSN and technologies used for underwater acoustic sensor network (UASN) localization.
Various localization techniques are discussed in the paper classified by centralized and distributed localizations. They are further
classified into estimated and prediction-based localizations. Also, various underwater localization algorithms are discussed,
which are grouped by the algorithms based on range and range-free schemes. Finally, the paper focuses on the challenges
existing in underwater localizations, underwater acoustic communications with conclusions.

1. Introduction

Underwater wireless sensor networks (UWSNs) have shown
increasing interest, in the latest years. For a variety of appli-
cations, underwater sensor networks (USNs) can be imple-
mented. Each implementation is essential in its domain,
but some of them can enhance ocean exploration to meet
the variety of underwater applications, including a natural
disaster alert scheme (i.e., tsunami and seismic tracking),
aided navigation, oceanographic information collection,
and underwater surveillance, ecological applications (i.e.,
quality of biological water, tracking of pollution), industrial
applications (i.e., marine exploration), etc. For example, for
offshore engineering applications, sensors can assess certain
parameters such as base intensity and mooring tension to
monitor the structural quality of the mooring environment
[1]. Underwater acoustic sensors networks (UASNs) provide
a new platform for under communication to explore the
underwater environment. UASNs have also improved the
understanding related to underwater environments such as

climate changes, animal life in underwater, and the popula-
tion of coral reefs.

In [2], the authors present a localization technique for
UASN in which the mobility of the sensor node is considered
and all the unknown sensor nodes are successfully placed at
different positions. The positioning system is recursive and
the localization method involves distinct sensor nodes.
UASNs also increase the underwater warfare capabilities of
the naval forces so that they can be used for the detection
of a submarine, unmanned operation system, surveillance,
and mine countermeasure algorithms. UASNs can also help
monitor or control the oil rigs that can take prevent the disas-
ter’s effects such as rigs explosion in the Gulf of Mexico once
occurred (2010). Similarly, UASN technology also helps in
tsunami and earthquake forewarning. A unique system is
called 3-DUL, which originally consisted of only three
anchor sensor nodes, such as buoys on the water surface,
which defuse their worldwide position data in all three direc-
tions and 3-DUL follows a 2-phase operation [3–6]. The dis-
tances to nearby anchor nodes are determined by a node with
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an unknown place during the first stage. The anchor nodes
are projected to their horizontal level in the second phase
and form a virtual geometric shape using the depth informa-
tion from these multivariate ranges. If the corresponding
shape is robust, the sensor node will find itself and become
an anchor sensor node through the dynamic trilateration
method. In three-dimensional (3D) topology, this method
iterates dynamically in all directions to locate as many sen-
sors as possible. A 3D localization method takes into account
the attenuation of electromagnetic (EM) waves over the reli-
able elevation angle spectrum. They pick the radiation pat-
terns of dipole antennas to determine the reliable elevation
range. The feasibleness of this scheme is presented in dis-
tance estimation and 3D localization schemes by changing
the elevation angle and distance. However, in [7], the writers
suggest a fresh model that utilizes the benefits of the features
of EM waves in water. The sensor node cannot only evaluate
the distance with low environmental noise but also ensure
precise localization output with elevated sampling rates.
Using the sets of RF sensors, a UWSN is built for this locali-
zation system at the target docking location. A 3D underwa-
ter localization algorithm is also suggested in [8] for a marine
near-sea surveillance scheme that utilizes a tiny amount of
beacons for localization. Performance evaluations show that
the worldwide localization of three surface anchor nodes is
effectively spread by 3DUL. Its simple algorithm makes it
possible for UASNs to adapt to the vibrant nature of the
water globe [9, 10]. To this end, the ocean surveillance system
is used that can gather information from the ocean and its
surrounding areas and provide this information via satellite
communication to the ship or on-shore center or sometimes
use underwater wires. These are replaced by less expensive
and small underwater nodes that use this equipment in
UASN to house various nodes on board, such as pressure,
temperature, and salinity. Underwater sensor nodes are net-
worked and can interact using acoustic signals.

As we know, in underwater the radio signals can only
travel to a short distance because the radio signal attenuates
highly underwater and optical signals cannot travel in an
inappropriate medium because of the dispersion of the opti-
cal signals. An acoustic signal scatters less as compared to
radio and optical signals, resulting in an acoustic signal being
more useful for underwater communication purposes as
compared to radio and optical signals as shown in Table 1.
However, the acoustic bandwidth in the underwater is
smaller, resulting in reduced information rates. Multiple sen-
sor nodes are needed to raise information rates and have

short-range communication, resulting in excellent coverage.
The acoustic channel also has a low quality of connection
[11, 12] owing to the time variability of the propagation
of the medium and multipath. The underwater sound speed
is approximately 1500m/s, resulting in very elevated delay
propagation. The UASNs are also energy-limited as WSN
due to these difficulties. Also, localization is a fundamental
task that is used to detect the location of a target in the under-
water medium for various purposes such as data tagging,
tracking nodes in the underwater and coordinating the
movement of node groups. For the tracking of a target [6,
13, 14], research work proposes a semidefinite program-
ming- (SDP-) based localization procedure that is achieved
by measurements obtained via onboard pressure sensors.
SDP enhances the point localization precision and provides
quicker convergence for monitoring under the same system
setup and environmental circumstances, particularly at low
signal to noise ratio (SNR). On condition that geomagnetic
anomaly can be reversed as a magnetic dipole target, the
localization of an underwater vessel relative to the target is
calculated by the magnitude of the magnetic field and target
gradients. The magnetic field is calculated by the device
mounted on a car comprised of ten magnetometers of one
axis. Since the noise of magnetometers results in the coeffi-
cients of a six-order formula [15] with an unsuitable element,
the localization accuracy will be influenced by the weather. In
[16], USNs can modify ocean exploration to enable a list of
new applications that are not presently feasible or expensive
to implement, including oceanographic information collec-
tion, ecological applications, government security, underwa-
ter military tracking, and commercial operation.

For maritime defense purposes, USNs can provide imme-
diate deployment and enhance coverage in coastal area sur-
veillance applications. USNs mounted on the bottom of the
ocean with underwater sensor nodes can detect earthquakes
and tsunami formations before entering residential areas. A
rough drawing of underwater node operation is shown in
Figure 1. Mobile USNs can track polluted waters for water
pollution detection devices as they propagate to clean water
from their source and warn authorities to take action. USNs
could be used to monitor coastal creatures and coral reefs,
where there is limited data about human activity. The Gauss-
ian noise injection detector (GNID) is proposed [17], to
improve the probability of detection based on the noise-
enhanced signal detection using a prewhitening filter, time
frequency denoising technique with S-transform, in inverse
whitening filter results in improving underwater signal

Table 1: Comparison table of electromagnetic, acoustic, and optical waves in underwater environment.

Electromagnetic waves Acoustic waves Optical waves

Frequency band ∼kHz ∼MHz ∼1014-1015 Hz

Bandwidth ∼kHz ∼MHz ∼10-150MHz

Power loss >0.1 dB/m/Hz ∼28 dB/1 km/100MHz ∝ turbidity

Effective range ∼1m ∼10m ∼10-100m
Nominal speed (m/s) ∼1,500 ∼33,333,333 ∼33,333,333
Antenna size ∼0.1m ∼0.5m ∼0.1m
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detection. Environmental monitoring is also a vibrant aspect
of determining safety and health problems for environmental
or mankind’s health. Environmental monitoring’s main pur-
pose is sampling soil, water, and atmospheric but they also
need to take the air samples inside buildings to guarantee
rules are met. The group of people working in environmental
monitoring needs to looking for many things which are
important in fact. The most obvious is the radioactivity or
pollutants, especially in the case when looking to build a case
of negligence against a distinct or for evidence of the effects of
changes in climate.

The key objectives of this paper are to outlines a compre-
hensive review of underwater localization techniques and
their algorithms. We attempt to review the different aspects
of underwater communications and underwater localizations
by considering various attributes. The main objective of this
review is to provide a detailed knowledge of underwater
localization techniques, localization algorithms, architecture,
etc. We also highlight the weaknesses and strengths of the
existing underwater localization techniques that can help
the researchers to identify more efficient and accurate solu-
tions for the existing challenges. Explicitly, this review aims
to answer the following basic questions:

(i) What are the state-of-the-art localization techniques?

(ii) What are the main research challenges in underwa-
ter localization?

(iii) What are the main defenses and their pros and cons?

(iv) What are the promising solutions to improve under-
water localization?

This review makes the following contributions:

(i) This review provides a detail explanation of localiza-
tion for the underwater environment which covers
the localization basics, architecture, localization
techniques, and algorithms used for localization

(ii) This review rises the basic requirements for localiza-
tion such as security attacks on underwater nodes

(iii) Based on a detailed analysis of existing underwater
localization techniques, we presented the existing
challenges and future directions that need to be con-
sidered in the recent future

The paper is organized as follows. Section 2 presents the
procedure and basics of localization. Next, Section 3 presents
the architecture of UASN, Section 4 presents the related
works, and Section 5 presents the techniques used for UASN
localizations. Furthermore, Section 6 and Section 7 present
range-based and range-free algorithms for localization,
respectively. Section 8 presents the performance evaluation
of underwater localization schemes. Finally, Section 9 pre-
sents the existing challenges and open issues in UWSNs
and Section 10 concludes the paper.

Water
surface

Reference node 

Surface buoys 

Ordinary node

Figure 1: A rough sketch of the underwater node deployment.
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2. Procedure and Basics of Localization

Assumptions for the localization operation need to take
care of is that all antenna nodes have an ideal understand-
ing of their position and should share clock information
with the other sensor nodes worldwide synchronization.
All nodes should meet to share data at any time, i.e., every
individual sensor node can retrieve all readings and exe-
cute the process of localization before carrying all data
back to the active or reference nodes. Each sensor node
in the corresponding destination frame can communicate
completely with other nodes and has no accident or inter-
ference problems [18]. At time t0, the active sensor node
emits a single message requesting location through all of
the listening nodes and each node gets message at the time
tn,n. On the given message, each node conducts a Doppler
speed estimate. After gathering all data from sensors, a
master node gets all estimates and performs the operation
of localization and transmits the complete estimate back to
the active node. Alternatively, it is possible to collect and
relay the data to the active node where localization is done
after that. The updates of the active node or master node
estimate tracking and navigation algorithms as estimates of
points are acquired. Localization is another difficult work;
the use of Global Positioning System (GPS) is limited to sur-
face nodes because in underwater, GPS signal does not prop-
agate [19]. Alternative GPS fewer positioning approaches for
terrestrial sensor networks have been provided, but they
must be amended owing to the description of the acoustic
channel. The acoustic channel has low bandwidth, high
delay in propagation, and high error rate. Localization
protocols, therefore, need to operate with the minimal fea-
sible exchange of messages between nodes and exchange of
messages such as two-way data exchange (see in Figure 2).
This is also assessed by the sensor node’s restricted battery

energy and the underwater sensor node battery recharge
or replacement problem.

To execute localization in a better way, it requires several
objects with known locations, i.e., anchors and distance or
angle measurement between anchors and the object to be
located underwater, i.e., unknown sensor node. The anchors
can be placed in a fixed position and their coordinates may
have been configured in the beginning, or they may have dis-
tinctive hardware to learn from the location server such as
GPS. Using angle or distance measurement between the
anchor and the unknown node to estimate the location of
an unknown sensor node and also combining measurements
occur. Sensors presently used for oceanographic studies are
either located with long or short baseline (LBL/SBL) devices.
With a set of receivers based on acoustic wave communica-
tion, sensor positions are described in both instances. Acous-
tic transponders are introduced in the LBL either on the
seabed or underfloor moorings around the application region
[20, 21]. The effects of multiple error sources on the LBL-
based scheme’s localization accuracy have been investigated
and evaluated in detail. It shows that the more severe vari-
ables that may affect general accuracy are the calibration of
the transmitters and the amounts of data about the sound
speed in the operating area. A vessel follows the sensors in
the SBL scheme and utilizes a short-range emitter to allow
the process of localization.

UWSN is characteristically composed of various nodes
that are anchored to the lowermost of the ocean wirelessly
linked with underwater gateways [22–24]. The information
from these sensors is transmitted within this network from
the lowermost of the sea to the water surface station by apply-
ing multihop links. The gateways in underwater are furn-
ished with definite nodes with both upright and straight
transceivers. The first gateway is utilized to transfer instruc-
tions and constellation information to the nodes and receive
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Figure 2: Two-way message exchange of reference and ordinary node.
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the collected information back from the node. The second
gateway is used to transmit the supervised information to
the water surface station. Contrasting shallow water, upright
communication is typically essential for a long range in deep
water to attain the transfer of information to the water
surface station. The acoustic communication is applied to
accomplish multiple communications to collect the informa-
tion from the nodes, where radio communication is generally
conventional with satellite communication to transmit the
collected information to the coastal sink. The underwater
sensor nodes in the propagation range will sense a series of
transmissions and decode packets. To compare the receiving
time with the transmission time encoded in the packet, every
sensor node can achieve the time of arrival (ToA) estimates
of the packet message from various surface nodes, based
on which it tries to calculate its particular location. The
broadcast from the surface nodes to underwater nodes is
one-way communication and the quality of localization is
independent of the number of sensor nodes in underwater,
and there is no extra interference between underwater sen-
sor nodes. The underwater sensor nodes contain a controller
to accommodate with an oceanographic sensor through a
sensor pledge micro security [25]. The receiving data from
the sensor through the controller is stored in the onboard
memory. The controller can store, progress, and broadcast
to the network devices.

3. Architecture of UASN

It is well known that energy consumption is more important
in UWSN, which may limit long life cycles. Therefore, the
network topology is the basic aspect that needs to be carefully

designed to reduce the serious impact on network perfor-
mance. Also, the reliability and capacity of the network
depend on the network topology. Therefore, how to orga-
nize such a network topology is a challenging task, and
researchers need to pay more attention to network topology.
Here, the architecture of UASN is classified according to two
metrics: one is the motion capability of the sensor nodes, i.e.,
stationary, mobile, or hybrid; the other is the spatial coverage
of UASN, i.e., 2D or 3D UASNs as shown in Figure 3. The
nodes float freely under the water in the portable UASNs
with unpropelled and untethered sensor nodes and drift
with the water current. In UASN with powered sensor
nodes, the node motion can be controlled by inertial nav-
igation systems. Autonomous Underwater Vehicles (AUVs)
and Unmanned Underwater Vehicles (UUV) are floats,
drifters, gliders, and profiling float, along with examples of
unpropelled portable machinery. Most of these instruments
are used in oceanography to gather data and measurements
from the various layers of the ocean environment. Drifters
operate mostly on the ground and drift with winds and sur-
face waves as floats move with the current of the water. They
are used to acquire measurements from the surface of the
ocean and send the information to the on-shore center via
satellite or GPS. Gliders are devices driven by buoyancy, as
they can travel vertically comparable to floats for profiling.
Besides that, with the assistance of their body and wing
design structure, they can move horizontally. Sensor nodes
are linked to surface buoys or ocean floor units having a fixed
position in the stationary UASNs. For example, the port
entrance, stationary UASNs are applied for controlling a cer-
tain region. Mobile and stationary nodes coexist in hybrid
UASN architectures. In [26, 27], using a hybrid architecture,
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Figure 3: Architecture of underwater localization techniques and underwater localization algorithms.
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a portable sink node transverses the network and collects
data from underwater sensor nodes.

The immediate domain with acoustic energy density is
comparable to the density of the acoustic energy source in
the resounding field and an open atmosphere with an acous-
tic energy density using acoustic waves such asWr reflecting
the various wall. Direct field acoustic energy density depends
on the distance r to the source associated with:

Wd rð Þ = Ps

4πcr2
� �

, ð1Þ

where Ps is the source force and c is the sound velocity. It
implicitly assumes an omnidirectional source; if the source
is directional, the direct field relies on the direction.

And the acoustic energy density Wr and the acoustic
intensity Ir are linked to an isotropic homogenous reverber-
ated domain [28] by:

Wr =
4Ir
c

� �
: ð2Þ

The derivative of the complete acoustic power in the
tank, Q =WrðVÞ, is the variance between the acoustic
power that is forced by the Ps source and the acoustic
power is degenerated by the absorption or transmission
on the wall aIr .

dQ
dt

= Ps − aIr = Ps −
ac
4V Q: ð3Þ

In Equation (3), a is the Sabine coefficient which rep-
resents the absorption and transmission due to the walls.
When the balance is reached ðdQ/dtÞ = 0, then

Ps =
ac
4V Q = ac

4 Wr: ð4Þ

It represents the belonging between the source power
Ps and the density of acoustic energy in the reverberation
sector Wr .

In 2D UASNs, all sensor nodes are supposed to be on the
same depth, e.g., they can be deployed on the seafloor and
ocean surface, and each sensor node can float at an arbitrary
depth in 3D UASNs [29]. Stationary sensor networks are
generally regarded to be 2D as the sensor nodes are posi-
tioned on the ground buoys or anchors of the ocean floor.
The wealth of UASN architecture is due in part to a conven-
tional description of UASNs and in part to its application and
particular design criteria. For example, GPS can be used for a
2D stationary UASN with nodes deployed on the sea surface,
or for similar UASNs with ocean floor units, the sensor nodes
can be deployed in predefined location is trivial. Further-
more, stationary UASNs do not involve regular localization
as do portable UASNs, which implies that localization proto-
cols with comparatively elevated overhead communication
can still be used as they only operate at the moment of con-
figuration. In [30], the authors also proposed the architecture
of UASNs and divided it into different groups such as (a)

static architecture, (b) hybrid architectures, and (c) mobile
UASNs and free-floating networks.

4. Related Works

In this section, we give a brief description of underwater
acoustic communication. After that, we review some widely
known schemes which are used for underwater localization.
Currently, the underwater communication system utilizes
EM, optics, and acoustic data transmission schemes to trans-
fer data among the various locations of the nodes. EM com-
munication scheme is influenced by the conducting nature of
the underwater environment while optic waves are only able
to move on very short distance because optic waves are easier
to absorb in underwater environments [31, 32]. Therefore, an
acoustic communication scheme is only one scheme that has
better performance as compared to EM and optical due to
less attenuation in the underwater environment. Acoustic
signals also have less attenuation in the deep and thermally
stable underwater field. Acoustic signals attenuate more in
shallow as compared to deep water because of the tempera-
ture, noise, and multipath reflection and refraction. In the
underwater field, the sound speed is not constant instead of
this sound speed varies almost at every point. Near to the
water surface, sound speed is almost 1500 that is four times
higher than the sound speed in air and very slow as compared
to the EM and optic speed in air.

Due to the unique challenges of the acoustic channel, it
is highly variant, for example, high propagation delay, var-
iable sound speed, narrow bandwidth, reflection, and
refraction. Because of these unique properties, it creates
more issues regarding MAC protocols. MAC protocols have
two main groups such as content-based and scheduled-
based protocols. Content-based nodes complete each other
for the exchange of signals, while scheduled-based avoid col-
lision among the transmission nodes. Content-based are not
suitable for the underwater environment, while scheduled-
based such as TDMA and FDMA are not efficient due to
the high propagation delay and narrow bandwidth, respec-
tively; however, CDMA is appropriate for UANs [33, 34].

A localization scheme for UWSN is presented for locali-
zation issues in large-scale UWSNs. Unlike in TWSN, GPS
cannot work properly in underwater or attenuate highly
[35]. Due to the costly equipment of underwater, limited
bandwidth and harshly impaired channel all make the pro-
cess of localization very challenging. Currently, most of the
localization techniques are not well appropriate for the deep
underwater field. The researchers presented a new scheme
that mainly consists of four types of sensor nodes, such as
DETs, surface buoys, ordinary nodes, and anchor nodes.
DET is connected to the surface buoys and can dive and rise
to the water surface for the broadcasting of its location. Sur-
face buoys are supposed to connect with the GPS. Anchor
node can estimate their locations based on location informa-
tion from the DETs and estimation of the distance to the
DETs. This localization scheme is scalable and can be applied
to make balances on the accuracy and cost of localization.

In [36], the authors have presented a new SLMP localiza-
tion technique with the prediction of mobility, for the large-
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scale USNs. In this scheme, by taking benefits of the inherent
temporal correlation of the mobility of objects in underwa-
ter, anchor sensor nodes conduct linear prediction. Every
ordinary node guesses their position by using the spatial
correlation of object mobility pattern in underwater and
weighted-averaging its received motilities from the other
sensor nodes. Simulation results of the new scheme show
that SLMP can highly minimize the cost of communication
while keeping constant relatively high accuracy and cover-
age in localization. The authors also estimated the impact
of different design parameters, such as prediction step, con-
fidence threshold, prediction window, and prediction error
threshold, on the performance of localization.

A comparison of various localization techniques is stud-
ied above and some in the next coming section which is also
shown in Table 2. Localization techniques are compared
based on sensor node mobility, range estimation, time syn-
chronization, localization accuracy, network lifetime, link
quality, etc. The localized nodes must be time-synchronized
if ToA is applied for the range estimation. Localization tech-
niques such as silent positioning are useful in reducing the
communication overheads because nodes only receive infor-
mation and do not transmit any information for localization.
As compared to the receiving side, transmission utilizes more
energy. Recursive localization is more beneficial to increase
coverage. Only for routing protocol, if the localization of

Table 2: Performance evaluation of underwater acoustic networks and underwater localization schemes.

Ref.
Energy

consumption
Network
lifetime

No. of
nodes

Time
synchronization

Packet
exchange rate

Loca.
accuracy

Comm.
overhead

Delay
Error

estimation
Link
quality

[3] X ✓ ✓ — ✓ ✓ X ✓ ✓ ✓

[18] — — ✓ X ✓ ✓ — — ✓ —

[21] ✓ X X X X ✓ — X ✓ X

[26] X — ✓ ✓ ✓ X ✓ ✓ X —

[41] X — ✓ — ✓ ✓ — ✓ X —

[42] — X X ✓ X ✓ X — ✓ —

[43] X — ✓ ✓ ✓ X — X ✓ —

[44] — — X ✓ ✓ ✓ ✓ — ✓ X

[46] X ✓ ✓ — ✓ ✓ — ✓ ✓ —

[47] X ✓ ✓ — ✓ ✓ X X X ✓

[37] X ✓ ✓ ✓ ✓ ✓ X X X ✓

[48] X — ✓ — ✓ ✓ X X X ✓

[49] X — ✓ ✓ ✓ — — ✓ — X

[51] X X ✓ X — X X — ✓ —

[53] X ✓ ✓ X ✓ ✓ X X ✓ ✓

[56] X — ✓ — ✓ ✓ — ✓ ✓ —

[57] ✓ — ✓ X ✓ X X ✓ ✓ —

[58] X — — — X X X — ✓ —

[59] X — ✓ X ✓ ✓ X X ✓ X

[61] X — ✓ X ✓ X X ✓ ✓ X

[62] X ✓ ✓ ✓ — ✓ ✓ — — —

[63] X — ✓ X ✓ ✓ X X — X

[65] — — ✓ X X X ✓ ✓ ✓ —

[67] X ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ X

[68] — — ✓ — ✓ X — — ✓ ✓

[36] X X ✓ X ✓ ✓ X X ✓ —

[73] X ✓ ✓ X ✓ ✓ — X ✓ X

[74] — — ✓ X X ✓ X X ✓ —

[75] X ✓ ✓ X ✓ X ✓ ✓ ✓ ✓

[77] X ✓ ✓ X ✓ ✓ X X ✓ ✓

[79] X — — ✓ ✓ ✓ X X ✓ —

[85] X — ✓ ✓ ✓ ✓ — — ✓ —

[89] ✓ — ✓ X X ✓ ✓ ✓ ✓ X

[91] X X X X X ✓ X — X X

[94] — — ✓ X ✓ ✓ — — ✓ —

[97] ✓ — ✓ — ✓ ✓ X — ✓ —
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sensor nodes is required, then any of the range-free tech-
niques can be applied. Any localization technique can be
applied according to the requirement of the application.
Also, a performance-based comparison of LSL, PL, and
DNR localization techniques is presented in [37]. However,
these schemes encounter localization shortcomings. The
aforementioned schemes provide a brief description of local-
ization and still many important aspects need to be consid-
ered in underwater localization. Therefore, this review can
provide a detail explanation of all localization techniques,
the existing challenges which face underwater localization,
and the future direction for the solution of these challenges.

5. Techniques Used for UASN Localizations

Briefly, localization of GPS-based algorithms has been pro-
posed for terrestrial WSNs that, for reasons such as high-
frequency GPS, cannot be applied directly to UASNs that
attenuate underwater quickly and cannot reach the sensor
nodes several meters below the water surface. Also, GPS-
less systems of localization implement high overhead com-
munication [38, 39]. For the above reasons, it is not possi-
ble to directly apply WSN localization to UASNs. In [40],
the author’s presented the adaptations of the “stochastic
proximity embedding algorithm” and “multidimensional
scaling algorithm” for UASN. These algorithms conduct
concurrent localization of all target nodes compared to the
straightforward localization algorithm based on ray tracing
that conducts sequential localization of each target node.
The proposed methods of localization take into account the
bending of acoustic rays and thus, when deployed in real
UWSN, give good accuracy. The algorithms have been
adjusted to offer directly absolute locations. There are many
localization techniques; some of them are categorized as cen-
tralized and distributed methods of localization. In central-
ized localization techniques, firstly, estimate the position of

every sensor node in a control center or sink and the sen-
sor nodes do not know their location unless the sink or
reference node explicitly sends this information to the
node. In this technique, the sensor nodes may be localized
at the end of the process such as in the postprocessing phase,
or they may gather data periodically for the tracking of sensor
nodes. The distributed localization technique allows each
sensor node to do localization individually; they are free to
do individually localization independently. Centralized and
distributed localization techniques are divided into subcate-
gories, i.e., estimation- and prediction-based localization. In
the estimation-based localization, the latest available infor-
mation is used to obtain the current location of the sensor
node. For the prediction-based localization, the previous
node location, distance information, and anchor location
are used to predict the sensor node located at the next
moment. Therefore, it is appropriate for mobile UWSN or
a hybrid UWSN.

5.1. Centralized Localization (CL). In this technique, first, it
calculates the position of each sensor node in the control cen-
ter or sinks, and the sensor node initially does not know
its location unless the sink sends this information explic-
itly. In this method, nodes may be located at the end of
any operation, i.e., postprocessing phase or data may be col-
lected sporadically for sensor node monitoring. In central-
ized algorithms in [41], in which a key organization (e.g.,
the control center) exists that gathers all the needed data or
estimation (e.g., estimated distances between the nodes in
communication ranges and calculates distances to the anchor
sensor nodes) and centralizes the sites for the sensor nodes.
After the central organization determines the location of
the sensor nodes, it sends the location information back to
the corresponding sensor nodes. Sensor nodes interact in a
centralized algorithm through a base station that includes
one cell as shown in Figure 4.
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Figure 4: Centralized network topology.
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5.2. Estimation-Based Localization. Estimation-based local-
ization techniques are further divided into subparts by
the following:

(1) Hyperbola-Based Localization (HL). Using the locali-
zation method based on hyperbola, the location of a
sound source, i.e., a target such as mammals, can be
identified in the oceanographic scheme using hydro-
phones such as sensor nodes with known locations
[42]. HL also adapts standard oceanographic sound
source localization issues to standing 2D UASN
localization. In HL, the sensor node sends wide-
range signals to the anchor node about 1 km and a
centralized sensor node estimates its location. Refer-
ring to [43], the authors present a new approach to
a better localization accuracy for UASNs. This system
uses the hyperbola-based strategy to detect event
place and a normal distribution to estimate and stan-
dardize error modeling. This efficiency of the method
demonstrates a separate enhancement over the esti-
mation of the place of the frequently used minimum
squares based on the circle. In terrestrial applications,
a multi-iteration and least square measurement sys-
tem are often implemented to find a decent estimate
[44]. But this system is not useful in underwater
applications due to its heavy communication costs.
At the same moment, it was noted that distance mea-
surement errors often follow a certain shape that can
be implemented to further improve the precision of
the localization. Authors evaluate and use distribu-
tions of measurement errors to improve the precision
of localization

(2) Motion Aware Self-Localization (MASL). Due to the
long delay in the propagation of signals in the
underwater environment, it may take a longer time
to collect the number of distance estimates which
is required for localization, thus increasing the pos-
sibility of obsolete information. MASL’s primary
objective is to discover the faults in the estimates
of distance and provide a precise scheme of locali-
zation. The underwater sensor node collects range
estimates between the sensor nodes of the neigh-
bors and itself in the MASL method. The distance
estimation is performed through certain iterations
performance. At each iteration, the algorithm pol-
ishes location distribution by distributing the field
of an event into smaller grids operation and select-
ing the area in which nodes reside. In [45], the
author models the ocean current as layers of equal
density, variable velocity, and the nodes of the sen-
sor move with those underwater currents

(3) 3D Multipower Area Localization Scheme (3D-
MALS). 3D-MALS varies from the MASL method,
which combines the thinking of anchor nodes
[46] with a variable rate of transmission energy and
the thinking of anchor nodes with vertical mobility
of buoys house mechanical device [47] that operates
as an elevator for underwater transceivers called

Detachable Elevator Transceiver (DET). DET broad-
casts its set of GPS-driven coordinates at different
concentrations of energy and then goes down under-
water. The unlocalized sensor nodes can retrieve the
position of portable anchor nodes and their, respec-
tively, smallest energy concentrations and then send
them to the reference or sink node. The reference
node can understand the position of each sensor
node after gathering data

(4) Area-Based Localization Scheme (ALS). It is a type of
scheme that provides an estimate of where the sensor
node is in the area of the sensor instead of the precise
set of coordinates. Anchor nodes in ALS divide the
operating region by sending messages to nonoverlap-
ping areas at different energy levels. ALS is appropri-
ate for the setting where there is no need for accurate
location data and when the anchor nodes can change
their level of transmission power. The benefit of ALS
is that the received signal strength (RSS) is jointly
light, range-free, and no synchronization require-
ment. For applications demanding internet location
estimation, ALS is not appropriate, so it is not appro-
priate for precise localization. In [37], ALS is an algo-
rithm for USNs that is range-free, centralized, and
coarse-grained. A sensor node underwater maintains
a list of anchor nodes and associated energy concen-
trations. This data is sent to the reference or sink by
the sensor node and the sink discovers the region in
which the sensor nodes reside. ALS offers a coarse-
grained localization evaluation and it is a centralized
localization. Therefore, it is not suitable for large-
scale USNs and applications that require accurate
location estimation. After offering all the regions
(one for each anchor node) in which it resides, a pri-
mary server offers the sensor node position assessment
[48]. On the other hand, USP is a 3D localization
algorithm with internal position graininess compared
to ALS (i.e., it measures the position of a node within
a coordinate system as protecting a location within a
subarea). In [49], the authors suggest that only a
supper sensor node transmits information from its
neighboring sensor nodes and is then shared with
nearby sensor nodes. Using this protocol, the packet
collision in the network is obviated during node dis-
covery. Also, only seed nodes can make additional
results; the remaining nodes in the network do not
include power consumption to transmit text messages
to their other neighbor nodes. Farthest/Farthest algo-
rithm, Farthest/Nearest algorithm, Nearest/Farthest
algorithm, and Nearest/Nearest algorithm are the
algorithms used to select additional seed nodes [50]

5.3. Prediction-Based Localizations

(1) Collaborative Localization (CL). A Collaborative
Localization (CL) scheme [51] consideration of por-
table UASN applications is where underwater sensor
nodes are accountable for gathering ocean depth
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information and are accountable for transferring it to
the water surface. This architecture uses profilers and
supporters of two kinds of underwater sensor nodes.
These two kinds of sensor nodes come down under-
water, but profilers come down ahead of them, i.e.,
deeper than other nodes. The distance between pro-
filers and followers is periodically evaluated using the
ToA to place the profilers to followers. In particular,
the CL algorithm weighed time synchronization algo-
rithm with elevated transmitting delay and a multi-
path acoustic propagation channel for UASN. By
using the new time synchronization protocol, the tar-
get position is evaluated using maximum likelihood
(MLL) techniques based on the distance of arrival
(DoA), since the statistical model between the real
and measuring location is based on the marine chan-
nel signal envelope. The suggested algorithm also fol-
lows the distributed-centralized computing operation
that minimizes the energy transmitting node in USNs

(2) Distributed Localization. The distribution localiza-
tion method allows each sensor node to locate
separately or nodes are free to locate such as neigh-
borhood distance, anchor position, and connectivity
data and then send all these data separately to the ref-
erence or super node. On the other hand, instead of
being placed in one central entity, the function of
location finding is distributed to the sensors them-
selves in the distributed localization algorithm. In a
distributed network, sensor nodes communicate
through peer-to-peer (P2P) as shown in Figure 5.

Distributed positioning algorithms usually assume that
anchor sensor nodes are randomly distributed throughout

the sensor network, and the percentage of anchor nodes in
the network is also high (5%-20%). Deploying anchor nodes
in terrestrial sensor networks is not a challenge because a
GPS-equipped node can act as an anchor node [52]. How-
ever, in the case of an underwater field, the network estab-
lishes the backbone of the randomly distributed anchor
such as ABC nodes; the exact location of which is known
before is not a trivial issue

5.4. Estimation-Based Localizations

(1) AUV-Aided Localization (AAL). An AAL-based
approach is presented in [53] for a hybrid 3D UASN
with stationary underwater sensor nodes and AUV
traveling in the UASN sector. Using the dead-
reckoning method, the AUV can get its position
underwater. Dead reckoning with the costly inertial
piloting machinery is feasible and the position has
been periodically calibrated. The AUV goes to the
water surface for this purpose at certain periods to
achieve GPS coordination from a satellite. A wake-
up message can be broadcasted from a separate
point on its moving path during the AUV operation
cycle. It occurs when AUV receives this signal from
the underwater sensor node, it begins the localiza-
tion action by transmitting a request signal to the
AUV, and AUV responds with a reply signal. The
pair of requests and response packets provide a
two-way algorithm and the response packet includes
the AUV coordinates so that the underwater node
uses the lateration process to measure its self-
location after the exchange message from three dif-
ferent noncoplanar AUV positions (see Figure 6).
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Figure 5: Distributed network topology.
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AAL utilizes a two-way display to alleviate the need
for synchronization, but on the other side, a sensor
node can invest in a silent algorithm more energy
than it does and also boosts the protocol’s overhead
communication. AAL’s precision is also influenced
by the AUV’s localization calibration frequency. An
assessment of an AUV’s single beacon localization
problem modeled as a double integrator [54], where
its input is the acceleration in an inertial reference
frame and its output is its range to a static beacon.
The nonlinear map between range and position
enables the range-based observability problem to be
considered nonlinear. Two complementary problems
are discussed here in the observability evaluation:
firstly, the local weak observability of the nonlinear
system and secondly, the worldwide observability of
a linear time-varying system representation obtained
by a worldwide technique of increase

AUVs emit an omnidirectional beacon [55]. When
AUV crosses the sensor node at t1, this node
receives a signal that can be used for the distance
calculation d1 between the AUV and the sensor
node. Similarly, the distance d2 can be calculated
using the ToA technique as shown in Figure 7. To
get the sensor node’s coordinate, it requires the
AUV’s coordinates at two distinct time instants.
The location of the node is chosen based on the easy
triangulation operation. Also, AUV routing is very
complex to guarantee that two necessary beacon
messages can be acquired from AUV for each node.
Differences in time indicate to some extent the dis-
tance. The method is based primarily on the time

difference [56]. At distinct locations, AUV broad-
casts its coordinates. When receiving messages from
more than three noncollinear AUV locations, the
underwater nodes estimate their place laterally. This
technique has a large delay in localization due to the
slow velocity of AUV, which is why it is more useful
for stationary USNs than dynamic USNs.

(2) Silent Localization (SL). There are three kinds of
messages in AUV-assisted localization systems:
wake-up, demand, and reaction messages. The pro-
cess of positioning consists of three steps [57]. The
AUV sends a wake-up signal when it joins the
sensing operating region. All sensor nodes will
send a request signal or packet after getting the
wake-up signal

The AUV then responds with a response packet that
contains the coordinates of AUV. For this stage, each

Two-way message
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AUV (t1)
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AUV (t0)
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Figure 6: AUV cycle of operation with two-way message exchange.
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detector node shall communicate with the AUV at
least once. Therefore, it is familiar to consume extra
energy for localization. Due to the energy consump-
tion of communication between the sensor nodes
and the AUV, a better alternative is that during the
localization era, only beacons are received by the sen-
sor nodes without interacting with others. This sort
of strategy is called a technique of “silent localiza-
tion.” Beacons are interchanged between the sensor
nodes and the AUV in the past methods. Lastly,
silent localization can considerably decrease under-
water localization power consumption.

(3) Dive and Rise Localization (DNRL). Refer to [58], to
better define DNRL. It is a distributed, estimation-
based localization protocol that applies mobile
anchor using the localization of underwater sensor
nodes, and these anchor nodes are named as bea-
cons called “Dive‘N’Rise (DNR).” By using the same
hydraulic laws as the profiling floats laws and regu-
lations, DNR can descend and ascend. When DNR
reaches the water’s surface, it utilizes GPS receivers
and reaches its GPS coordinates while floating on
the water’s surface. After that dive again, they
broadcast their coordinates at several periods until
a precalibrated underwater depth. Mobile anchors
climb up to the water surface in the first round of
localization to obtain the updated coordinates from
GPS. They descend and dive or ascend periodically
on the second-round journey and so on until the
end of the UASN phase. Underwater sensor nodes
listen to time-stamped DNR texts and use a ToA
method to evaluate distances to DNR beacons using
one-way ranges. The range estimates and the coor-
dinates of the anchor node are used in lateration.
One advantage of DNRL is the silence that results
in low overhead communication and very high
energy efficiency. DNR has a wide coverage and
gives an accurate estimate as the mobile anchors
dive into the vicinity of the underwater nodes and
periodically update their position when they reach
the surface of the water. On the other hand, for high
localization effectiveness, DNRL needed a big quan-
tity of DNR beacons, while DNR beacons are
expected to be more expensive than other underwa-
ter sensor nodes due to their movement ability

(4) Proxy Localization (PL). PL utilizes the DNRL
method to locate the top of the network location.
The DNR beacons sink to half of the 3D USN depth.
Localized nodes then become proxies of location for

those nodes that float at greater concentrations.
Location proxies advertise self-coordinates for fur-
ther localization in proxy place. Nonlocalized
underwater nodes can later use and locate them-
selves with the proxy coordinates. A nonlocalized
underwater sensor node picks the trusted proxies
between nodes using the hop count metric. Hop
count is the distance from a proxy node to a beacon.
Error accumulates in iterative methods of the local-
ization at the proxy nodes remote from the beacons.
Therefore, proxy nodes with the lowest hop range
can be selected to enhance the accuracy of lateration
equations as shown in Figure 8

(5) Localization Using Directional Beacons (LDB). LDB
is suggested for a 3D UASN hybrid in which station-
ary underwater sensor nodes are located by AUV
like to AAL [59]. When AUV reaches the water’s
surface, it gets its coordinates from the GPS, dives
again to a certain depth, and performs dead-
reckoning for underwater self-localization. LDB dif-
fers from AAL during the localization operation in a
way that the AUV travels above the operation area
as shown in Figures 9 and 10. It utilizes a directional
acoustic transceiver to transmit its position and the
transceiver angle. The sensor node uses angle data
to map the AUV coordinates with itself to the same
horizontal plane. After two or more beacons nodes
are obtained, the nodes can assess the location infor-
mation. The sensor nodes listening to the beacon
nodes and the beam form distinct circles h. The cen-
ter of the circle is (x, y, h). Thus, the circle radius can
be expressed as follows:

r = tan α

2 × Δh, ð5Þ

where α is the angle of conic beacon and Δh =
∣ha − h∣. The rough position by using the receiving
beacons (x, y, h) can be estimated [60].

On the other side, LDB is a range-free, silent locali-
zation method that is more energy-effective than
AAL’s method. LDB has one disadvantage that the
AUV is restricted to traveling above the UASN area,
which may be impossible in a real situation. Fur-
thermore, owing to hitting with each other, the fre-
quency of the AUVmessages affects the precision of
the localization process

(6) Multistage Localization (MSL). To the best of our
understanding, the authors suggest the MSL system
that defines the DNRL-related by adding coverage
and delay an additional localization stage and using
effectively located underwater nodes as anchor
nodes. An unlocalized node utilizes the coordinates
and range estimation from three noncoplanar sensor
nodes that can be DNR beacons or a localized sensor
node of the underwater sensor. Due to the iterative
localization method, MSL has the disadvantage of

0 bits

X-coordinate Y-coordinate Z-coordinate

Time-stamp MOD HC

32 bits 64 bits 96 bits

Figure 8: Localization packet format for proxy localization.
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its high overhead communication. For this purpose,
therefore, MSL is less energy-efficient than DNRL.
Furthermore, localized underwater nodes in MSL
provide their estimated locations that already include
failures in the estimate. Error accumulates at nodes
using coordinates of localized underwater nodes
instead of coordinates of anchor nodes. Because of
its one-way ToA algorithm, comparable to the DNRL
algorithm, MSL also required time synchronization

(7) Underwater Positioning System (UPS). UPS is a sys-
tem used for monitoring and piloting underwater
vehicles or divers through measurements of acoustic
range and/or direction, and subsequent triangula-

tion of position. UPS is frequently used underwater,
including oil and gas exploration, sea science, rescue
activities, marine, law enforcement, and military
purposes. The authors suggest UPS, an extension
of the terrestrial WSN localization system intro-
duced in [61]. UPS is a localization system based
on TDoA for standing UASNs. It utilizes four
anchors that transfer beacon messages sequentially.
One anchor node works as a master anchor and ini-
tializes the procedure of localization. Assume the
master anchor is selected as the “A” anchor (see
Figure 11). This signal is heard by anchor “B” and
sensor node “S” when the beacon signal is sent.
Anchor “B” reacts to anchor “A” by recording the
time difference between anchor “A” beacon arrival
and the beacon signal transmission time. The
anchors “C” and “D” repeat the same successive
cycle after the “B” anchor. Node “S” hears these bea-
cons of anchor and calculates the TDoA of beacons.
Then, by multiplying them with sound velocity, it
transforms TDoA values to range distinctions. Node
S is presumed to understand the locations of the
anchors and measure self-location using anchor
position and trilateration equations range distinc-
tions. Since UPS utilizes TDoA, synchronization is
not necessary. The writers also suggest the UPS,
i.e., a silent acoustic positioning system for the
underwater vehicles/sensors, which depends on the

AUV
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sensor nodes

Satellite

Water surface

AUV with

directional

transceiver 

Figure 9: AUV with directional beam in the LDB scheme.

Sensor node

AUV trajectory 
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Figure 10: Sensor’s localization in LDB.
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ToA of RF signals for location estimation from three
anchor nodes. UPS comprises essentially two steps:
in the first step, from four anchor nodes, they can
detect variations in signal arrival times. These time
distinctions are converted from the underwater
vehicle/sensor to the anchor nodes into range dis-
tinctions. In the second step, the transformation of
these distance estimates into their coordinates takes
place through trilateration. The authors suggested
that UPS silent placement should be further empha-
sized. First, because sensors/vehicles do not transmit
any beacons for positioning purposes, it can consid-
erably retain bandwidth and therefore modify net-
work throughput. Second, UPS also applies four or
more anchor nodes to an asymmetric UASNs where
the underwater vehicles or sensor transmission could
not reach. Third, silent positioning offers powerful
privacy of location that can assist safeguard sensors/-
vehicles from detection in critical circumstances

(8) Wide Coverage Positioning (WPS). The UPS algo-
rithm may not uniquely locate all sensor nodes in
the four anchor nodes operating region [62]. It indi-
cates that the sensor nodes near the anchor nodes
need five anchors to fix the issue. In the event of
WPS, four anchors are used whenever distinctive
location can be achieved utilizing four anchors
called UPS (4); otherwise, WPS will use five anchors
(UPS (5)). UPS (4) and UPS (5) are used together to
solve the overhead and price of communication for
the sensor nodes with four anchors that can already
be located. These nodes consume the same number
of energy as the initial system of localization

(9) Underwater Sensor Positioning (USP). Using USP,
for underwater localization, underwater nodes are
fictitious to equip with the help of pressure sensor
nodes by which nodes find their depth position.
The depth data is used by an underwater node to
map the accessible anchors on a horizontal plane

on which it rests. While mapping from 3D to 2D,
some of the anchor nodes maybe reside in overlap-
ping locations. In these situations, an underwater
node picks out another set of the anchor’s sensor
node. Localized underwater nodes transmit their
location data at each iteration of USP and burn
their position estimates based on getting messages
from the nodes of neighbors. The unlocalized nodes
attempt to constitute localization using only two
anchors nodes; the process is called as bilateration.
If the two anchors do not compute a new location,
the node will wait until it hears from other neigh-
bors’ nodes they are already localized. After a slum-
ber period that is preconfigured timing, the same
localization operation is reinitiated. In [63], authors
present a positioning system in underwater sensor
networks. For this, the writers implemented a
weighted Gerchberg-Saxton algorithm to address
the multipath acoustic propagation problem of var-
ious feasible distance measurements between two
nodes. A standard positioning technique finds the
range in between two sensor nodes which are based
on either on initial arrival or the stronger way, but
neither may agree to the immediate acoustic route
in underwater. In WGSA, based on the ML rules,
it can be used for identification of direct path from
the overall existing multipaths by connecting each
path with a weighting component; it can be under-
stood in a certain way roughly as the chances of that
path existence the immediate path

In the WGSA algorithm, the weighting component
and the sensor node location are updated periodi-
cally or based on iteration, with each iteration com-
putationally easy. USP [64] is based on sensor
network technology, which uses many conventional
hydrophone stations and GPS sensor nodes above
the water surface. Referring to [65], a new underwa-
ter acoustic positioning system uses new terminolo-
gies. For the range calculation unit, the distance can
be calculated alternately based on the time differ-
ence by using the connection between propagation
noise loss and propagation distance. It is a very
simple procedure for processing, and it can use to
measure a long-distance winder medium. For an
underwater robot, a system of acoustic positioning
underwater is shown in Figure 12.

In [66], the geometric configuration of a surface
sensor network will maximize the variety of infor-
mation associated with the target positioning algo-
rithm underwater in a well-defined sense. Because
of the white Gaussian noise, the range estimate is
not precise and its discrepancy depends on distance.

The Fisher Information Matrix (FIM) and its deter-
minant maximization are used to evaluate the con-
stellation of sensor nodes providing the target’s
most precise location. Another approach is to locat-
ing and mapping Underwater Robotic Fish (URF),

A

Sensor 
node

B
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D

Figure 11: Underwater positioning system (UPS) using four
anchors.
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which is based on both the Particle Filter (PF) sys-
tem for cooperative localization and the Occupancy
Grid Mapping Algorithm (OGMA). The suggested
CLPF is more advantageous to use the probabilistic
algorithm that they do not have previous data or
information about the URF model is needed to
accurately attain a 3D localization. If the number
of mobile beacon nodes for some traditional locali-
zation algorithms is less than four, which is the min-
imum number, it can achieve good accuracy in the
case. To build the environment map, the localiza-
tion result of CLPF is fed into OGMA. Moreover,
even under a normal degree of connectivity, USP
has reduced localization achievement than the other
surveyed localization methods

(10) Anchor-Free Localization (AFL) Scheme. Conven-
tionally, the existing localization algorithm mostly
presumes that the network has a multitude of anchor
nodes [67], for the assistant of node positioning.
Mostly, it makes the use of AUV or sometimes a sen-
sor node with a particular device, an anchor node,
and AFLA. AFLA is especially intended for underwa-
ter networks with active restrictions. In the case of
AFLA, they do not need anchor node information
and use the data of its neighbor’s sensor nodes. In
[68], the author’s present another algorithm for the
difficulties in localization that license for node unre-
lated discovery on the Line-of-Sight (LoS) and any
rigid reference sensor nodes. They create a surface-
based reflection anchor-free localization (SBRAL)
method in which all nodes use homomorphic
deconvolution to establish a reflected communica-
tion connection from the water surface. A GPS-
free protocol [69] can discover nodes and relative

location of nodes. The procedure of node discovery
starts with first or an initial seed node with a known
position or location. The first seed node can deter-
mine the relative positions of neighboring nodes
without using inner information and is similar to
the first node, other nodes in the network. Self-
initialization includes certain distant nodes becom-
ing seed nodes for further cycles of discovery and
so on. Node is originated by seed node S1, then S1
broadcast the message among its neighbors and
receive response from different nodes, and then
select a second node S2. S2 revise the same proce-
dure, broadcast, and receive, then S3, and so on.
Finally, the sensor nodes in the intersection region
of these three seed nodes can determine their posi-
tion using the trilateration algorithm as shown in
Figure 13. Also, owing to the maximum delay in
propagation in the underwater medium, the node
discovery process may take a long time owing to
AFL based on communion range estimates among
its neighboring sensor nodes. And the approach to
the target station is being viewed as a survivor
through the RSSI calibration and RDD without a
premeasurement. This algorithm’s weakness is fixed
by using a moving distance for the PLE assessment
instead of the known distance. By using the remain-
ing counter that has a direction of movement until it
exceeds, it is an indication to change direction

5.5. Prediction-Based Scheme

5.5.1. Scalable Localization with Mobility Prediction (SLMP).
SLMP is a method that uses surface buoys, anchor nodes, and
common nodes [36]. By using the prior coordinates and their
mobility pattern, the anchor node measures its position. As
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Figure 12: Underwater robot-based sensor positioning system.
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the mobility pattern may cease to be used in time, the anchor
node periodically checks the pattern’s validity. Updates
anchor trigger when the model is no longer valid. GPS coor-
dinates are received by the ground buoys and sent to anchor
nodes. After predicting its position, an anchor node uses
coordinates of surface buoys and lateration measurements
of distance to buoys and estimates their position. If the
Euclidean distinction is less than a limit between the expected
and estimated position, the anchor node will consider its
mobility model valid, depending on the mobility pattern,
overhead communication, and energy consumption in
SLMP. SLMP uses a temporally and spatially connected
model of mobility representing the tidal current in shallow
waters. Because of this correlated movement, SLMP needed
fewer updates, resulting in low overhead interaction and
power consumption. Anchor nodes periodically predict their
position and through distance measurements check the accu-
racy of their predictions to surface buoys. They update their
mobility pattern if the prediction is incorrect and send a sig-
nal to the ordinary sensor nodes. With their mobility model,
which is updated when anchor nodes announce an update
alert, ordinary sensors predict their location.

The algorithms are further classified into range-based
and range-free [70].

6. Range-Based Algorithm

Accurate estimation of distance or angle measurement is
made in the range-based algorithm, and TDoA, ToA, and
AoA are the algorithms used for this purpose. Due to certain
constraints like its time-varying characteristics, which are
rarely used in UASNs, RSSI is not too convenient. TDoA
employs arrival time difference and is the time difference
between distinct transmission mediums or beacons from dis-
tinct reference nodes used to assess the distance between two
objects. Similarly, ToA is the time of arrival using for distance
estimation. In the suggested range-based algorithms [71], the
most frequently used technique for UASNs is the ToA algo-

rithm, and it is favored in UASNs as compared to terres-
trial. It is several times smaller than the radio signal in
the atmosphere owing to the sound velocity in water.
ToA is mostly implemented to UASNs, although synchro-
nization among nodes was needed by ToA. A hybrid bear-
ing and range-based UWSN has been studied in [72]. The
authors explore the impact of comparative sensor-target
geometry on the underwater target location’s prospective
results. The optimality criterion function is built as the
Fisher Information Matrix (FIM) determinant, and the
mean square error (MSE) is also provided with a compa-
rable assessment. The MSE is minimized only if, under
the assumption of a set distance between the detectors to
the underwater goal, the determinant of the FIM is maxi-
mized. The authors suggest a localization method called a
Two-Phase Time Synchronization-Free Localization Algo-
rithm (TP-TSFLA) in [73]. TP-TSFLA comprises of two
algorithms, the algorithm of range-based assessment and
the algorithm of range-free. The writers discuss a time
synchronization-free localization system in the first algo-
rithm that is based on the method of Particle Swarm Optimi-
zation (PSO) to achieve unknown node coordinates. In the
second algorithm, authors present a Circle-Based Range-
Free Localization Algorithm (CRFLA) to locate the unlocated
nodes that cannot acquire position information through the
first phase. For the second phase, finding the location is the
conduct of those sensor nodes situated in the first phase such
as helping the new anchor nodes. Below is a comprehensive
TDoA, ToA, AoA, and RSSI description.

6.1. Time Difference of Arrival (TDoA). Localization is one of
the main issues in a network of wireless sensors. The TDoA is
a commonly used method for localizing underwater. By using
the TDoA method, a goal with anchor nodes can be asyn-
chronous [74]. An asynchronous ToA-based localization
method is used [75–77], in which the transmission source
time is unknown and ToA measurements have a favorable
prejudice due to the synchronization mistake which can lead
to a big localization mistake. One method is to use TDoA-
based measurement to fix this issue, which does not rely on
a transmitter source’s transmission time. They also use
the method of SDP to turn the nonconvex MLE issue into
a convex issue. Since GPS signals are extremely attenuating
underwater, it is necessary to develop a precise range-based
algorithm for locating underwater. Authors define a sequen-
tial method for time synchronization and localization in the
acoustic channel [78]. Authors consider it a realistic situation
in which nodes are not time-synchronized and underwater
sound speed is also unknown, validating the issue of localiza-
tion as a series of two linear estimation issues. The velocity of
propagation that changes with depth, temperature, salinity,
etc., anchor nodes and unlocalized (UL) nodes cannot be
regarded as time-synchronized, and the nodes of the water
current are constantly moving or their self-motion. The
authors define a fresh sequential algorithm in an underwater
setting for joint time synchronization and location. This
associated method is based on exchanging information
between the anchor and UN nodes, using the directional nav-
igation algorithm used in nodes to achieve precise short-term
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Figure 13: AFL using three seed nodes.
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estimates of movement and using continuous nodes. This
method achieves a precise localization environment is utiliz-
ing only two anchor sensor nodes and exceeds the bench-
mark systems when node synchronization and propagation
speed data are unknown.

6.2. Time of Arrival (ToA). In ToA-based systems, the target
must be symmetric with anchor sensor nodes. The author’s
proposed a new model [79] called ToA-Based Tracked Syn-
chronization (ToA-TS) expands GPS as localization to out-
line where beacon signals do not coincide and monitor the
submersible while synchronizing time. And the beacon that
transmits a signal will include the beacon’s location data
gathered from GPS, as well as the time stamp that represents
the time it was sent based on worldwide time. On the receiver
hand, the message’s receiving time is saved according to the
submersible’s local clock. In [80], the investigator introduces
a mixed localization algorithm for Time-of-Flight (ToF) and
Direction-of-Arrival (DoA) which is desirable in the setting
of shallow underwater control applications as well as harbor
monitoring operations. Localization of both ToF and DoA
can be measured using a single-way range operation. Then,
we need to combine ToF and DoA to reduce the number of
the reference node. ToF measurements are performed by cal-
culating the transmission propagation time between the
moored reference antenna at the bottom of the tank and an
antenna array. The DoA measurement is performed by eval-
uating the signal touching DoA angle on the antenna array.
For real-time positioning in [81], a cooperative low overhead
monitoring method for portable underwater networks mea-
sures vehicle location in real-time circumstances. Where
nodes follow more predictable paths, the efficiency of local-
ization can be improved by strategically positioning beacons
most importantly, so in this scenario, all cars are likely to
hear a beacon periodically. A joint localization and time
synchronization solution considers the underwater environ-
ment’s stratification impact; thus, compensating for the
prejudice in the distance calculation induced assuming
sound waves travel underwater in straight lines. The preci-
sion of both is greatly enhanced to combine time synchroni-
zation and localization [82]. The issue of locating an
underwater sensor node in [83, 84] is investigated by authors
based on message broadcasting from various ground nodes.
With the ToA readings from a multicarrier modem based
on SDP, each sensor node can locate itself to the receiver
nodes on the grounds of travel time differences between var-
ious sensor nodes.

6.3. Angle of Arrival (AoA). AoA is a distributed localization
and orientation algorithm, which assumes that all unknown
sensor nodes can detect incident signal angles from nearby
sensor nodes [85, 86]. In this technique of localization, orien-
tation and designing are several hops away from the beacon
data. Under the noisy angle estimation assumption, this algo-
rithm is intended. An evident DoA is initialized as the azi-
muth direction of peak power in the case of a low-
resolution transducer. A tiny array is used as an antenna
and the phase derivative along the array axis is used as a mea-
sure of the obvious AoA’s sine. Perhaps the obvious DoA lies

outside the precise range of arrivals. The reason can be
understood from a situation between two array components
with a null attenuation. The AoA capability offers nearby
nodes about the node’s axis for each node bearing [87].
Radial is an angle from which an object can be seen from
another point or a reverse bearing soon. In cases where
nodes transmit their bearings concerning beacon nodes,
AoA-based systems are accountable. In [88], A scheme used
to collect coincident time and AoA information at some
GHz is defined. Also, the algorithm for data processing is
described and its outcomes are analyzed from information
collected in two distinct structures. A model is suggested
based on the measurement consequence used by Saleh and
Valenzuela (1987) in the clustered double Poisson ToA
model. In the time-angle indoor multipath data, an accurate
clustering shape was determined. The information main-
tains the temporal clustering and the angle clustering shape
has also been found. Each cluster’s mean angles were deter-
mined to be split evenly over all angles.

6.4. Received Signal Strength Indicator (RSSI). There are
many methods for measuring signal strength with RSSI such
as distance from the nodes and the received signals. The
signal power obtained mostly depends on the radio wave
propagation path loss impact. If there is an obstacle
between the sources of transmitter and receiver, the signal
power can fall considerably on the respective obstructed
connection, which is degrading the range estimate for pre-
cision [89, 90]. The author has suggested an RSS-based
localization algorithm based onMaximum Likelihood Estima-
tion (MLE) for obstructed fields with unknown Path Loss
Exponent (PLE). An RSS-based localization was imple-
mented in [91] for UWSNs using acoustic signals. They pro-
posed a novel SDP estimator, including an RSS-based
technique and a frequency-dependent differential process,
called the FDRSS-based approach, based on the UWA trans-
mission loss (TL) model; these two techniques provide
important localization effectiveness. For an underwater range
estimation based on RSS, a fresh implementation of the Lam-
bert W function is suggested. It demonstrates that the
derived mathematical equation can calculate precise distance
using four iterations in [92] using the Lambert W function.
Authors predict that more UWSN applications, particularly
sensor networks, will be found in the Lambert W function.
The author provided an RSS-based UASN localization algo-
rithm with stratification compensation (NRA-WSE) in [93].
In NRAWSE, the Urick propagation model brought the
RSS-based localization to quality, and the stratification
impact is modeled by the use of the ray tracing algorithm,
further adopting the Newton-Raphson algorithm for the
source localization solution. One of the fundamental prob-
lems in UWSNs is to determine the location of the detectors
mostly achieved by evaluating the distance between anchor
nodes and unknown nodes. Ranging algorithms are generally
performed by either assessing the ToA or RSS signal. Previ-
ous studies traded underwater with the assumption of
straight-line wave propagation with the location of sensors.
However, the truth is that, due to the inhomogeneity of the
underwater framework, acoustic waves move through a
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curved manner. The writers used an analytical relationship
[94, 95] that describes the loss in transmission of acoustic
waves in the inhomogeneous landscape and then on a rela-
tionship basis. A unique algorithm is suggested to estimate
the variety between two sensor nodes and show that the
underwater source isotropically radiates acoustic noise and
uses the RSS, which is drawn from the UWSN’s sensors
to correctly measure the source node location. Authors
describe another sensor model relationship between range,
RSS, and the 3D Extended Kalman Filter (EKF) in [96].
RF sensor is based on the underwater medium linearity of
the RSSI value. Based on the respective sensor model, the
vehicle measures the loudness of the signal and measures
the distance to the beacon.

7. Range-Free Algorithm

To use range-free localization algorithms, we do not need to
use a variety of bearing information; it only provides a coarse
estimation of the node of the sensor position that is distinct
from the range-based algorithm. A hybrid localization algo-
rithm with multihop mobile underwater acoustic networks
has been suggested by the author in [97] to enhance the
effectiveness of the localization scheme in a mobile under-
water medium. The sensor nodes in the network are split
into multistage nodes for this algorithm and each stage
has a distinct localization operation. Both range-based algo-
rithms and range-free algorithms are used to enhance local-
ization precision and decrease communication costs.
Moreover, this algorithm does not involve any previous
understanding of the velocity of motion that is readily used
in an underwater medium. Also, the range-free algorithm is
categorized into the hop count-based, area-based algorithm,
and centroid algorithms.

7.1. Hop Count-Based Algorithms. The anchor sensor nodes
are placed in the hop count-based algorithm along with the
boundaries or corners of a square grid. Three algorithms
are DV-Hope, solid positioning algorithm, and DHL. The
DV-Hope utilizes an average estimation of the spectrum of
hope and the counted number of hops to estimate the dis-
tance to the anchor node. Robust positioning algorithm is
used to raise DV-Hop by inserting an extra refinement step,
while DHL may use density consciousness to dynamically
rather than statically estimate distance.

For actual deployments where sensor node distribution
is more likely in some areas, it is uneven and sparse, such
as DHL has been recommended to improve the accuracy
of position estimation when the distribution of nodes in
the network is not uniform [52]. This program needs taking
into account the density of the neighborhood of the node
calculates the average hop distance, as well as the wrong
facts distance estimates tend to accumulate with increasing
path length.

7.2. Area-Based Algorithm. Area-Based Localization Scheme
(ALS) and approximate point in a triangle (APIT) are the
two area-based algorithms. ALS is a centralized range-free
system whose main benefits are the resistance and simplicity

in underwater to the variable sound speed. They can measure
the location of a sensor node within a specific operating area
and the sensor node clock must be synchronized in time.
It presents the most recent algorithm based on ALS. For
instance, 3D multipower area localization scheme (3D-
MALS) has the function of extending 2D-ALS to 3D,
whereas APIT requires a heterogeneous network. Anchors
are fitted with high-power transmitters and can accurately
acquire location data using GPS coordinates. In [98], the
author’s used a new technique which is based on Mel Fre-
quency Cepstral Coefficients (MFCCs). The underwater
acoustic method is generally nonlinear and very hard to eval-
uate, so a correct nonlinear algorithm is required. Thus,
MFCC is applied to underwater radiated noise extraction
characteristics. MFCC is, therefore, an efficient recognition
and extraction algorithm.

7.3. Centroid Algorithm. The centroid algorithm is a local-
ization algorithm based on proximity and coarse-grained
range-free. The disadvantage of centroid localization algo-
rithm is due to the high localization error because of the cen-
troid formula, where (Xen, Yen) is the estimated location of
the receiver.

Xen, Yen =
X1 + X2 + X3+⋯Xn

n
, Y1 + Y2 + Y3+⋯Yn

n

� �
:

ð6Þ

For the 3D network application, the centroid algorithm
which focuses on node self-localization may not be suitable.
A distributed joint establishment control of generic multia-
gent robots [99] is capable of underwater medium applica-
tions such as multiautonomous surface vehicles. The ASV
agent’s goal is to keep some institutions in a predefined geo-
metric shape, particularly the formation of symmetric struc-
tures. Furthermore, the centroid of this to-be-sustained
establishment is to come after a denominated leader agent
whose dynamics appear like that of its other followers. A
fresh 3D underwater localization algorithm utilizes three
floating buoys on the ground called anchor nodes that are
fixed with GPS, RF, and acoustic transceivers. A high num-
ber of nodes underwater sensors are installed at distinct
depths. These can be anchored to the bottom of the ocean
and fitted on the surface of the water with floating buoys.
These sensor nodes thus have restricted capacity for move-
ment and are referred to as semistationary nodes.

8. Performance Evaluation of Underwater
Localization Schemes

In previous sections, we discussed comprehensively the
underwater localization schemes and underwater acoustic
networks. The underwater localization schemes are analyzed
and compared with each other. This section contains the
performance evaluation of the abovementioned underwater
localization schemes concerning various aspects of locali-
zation and underwater communication. The performance
evaluation is presented in Table 3.
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9. Challenges and Open Issues

UWSNs offer a range of applications from civil, military, and
many others. During the localization process, the detected
data can only be interpreted usefully when responding to
the location of the sensor node, which makes localization a
key problem. Thus, GPS receivers are frequently used for
obtaining this in terrestrial WSNs; it is infeasible in UWSNs
as less propagation of GPS signals in an underwater environ-
ment. The most secure method of communication for under-
water is acoustic wave communication. Underwater acoustic
channels, however, are faces with low high bit error, band-
width, and high delay in propagation due to severe physical
layer circumstances. Observing the current undersea acts,
they are often based on complicated suppositions such as
time synchronization, as they have exploited the ToA tech-
nique for the most part. When AUV reaches the water sur-
face, it gets its coordinates from the GPS; it dives again to a
certain depth and performs dead-reckoning for undersea
self-localization. The difference between LDB and AAL is
that the AUV is traveling above the operating region during
the localization procedure and utilizes a directional acoustic
transceiver to transmit its position and the angle of the trans-

ceiver beam. Synchronization might be a large challenge in
such an atmosphere. The challenges of UWSN are divided
into two categories: first, the underwater environment, such
as the deployment of reference nodes in the deep sea, node
mobility, internode time synchronization, and signal reflec-
tion owing to barriers and reflective surfaces. The second is
the underwater acoustic channel such as long delay in prop-
agation, multipath fading and shadowing, sound speed vari-
ation, low bit rate, heavily unreliable and asymmetric SNR,
and asymmetric energy consumption. Thus, by increasing
energy consumption resultantly decreases network lifetime
and efficiency. Here, we presented some basic challenges
and open issues that need to be solved in the recent future.

9.1. Time Synchronization. As discussed in Section 5, time
synchronization is the main aspect of underwater localiza-
tion. The surface sensor nodes are time-synchronized by
using GPS or DNR, while the underwater sensor nodes can-
not be time-synchronized, and the clocks of underwater
nodes are subject to skew and offsets [60].

9.2. Reliability. Reliability is a key point in ensuring reli-
ability in all forms, such as hop-by-hop, data, and end-to-

Table 3: Analysis of UASNs and underwater localization algorithms.

Localization
algorithms

Selection methodology Advantages Drawbacks/issues

CL [41] Use a control sink.
Locate nodes at both condition:
postprocessing or at the end.

Required centralized center.

HL [42] Apply hydrophones/TDoA.
Adopt standard oceanographic

localization issues.
Range is limited.

MAS [45] Range estimates. Provide precise localization. No error estimation is performed.

3D-MASL [46] Use DET (broadcasting). Limited energy consumption. Transmission rate is variable.

ALS [46] Central sink/RSS. Reduce energy consumption. Unable to estimate the exact location.

CL [51] Automatic localization. Reduce localization errors. Valid only for limited nodes.

AAL [53] ToA/AUV. Time-synchronized. Invest more energy.

SL [57] TDoA. Required no time synchronization. Channel modeling error is not estimated.

DNR [58] GPS/acoustic. Reduce communication cost. Do not consider the sensor mobility.

LDB [59] AUV/3D deployment. Localization error estimation. Unable for 3D-free drifting UASN.

UPS/TPS [61] TDoA/extension of TWSN. Use for oil, gas, and sea exploration.
Applicable only for outdoor

WSN/not for ToA.

WPS [62]
Based on the premise of
synchronized clock.

Low energy consumption and
low localization latency.

Work only in a finite region.

USP [63]
Use hydrophone stations

and GPS nodes.
Work in both 2D and
3D environments.

Nodes reside in the overlapping
area while mapping from 2D to 3D.

AFLA [67] AUV/nodes with a particular device. No need of anchor nodes.
Only depend on the neighbor nodes,
no communication with anchors.

SBRAL [68] Surface water communication links. No need for LoS/ToA. Link quality is not convenient.

SLMP [36] Surface buoys and anchor nodes. Reduce communication cost. Not suitable for dynamic environment.

ToA [70] Acoustic/targets must be synchronized. Most frequently used for UASN. Time synchronization is required.

TDoA [70] Known transmission time.
Do not depend on the transmission

time of source.
High cost and energy consumption.

AoA [70] Based on the arrival angles.
All unknown nodes can detect

incident signal angles.
Ultrasound receiver increases the cost.

RSSI [70]
Depend on the strength of received

signal and path loss impact.
Applicable in asynchronous

scenarios.
Loss caused by multipath fading.
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end reliability. Successfully forwarding and transferring data
between participating sensor nodes in the UASN is an impor-
tant aspect of reliability. Reliability guarantees successful
delivery of packets between sensor nodes participating in col-
laborative processes [100]. The review of this study found
that reliability is the most important aspect, but unfortu-
nately, most of the current studies have not considered.
Therefore, it is very important to propose a cooperation algo-
rithm that considers this reliability.

9.3. Node Mobility. While it is reasonable to assume that
nodes in terrestrial networks remain static, underwater
nodes will inevitably drift due to underwater currents,
winds, shipping activity, etc. Nodes may drift differently
as the oceanic current is spatially dependent. While refer-
ence nodes attached to surface buoys can be precisely located
through GPS updates, it is difficult to maintain submerged
underwater nodes at precise locations. This may affect local-
ization accuracy.

9.4. Efficiency. Efficiency is also a basic aspect in a commu-
nication network to provide an efficient cooperative mech-
anism and to facilitate communication among different
nodes. Based on our review of the current algorithms, it has
been found that no method takes into account this aspect
[100, 101]. Collaborative controlling activities require an
efficient method for successful data forwarding and delivery
in underwater localization. It is also required to include
efficiency in cooperative game techniques to use resources
that ensure efficient delivery of information, if not, then
the cost of such information delivery will increase, i.e.,
delays and throughput.

9.5. Sound Speed Variation.Most of the range-based localiza-
tion techniques assume constant speed underwater sound,
and it is depending on the water pressure, salinity, and tem-
perature. Without measuring the sound speed, the accuracy
of distance measurements based on ToA approaches may
be degraded [60]. For a fair performance comparison of all
techniques, they should be evaluated using a common and
accurate sound speed scheme.

9.6. Security and Privacy.Most of the researchers do not con-
sider these two points when designing positioning algo-
rithms; however, there is no doubt that they play a key role
in underwater localization. Security attacks for underwater
localization and countermeasures, as well as the issue of pri-
vacy in underwater localization and countermeasures, are
discussed in [102]. The sensor node must display certain
information to be localized, which can be lead to privacy
holes. Location privacy is discussed in both the location-
related information collection step and the estimation step.
These attacks include DoS, range-based, no range estimation
attacks, noncooperation, and false advertising information.

10. Conclusion

This paper presents a review of UWSNs, underwater localiza-
tion, localization techniques, and the existing challenges in
the underwater environment. The paper mainly focused on

the approaches recently used in underwater localization.
Localization for UWSN is an important problem that attracts
considerable interest from scientists working on localiza-
tion underwater. In this paper, the unique characteristics
of UWSN and underwater localization are explained in
detail. Furthermore, the paper presented the localization
basics, localization architecture, and the techniques used for
underwater localization. A variety of underwater localization
techniques are discussed and compared with each other
based on their application and efficiency as shown in
Table 2. Also, a range-based and range-free localization algo-
rithm is discussed which included TDoA, ToA, AoA, and
RSSI. Finally, the paper presented the existing challenges
and issues in underwater localization and underwater acous-
tic communication. For short, it is not feasible to say that any
particular method of localization is the best for all situations
because each one has certain strengths and weaknesses and
constancy for a particular situation. The ultimate goal of this
review is to encourage and promote new scientists in the
region by offering a basis on the so far suggested underwater
localization. The field of USNs and localization is growing
quickly, and yet many difficulties need to be investigated in
the future.
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Perillae has attracted an increasing interest of study due to its wide usage for medicine and food. Estimating quality and maturity of
a perillae requires the information with respect to its size. At present, measuring and sorting the size of perillae mainly depend on
manual work, which is limited by low efficiency and unsatisfied accuracy. To address this issue, in this study, we develop an
approach based on the machine vision (MV) technique for online measuring and size sorting. The geometrical model and the
corresponding mathematical model are built for perillae and imaging, respectively. Based on the built models, the measuring
and size sorting method is proposed, including image binarization, key point determination, information matching, and
parameter estimation. Experimental results demonstrate that the average time consumption for a captured image, the average
measuring error, the variance of measuring error, and the overall sorting accuracy are 204.175ms, 1.48mm, 0.07mm, and 93%,
respectively, implying the feasibility and satisfied accuracy of the proposed approach.

1. Introduction

Perillae is widely distributed throughout Asia, and it has
attracted an increasing interest in the field of medicine and
pharmacy. Perillae has been applied for bacteriostatic, detox-
ifying, antitussive, and phlegm for thousands of years in tra-
ditional Chinese medicine. Recently, more attentions have
been paid to the study with respect to perillae, including the
perillae herba ethanolic [1], the luteolin [2], and the rosmari-
nic acid [3]. Besides, perillae is also a popular food in coun-
tries such as China, Japan, and Korea. The size of perillae
indicates its quality and maturity that closely relates to its
medical and edible value. Hence, it is of great significance
to measure and sort the size of perillae in advance. At present,
measuring and sorting the size of perillae mainly depend on
manual work, which is of low efficiency and unsatisfied accu-
racy. Therefore, it is valuable to develop an approach for
accurate online measurement and sort of perillae.

Machine vision (MV) is the technique to provide
imaging-based automatic inspection [4–6], and it has been
widely used in the fields of industry, such as object detection
and robot guidance [7, 8]. For the applications in agriculture,
previous work has explored into various crops [9, 10]. In
[11], a compact machine vision system based on hyperspec-
tral imaging and machine learning is presented to detect afla-
toxin in chili pepper. In [12], a hierarchical grading method
is applied for real-time defect detection and size sorting of
potatoes. In [13], a study is conducted to predict ripening
quality in mangoes using RGB images, for which the hierar-
chical clustering method is employed to classify the ripening
period into five stages based on quality parameters. In [14],
the authors combine the MV and the support vector machine
to develop an intelligent system for sorting of peeled pista-
chio kernels and shells. In [15], Sabliov et al. develop an
MV-based method to measure volume and surface area of
ellipsoidal agricultural products by regarding the objects as

Hindawi
Journal of Sensors
Volume 2020, Article ID 3125708, 8 pages
https://doi.org/10.1155/2020/3125708

https://orcid.org/0000-0002-6810-6595
https://orcid.org/0000-0003-0131-9542
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/3125708


the sum of superimposed elementary frustums of right circu-
lar cones. In [16], Yao et al. develop real-time detection
instrumentation for aflatoxin-contaminated corn using a
narrow-band fluorescence index. In [17], Pedreschi et al.
present an inexpensive computer vision system for measur-
ing the color of a highly heterogeneous food material such
as potato chips. In [18], Huang et al. propose an approach
for identification of defect pleurotus geesteranus based on
computer vision. In [19], Sun et al. develop a machine vision
system and the dynamic weighing system for the measure-
ment of egg external physical characteristic and weight, such
that the nondestructive method for online estimation of egg
freshness is achieved. Additionally, a set of studies have been
conducted on measurement, cabbage [20], flower mushroom
[21], cherry [22], litchi [23], and other agricultural products
[24–29].

However, the automatic online detection of perillae has
not been explored till now. The geometry model and the cor-
responding mathematical model of perillae used for auto-
matic detection have not been built yet. The size sorting of
perillae still requires manual work. To address this issue, in
this study, we develop a novel approach for online measuring
and size sorting of perillaes. A charge-coupled device (CCD)
camera is employed to acquire the images of perillaes in the
lighting box, and the MV method is proposed for image pro-
cessing. The contributions of this study can be summarized
as follows.

(1) We build the general geometry model of perillae and
the corresponding mathematical model for image
processing

(2) We propose the MV-based method for accurate
online measuring and size sorting of perillae under
the proposed models

(3) We develop the practical system for our theoretical
method, the feasibility and accuracy of which are ver-
ified by the experimental results

The remainder of this paper is organized as follows.
Section 2 introduces the proposed geometry model and
mathematical model. Section 3 provides the MV-based
online measuring method. Section 4 presents the experimen-
tal results and analysis. Section 5 concludes this paper.

2. Geometry and Mathematical Models

2.1. Geometry Model. Figure 1 shows a typical perillae for
medical and food usage. The notation Lu is used to denote
the length of a perillae, i.e., the maximum size of perillae leaf.
We mainly consider the length between PA and PB as it is the
useful part of perillae, regardless of the medical or food usage.
The length between PB and PC , i.e., the length of perillae, is
not taken into the measurement.

Figure 2 presents the sorting principle for the size of peri-
llae. In this study, the sizes are divided into four grades
according to Lu. As shown in Figure 2, the first grade is
expressed as “Spec M” with the size of 7 cm ≤ Lu < 8:5 cm,
denoting the smallest perillae. The second grade, “Spec

L(s),” and the third grade, “Spec L(b),” are determined by
8:5 cm ≤ Lu < 9:5 cm and 9:5 cm ≤ Lu < 10:5 cm, respectively.
The fourth grade, expressed as “Spec 2M,” is used to repre-
sent the largest size, given by 10:5 cm ≤ Lu < 12 cm.

2.2. Mathematical Model. Next, we provide the mathematical
model for imaging of perillae. The camera used in this study
was calibrated before it is employed for imaging. As shown in
Figure 3, we captured 20 chessboard images with different
poses and then utilized the calibration tool in the OpenCV
to calibrate the camera.

Let u, v, and w denote the horizontal coordinate, the ver-
tical coordinate, and the position perpendicular to the chess-
board in the camera coordinate, respectively, and let x, y, and
z denote the corresponding coordinates in the world coordi-
nate. The calibration results demonstrate the distortion error,
and the reprojection error can be ignored. AssumeMðx, y, zÞ
is a pixel in the world coordinate system, and this pixel is
then projected into the camera coordinate system, expressed

PA

PB

L
u

PC

Figure 1: Geometry model of perillae where PA, PB, and PC
represent the apex of perillae, the separation point of leaf and
petiole, and the endpoint of petiole, respectively.

M L(s) L(b) 2L

Figure 2: Classification of perillae sizes.

Figure 3: Classification of perillae sizes.

2 Journal of Sensors



as mðu, vÞ. Let G be the intrinsic matrix of the used camera.
Based on the used calibration tool, the transformation
between the world coordinate system and the camera coordi-
nate system can be expressed as

u

v

w

2
664

3
775 =G

x

y

z

2
664

3
775: ð1Þ

The matrixG is obtained through the calibration, and the
result is

G =

1
αx

0 1
βx

0 1
αy

1
βy

0 0 1

2
6666664

3
7777775
=

1
1345:538 0 1

606:253

0 1
1345:538

1
470:283

0 0 1

2
66664

3
77775
:

ð2Þ

By combining the geometrical model and (2), we can
rewrite the size of perillae as follows:

Lu =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pΑ,x − pΒ,x
� �2 + pΑ,y − pΒ,y

� �2r

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qA,x − qB,x

αx

� �
+

qA,y − qB,y
αy

 !2
vuut ,

ð3Þ

where pA,x, pA,y , pB,x , and pB,y are the coordinates of points PA

and PB in the world coordinate system and qA,x, qA,y, qB,x, and
qB,y are the coordinates of points PA and PB in the image
coordinate system. Obviously, the required size can be calcu-
lated out directly if parameter z and the coordinates of PA
and PB are known. Hence, we introduce the proposed
method to determine this information in the next section.

3. Method for Measuring Perillae

In this section, we provide the proposed method for measur-
ing and size sorting of perillae based on the MV and the pro-
posed models. The method is composed of the following
steps, binarizing the original image, determining the posi-
tions of PA and PB, matching information, and estimating
parameter z.

3.1. Image Binarization. Figure 4(a) presents the original
image of perillaes. The image should be binarized before it
is used for measuring. The binarization principle is given by

j x, yð Þ =
255, 380 ≤ y ≤ 690, hb < 180, hr < 220,
0, otherwise,

(
ð4Þ

where jðx, yÞ is the value of the pixel ðx, yÞ in the binarized
image. The depth of the image is 8 bits, and therefore, the
value of white pixels is set to 255. As indicated in (4), a pixel
is determined to be white as long as 380 ≤ y ≤ 690, hb < 180,
and hr < 220, where hb and hr are the values of the pixel in
the blue channel and the red channel, respectively. The first
condition, 380 ≤ y ≤ 690, ensures that the background is set
to be black, and only the area containing perillaes is consid-
ered. The second and the third conditions are utilized to
determine whether a pixel belongs to the area of perillae.
The binarized image is shown as Figure 4(b).

3.2. Search for PA.We first derive the contour from the binar-
ized image. The strategy is to set the thresholds for the largest
and the smallest areas of the perillaes. Thus, the areas that
satisfy the constraint of thresholds are selected, and their
contours are regarded as the contours of perillaes. This pro-
cess can be expressed as

cjri =
1, 6000 < Ai < 30000,
0, otherwise,
1 ≤ i ≤N

8><
>:

ð5Þ

where N denotes the total number of contours in the bina-
rized image, Ai denotes the area of the i

th contours, and cjri

(a) (b)

Figure 4: Image binarization.
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is the judging result. Then, the minimum enclosing circle and
the convex hull of each perillae can be obtained. These peri-
llaes are labelled as 1, 2, 3, and 4 from left to right based on
the following judgement:

pjr j =

1, 1 ≤ cj,x ≤ 320,
2, 321 ≤ cj,x ≤ 640,
3, 641 ≤ cj,x ≤ 960,
4, 961 ≤ cj,x ≤ 1280,
1 ≤ j ≤Num1,

8>>>>>>>><
>>>>>>>>:

ð6Þ

where pjrj is the judgement for each position of perillae, cj,x
denotes the horizontal coordinate of the center of the jth

enclosing circle, and “Num1” denotes the amount of perillae
in the captured image. The results are displayed in
Figure 5(b) and are saved as “Pos1.”

Finally, we utilize the following strategy to find the end-
points of the lth contours, written as p11,l and p12,l:

p11,l = arg min
cpl,k

abs
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cpl,k,x − ccl,x
� �2 + cpl,k,y − ccl,y

� �2r
− rl

 !
,

1 ≤ l ≤Num1, 1 ≤ k ≤ml ,
ð7Þ

p12,l = arg min
cpl,k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cpl,k,x − p11,l,x
� �2 + cpl,k,y − p11,l,y

� �2r
,

1 ≤ l ≤Num1, 1 ≤ k ≤ml − 1,
ð8Þ

where cpl,k denotes the k
th pixel in the lth convex hull, cpl,k,x

and cpl,k,y are the coordinates of cpl,k, ccl,x and ccl,y are the

coordinates of the center of the lth enclosing circle, rl repre-
sents the radius of the lth enclosing circle, and ml is the
amount of pixels of the lth convex hull. In fact, p11,l can be
regarded as the point furthest away from the center of the
enclosing circle, and p12,l is the point furthest away from
p11,l. These two points are generally PA and PC . The data of
“Num1,” “Pos1,” p11, and p12 are saved as “Info1.”

3.3. Search for PB. To acquire the position of PB, we conduct
one close operation, four erode operations, and four dilate
operations in the OpenCV for the binarized image, succes-
sively. The results are presented in Figure 6(a). Then, we
derive the treated contours using the strategy given by (7)
and (8). The results are shown in Figure 6(b) and are saved
as “Pos2.” Finally, the minimum enclosing circle and the con-
vex hull of the derived contours are obtained, shown as
Figure 6(c). Similar to the procedure to search for PA and
PC , two endpoints, p21 and p22, are selected as the alternative

(a) (b) (c)

Figure 6: Determination of PB.

(a) (b)

Figure 5: Determination of PA.
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points of PB. The other one is defined as PD. The data of
“Pos2,” p21, and p22 are saved into “Info2.”

3.4. Information Matching.Next, we should recognize PA and
PB from p11, p12, p21, and p22. For this purpose, we first com-
pute the Euclidean distance from p21 to p11, p21 to p12, p22 to
p11, and p22 to p12, respectively. Then, we compare the four
distances and find out the two points that lead to the largest
distance. Assuming the two points are p12 and p22, we can
draw the conclusion that PC is p12, as p12 is the alternative
point of PA and PC , and the distance from PC to PD is always
larger than that of PA to PB. Repeat the procedure for all
“Num1” contours of perillae, such that the position of PA
and PB of each perillae can be obtained. We summarize all
four possibilities in Table 1.

3.5. Scale Factor Estimation and Size Computation. As indi-
cated in (8), parameter z is the factor controlling the scale
of imaging. Hence, we utilize the following scale method to
estimate z. As shown in Figure 7, the original plane is z = c2
. We use A2B2 to represent the manual measurement and
use A0B0 to represent the corresponding measurement in
the camera coordinate system. Then, we manually set z to
c1 to acquire the measurement A1B1 by using (8). Based on
these measurements, we have

A0B0
A1B1

= f
c1
, ð9Þ

A0B0
A2B2

= f
c2
: ð10Þ

Therefore, z can be calculated by

z = c2 =
A2B2
A1B1

: ð11Þ

To eliminate the measurement error, we repeat the above
process for 20 times, and the average value is used for the
experiments, computed by

z = c2 =
∑20

i=1c2i
20 , ð12Þ

where c2i denotes the calculated value in the ith trial.
The proposed approach is summarized in Figure 8.

4. Experimental Results

Our experimental system is shown in Figure 9, composed of a
lighting box and a personal computer (PC). The lighting box
contains four light-emitting diode (LED) light located as a
ring on the top of the box and a CCD camera in the center
of the box. The experimental setup is described as follows.
Before conducting the experiments, we manually set c1 = 50
cm and obtain z = 68:765 cm by using the strategy intro-
duced in Subsection 3.5. This value of z is used for all exper-
iments in this study. First, we randomly chose 100 perillaes

and manually measured their sizes. Then, we used the devel-
oped system to measure these perillaes.

The results by both manual measurement and automatic
online measurement are presented in Figure 10. We com-
puted the measurement error for each perillae, and the
results are provided in Figure 11. Obviously, the results
obtained by online measurement are close to those obtained
by manual measurement. As provided in Table 2, among
the 100 perillaes, the maximum measuring error (MAME)
is 3.66mm, while the minimum measuring error (MIME) is
0.02mm. Most of the errors are lower than 3mm. The overall
average measuring error (OAME) and the variance of mea-
suring error (VME) are 1.47mm and 0.07mm, respectively.

5. Conclusions

We developed anMV-based approach for automatic measur-
ing and size sorting of perillae. We first built the geometric
model for perillae and the mathematical model for imaging.
Based on the models, the measuring and size sorting method
was proposed, including image binarization, key point deter-
mination, information matching, and parameter estimation.
We employed the CCD camera for imaging and the OpenCV
tools for image processing. Experimental results have verified
the feasibility of our system and its high accuracy of measur-
ing and size sorting. By using 100 perillaes for experiments,
theMAME and theMIME are 3.66mm and 0.02mm, respec-
tively. Most of the errors are lower than 3mm. The OAME

o

o0

x

y

X

Y

z = c1

z = c2

A0 B0

z = f

A1

A2

B1

B2

o1

o2

z

Figure 7: Pinhole imaging model.

Table 1: Information matching, PA and PB to p11, p12, p21, and p22.

Points leading to the largest distance PA PB

p11 and p21 p12 p22
p11 and p22 p12 p21
p12 and p21 p11 p22
p12 and p22 p11 p21
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and the VME are 1.47mm and 0.07mm, respectively. Fur-
ther study could address on the following issues. First, mini-
aturization for the developed system requires future work to

make the proposed approach more particle. Second, utilizing
the RGB image or hyperspectral image to detect the maturity
of perillaes is also valuable for further study.

Image acquisition

Apply close, erode, and dilate
operations to binarized image

Num1, Pos1

Num2, Pos2

p11, p12

p21, p22

pA, pB

z

lu

Apply close, erode, and dilate
operations to binarized image

Obtain the minimum enclosing circles
and convex hullls of original contours

Obtain the minimum enclosing circles
and convex hullls of treated contours

Find the alternative points of PA

Find the alternative points of PB

Calculate the Euclidean
distances from alternative points

Determine PA and PB

from alternative points

Estimate the scale factor

Compute and sort the actural
size of perillaes

Image binarization

Search for PA

Search for PB

Information matching

Scale factor estimation
and size computation

Figure 8: Outline of the proposed approach.

Lighting box LED

PC

CCD camera

Figure 9: Experimental system.
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Figure 10: Measuring result.
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Control accuracy significantly affects the performances of boom sprayer. In this study, we develop a precise autocontrol technology
based on the vehicle speed feedback. We utilize the auxiliary antidrift system of wind-curtain type air flow and the variable spraying
control system for adaptive fertilizing and online measuring of working conditions. Experimental results demonstrate that the
variable spraying control system could keep the speed error less than 3%. The air flow significantly improves the penetration of
spraying, decreases the fog drip, and increases the pesticide utility. Benefitting from the auxiliary air flow, the average utility of
pesticide is improved from 26.76% to 37.98%. Additionally, the speed feedback control reduces the consumption of pesticide by
more than 12%.

1. Introduction

As an important technology for agriculture, spraying has
attracted increasing attention over the world [1–4]. Boom
sprayers can be employed for pesticide to reduce the threat
of diseases, insect pests, and weeds of crops. Till now, a set
of studies have been carried out to improve the perfor-
mance of spraying, including reduction of pesticide con-
sumption, decreasing the size of fog drip, and increasing
the penetration [5–7]. In general, precise plant protection
machineries are driven by electromechanical hydraulic sys-
tems and they are controlled through photoelectric systems.
As the development of the remote sensing (RS), the geogra-
phy information systems (GIS), and the global positioning
systems (GPS), which are always referred to as the 3S tech-
nology, the air flow antidrift technologies have been widely
used on the boom sprayer for higher control accuracy. Spe-
cifically, a set of parameters are collected online to achieve
intelligent control of spraying, for instance, pressure and
flow of pesticide [8–14]. In [8], a variable spraying control
system is proposed to recognize weed from pea seedling
images such that the intelligent weeding is realized. In [9],

the authors develop a suspended air-assisted system to
improve the performance of boom sprayer. In [11], a variable
spraying system is proposed by using multiple combined
nozzles for spraying. In addition, the geographic informa-
tion technology and higher pressure electrostatic spraying
technology are also applied for intelligent spraying. For
the control theory, various methods have been proposed to
improve the accuracy [15, 16], the speed [17, 18], and the
robustness [19, 20].

However, the study of boom sprayer still faces consider-
able challenges. First, the accuracy of control system is not
satisfied. Second, the reduction of pesticide requires further
improvement. To address these problems, in this study, we
develop a novel variable control system boom sprayer based
on the wind-curtain air flow and online inspection of work-
ing condition. We realize the online supervision of key
parameters of a spraying system, including the spraying pipe-
line pressure, the flow of pesticide, the residue of pesticide in
tank, and the traveling speed. The key parameters of work
quality, such as the working conditions of boom, are also
considered. Benefitting from the wind-curtain air flow anti-
drift technology, the penetration of spraying is improved,
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and the drifting of fog drip is increased. Hence, the pesticide
consumption is significantly reduced.

The remainder of this paper is organized as follows:
Section 2 describes the outline of the developed variable
control system. Section 3 introduces the proposed control
method. Section 4 provides the developed hardware and
software. Section 5 presents the experimental results and
analysis. Section 6 draws the conclusion.

2. Outline of the Developed Variable
Control System

In this section, we first describe the used variable boom
sprayer in this study. Next, we briefly introduce the outline
of the developed system.

2.1. Used Variable Boom Sprayer. The used variable boom
sprayer in this study is introduced as follows: The least power
is 45 kW. The rated capacity of pesticide tank is 3000 L. The
spraying amplitude is 24m. The wheel track is 1800mm to
2200mm that is adjustable. The ground clearance of nozzle
is 0.5m to 2.0m. The rated spraying pressure is 0.3MPa to
0.5MPa. The adjusted range of the amount of pesticide
application is 150 hm2 to 750L/hm2. The control accuracy
of pesticide application is ±5%. The work speed is 6 km/h
to 10 km/h. The productivity is set to be larger than
12 hm2/h. The overall size of the used mechanism is
5800mm × 3750mm × 3600mm. As shown in Figure 1,
the variable control system is composed of the wind cur-
tain air flow antidrift system and the variable spraying
control system.

2.2. Outline of the Developed System. By online monitoring of
the working conditions, the variable spraying control sys-
tem is able to adaptively adjust the amount of sprayed pes-
ticide based on the traveling speed of the sprayer. For the
proposed control method, the setting value of the amount
of used pesticide for a unit area is first input into the con-
trol system. Then the control system carries out the moni-
tored travelling speed to compute the current amount of
pesticide for a unit area. Next, we compare the measured
value with the setting value. If the difference between the
compared values exceeds the threshold, the control system
will wake the actuator to automatically adjust the spraying
pressure. Based on this feedback, the actual amount of pes-
ticide used for a unit area, i.e., the pesticide flow, can be
close to the expected value. Therefore, the precise spraying
is achieved.

With the on-broad advanced reduced instruction set
computing machine (ARM) controller, the work speed,
pipeline flow, and pressure can be acquired by sensors
through the controller area network bus (CAN BUS). The
data input by users are combined to compute the required
variables which are sent to the drive circuit. As a result, the
speed regulation of the DC motor of the electrical ball valve
is realized. The outline of the developed system is presented
in Figure 2.

3. Proposed Control Method

The outline of the proposed control method is shown in
Figure 3. The system input parameters are the machine for-
ward speed value, and the output result is the flow value.

Assume that the entire farmland is divided into a set of
areas, and the pesticide consumption per hectare R (L/hm2)
is given by

R = 60000
Ð
Qdt
S

, ð1Þ

where Q denotes the instantaneous flow of nozzle (L/min)
and S denotes the actual spraying area (m2) that is given by

S =D
ð
vdt, ð2Þ

whereD and v represent the width of the actual spraying area
(m) and the work speed (m/s), respectively. Combining (1)
and (2), we have

R = 60000
D

ð
Q
v
dt: ð3Þ

Therefore, we can estimate R in advance empirically. If D
is given, the nozzle flow Q is regarded to be proportional to
the instantaneous work speed v at a certain moment. To
ensure the variable R reaches the expected value, Q and v
should be kept proportional during the spraying.

For better atomization, we control the regular atomiza-
tion cone to be 110° by using the dual sector nozzle. The noz-
zle interval is equivalent to be or more than 50 cm based on
the requirement of the nozzle. The height of boom is gener-
ally 50 cm higher than the top of the crop. Combining the
above analysis, the width of the actual spraying area D (m)
can be expressed as

D = m − 1ð ÞL + 2h tan α, ð4Þ

where m denotes the quantity of nozzles, L denotes the
distance of adjacent nozzles, h represents the ground clear-
ance of nozzle, and α is the spraying angle of nozzle. For

Figure 1: The used variable boom sprayer.
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the propsed closed-loop control method, when the current
flow is close to the target flow, the controller employs the
pulse width modulation method to reduce the speed of the
ball valve motor. The purpose is to reduce the overshoot
caused by the delay and reduce the adjustment time,
which is equivalent to reducing the delay characteristics
of the ball valve.

We use the PWM mode for motor control that is intro-
duced as follows: The ARM controller first calculates the
current feedback value according to the sensor acquisition
information and then makes a judgment based on the feed-
back value. Finally, the controller sends a corresponding
function code FC (function code). The function code is used
to control the polarity, on-off, and size of the ball valve input
voltage, thereby changing the DC motor motion state and
finally changing the ball valve opening degree. The FC can
be expressed as

FC =

1, C1 <
Qb −Qaj j

Qaj j ,

0, C0 <
Qb −Qaj j

Qaj j < C1

−1, 0 < Qb −Qaj j
Qaj j < C0,

8>>>>>>>><
>>>>>>>>:

, ð5Þ

where Qa and Qb denoted the theoretical value and the mea-
sured value of Q, respectively, C0 is the maximum allowable
error of the system, and C1 is obtained through the experi-
ments. For convenience of description, C1 is hereinafter

regarded as a critical value, C. If FC = 1, set the full speed
mode such that the ball valve motor rotates at full speed. If
FC = 0, set the PWM mode such that the ball valve motor
speed is reduced. The ARM calculates the duty cycle in real
time according to the designed method. If FC = −1, The reg-
ulating valve does not move such that the flux is fixed.

The online flow is essential to the variable spraying. Spe-
cifically, it relates to the flow in the unit area and the accumu-
lative flow. Therefore, it is necessary to control the speed of
the regulator valve motor. In other words, when the motor
is closed to the expected angle, the PWMworks to slow down
the speed. For the close loop control, the controller uses the
pulse width modulation to decrease the rpm of the ball valve
motor when the current flow is close to the expected value. It
is aimed at reducing the overmodulation due to the delaying.
The less modulation duration means the less delaying of the
ball valve. The motor rpm downward curve is given by the
antitrigonometric function, expressed as

f xð Þ = 1
2 tan−110 tan−1 10 − 20xð Þ + tan−110

� �
: ð6Þ

We discretize the curve to obtain the duty ratio that is
used to regulate the motor speed. As presented in Figure 4,
it can be noted that the rpm drops rapidly as the percentage
of time increases. We then calculate the residual between
the integration of the discretized curve and that of the origi-
nal curve, expressed as

Ð 1
0vred tð ÞdtÐ 1
0vblue tð Þdt

= 0:9996: ð7Þ

Therefore, the error of the discretizing operation is only
0.04%, which can be ignored in practical. The duty ratio
from the output of the drive circuit is directly selected from
the discretized curve.

2 3

4

5 6

7

9 10

8

11

1.Pesticide tank
2.Pumb
3.Filter
4.Overflow valve
5.Regulator valve
6.Flow sensor

7.Pressure sensor
8.Speed sensor
9.Boom
10.Nozzle
11.Control center

1

1

Figure 2: Outline of the developed system.
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4. Hardware and Software of the
Developed System

In this section, we introduce the hardware and software of
the developed system, respectively.

4.1. Hardware.Our hardware system is mainly composed of
the on-broad ARM controller, the CAN collection module,
the wheel rpm detection module, the real-time flow detec-
tion module, the pressure detection module, the flow regu-
lator, the power supply, etc. As shown in Figure 5, the
central processing unit is Samsung Exynos 4412 ARM.
The base is mounted with the CAN receiving and sending
ports, input and output ports of touchscreen, the peripheral
collecting device, the changeover circuit, the drive module,
the electrical ball valve, etc. Consisting of PIC18F2580
microcontroller and VNH3SP30 chips, the drive circuit is

used to drive the regulator valve motor and to control the
rpm and direction of the motor.

The Exynos 4412 chip has low power consumption. The
Coretex-A9 Quad Core chips have enriched sources, includ-
ing the 1.4GHz main frequency, 64-digit/128-digit bus, and
2GB of memory. There are ten functional modules, summa-
rized as follows:

(1) Storage and document modules

(2) Multicore computer unit

(3) Multimedia unit

(4) BUS

(5) Communication port

(6) Management of power supply modules
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(7) System unit

(8) Safety module

(9) Audio module

(10) GPS/GLONASS subsystem

Each detection system and regulation unit are integrated
on the development board as a node that is connected to the
BUS with the CAN controller and receiver. The CAN net-
work sends the parameters in terms of the online wheel
speed, the flow, and the pressure. The speed detection sensor
utilizes the hall element to obtain the pulse frequency to
calculate the work speed. The real-time flow monitor is
in fact the turbine flow sensor. When the tested fluid flows
through the sensor vanes, the vanes begin to rotate, peri-
odically changing the reluctance of the pipeline. The pres-
sure monitor uses the diffusion-silicon pressure transmitter
to measure the pipeline pressure ranging from 0 to 1MPa,
with the power supply voltage at 12~36VDC, the precision
at ±0.50%, and the two-wire output voltage signal from 0 to
5V. The output signal is connected through the port to the
CAN analog collection module. The real-time flow is con-
trolled with a flow control valve. In addition, the flow regula-
tor is composed of the electric regulator valve, the drive
circuit, and the power supply. The electric regulator valve
controls the fluid flowing from the valve body. The drive cir-
cuit of the regulator valve is employed to drive the DC motor
of the regulator valve and to control the speed and directions
of the DC motor. The power supply is 12VDC. The installa-
tions are shown in Figure 6.

4.2. Software. The host computer is developed by using the
Qt SDK. As shown in Figure 7, the working conditions of
the sprayer are displayed in the left side of the window,
including the pipeline pressure, the forward-movement
speed, and the current amount of pesticide consumption. In
the middle of the window, the flow-time curve created by
the “Qt Widgets for Technical Applications” (QWT) is pro-
vided. The current time and the input of the sprayer param-
eters are presented in the right side of the window from top to
bottom, respectively. The internally calculated parameters
are dependent on the quantity of nozzles, the height of boom,
and the nozzle interval. The functional buttons are provided
in the bottom of the window, including “+,” “-,” “Auto, ”
“Manual, ” and “Start/Stop, ” which can be used to online
adjust the parameters for better working conditions.

The host and slave computers communicated the net-
work via the CAN BUS. As there is no CAN BUS port on
the PC, the CAN is first converted to USB, and then the PC
is connected with the CAN BUS network of the slave com-
puter. The network communication between host and slave
computers is realized by using the Secure SHell FileSystem
(SSHFS).

5. Experimental Results

In this section, we present the experimental results and
analysis. First, we conduct the experiments to verify the
developed variable control method based on different work-
ing speeds. Second, we verify the reduction of pesticide
consumption.

(a) (b)

(c) (d)

Figure 6: Sensors and controllers: (a) speed sensor, (b) flow sensor, (c) pressure sensor, and (d) flow valve.
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First, we considered the accuracy of the speed control.
We conducted the experiments in the farming field and
the grazing field from a national agricultural hi-tech dem-
onstration zone. We set different working speeds during
the experiments. For each value of speed, the actual speed
and the speed of the control system were recorded. We then
calculated the relative tolerance between them. The results
are presented in Table 1. The results demonstrate that for
different speeds the relative tolerances based on all set
values are less than 3%. Thus, the accuracy of the monitor-
ing system is satisfied.

Next, we focused on the accuracy of spraying. Similarly,
we selected different working speeds and set different
expected consumptions of pesticide per area. For each set of
parameters, we recorded the theoretical amount of spraying
and the actual amount of spraying and calculated the spray-
ing error. The results are provided in Tables 2 and 3. It can
be noted that, benefitting from the proposed approach, the
spraying pressure can be tuned automatically, such that the
spraying error is controlled less than 5%, regardless of the
parameter settings. The results indicate that the accuracy of
working speed control and the spraying pressure control
could meet the requirements of agriculture production. The

results presented in Table 3 demonstrate the speed feedback
control reduces the pesticide consumption by 12.7% to
15.2% for different experimental settings.

Finally, we performed the experiments to verify the
reduction of pesticide consumption by using the proposed
control system. This part of experiments was conducted in
the corn field in Shaanxi farming and grazing farm. The line
spacing is 70 cm and the corn spacing is 20 cm. The leaf area
index (LAI) is 1.78. The environment for the experiments
is described as follows: The wind speed is 2~2.5m/s. The
temperature is 30°C. The used pesticide is the rhodamine B
(fluorescent tracer) with the concentration of 0.1%. Two con-
ditions are considered for the variable boom sprayer, work-
ing with and without the auxiliary air flow, which are
shown in Figures 8 and 9, respectively. For the variable boom
sprayer, the spraying pressure is 0.4MPa. The working speed
is set to 6.7 km/h, and the air flow speed is 15m/s.

To evaluate the efficiency of the spraying of the pesticide,
we defined the “pesticide utility,” denoted by P, as follows,

P = A1
A2

, ð8Þ

where A1 represents the amount of pesticide deposited on the
crop and A2 denotes the amount of consumed pesticide from
the sprayer. The results are presented in Table 4.

From the results, we can note that the proposed system
significantly increases the pesticide utility. It is mainly
because the wind-curtain air flow makes the pesticide more
penetrative and reduces the drifting of drips. With the auxil-
iary air flow, the average utility of pesticide for different
experimental settings is 37.98%. On the other hand, the
results based on the system without the auxiliary air flow
are only 26.76%. Therefore, we believe the proposed variable
boom sprayer is able to reduce the consumption of spraying

Table 1: Comparison between the actual speed and the speed of
control system.

Actual speed (km/h)
Speed of control
system (km/h)

Relative error (%)

4.55 4.42 2.9

6.64 6.79 2.3

7.21 7.36 2.1

8.56 8.32 2.3

10.85 10.96 1.0

19.54 19.85 1.6

Figure 7: Software of the developed system.
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pesticide and reduce the environmental pollution by increas-
ing its pesticide utility.

6. Conclusions

In this paper, we propose a novel boom sprayer based on the
auxiliary antidrift system of wind-curtain type air flow. The
developed variable spraying control system achieves adaptive

fertilizing and online measurement of working conditions.
By using the developed variable spraying control system,
the speed error can be controlled within 3%. The air flow sig-
nificantly improves the penetration of spraying, decreases the
fog drip, and increases the pesticide utility. Benefitting from
the auxiliary air flow, the average utility of pesticide is
improved from 26.76% to 37.98%. Additionally, the speed
feedback control reduces the consumption of pesticide by
more than 12%.

Table 2: Results on the accuracy of spraying.

Nozzle model
Set value of pesticide
consumption (L/hm2)

Working
speed (km/h)

Theoretical amount
of spraying (L/min)

Actual amount
of spraying (L/min)

Measured
pressure (MPa)

Relative spraying
error (%)

ST110-2 (yellow)

174
6.79 23.63 22.45 0.31 5.0

7.46 26.0 24.65 0.35 5.2

290
6.79 39.38 40.75 0.78 3.47

7.46 43.27 43.75 0.95 1.1

ST110-4 (red)

400
6.79 54.32 54.54 0.52 0.4

7.46 59.68 60.01 0.63 0.6

550
3.39 37.29 37.68 0.35 1.1

4.07 44.72 45.33 0.55 1.3

ST110-6 (grey)

673
3.39 45.63 43.65 0.37 4.3

4.07 54.78 52.85 0.51 3.5

750
3.39 50.85 50.75 0.48 0.2

4.07 61.05 61.65 0.67 1.0

Table 3: Results on pesticide consumption with the speed feedback.

Nozzle
model

Working
speed
(km/h)

Pesticide consumption
(L/hm2)

Pesticide
reduction

(%)
The vehicle speed

feedback
/

ST110-2
(yellow)

6 281 322 12.7

7 287 338 15.1

ST110-4
(red)

6 548 635 13.7

4 543 641 15.2

ST110-6
(grey)

3 744 855 13.0

4 743 860 13.6

Figure 8: Experiment with auxiliary airflow.

Figure 9: Experiment without auxiliary airflow.

Table 4: Results on pesticide utilization in maize fields.

Nozzle
model

VMD Dv50
(μm)

Pesticide
consumption

(L/hm2)

Pesticide utility (%)
With

auxiliary
air flow

Without
auxiliary
air flow

ST110-02 234.2 163 35.51 19.34

ST110-04 289.6 274 36.36 26.06

ST110-05 337.7 355 38.13 28.46

ST110-06 369.8 372 41.93 33.20

Average
value

/ / 37.98 26.76
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The availability of suitable native plant species for local animal husbandry development and ecological restoration is limited on the
Qinghai-Tibetan Plateau. Therefore, comparisons of the ecological adaptability of native species to alternative habitats and their
introduction into new habitats are of high importance. This study is aimed at identifying the alteration in morphological and
physiological characteristics by measuring photosynthetic physiology, nutrient content, and growth associated with adaptation
of plants to conditions at different altitudes 2450, 2950, 3100, and 3300m above sea level (a. s. l.) on the plateau. Seeds of the
dominant grass, Elymus nutans, were collected from locations at these altitudes and grown at a test location of 2950m a. s. l.
Results indicated that altitude had no significant effect on plant height and root depth. However, the leaf area and total root
surface area of plants derived from 2950 and 3300m a. s. l. showed a parabolic response, being greater than those of plants
derived from the lowest (2450m) and highest (3300m a. s. l.). Total (root plus shoot) dry matter reduced progressively from
2450 to 3300m a. s. l, while root : shoot ratio increased progressively with altitude. Seed yield of plants originating from the test
altitude (2950m a. s. l) was significantly higher than at any other altitude, being 20% lower at 2450m, and 38% and 58% less in
populations originating from the higher altitudes (3100 and 3300m a. s. l.). There was also a parabolic decline in response of
Elymus nutans germplasm from 3100, 3300, and 2450m, compared with plants from 2950m a. s. l., to photosynthetic rate, total
N, soluble sugar, and starch contents. Germplasm from 2450m a. s. l. had significantly lower shoot and higher root carbon
content, lower shoot nitrogen, and lower root carbon-to-nitrogen ratio compared with plants derived from the other three
altitudes. It is suggested that the stable, genetically determined morphological and physiological features of ecotypes showed
parabolic responses which means these ecotypes have become adapted to local habitats, whereas parameters such as dry matter,
total root : shoot ratio, photosynthetic rate, and intercellular CO2 concentration of plants reflected phenotypic linear response to
current abiotic conditions. It is postulated that introduced ecotypes from 2450, 3100, and 3300m could adapt to the
environment at 2950m a. s. l. gradually. We conclude that the increased thermal regime experienced by plants introduced from
high altitude to low altitude may facilitate the increased growth of Elymus nutans subtypes. It is important to preserve local
strains of native species, or ecotypes, for reintroduction into degraded environments and to maintain the greatest ecosystem
stability in the northeastern Tibetan Plateau.

1. Introduction

Plants have the ability to alter their morphological and
physiological traits in response to environmental variations

[1, 2] and adjust the expression of these traits to accom-
modate their adaptability across multiple environments [3].
Altitude can significantly influence plant growth, structure,
function, and metabolism [4, 5]. The morphological and
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physiological characteristics of alpine species reflect their
environmental adaption under certain altitudinal gradients
[6]. As a consequence, modern plant ecologists have paid
much attention to these plant characteristics in different bio-
logical and ecological zones to better understand their adap-
tive mechanisms [7, 8].

Alpine plants exhibit specific morphological, physiolog-
ical, and biochemical responses to an increasing altitude,
such as size and increases in the leaf thickness [9–11].
Decreases in plant growth and a higher proportion of
plant biomass in the roots usually result in a higher leaf
N content and lower C :N ratio, which lead to a higher
photosynthetic capacity in alpine plants [12]. Moreover,
the relationship between plant functional traits and envi-
ronmental factors has been recently gaining increasing
attention. Plant species may have an optimum altitude
for production of biomass and net photosynthetic rate;
their enzymatic activities can increase or decrease upon
deviation from this optimum altitude [13–15]. Grasses
exposed to high altitudinal areas with extreme climatic
factors (cold, frost, drought, salinity, low oxygen, high
wind velocity, intense UV radiation, and geographical dif-
ferentiation) provide opportunities to study such adaptive
mechanisms [16, 17]. However, the adaptation mechanism
in response to altitude variation and climate change is
largely unknown [18].

Elymus nutans is a native perennial grass and plays
an important ecological role in maintaining regional spe-
cies diversity and ecosystem stability. It grows extensively
across the Qinghai-Tibetan Plateau and Xinjiang of
Northwestern China where it is well adapted to a range
of environments and is extensively grazed by livestock
[19, 20]. It is also one of the important pasture species
sown to increase livestock production and groundcover
by perennial species. However, research on the species
is not equal to the scale of its resource utilization in
China. Most reports [21–24] have focused on the biology,
genetic diversity, nutrition value, and yield of the species,
but there has been little information on the morphologi-
cal and physiological characteristics of E. nutans and the
species’ local adaptation to variations in altitude [25, 26].
An understanding of these characteristics, particularly of
the plant morphological attributes and variations in pho-
tosynthesis, is essential to help identify the mechanism of
plant adaptability to local-scale environments. Our basic
question was whether the physiological and ecological
traits of plants of the same species grown in different
habitats differed in their responses when grown in alter-
native environments and how they adapted to their new
environment. We hypothesized that there was a set of
significant differences in plant morphological, physiologi-
cal, and biochemical responses of E. nutans to increasing
altitude that could be taken as a surrogate for differences
in thermal regime, solar radiation, and precipitation. Bas-
ing on previous work, we attempted to answer the fol-
lowing questions:

(1) How do the plant functional traits, photosynthesis,
and dry matter respond to altitudinal variation

(2) What are the differences in physiological plasticity of
the different physiological parameters of E. nutans in
the alpine area

We selected changes in shoot and root length, leaf area
and root area, dry matter and seed yield, soluble matter
concentration, the ratio of carbon and nitrogen, and pho-
tosynthetic parameters to elucidate the ecophysiological
processes. Because these processes may enable this plant
to adapt to varying environments, we could use them to
evaluate the potential of this species expanding into higher
altitudes. It is expected that findings from this study will
help to identify traits for plant breeding strains of E.
nutans that may be increasingly adapted to climatically
changinghabitats and for thedevelopmentof themanagement
strategies to rehabilitate degraded pastures both for pastoral
grazing production and environmental sustainability.

2. Materials and Methods

2.1. Experimental Material. Healthy E. nutans seeds were
obtained from wild plants growing in Tianzhu county of
Eastern Qilian Mountains (102°23~102°78′ E, 37°11~37°18′
N), Qilian Mountains, China, which lies in the northeast
margin of the Tibetan Plateau, a key site to understanding
the species’ adaptation in the northeastern of Tibetan Pla-
teau. At least 15 plants of Elymus nutans per site were cut
from four sites (Dachaigou, Jinqianghe, Honggeda, Daiqian)
selected randomly from habitats at 2450, 2950, 3100, and
3300m a. s. l., in an area of 100-1000m2 that was ecologically
homogeneous for the target ecotypes (see Figure 1).

The vegetation type in the sampling areas was composed
of alpine meadow grasses and forbs. The soils on which each
ecotype grew were of the same soil taxonomic category being
shallow, postglacial subalpine meadow soils of high organic
matter content. Livestock grazing is the only land use. Elymus
nutans is the dominant species in this area and occurs natu-
rally and abundantly at altitudes between 2000 and 5000m a.
s. l. in the Qinghai-Tibetan Plateau. After collection, the sam-
ples were bulked, dried to 30°C, and seeds threshed out. Seeds
were stored at a constant 4°C temperature at the Seed Centre
of the College of Grassland Science, Gansu Agricultural
University, Lanzhou, China.

2.2. Site, Climate, and Design. Seeds of the 4 ecotypes were
sown at the Tianzhu Alpine Grassland Experimental Station
of Gansu Agricultural University at an altitude of 2950m a. s.
l., the northeastern margin of the Qinghai-Tibetan Plateau,
China. The climate is alpine, cold, and semiarid, with thin
air and low temperature, and strong solar radiation, where
there is no frost-free season, only cold and cool seasons.
The annual average temperature is 0.1°C, with the highest
average temperature in July (mean 12.7°C) and the lowest
in January (mean -18.3°C). The average annual precipitation
is 328.7mm, concentrated from June to September. The 4
ecotypes were sown as a randomized complete block design
with 3 replicates and the plot size was 2m × 5m = 10m2 with
a 1m gap between plots. Each plot has row spacing of 40 cm.
Sowing depth was 3-4 cm and sowing rate was 22.5 kg/ha.
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The soil was a shallow, postglacial, subalpine scrub grassland
soil with a higher organic matter content (9.45%) in the
0~20 cm soil layer.

2.3. Measurements

2.3.1. Plant Height and Root Depth, Root Surface Area, and
Volume. Establishment and vegetative growth of E. nutans
is slow at altitudes above 2000m a. s. l., and plants only reach
flowering and maturity by the second year. The first year’s
shoots die back and the growing points lie below the soil sur-
face during the first winter, to reemerge in the second spring
[27]. Therefore, all the data presented are from the second
year of planting.

Selected measurements were made at different develop-
ment stages. The plant morphological parameters (shoot
height, root length, surface area, and volume) were measured
during the period of rapid shoot extension in the second year
(the end of July), flag leaf area was measured at full emer-
gence of the flag leaf before flowering (the early of August),
and the physiological parameters (soluble sugars, starch, total
carbon and nitrogen, and gas exchange properties) and total
aboveground (shoot) and belowground (root) dry matter
were measured at flowering (August 10th).

Plant height was measured by recording the height of 20
randomly selected plants of E. nutans within a plot before
each harvest with a 2m ruler from the soil surface to the

highest point of the plant and averaged to give the mean for
each treatment plot. Sections of rows 33 cm long were then
randomly selected, whole plants were dug out, and root
depth was measured. Whole plants were stored in the self-
sealing, labeled bags and refrigerated. Cleaned roots were
put into the root plate submerging the root system, and root
surface areas and root volume were measured using Photo
Scanner and the data analyzed by Root Analysis software.

2.3.2. Leaf Areas. The areas of 10 flag leaves from randomly
selected plants taken when flag leaves had fully emerged,
and at flowering were determined using an AM-300 Area
Meter (Analytical Development Company, Herts, UK).

2.3.3. Herbage Yield. Individual treatment plots were har-
vested for herbage yield at fully flowering period, with sub-
samples then taken from each plot, freshly weighed and
oven dried at 65°C for 48 hours before being ground.

2.3.4. Seed Yield. Seed yield was made at 80% seed maturity
(seeds drop easily) in mid-September. Seed collection was
carried out from randomly selected plots of each ecotype,
and the seed yield of each experimental plot (10m2) was
determined and converted into kg/ha.

2.3.5. Total Soluble Sugar. The physiological traits were all
measured when plants were flowering. Soluble sugar was
extracted from a 0.05 g sample with 1-4ml 80% (v/v) aqueous
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Figure 1: Sampling sites (dark spots) for Elumus nutans along eastern boundary Qilian Mountains in the Qinghai-Tibet Plateau.
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ethanol in a water bath at 80°C for 40min. This sample
was centrifuged for 30 minutes at 12000 r/min the super-
natant collected, the residue reextracted with 80% (v/v)
aqueous ethanol, and finally, the sample was centrifuged
and merged with the supernatant. The extracted solution
was diluted to 50ml after extracting 2 times. 1ml of the
extract obtained was mixed with 5ml of anthrone-sulphuric
acid reagent. After cooling to room temperature, the absor-
bance was measured at 627nm using a UV-2550 UV-visible
spectrophotometer.

2.3.6. Starch Contents. The residue from the soluble sugars
was boiled with 6mol/l HCl in a water bath at 80°C for
5min, the sample centrifuged for 10 minutes at 4000 r/min
the supernatant collected, and the above step repeated twice.
Absorbance was measured at 580nm using a UV-2550 UV-
visible spectrophotometer. Starch content was calculated by
multiplying by the coefficient of hydrolysis (0.9).

2.3.7. Determination of Total Organic Carbon Content. The
samples were air-dried and ground to pass a 0.25mm mesh
for total organic carbon content. Approximately 0.015-
0.020 g of each leaf and root sample was put into clear flask,
mixed with 10ml of K2Cr2O7, and then heated 5min. The
solution was cooled and then titrated with FeSO4 [28].

2.3.8. Nitrogen Analysis. N was determined by a small-scale
Kjeldahl digestion [29]. 0.5 g of ground herbage from each
sample was added to a flask, with 10ml of H2SO4 and 3 g of
CuSO4·5H2O and K2SO4 (CuSO4·5H2O :K2SO4 = 1 : 10),
and shaken until thoroughly mixed, heated from a low to
high flame until the solution became clear, topped up to
100ml with ammonium-free distilled water, and 10ml of
the solution mixed with 4ml 40% NaOH and distilled using
a Kjeldahl apparatus for 4min. NH3 released through distil-
lation was absorbed by 1% boric acid and then titrated
against 0.02mol l-1 HCl to determine the N content.

2.3.9. Gas Exchange. The Li-6400 portable photosynthetic
analyzer (Li-COR, USA) was used to determine the daily
change (8:30 am-17:30 pm) of photosynthetic parameters of
E. nutans in an open gas analysis system. All measurements
were carried out on healthy leaves in the field on sunny days
at flowering period. Three leaves from each plot were ran-
domly selected. The photosynthetic parameters included a
net photosynthesis rate (Pn, mmol CO2 m

-2 s-1), transpira-
tion rate (Tr, mmol H2O m-2 s-1), stomatal conductance
(Cond, mmol m-2 s-1), and intercellular CO2 concentration
(Ci, μmol CO2 mol air-1). The parameters were calculated
as the mean value for the day.

2.3.10. Statistical Analyses. Normality of distribution and
homogeneity of variance were checked before any further
statistical analysis. An investigation into normality of the
data was carried out by performing the Kolmogorov-
Smirnov test using SPSS 19 software. The data were normally
distributed and better meet the assumptions of the statistical
tests used. Analysis of variance and calculation of means were
conducted using Excel and SPSS19 software. Morphological
data and photosynthetic responses of plant were analyzed

using a one-way analysis of variance (ANOVA), and the
mean values were compared using the least significant differ-
ence (LSD) at P = 0:05.

3. Results

3.1. Changes in the Plant Height and Root Depth of Four E.
nutans Populations from Different Altitudes. The plants orig-
inating from different altitudes showed no statistically signif-
icant differences in height and root depth when grown at
2950m a. s. l. (Figure 2), which indicated that the altitude
variations had less effect on the growth of plant height and
root depth in alpine zone.

3.2. Changes in Leaf and Root Surface Area. Leaf and root
area responses varied significantly along the altitudinal gra-
dient, increasing from 2450 to 2950m and then decreasing
from 2950 to 3300m a. s. l. Both of leaf areas and root sur-
face areas were significantly different and smaller in value
for plants collected from both the highest and lowest alti-
tudes compared with those from 2950 and 3100m a. s. l.
(Figure 3). The leaf area and root surface area showed a sig-
nificant negative correlation with altitude, and the correla-
tion coefficient was 0.9938 and 0.9393, respectively.

3.3. Changes in Total Root Length and Root Volume. Original
altitude significantly influenced total root length and root
volume but to different extents (Figure 4). There was no sig-
nificant difference in total root length from 2450 to 2950m
but root length decreased as altitude increased from 2950 to
3300m a. s. l. The root length from 3300m was lower than
that from 2450m and 2950m a. s. l. 41% and 46%, respec-
tively. Root volume increased as altitude increased from
2450m to 2950m a. s. l. and then decreased. The root volume
from 3300m was lower than that from 2950m a. s. l. 47%.

Figures 3 and 4 show that the smaller leaf areas and
root characteristics of plants from the lowest altitude
(2450m a. s. l.) when grown at higher altitude, and the
inability of the plants from higher altitude (3310 and
3330m a. s. l.) to increase their leaf and root size when grown
at a lower altitude, provide good evidence that local adapta-
tion has occurred, inhibiting the plants from taking advan-
tage of the conditions prevailing at 2950m a. s. l.

3.4. Changes in Aboveground and Belowground Dry Matter
and Seed Yield. The aboveground dry matter decreased with
altitude increased while the belowground dry matter showed
a reverse trend. Ecotypes from high altitude allocated signif-
icantly (P < 0:05) greater dry matter yield to roots than those
adapted to low and mid altitudes. Aboveground dry matter
yield allocation averaged 875 kg/ha at the lowest altitude,
nearly twice the value of the plants from the highest altitude.
It was observed that ecotypes from lower altitudes allocated
more dry matter to the stems of plants than those from
higher altitudes. Total dry matter (combined root and shoot
dry matter) values for the four ecotypes showed that there
was a reduction with each increase in original elevation
(Table 1), while root : shoot ratios also increased, providing
a clear indication that the total abiotic stress increased with
altitude, as root : shoot ratio increases with nearly every

4 Journal of Sensors



abiotic stress. The plants selected from, and grown at 2450m
a. s. l., were the largest in total weight, while the plants from
the 2950m a. s. l. were only slightly smaller, but they parti-
tioned more of their assimilates into roots or seeds and less
into dry matter. Plants from 3000m a. s. l. were consistently
smaller in every respect and were not able to take advantage
of the milder conditions when grown at 2950m a. s. l.

Seed yield of plants from 2450 to 2950m a. s. l. increased
22.4 kg/ha and then decreased markedly and reached a min-
imum at the 3300m (46.2 kg/ha), with the seed yields from

3100 and 3300m a. s. l. being significantly lower than either
of the lower altitudes. While seed production of the 2450m
a. s. l. ecotype was somewhat restricted by being grown at
the higher elevation, the lack of capacity of the 3100 and
3300m ecotypes to exploit the more favourable growing con-
ditions at 2950m a. s. l. again indicates that substantial local
adaptation has taken place.

3.5. Soluble Sugar and Starch Content. Soluble sugar and
starch content all showed significant differences in the leaves
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and roots of plants derived from different altitudes. The
soluble sugars followed the similar parabolic curve to the
root and shoot morphological traits increasing first with
altitude from 2450 to 2950m a. s. l. and then decreasing
(Table 2). Soluble sugars of belowground roots reached
the highest value at 3100m a. s. l. The aboveground
starch contents were only marginally different from plants
originating from 2950m a. s. l., but the belowground
starch contents of plants from the highest and lowest alti-
tudes were significantly less than those from the interme-
diate altitudes.

3.6. Total C and Total N Concentration and the Ratios of
C :N. Table 3 shows that aboveground C contents were not
significantly different except in plants derived from 2450m,
although plants from 3100 and 3300m a. s. l. had numerically
greater C contents. The root C was similarly higher in the
plants from the lowest altitude. There were no significant dif-
ferences in root C content among ecotypes from high alti-
tudes. The plants derived from lowest altitude had a
significantly lower aboveground nitrogen (N) content and
higher belowground N content than the other ecotypes.
The aboveground C :N increased as the altitude increased,
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Table 1: Aboveground, belowground, and total dry matter with root : shoot ratios at flowering and seed yield at 80% maturity for four
different populations of E. nutans.

Altitude (m)
Aboveground dry
matter (kg hm-2)

Belowground dry
matter (kg hm-2)

Root : shoot
ratio

Total plant
weight (kg hm-2)

Seed yield
(kg hm-2)

2450 875 ± 32:4a 283:8 ± 24:5b 0.32± 0.04c 1159 ± 8:9a 85:6 ± 3:07b

2950 707 ± 28:3b 343:8 ± 4:09a 0:49 ± 0:03b 1051 ± 24:3b 108 ± 2:71a

3100 640 ± 16:7bc 347:3 ± 14:2a 0:55 ± 0:03ab 987 ± 22:7bc 67 ± 3:18c

3300 588 ± 8:1c 364:5 ± 20:2a 0:62 ± 0:03a 953 ± 28:3c 46:2 ± 3:61d

Table 2: Soluble sugar and starch content of seedlings along the altitude gradients.

Altitude (m)
Soluble sugar content (%) Starch content (%)

Aboveground Belowground Aboveground Belowground

2450 0:694 ± 0:02b 0:025 ± 0:0b 0:035 ± 0:0b 0:021 ± 0:0a

2950 0:918 ± 0:01a 0:043 ± 0:0ab 0:043 ± 0:0a 0:035 ± 0:0b

3100 0:889 ± 0:01a 0:053 ± 0:0a 0:034 ± 0:0b 0:033 ± 0:0b

3300 0:736 ± 0:02b 0:032 ± 0:0b 0:031 ± 0:0b 0:014 ± 0:0c
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but the root C :N ratio was only significantly different in the
2450m a. s. l. ecotype.

3.7. Photosynthetic Parameters of Leaves of Four E. nutans
Populations from Different Altitudes. Photosynthetic charac-
teristics in leaves of the four ecotypes from different altitudes

were measured during the period of maximum growth (the
end of July, second year). The results (Figure 5) are the means
of data collected between 8:30 am-17:30 pm during 25 July.
They showed the photosynthetic rate (Pn) and intercellular
CO2 concentration (Ci) responded in a similar manner to
the shoot dry matter. Pn decreased as the altitude increased.

Table 3: Total C content, N content, and C :N of seedlings along the elevation gradients.

Altitude (m)
Carbon content (%) Nitrogen content (%) C :N C :N

Aboveground Belowground Aboveground Belowground Aboveground Belowground

2450 23:9 ± 1:4b 48:57 ± 4:69a 1:28 ± 0:01b 2:23 ± 0:06a 18:7 ± 1:2bc 21:78 ± 1:5a

2950 39:28 ± 3:6a 33:06 ± 1:98b 1:61 ± 0:05a 2:11 ± 0:08ab 24:4 ± 1:49bc 15:67 ± 0:8b

3100 49:5 ± 4:88a 28:4 ± 3:14b 1:65 ± 0:04a 1:87 ± 0:07b 30 ± 3:2ab 15:2 ± 1:2b

3300 47:9 ± 1:52a 30:8 ± 2:45b 1:55 ± 0:04a 2:05 ± 0:10ab 30:9 ± 0:4a 15 ± 0:8b
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y = 1E-06x2 - 0.0116x + 29.912
R2 = 0.9462  P > 0.001 
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Figure 5: (a) Photosynthetic response (Pn—net photosynthetic rate) and transpiration (Tr). (b) Response of intercellular CO2 concentration
(Ci) and stomatal conductance (Cond) measured on four E. nutans populations from different altitudes. Values are shown as themean ± SE of
three replicated. Different letters indicate that the mean values are significantly different among the treatments (P = 0:05).
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The Pn of plants from 3300m was 28% lower than those
from 2450m a. s. l., but there was no significant difference
among values of plants from 2950, 3100, and 3300m a. s. l.
However, Tr increased as the altitude from which the plants
were derived increased. The Tr from 3300m was 43% higher
than that of 2450m a. s. l. (Figure 5(a)). By calculating the
water use efficiency (WUE = Pn/Tr), it was found the plant
WUE gradually decreased from lower altitude to higher alti-
tude. The Cond and Ci responses were highly correlated with
the altitude of the original populations and decreased signif-
icantly as altitude increased (Figure 5(b)). The Ci and Cond
from 3300m were lower than that of from 2450m a. s. l.
8% and 48%, respectively.

4. Discussion

4.1. Variation in Morphological Traits of E. nutans with
Altitude Gradient Migration. Altitude is an important eco-
logical factor that affects population differentiation and
genetic variation. The high altitude especially in the alpine
region has a pronounced influence on the plants. Plants have
obvious adaptation strategies by modifying their morpholog-
ical and physiological attributes [30]. The long-term effects of
environment on plants can alter their morphology, physio-
logical function, and ecology [31, 32]. Only those that adapt
to their environment can survive well, while those that do
not will gradually be eliminated from the local ecosystem.
Therefore, morphological characterization of ecotypes pro-
vides useful information for evaluation of agronomic apti-
tude and development of new varieties [33].

In most alpine species, small stature is a genetic adapta-
tion to low temperatures, and hence, they retain this feature
when grown in a warm environment as low temperature
affects the growth process and photosynthetic carbon gain
[34]. In this experimental location, plant height, root depth,
and root volume of E. nutans from different altitudes showed
no significant change. These were the relatively conservative
traits among the morphological traits measured along altitu-
dinal gradients in an alpine region, similar to those described
by Zhu’s research [35]. However, ecotypes from 3300m had
larger leaf areas and root surface areas than those from
2450m a. s. l. In the cold temperate zone, an increase in tem-
perature reduces abiotic stress and improves the overall plant
growth rate [36], especially affecting the photosynthetic and
nutrient absorption processes. Our results are in line with
other research findings for trees [37]. Furthermore, the plants
derived from 2950m a. s. l. and grown at the same altitude
had the greatest morphological size in attributes such as plant
height, root length, leaf area, total root length, and root vol-
ume. This indicated that local ecotypes performed better
than the introduced plants from other altitudes because they
were better adapted to local environmental conditions [38].
In addition, different ecotypes of the same species may adopt
different survival strategies to adapt to the environmental
stress [39]. For plants growing in the cold environments,
for example, the leaf area and leaf size are normally small
but the corresponding plant dry matter accumulation and
net photosynthesis rate may be more profoundly affected
[40]. The physiological measurements relating to photosyn-

thesis taken at the period of fastest daily growth (prior to
flowering) showed that the plants derived from 2950 and
3100m a. s. l. were growing faster, which supports this inter-
pretation. The plants from the highest altitude (3300m a. s. l.)
were not able to adjust to the warmer growing conditions
within a single generation, and the plants from the lowest
altitude (2450m a. s. l.) were probably restricted by the lower
temperatures they encountered at 2950m a. s. l. [41].

4.2. Effect of Altitude Migration on Material Accumulation
and Distribution. Although the four ecotypes of the species
E. nutans were generally similar in appearance and morpho-
logical characteristics, differences were observed in the dry
matter characteristics, carbon, and nitrogen content. Plants
from the lowest altitude maintained higher dry matter accu-
mulation and seed yield than those adapted to 2950m a. s. l.
This is good evidence that there had been local adaptation to
the conditions occurring at different altitudes [42]. We could
expect that plants selected from the lowest altitude and
grown at a higher altitude would not grow so fast because
they were exposed to more cold, and that the plants from
the higher altitudes grown at lower altitude would grow faster
(and perhaps accumulate more belowground dry matter) and
also through regulating physiological activity to adapt to the
environment changes. When we compared (Table 1) the way
the plants from different altitudes partitioned their assimi-
lates, it was clear that the total amount of plant production
(aboveground and belowground dry matter and seed yield)
was significantly less in the plants from the higher altitudes,
despite being grown at a more favourable (warmer) altitude,
whereas the plants from the two lower altitudes had a similar
total biomass but allocated their assimilates in different ways.
The total amount of aboveground herbage was greatest in the
plants from the lowest altitude (and probably if all ecotypes
had been grown at 2450m a. s. l., these plants would have
been largest overall). The plants originating from the low alti-
tude may have had some differences in morphological and
physiological characteristics that could possibly have been
due to the results of natural selection not just the altitude fac-
tor [43]. However, overall, each ecotype largely kept its orig-
inal characteristic when being transplanted to another
altitude [44]. As we found a linear decrease in seed set with
altitudinal origin, it is likely that the higher growth rates of
plants from lower altitudes would be maintained in other
growing sites.

4.3. Effect of Altitude Migration on Physiological
Characteristics. Nonstructural carbohydrate (NSC) which
mainly refers to the sugar and starch has a great influence
on plant growth and adaptability [45]. NSC is the product
of photosynthesis. Therefore, factors affecting photosynthesis
will also affect NSC of plants [46]. When photosynthesis
changes, the NSC may change a variety of ways that can be
induced directly or indirectly by various environmental fac-
tors [47, 48]. Previous studies have shown that photosyn-
thetic capacity and plant N content may have a positive
correlation while higher photosynthetic activity can increase
CO2 assimilation so that NSC is also enhanced [49, 50]. In
our study, plants from the middle altitudes (2950 and
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3100m a. s. l.) had higher soluble sugars, and root starch con-
tents, in the typical parabolic response form, whereas the car-
bon and nitrogen contents and C :N ratios were significantly
different only in the plants derived from the lowest (2450m a.
s. l.) altitude suggesting they were partitioning their assimi-
lates into structural components in different ways. The seed-
lings sourced from higher altitudes had better nitrogen
utilization ability than those from lower altitudes. This sug-
gests that ecotypes of Elymus nutans sourced from different
altitudes may have beneficial attributes of adaptive value
under the condition of future climate change.

We may postulate that plants from the lower elevations
(below 3000m a. s. l.) are therefore most suited to being sown
in situations where the amount of grass for yak feed is of most
importance, whereas ecotypes that have developed at higher
specific altitudes are most suited for use in rehabilitation pro-
grams aimed at repairing degraded natural grasslands that
have suffered from erosion or overgrazing.

5. Conclusions

We can conclude that local adaptation has occurred in Ely-
mus nutans growing naturally at different altitudes: these
adaptations include changes in the size of the plants, the ratio
of roots to shoots, the ratio of C :N, the total herbage and
seed produced over the growing season, and the extent of
the genetic by environment interaction (responsiveness)
when grown at intermediate elevations. We suggest that eco-
types from the lower altitudes will be most productive for
increasing grazing by yaks below 3000m a. s. l., but that
locally adapted ecotypes should be used within their specific
local habitats for ecological restoration of degraded grass-
land. Adaptation is the result of a long-term evolutionary
process in concert with stress conditions. Further studies
are needed to fully understand how altitude migration affects
Elymus nutans growth on the Qinghai-Tibetan Plateau.
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