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Nowadays, sensors inserted in mobile applications are used for gathering data for an explicit assignment that can effectively save
cost and time in crowd sensing networks (CSNs). The true value and essence of gathered statistics depend on the participation
level from all the members of a CSN, i.e., service providers, data collectors, and service consumers. In comparison with the
centralized conventional mechanisms that are susceptible to privacy invasion, attacks, and manipulation, this article proposes
a decentralized incentive and reputation mechanism for CSN. The monetary rewards are used to motivate the data collectors
and to encourage the participants to take part in the network activities. Whereas the issue of privacy leakage is dealt with
using Advanced Encryption Standard (AES128) technique. Additionally, a reputation system is implemented to tackle issues
like data integrity, fake reviews, and conflicts among entities. Through registering reviews, the system encourages data
utilization by providing correct, consistent, and reliable data. Furthermore, simulations are performed for analyzing the gas
consumed by smart contracts. Similarly, the encryption technique is ratified by comparing its execution time with other
techniques that are previously used in literature. Lastly, the reputation system is inspected through analyzing the gas
consumption and mining time of input string length.

1. Introduction

The rapid expansion and revolutionary developments in
technology, such as smartwatches, smart glasses, wearable
devices, and smartphones that have embedded sensors,
provide data collection opportunities to organizations. These
opportunities give access to multiple organizations and
companies to raw data that can be sensed from a particular
environment. This forthcoming process is the new direction
in the market [1]. The progression in the technology has
given access to so many applications to gather data through
the mobile crowd sensing network (MCSN). This mechanism
operates by contracting out the sensing task to a voluntary
crowd known as workers or data collectors [2]. The key
objective of these workers is to finish their designated tasks
for which they are compensated through a variety of incen-
tives. The type of incentive depends on the service provider
also known as task requester. The inspiration for this approach

is taken from a conventional process known as a win-win sit-
uation. Here, all the parties involved, i.e., server and a client,
are provided a chance to cooperate and work together with
each other for cultivating a mutually beneficial resolution.

The smart contracts are incorporated as a secure trans-
mission medium by imposing the defined criteria autono-
mously. The purpose of incorporating the reputation
system in the proposed scenario is to preserve the integrity
and reliability of data for promoting trust among the service
consumers. The acronyms are listed in Table 1.

From a commercial perspective, many scholars have
explored this new trend to attain maximum advantage from
crowd sensing network (CSN). Thus, a service-based
approach is another point of view that has been researched
by authors [3]. Furthermore, a new entity [4], i.e., the service
consumer is led in this picture for gaining profit by the sensed
data acquired by workers. Otherwise, if the third entity is not
considered, the massive amount of data collected goes into
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waste. Additionally, the significant time spent, efforts, and
resources on this procedure also go in vain. To improve,
achieve organizational goals, and drive towards success, it is
a necessity for businesses to process and analyze the data
[5]. Therefore, the raw data acquired by the data collectors
are sold that can help out organizations to fill up the loop-
holes and produce radical and dynamic leads for projects.

The multifarious issues have become apparent with the
CSN based platforms, which have provided an effective
mechanism for sensing data at a cheaper rate with many
advantages. Numerous researchers have indicated that CSN
has become a constructive tool for obtaining quality data,
which was previously difficult to obtain [4]. An incentive
mechanism has been devised, which compensates the
workers for spending their resources and collaterals. More-
over, CSN platforms’ strength is ensuring trustworthiness
in their efficient requisite services. For optimum service utili-
zation, the customer of such a facility must know the kind of
data he wants to acquire, and then the transaction should be
made. Furthermore, CSN is branched into two more
domains, i.e., in-volunteer (opportunistic) and volunteer
(participatory) [6–8]. Such category arrangements assist
beneficiaries in their decision for resource allocation, tasks,
and resources to be utilized.

Several incentives have been devised, including socially
aware incentive mechanisms for the MCSN [9] to resolve
issues faced by CSN, like quality and information usability
(QUOIN) [10], and numerous compensation (monetary)
approaches. A central authority is established for these mech-
anisms [11]; thus, a single point of failure may occur. More-
over, the participation of malicious users can expose these
systems to Sybil and Distributed Denial of Service (DDoS)
attacks. The blockchain has shown its tendency to be the best
claim for centrist approaches of the CSN technology. Figure 1
is taken from [11]. Blockchain has also a lot of applications in
energy trading in smart grids, like [12–14], in food supply
management, like [15], and in data sharing, like [16].

In this article, we have proposed a decentralized incentive
and reputation mechanism for CSN with two communica-
tion paradigms. The system is further divided based on these
two paradigms, i.e., incentive mechanism between service

providers and data collectors, and a reputation system
between service providers and consumers. Further, the
Advanced Encryption Standard (AES128) is also imple-
mented for retaining the privacy of data collectors.

1.1. Contributions. This work is an extension of [17]. The
contributions of this paper are summarized as follows.

(i) A blockchain-based incentive and reputation mech-
anism is proposed for CSN

(ii) To ensure data quality, a rating mechanism is imple-
mented where requesters rate the acquired data from
service providers

(iii) The issue of privacy of data collectors is tackled
using the AES128 encryption technique

(iv) Furthermore, the performance of the proposed sys-
tem is evaluated by three widely used performance
measures for blockchain, which are stated below

(a) Gas consumption of incentive smart contracts

(b) Mining time against different string input
lengths of the reputation system

(c) Gas consumption against different input string
values of the reputation system

(d) The comparison of execution time between
different cryptographic techniques

1.2. Organization. The paper is further organized as follows.
Section 2 provides the literature review, which is further
divided into three categories, i.e., blockchain-based CSN,
incentive mechanism-based CSN, and privacy mechanism-
based CSN. Section 3 describes the motivation behind the
proposed system and the identified problem. Section 4
presents the explanation of the proposed system model. In
Section 5, an analysis of security, privacy, and robustness is
discussed and Section 6 presents the details of experimental
results, whereas the paper is concluded in Section 7.

2. Related Work

The related work for CSN is divided into three categories:
blockchain, incentive, and privacy mechanisms.

2.1. Blockchain-Based CSN. CSNs are categorized as generally
large groups of people that possess mobile devices for differ-
ent purposes. These devices can sense and process the shared
data that can be utilized to measure, map, analyze, and
extract important information. Most smart mobile devices,
e.g., phones and tablets can sense several inputs, such as
ambient light, location, noise, and movement. In [18], a
blockchain-based incentive system for CSN is proposed. It
works on the principle of motivating the participants through
retaining their privacy. Mainly, the system takes into account
the truthfulness by introducing a cryptocurrency token as a
premium to the participants. With this system, high-quality
users get a reward and it is stored in the blockchain. The

Table 1: List of acronyms.

Acronyms Full form

AES Advanced encryption standard

CSN Crowd sensing network

DES Data encryption standard

DTRPP
Dynamic trust relationships aware data privacy

protection

GPS Global positioning system

IoT Internet of things

MCSN Mobile crowd sensing network

MT Merkle tree

QUOIN Quality and usability of information

RAF Review automatic filtering

RSA Rivest-Shamir-Adleman
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process integrates a server that publishes a sensing task, users
who complete and upload a task assignment, and the miners
that verify the quality of data. Once the verification is done,
the transactions must be validated, and the rewards are dis-
tributed by the server to the participants. While in [19], the
authors propose a blockchain-based mechanism that uses
location privacy preservation as an incentive in CSNs. The
mechanism emphasizes to protect any information and
provides rewards to participants that increase the users’
participation. The experimental tests were conducted with
a total of 10 participants in a campus environment, and
the obtained results are effective in encouraging the partici-
pation of users. In [20], the authors have introduced a
crowdsensing blockchain-based system where both the
miners and workers that are involved in sensing task are
rewarded via a predefined incentive system, which incorpo-
rates authentic anonymity and robustness. The related work
is summarized in Table 2.

2.2. Incentive Mechanism-Based CSN. The system proposed
in [10] is known as QUOIN. It ensures the usability and qual-
ity of the information for CSN applications. The theory of the
Stackelberg game is implemented so that every participant is
benefited by an equal and sufficient part of incentives. This
system is evaluated by conducting a case study. The obtained
results show the efficacy of the system for motivating the
workers to participate.

The authors of [21] have proposed a monetary encour-
agement mechanism for CSN. The system is based on
contract theory. The process includes a trust plan imple-
mented between the platform and mobile network users.
The trust scheme includes direct and indirect trust pat-
terns. A contract is established that has incentive allotment
criteria outline. Along with the platform’s profitability, this
contract appeases the customer’s incentive agreeableness.
Furthermore, in [9], the authors have suggested a new
scheme that is called social incentive mechanism. As the
name suggests, it is based on providing incentives to the
friends of the participants in the network. It intensifies
the social bonds among network users, which in turn pro-

motes global ties. The incitement helps to promote partic-
ipation as when a user motivates its friends to participate,
it is rewarded with an increased payback. The networks
based on the interdependent relationship are highly
benefited from this kind of incentive approach.

The authors in [22] have presented a case study with the
ParticipAct platform and living lab. The experiment is con-
ducted at a University located in Bologna. The experiment
involves a total of 170 students, and the duration of the
experiment is 365 days. The crowd users participated in
several crowdsensing tasks and campaigns. Moreover, mobile
phones were accessed passively, and the user’s active cooper-
ation and collaboration are provoked. The article outlines the
platform’s architecture, design, features, and reports with
integral results.

2.3. Privacy Mechanism-Based CSN. The encryption tech-
niques play a vital role in preserving the privacy of any partic-
ipant. The process of encryption and decryption is compared
by the authors of [26, 27] such as Rivest-Shamir-Adleman
(RSA), AES, Blowfish, and Data Encryption Standard
(DES). The features considered for comparing the techniques
are time, avalanche effect, entropy, and memory used. Simi-
larly, in [23], the authors proposed a platform where CSN
is promoted as a contribution. Nonetheless, whenever there
are people entangled, there is a possibility of exploitation of
privacy. For CSN, privacy leakage is a loose end because this
platform purely relies on participant’s in-volunteering or
volunteering actions. This kind of problem is tackled using
AES256 for preventing the exploitation of the user’s privacy.
Likewise, in [19], affine cipher is implemented for a similar
issue as mentioned above.

Additionally, for conventional CSNs [24], Dynamic
Trust Relationships Aware Data Privacy Protection (DTRPP)
mechanism is used for preserving the confidentiality of the
participants. The platform integrates the trust management
mechanism with the public key. The results display the
improved performance of the system in terms of delivery,
load rate, and average delay as compared to traditional mech-
anisms. Similarly, in [25], the authors have suggested a
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system to shield and safeguard the location of the users
participating in the network by integrating differential
privacy-preserving and k-anonymity.

3. Motivation and Problem Statement

In this section, the motivation behind the proposed system is
discussed along with the problem statement.

3.1. Motivation. In [20], the authors have proposed a quality-
driven auction-based incentive mechanism for MCSN. Simi-
larly, in [28], the authors have introduced TaskMe. It is also
based on a cross-community and quality-enhanced incentive
mechanism for MCSNs. These incentive-based mechanisms
motivate the participants to take part in the task sensing
and consequently enhance the quality of data. The higher
quality of data provided by users, the more reward a server
returns to users. In [4], a Stackelberg game theory model-
based incentive mechanism for CSN is proposed where the
authors have considered three entities instead of two, i.e.,
service providers, service consumers, and data collectors.
Furthermore, in order to recruit mobile workers, the authors
of [7] have proposed reputation-aware recruitment and cred-
ible reporting for platform utility in MCSN. The mechanism
is aimed at hiring mobile workers based on the reputation for
quality reporting with the intention of platform profit maxi-
mization for an Internet of Things (IoTs) scenario. By taking

the motivation from the above work, in this paper, we have
proposed a blockchain-based decentralized system with
seven groups having distinct roles, i.e., service providers,
service consumers, data collectors, blockchain, communica-
tion platform, arbitrator, and a reputation system for ensur-
ing the integrity and immutability of data through
registered reviews.

3.2. Problem Identification. In [19], a decentralized virtual
credit incentive mechanism is proposed while providing pri-
vacy protection for CSN entities. The main objective is to
tackle two problems, i.e., stimulating user participation and
privacy exposure. Affine cipher is used for privacy protection,
and the other issue is tackled by giving the guarantee of pre-
serving the participant’s privacy. However, it is affiliated with
the class of classical monoalphabetic substitution schemes. It
is also liable to all the cipher attacks. Furthermore, the
medium used for communication is not a smart contract,
and the technique used for encryption is implemented sepa-
rately. Also, the third entity used for utilizing the data, i.e.,
service consumers is not considered in the proposed system.

Moreover, to build trust between the service providers
and consumers, it is necessary to build a system, which
assures the integrity and reliability of data being sold out to
consumers. To tackle such a challenge, a reputation system
is introduced for the proposed scenario and the motivation
is taken from [7, 29]. Another issue is raised during the

Table 2: Summary of related work.

Schemes Contributions Limitations

Blockchain-based CSN

Blockchain-based incentive mechanism
for CSNs [18]

Ensures data quality, increases
participation level, and preserves the

privacy of the workers

Collusion attacks are ignored between
anonymity groups and miners

A decentralized privacy-preserving
incitement mechanism for CSNs [19]

Ensures privacy by using affine cipher and
stimulates user involvement

Insecure communication platform and does
not consider service consumers

Blockchain-based crowd sensing
system (BCS) [20]

Provides authentic anonymity of the
workers and system robustness

Possibility of privacy leakage of workers
while submitting location for efficient job

allocation

Incentive mechanism-based CSN

A social incentive mechanism for CSN [9] Promotes global cooperation
Structure of participant’s social relationship

is not considered

Incentive mechanism for CSN named
as QUOIN [10]

Provides quality and usability of
information and stimulates participation

rate
Single point of failure and mutability

Incentive mechanism based on contract
theory for mobile CSNs [21]

Increases participation rate and maximizes
platform’s profitability

Centralized server causes delay in
performance

Incentive mechanism involving ParticipAct
platform for CSNs [22]

Promotes user active collaboration Single point of failure and no transparency

Privacy mechanism-based CSN

CSN as a service and contribution [23] Preserved privacy with AES256 No traceability mechanism

DTRPP [24]
Combined public key with trust

management mechanism for tackling the
issue of privacy

Ineffective in terms of cost

Location preserving mechanism of mobile users
by combining k-anonymity and differential
privacy [25]

Protects location of mobile users Ineffective in terms of cost
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system development, i.e., no stimulus is provided for the
consumers to register a review. There is no incentive for con-
sumers for contributing their time and computational
resources for registering a review. This problem can damage
the system’s performance.

To confront the aforementioned limitations, we have
recommended a scenario, which is then divided into two
units of communication that are explained below.

3.2.1. Communication between Data Collectors and Service
Providers. In the suggested scenario, the service provider
establishes a smart contract. AES128 encryption technique
is applied to guarantee that workers’ identities are preserved
while surrendering their location for task assignment; hence,
guaranteeing the privacy of data collectors. Furthermore,
incentives are allotted to all the data collectors immediately
to motivate user participation.

3.2.2. Communication between Service Consumers and
Service Providers. To initiate communication between a con-
sumer and service provider, a smart contract is deployed that
triggers the function of the service request and its response,
accordingly. Further, to check the integrity of data, a decen-
tralized reputation mechanism is implemented between
them. To solve the problem of motivating consumers for reg-
istering a review, an incentive mechanism is also introduced
for service consumers. The reward is issued only to those
consumers, who wish to register their reviews and contribute
to enhancing the performance of the whole blockchain-based
reputation mechanism for CSN. Furthermore, a fake review
is another major challenge in the reputation system. To elim-
inate the fake reviews, which could be done by any consumer
or an opponent company/organization, the Revain platform
is used to make sure that the module identifies fake reviews.
Moreover, in case of a dispute between a service consumer
and a provider, the arbitrator steps in to resolve the clash
and restores all the collaterals. The proposed system is com-
pared with the existing systems in Table 3.

4. System Model

The system model of the proposed mechanism is further
divided into two modules, i.e., incentive system and reputa-
tion system. They are elaborated in the subsections below.

4.1. Incentive System. This system is developed for providing
an incentive mechanism based on blockchain for CSN. Four
entities are participating in the proposed scenario, i.e., service
provider, arbitrator, service consumers, and data collectors.
The following words, i.e., requester and service provider, data
collector, and worker are being used alternatively throughout
the paper. The aspects of each role are defined in Table 4.

The smart contract is initially called by a requester, and it
sets the demands of the data sensing task. Service providers
deposit some amount that is later established as a monetary
reward for the workers. The task assignment is finally autho-
rized and broadcasted in the network. To preserve the
privacy of the workers for promoting and motivating their
participation in tasks, AES128 is used to encrypt private
information, therefore, preventing the exploitation of pri-

vacy. Thereafter, when the data collectors submit their
assigned task is verified by the miners. After verification,
the rewards are immediately allotted that are set aside in
the smart contract’s protocol. The prompt incentives build
up the repute of the system. Also, it encourages both miners
and data collectors for their devotion. Similarly, trust is
already established between service providers and other par-
ticipants because of the rules set in the smart contract. As a
result, a requester is considered a reliable entity. Additionally,
data collectors are charged with a definite aggregate of gas
while posting the sensed data. The cumulative gas serves as
a security deposit by the data collectors and guarantees the
authenticity of the participant. This process aids in avoiding
various kinds of attacks. The motivation for the proposed
system model is taken from [19, 29, 30], as shown in
Figure 2. The interaction between service consumers and
provider takes place through a separate smart contract as
shown in Figure 2. If a consumer requires service from a
requester, it inquires for a review before sending the request.
This mechanism is shown in Figure 3. A specific request is
sent by the consumer for establishing a smart contract to
the requester. The payment is made immediately in exchange
of the requested data. Also, the usage of smart contracts aids
in getting the job done efficiently and effectively. Addition-
ally, it also dismisses the possibility of any blunder that may
occur in traditional agreements or contracts.

4.2. Reputation System. Figure 3 is the proposed system
model, which is deployed between service consumers and
service provider. The purpose of this mechanism is to make
sure that the service consumer knows the reputation of data
from the previous reviews before purchasing. The smart con-
tract used for this review system uses four functions, and each
of them performs operations to check the existence, registra-
tion, and content of a review or the ratings associated with it.
The details of these functions are described below.

(i) IsReviewExist(). This function is used to send a
request for displaying the existing reviews of the data
requested by the service consumer

(ii) GetReview(). This function is used to fetch the
requested reviews, if they exist; otherwise, the value
count comes as zero

(iii) GetRating(). This function is used to fetch the rating
of the data

(iv) SetReview(). This function is used for registering a
review after purchasing data in order to show its
authenticity and usability to other service consumers

The comparison between existing centralized and
decentralized reputation system is taken from [29] as shown
in Table 5.

4.2.1. Fake Reviews. In order to tackle the issue of review
manipulation [31], which could be done by any consumer
or an opponent company/organization, we have used the
Revain platform [32] to filter out fake reviews. The steps of
this system are stated below.
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(i) Review Automatic Filtering (RAF). When the user
submits a review, it undergoes automatic modera-
tion via machine learning and neural networks. This
determines the emotional content of the review like
consumer experience with the product. This filtering
process module is used to provide an authentic
review

(ii) Storage. Following RAF filtering, the review is saved
on the Ethereum blockchain to prevent its editing.
The data is stored in blockchain via smart contracts

(iii) Verification. To verify the consistency of review, a
Merkle tree (MT) hash algorithm is used. In MT, a
group of hashes are hashed together to create hash
of hashes in order to create a root hash at the final
step. To figure out whether something has changed
anywhere in the posted review or not, we only check
the root hash mutability. If there is a change at root
hash, then, the tree is followed down to inspect
where the change is made

(iv) Incentives. To assure proper usage of the platform,
this mechanism encourages the users by providing
incentives. Users who give exponentially good
reviews have a chance of earning more rewards

4.2.2. Unsuccessful Download or Dispute Settlement. To
resolve the conflict between customer and service provider,
an arbitrator steps in. The procedure followed by this module
is as follows.

(i) The customer files a complaint regarding unsatisfac-
tory results

(ii) The arbitrator gains access of the customer’s token
and downloads the same content

(iii) If the content is downloaded and the result is posi-
tive, the customer’s claim is falsified and the service
provider is paid according to the settled agreement
in the smart contract. Otherwise, the collaterals are
refunded and returned to the customer

5. Security, Privacy, and Robustness Analysis

In this section, the proposed mechanism is critically analyzed
based on three inherent blockchain features, i.e., security,
privacy, and robustness. It is further elaborated in the subsec-
tions below.

5.1. Security Analysis. In traditional CSN, a worker’s privacy
is disclosed during the payment process. To avoid such secu-
rity threats, third parties are involved to guarantee a proper
and safe payment of transactions. However, it is difficult to
trust a third party for providing a secure environment. To
prevent this kind of situation in the proposed mechanism,
we take advantage of the inherent blockchain properties.

There is no third-party involvement while a worker and a
requester sign a smart contract on the blockchain. The rules
and regulations of payment, reward, and evaluation criteria
of the sensory data are already present in the smart contract.
Once the smart contract is deployed and triggered, the prede-
fined functions are executed automatically, and conse-
quently, the rewards are paid.

In this paper, the proof of work consensus mechanism is
used by miners to add a new block in the blockchain. In this
mining algorithm, each miner node validates the transactions
independently. When a node generates a new block, it

Table 3: Comparison with existing work.

References
Smart

contracts
Service

consumers
Encryption

Reputation
system

Identification of
fake reviews

Dispute
resolution

Reputation aware recruitment platform for CSN [7] ✓ ✓

Blockchain-based incentive mechanism for CSN
[19]

✓

Smart contract-based review system [29] ✓ ✓ ✓

Proposed mechanism: blockchain-based incentive
and reputation mechanism

✓ ✓ ✓ ✓ ✓ ✓

Table 4: Roles of entities of a CSN.

Participants Roles

Requester/service
provider

Publishes an assignment in the network and accommodates services for consumers

Service consumers Request and inquire data. Then, utilize the data obtained by a data collector

Worker/data
collectors

Measures the necessary data of interest in accordance with the defined criteria using smart gadgets

Arbitrator
It is a trusted entity by the requester, consumers, and workers. The role of the arbitrator is to resolve disputes

between the requester and the consumer. It also settles the quarrel by downloading the same item requested by the
consumer and decides whether the complaint filed is valid or not.
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broadcasts it on the network for its validation by other
miners. This newly created block is accepted and added to
the blockchain only if more than 50% of miner nodes validate
it. Otherwise, it is discarded. So, it enhances the security of
the system and makes the blockchain immutable as a hacker
will need more than 50% of computational power to temper
the blockchain. It also prevents denial of service attacks on
the system.

Malicious users can also pose a security threat over the
proposed system, e.g., a malicious user accepts a job but does
not submit or even undertake the assigned task. Due to this,
the punctual workers are often deprived of rewards because
the requester fails to gather enough data. Heretofore, the
problem was usually solved by centralized reputation man-
agement systems; however, they penalized the workers with
low reputation.

In the proposed system, this issue is tackled by communi-
cating through smart contracts. Before the assignment of
task, a worker and requester submit a designated amount of
cryptocurrency, which compels both parties to perform
according to the defined criteria. If in any case, a party
decides to back off, the deposited amount is given to the
opposite party. Furthermore, the consensus protocol ensures
the correct execution of smart contracts. The combination of
consensus mechanism with cryptocurrency deposit provides
a fair trading mechanism for CSN.

5.2. Privacy Analysis. In this paper, we consider one of the
three scenarios of privacy leakage as explained by [33]. In
the proposed system, the data collectors submit their location
information when they show interest in a task. The exact
location submission is mandatory for effective and efficient
task allocation. To tackle this problem, AES128 is used to
encrypt all the information of data collectors, once they sub-
mit the private details. As the system is based on blockchain,
all the workers execute the assigned jobs anonymously. How-
ever, even if a worker’s identity is reidentified, the attacker
still has no clue about the worker’s exact location.

Based on the above analysis, we claim that our proposed
system model effectively prevents the location privacy disclo-
sure of workers in CSN.

5.3. Robustness Analysis. In the proposed system, we have
used the Ethereum platform for deploying three smart
contracts. The robustness analysis is elaborated in the subsec-
tions below.

5.3.1. Ethereum Platform Robustness. Ethereum is an open-
source blockchain-based platform for building decentralized
applications and for running smart contracts. There are
multiple features of Ethereum, which make it robust. These
features are stated below.

(i) It has an unchanging nature, which means that an
outsider cannot roll back any information or
improvement in it

(ii) It is secure because of the use of cryptocurrency and
hashing that ensures the prevention of hacking and
deceitful exercises

(iii) It has zero downtime, the applications running on
Ethereum never go down or cannot be turned off

5.3.2. Blockchain Robustness. Blockchain claims an in-built
robust mechanism, and the following points ensure the
robust nature of blockchain.

(i) The blockchain technology cannot be controlled by a
single authority

(ii) It has no single point of failure threat

5.3.3. Smart Contract Robustness. Smart contracts help the
system to exchange shares, property, cash, or something very
important explicitly and in a conflict-free manner; thereby,
avoiding any kind of third-party services. The features, which
make a smart contract robust in nature, are stated below.

(i) The execution of a smart contract is managed by the
network and not by an entity, also they are not
dependent on any third party so there is no danger
of manipulation

(ii) The documents are unit encrypted, which are shared
on an open ledger; therefore, there is no chance of
document loss

(iii) Due to the use of cryptography, there is no chance
for a contract to be hacked

6. Experimental Results

To analyze the performance of the proposed system with two
communication paradigms, we have used the following tools
to develop our application.

Table 5: Comparison of centralized with decentralized model of reputation system.

Parameters Server-client reputation system Blockchain-based reputation system

Network type Centralized Decentralized

Server required Required Not required

Network problem
handling

Single point of failure, which means that the
entire system crashes

Connect to another peer

Network features
Easier to implement with typical models of web-

based systems
Less expensive system maintenance cost and wider network

bandwidth

Reliability and
integrity

Existing reviews can be manipulated and the
system is less reliable

Review database is maintained by blockchain; therefore, no one
can modify the reviews.
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(i) Ganache. It is used to deploy and maintain a
personal Ethereum blockchain

(ii) Metamask. It is used as an overpass that allows a
computer to run blockchain based applications in
the web portal without implementing a full Ether-
eum node

(iii) Vs Code. It is used as a source code editor and solid-
ity is used for writing the smart contracts

6.1. Specifications. The specifications of the system are as
follows. It is a 7th Generation Intel Core i3 with 500GB of
storage and 4GB RAM. The proposed model is evaluated
using the following performance parameters.

(i) The gas consumed by the smart contracts

(ii) Mining time against different string input lengths of
the review system

(iii) Gas consumption against different string input
values of the review system

(iv) The comparison of execution time between different
cryptographic techniques

In Table 6, gas consumption of each function is given in
detail along with cost in ethers and dollars. In order to calcu-
late the total cost in gwei, Equation (1) [29] is used.

Total Costgwei = GasUsed × Gas Cost: ð1Þ

The standard gas price is set at 10 gwei for the smart con-
tract cost test. Each function consumes a different amount of
gas; therefore, every function has obtained a different cost.

In Figure 4, the requester’s gas consumption is illustrated
graphically for each and every function of smart contracts. A
requester executes three functions, i.e., CreateTask(),
Abort(), and CheckData(). In the CSN, the service provider
is the initiator of the task and it acts as a requester. It is obvi-
ous from the graphs that in both smart contracts, transaction
gas is consumed more as compared to the execution gas of all
functions. When the transactions are verified and hoarded in
the blockchain, the utilized gas is called transaction cost.
Whereas the cost of execution gas is based on the execution
of each and every line of source code.

The CreateTask() function is used to create a task along
with the decided monetary reward for each sensing task. A
small amount is deposited by a service provider while initiat-
ing a smart contract. The deposited amount defines the
reward for the published task. Because of this, CreateTask()
has used the greatest quantity of gas in comparison with
the other operations. Whereas, Abort() is called, when it is
believed that data collectors have gathered enough data by
examining the number of data through calling the Check-
Data() function.

Figure 5 displays the gas consumption of the functions
that are triggered by data collectors. In a classic CSN, the data
collectors are provided with a choice regarding the selection
of task. However, in the proposed scenario, it is presupposed

that the worker is looking forward for the broadcasted task
only. There are two functions executed by data collectors,
i.e., getTask() and commitTask(), respectively. To read the
informational aspects of the task prescribed by the service
provider, the getTask() function is used. It includes monetary
reward and amount of data. Also, it is vital for workers to first
look at the assignment and inspect the criteria. Otherwise, if
the entered data is not according to the defined criteria, the
worker is considered ineligible for incentive. Further, the
commitTask() is called to acknowledge the gathered data that
demands more computational efficiency in comparison to
view the assignment; therefore, the consumed gas of former
function is less in comparison to the latter function.

Figure 6 shows the gas consumption of the functions
executed by the service consumer. The functions executed
by smart contract are ServiceRequest(), Payment(), and
ServiceResponse(). The first two functions consume almost
the same amount of gas; however, Payment() demands more
execution and transaction gas. This function triggers the
smart contract’s payment protocol. The monetary transac-
tion takes place and later on added in the blockchain. This
action justifies the increased consumption of gas.

Figure 7 depicts the gas consumption by four functions of
the review system. SetReviews() consumes a noticeably
greater amount of transaction and execution gas as compared
to others. Whereas, GetReviews(), GetRatings(), and IsRevie-
wExist() functions have lesser gas cost. Execution cost
depends on the computational operation that is executed as
an outcome of the transaction. The operations performed
for SetReviews() are more logically complex because when
this function is called, it registers the reviews of the user
and saves them in blockchain for future use. However, trans-
action gas is the cost of sending the contract code to the
Ethereum blockchain in addition to the execution cost, which
validates the high transaction cost of SetReviews() function
in comparison to others.

Figure 8 shows the mining time against each input string
value of the reviews. The data is processed as inputs string for
the specified fields. To investigate the effect of the size of
input over the mining time, we take data in all three fields
of the review system and mine to check the effect of input
string size over the mining time. The result is different for
all of the input strings; therefore, it is concluded that there
is no explicit relationship between string size and mining
time. However, the mining time depends on the network
parameters of the system, as miners calculate hash, which
should be below the target. Target is computed from the
difficulty, which is a value set by the network to regulate it
that how much it is difficult to mine a block of transactions
in the blockchain. Hence, this proves that mining time is
determined by network conditions.

Figure 9 demonstrates the gas consumption against the
input string length. As it can be seen that on the x-axis, we
have taken the input string, and on the y-axis, we have plot-
ted gas consumption. To check whether increasing the input
string increases the gas consumption, we took four input
values with different string lengths. The plotted results show
that they have a direct relationship as the gas consumption
increases with the increase in string length.
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Table 6: Smart contract functions cost test.

Functions Transaction gas Execution gas Cost (ethers) Cost (dollars)

IsReviewExist() 23740 790 0.0000079 0.0017

GetReview() 24476 1769 0.00001769 0.0037

GetRating() 20367 1669 0.00001669 0.0035

SetReview() 59362 34442 0.00034442 0.072

CreateTask() 857894 607038 0.00607038 1.27

Abort() 21693 11421 0.00011421 0.042

CheckData() 557894 121693 0.00121693 0.26

commitTask() 70190 47510 0.00047510 0.10

getTask() 176930 130373 0.00130373 0.27

ServiceRequest() 22875 12831 0.00012831 0.027

ServiceResponse() 23130 15381 0.00015381 0.032

Payment() 57894 21693 0.00021693 0.046
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Figure 10 shows the comparison of cryptographic tech-
niques based on the execution time of encryption and
decryption in milliseconds (ms). The process of transforming
normal text into ciphertext is called encryption; whereas the
process of converting the ciphertext into normal text is called
decryption. To produce a more quicker and responsive
system, both of the abovementioned processes are required
to take less time for execution. Similarly, they also affect the
performance of the system. Therefore, for this scenario, affine
cipher, 3DES, AES128, and AES256 are compared based on
execution time. Affine cipher is used in [2] for protecting
the location information of workers; however, it is affiliated
with the class of classical monoalphabetic substitution
schemes. The mentioned class can be easily interpreted by
solving a set of concurrent equations. Additionally, it is liable
to all the cipher attacks; as a consequence, it is not considered
to be a strong and secure technique for encryption in com-
parison to the modern symmetric key block cipher
approaches. From the literature review of [22, 26, 27], we exe-
cuted three more encryption techniques. The execution time
noted for affine cipher, AES256, AES128, and 3DES is 9:07,
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10:29, 7:43, and 30:81, respectively. By acquiring the time, it
is found that AES128 performs better with the least execution
time in comparison to AES256, affine cipher, and 3DES.
AES256 is considered to be more secure when compared with
AES128 having more rounds and lengthy key size, i.e., 256
bits. However, AES128 beats the AES256 in terms of execu-
tion time. Hence, to have a more responsive mechanism,
we preferred AES128 over AES256 according to the suitabil-
ity of the proposed scenario.

7. Conclusion and Future Work

With the evolution and expansion of technology on a huge
scale, blockchain has come forth as the most suitable solution
for providing a distributed yet shared environment while
preserving the privacy of all the participants in the applica-
tions. In this article, a decentralized incentive and reputation
system is proposed for a CSN. It is aimed at persuading
workers and at captivating expert user’s attention. The pro-
cess of encryption is incorporated to protect the private

information of data collectors. Smart contracts are used as a
reliable transmission medium. The proposed system caters
to the requirements of all entities in a decentralized manner;
consequently achieving consistent data, secure communica-
tion, increased cooperation rate, and authentic reviews. The
incentive mechanism is evaluated by inspecting the gas utili-
zation of all the functions, whereas the reputation mecha-
nism is inspected through studying the gas consumption
and mining time against input string length. Furthermore,
based on encryption’s execution time, i.e., 7:43ms for
AES128 and 9:07ms for affine cipher, the former technique
is selected for the proposed scenario. Although AES256
provides a high level of security as compared to AES128;
however, AES256 takes more time to encrypt. Therefore,
the trade-off between time and security level is also consid-
ered for the proposed scenario, and it is concluded that
AES128 is an appropriate technique for the system.

For the future, our goal is to measure the trustworthiness
of the data, which is submitted by the participants. The
objective is to compare the user’s trust attributes and the
application of nonparametric statistic methods and analyze
the outcome. The results will be examined based on data
subjectivity for the proposed scenario.
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0-00313) supervised by the IITP (Institute for Information &
Communications Technology Planning & Evaluation).
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In our paper, we study the vulnerability in cascading failures of the real-world network (power grid) under intentional attacks. Here,
we use three indexes (B, K , k-shell) to measure the importance of nodes; that is, we define three attacks, respectively. Under these
attacks, we measure the process of cascade effect in network by the number of avalanche nodes, the time steps, and the speed of the
cascade propagation. Also, we define the node’s bearing capacity as a tolerant parameter to study the robustness of the network
under three attacks. Taking the power grid as an example, we have obtained a good regularity of the collapse of the network
when the node’s affordability is low. In terms of time and speed, under the betweenness-based attacks, the network collapses
faster, but for the number of avalanche nodes, under the degree-based attack, the number of the failed nodes is highest. When
the nodes’ bearing capacity becomes large, the regularity of the network’s performances is not obvious. The findings can be
applied to identify the vulnerable nodes in real networks such as wireless sensor networks and improve their robustness against
different attacks.

1. Introduction

Nowadays, people’s daily life is increasingly dependent on
electricity, but the failures and blackout happened in the elec-
tricity system has resulted in heavy losses and a huge impact
on people’s lives. There are a lot of famous examples like the
massive power failure on the West Coast of United States in
September 2011, the breakdown of Ukraine’s electricity sys-
tem under malicious attacks and the blackout in New York
city in July 2019, and the massive power failure on the U.S.
West Coast in 2019. Therefore, to this day, the research on
the power grid is still hot. The current research on network
robustness mainly includes these aspects: research based on
power grid structure, analysis based on cascading effects,
how to identify network attacks, and how to defend network
attacks.

In terms of structural analysis, Huang [1] et al. (2013)
used the theory of complex networks and obtained the distri-
bution of risk energy along the path in the vulnerability anal-

ysis of cascading faults considering branch structures. Based
on graph theory technology, Correa [2] et al. (2013) obtained
the applicability conclusion of the graph theory method for
the vulnerability of power grids by comparing the physical
flow model and the statistical indicators of scale-free graphs.
Based on the normalization effect of neighboring nodes and
the weight distribution of nodes in the network, Wang [3]
et al. (2014) studied the different roles of low-load and
high-load nodes and the relationship between some parame-
ters in the network and the strongest level of robustness.
Finally, through numerical simulation, they obtained the
parameter values corresponding to the model at the strongest
level of robustness. Ouyang [4] et al. (2014) used the
betweenness based-model (BBM), direct current power flow
model (DCPFM), and purely topological model(PTM) to
study network robustness under intentional attacks based
on betweenness, degree, importance, and maximum traffic.
Yang [5] et al. (2015) discussed the relationship between
community structure and network robustness and proposed
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a three-step strategy to improve network robustness while
maintaining the degree distribution and the structure of the
network community.

In terms of analysis based on cascading effects, consider-
ing the traffic load, Tan [6] et al. (2015) used the Barabasi-
Albert scale-free network and interdependent Erdos-Renyi
random graph to research the effect of the coupling mode
on the cascade effect. Through research, Erdos-Renyi ran-
dom graphs are fragile and robust. However, the interdepen-
dent Barabasi-Albert scale-free network is vulnerable to
intentional attacks and the random attacks. These results
are similar for interdependent communication networks
and power grids, for the nonvulnerability under intentional
attacks and the actual interdependent system. Cai [7] et al.
(2016) analyzed the complex effects of cascading faults by
modeling the interdependence between power systems and
dispatch data networks. Their simulation results show that
under random attacks, the probability of catastrophic failure
of the power grid combined with the mesh structure is higher
than that with a double-star structure; while under inten-
tional attacks, the transmission performance of the mesh net-
work is better than that of the double-star structure. Hai-
PengRen [8] et al. (2016) proposed a new load distribution
for the cascade effect and a node removal rule, that is, in
the opposite direction of the flow, removing the first overload
node, and then the network distributes the load and con-
tinues cascading process. This method has proven to sup-
press large-scale cascading failures. According to the
maximum flow theory, Wenli [9] et al. (2016) proposed a
model of cascading failure. Their results show that the node
load distribution has a great impact on the cascading dynam-
ics and the tolerance parameter threshold. Kornbluth [10]
et al. (2018) use the node’s betweenness centrality as the load
to research the cascading effect of the network when the
node’s load is overloaded. They study the functional relation-
ship between the initial attack and the number of surviving
nodes at the end of the cascade PF strength under different
tolerance values in Erdös-Renyi graphs and random regular
graphs.

In terms of how to identify network attacks, Yan [11]
et al. (2017) analyzed the vulnerability of the transmission
network under sequential topology attack and proposed a
method based on Q-learning. This method can identify the
critical attack sequence considering the dynamic behavior
of the physical system. Wang [12] et al. (2017) developed a
smart search method based on state-space pruning to iden-
tify incidents of cyber attacks. They used the stochastic
chemistry method and particle swarm optimization algo-
rithm and took the IEEE system as an example to verify the
efficiency and of the method. Lei [13] et al. (2020) proposed
a distributed iterative positioning algorithm based on the
abandonment strategy of the sensor relative to its neighbor’s
center of gravity coordinates. The algorithm uses relative dis-
tance calculations to locate the data packet loss through the
neighbor’s communication link. And they accurately locate
the sensor through this algorithm. Daniel [14] et al. (2020)
proposed an algorithm that shows the relationship between
the variance of the attacker’s signal and how far away the
nodes are, which solves the problem of constructing a cen-

tralized and distributed version of Nesterov with the best
fixed parameters.

In terms of how to defend network attacks, Zheng [15]
et al. (2014) proposed a weighting strategy for edges, that is,
designing the path length of the edge as the product of the
clustering coefficients of the edge nodes and calculating the
corrected neutrality center of the edge and applying it as a
weight to the cascade model. It is found that the weighting
scheme based on the modified betweenness centrality makes
the three networks of the modular network, scale-free net-
work, and small-world network all better than the original
betweenness centrality networks that are more robust against
edge attack. Liu [16] et al. (2015) found two ways to reduce
the system vulnerability: (1) protect nodes with high degree
and (2) increase the degree of correlation between networks.
Guo [17] et al. (2017) proposed a vulnerability analysis
method using the Cyber-Physical Power System (CPPS)
model composed of the physical layer, network layer, and
network physical interface and used this method to calculate

k-shell = 1
k-shell = 2
k-shell = 3

Figure 2: The definition of k-shell. Removing all the nodes with
degree 1 and repeating this step until there are no nodes with
degree 1 in the grid. Then, define their value of k-shell as 1
(k − shell = 1), which is the outer circle in the figure. Next,
continue to remove the node with a degree of 2. As described
above, the k-shell value of the removed nodes is defined as 2
(k − shell = 2), which is circle 2. Similarly, the k-shell values of all
points are obtained.

i

j

Figure 1: The evolution process of cascading faults in the network
model.
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the performance index of the model before and after the cas-
cade failure. By comparing different attack strategies and
interface strategies, they concluded that CPPS should protect
high-indexed nodes and is more vulnerable to malicious
attacks. Wang [18] et al. (2018) proposed a strategy to defend
against cyber attacks by studying electronic computing phys-
ical systems (ECPSs). Besides, they also provided a weight
adjustment strategy to work out the problem of unbalanced
current caused by the split event. In the paper, their assess-
ment of vulnerability has five aspects: robustness, economic
cost, degree of damage, fragile equipment, and trigger points.
Ma [19] et al. (2019) proposed a scale-free network model
that can more effectively control the propagation of cascad-
ing faults. In their model, the connection load of any two
nodes is defined, taking into account the degree and interme-
diateness of the nodes. Irshaad [20] et al. (2019) combined
cognitive dynamic and state estimation systems in the smart
network and proposed a new SG metric: entropy state. The
manager achieves the goal of improving the entropy state
by reconfiguring the weights of the sensors in the grid and
dynamically optimizing the state estimation process. And
CDS is the best choice for monitoring systems.

It can be seen from the above literature review that
scholars understand the network structure and cascading
effects and use sensors to identify attacks and defend them.
In this article, we default to the identification of sensors

and attach importance to defense to protect high-load nodes.
However, rather than studying structural defenses, we value
the impact of the network after an attack. We recorded not
only the number of nodes in the network that crashed but
also the speed and time of the crash. Because we believe that
under the technical recognition of sensors, understanding the
law of network collapse is of great practical significance for
future defenses.

We break this article into three sections. In Section I, we
will introduce the load distribution model of the network. In
Section II, we will show three attacks. In Section III, we will
list some indicators to show the extent to which the network
is crashing. In Section IV, we will present the results graphi-
cally and analyze them. Finally, we will give the conclusion.

2. Results and Discussion

2.1. The Cascading Failure Model

2.1.1. Load Distribution Model. It can be seen from multiple
studies that the load of a node is often estimated by the node’s
betweenness centrality [21, 22]. Therefore, in our paper, we
set the betweenness centrality of the node as its load.

In reality, when a node is crashed by an attack, its load is
distributed to other nodes in the network [23]. There are two
distribution methods, global distribution and local
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Figure 3: Under B attack, the figure shows howmany nodes failed in the network (color shades) at time t (axis Y) when p nodes were attacked
(axis X), where the range of p is 5 to 200, with an interval of 5 nodes. (a) is an image with α equal to 0.2. (b) is an image with α equal to 0.4. (c)
is an image with α equal to 0.6. (d) is an image with α equal to 0.8.
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Figure 4: UnderK attack, the figure shows howmany nodes failed in the network (color shades) at time t (axis Y) when p nodes were attacked
(axis X), where the range of p is 5 to 200, with an interval of 5 nodes. (a) is an image with α equal to 0.2. (b) is an image with α equal to 0.4. (c) is
an image with α equal to 0.6. (d) is an image with α equal to 0.8.
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Figure 5: Under k-shell attack, the figure shows how many nodes failed in the network (color shades) at time t (axis Y) when p nodes were
attacked (axis X), where the range of p is 5 to 200, with an interval of 5 nodes. (a) is an image with α equal to 0.2. (b) is an image with α equal to
0.4. (c) is an image with α equal to 0.6. (d) is an image with α equal to 0.8.
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distribution. Global distribution seems to be more compre-
hensive, but in actual research, global distribution calculation
is huge, and in global distribution, the load is distributed in
inverse proportion to the distance. On the contrary, distrib-
uting load to neighboring nodes is effective and reasonable.
On the one hand, it can show the level after the collapse of
the network. On the other hand, calculations are greatly
reduced. Local distribution is not single, for example, using
game theory [24]. Consequently, we adopt the local distribu-
tion method of node load distribution to its neighboring
nodes after a node fails in this article, which is more suitable
for research.

As shown in Figure 1, when the node i crashes, it allo-
cates its own load to its neighboring node set j in a certain
form. When a node is a neighboring node that exceeds its
maximum load, the node fails and continues to be distrib-
uted to its neighboring nodes, which results in the cascade
effect. Until the assigned nodes in the network do not
exceed the maximum load, the process of cascading faults
stops [25].

2.1.2. Cascade-Related Indicators. To measure the cascading
effect of the network, you need to define some relevant
indicators.

First of all, as mentioned above, we define the initial load
(L) of node i [26] as the node’s betweenness centrality (B).

Li 0ð Þ = Bi: ð1Þ

Secondly, define the maximum load (C) that the node can
withstand [27]. The definition is as follows:

Ci = 1 + αð ÞLi 0ð Þ: ð2Þ

In the formula, α is a tunable parameter, ranging from 0
to 1, indicating the performance of the nodes [28]. The larger
the value of α, the better the load-carrying capacity of the
node.

The next is how to distribute. At time t, as node i failed,
its neighboring node k increases the load (ΔLk) as

ΔLk tð Þ = Bi

∑Bj
Li t − 1ð Þ, ð3Þ

where k is any node of set j. The load distributed from the
node i is added to each neighboring node. If the one of neigh-
boring nodes exceeds its maximum load, the node fails [29].
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Figure 6: Under three attack strategies, the total number of the failed nodes N ðaxisYÞ is after attacking p nodes (axis X). (a) is an image with
α equal to 0.2. (b) is an image with α equal to 0.4. (c) is an image with α equal to 0.6. (d) is an image with α equal to 0.8.
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2.1.3. Simulated Attack Model. In general, our model is to
achieve intentional attacks in reality by selecting high-load
nodes to attack. After being attacked, the attacked node will
distribute its load to neighboring nodes, that is, using the pre-
vious load distribution model. When any neighboring node’s
load exceeds its capacity, it will collapse and continue to dis-
tribute its load, thus form a series of chain reactions [30, 31].
And we will simulate this process through a computer to get
our final conclusion.

2.2. Three Attack Strategies. We examine the survivability of
the network under intentional attacks [32] in this article.
Under intentional attacks, important nodes in the network
will be attacked. Important nodes are often measured by
the node’s betweenness centrality, degree [33], k-shell [34]
value, etc. Therefore, we study three attacks that sort these
three metrics in descending order to attack. The three attacks
are as follows:

(1) Betweenness attack (B attack): based on the above-
mentioned distribution method, we sort all nodes in
descending order of the betweenness centrality, then
attack the top nodes

(2) Degree-based attack (K attack): The nodes to be
attacked are arranged in descending order of degrees,

and the rest are the same as the betweenness-based
attack

(3) k-shell-based attack: keep the other conditions the
same and arrange the attacked nodes in descending
order according to the value of k-shell. For the defini-
tion of k-shell, see the Figure 2 below

Attack the nodes according to these three attacks, and
then through certain indicators [35], we can see the degree
of network collapse. Next, we will introduce the evaluation
indicators.

2.3. Evaluation Indicators. Obviously, the degree of network
collapse [36, 37] is bound up with the number of nodes that
fail. The quantity available is an important indicator. On the
other hand, due to the cascading effect, the moments when
different nodes fail are not necessarily the same. Therefore,
we must first define the time of the cascade. With quantity
and time, we naturally think of another indicator—speed.
Below, we will explain these three indicators in detail.

(1) Time: As for the time, we define the time of the attack
as the moment 0 (t = 0), the time of the neighboring
nodes fail caused by the attacked nodes as the
moment 1(t = 1), and so on to define the cascade
moment. In addition, what we can get from this is
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Figure 7: Under three attack strategies, the number of remaining nodes r (axis Y) is after attacking p nodes (axis X). (a) is an image with α
equal to 0.2. (b) is an image with α equal to 0.4. (c) is an image with α equal to 0.6. (d) is an image with α equal to 0.8.
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that the last moment recorded is the time (t) used for
the cascade effect

(2) The number of failed nodes: Aiming to analyze the
collapse of the network in the cascade effect process,
we count the nodes that fail at different times (n (t)).
By adding these numbers, we can get the total number
of nodes that fail, calculated as follows:

N = 〠
T

t=1
n tð Þ: ð4Þ

(3) The number of noncrashed nodes: Knowing the total
number of nodes (M) in the power grid and the num-
ber of failure nodes, we can easy to calculate the
nodes that did not fail, excluding the number of
nodes that have attacked (p), calculated as follows:

r =M −N − p: ð5Þ

(4) Speed of cascade: Speed is the quotient of quantity (N)
and time (t). Here, the time it takes for the cascade
effect to start and end. The quantity (N) here refers
to the total number of nodes that fail. The specific for-
mula is as follows:

v = N
T
: ð6Þ

All in all, it is easy to know that the total number of fail-
ure nodes shows the degree of network collapse, and time and
speed show the effects of different attacks. Then, based on
these indicators, from the results, we can detect the effect of
the cascade effect of the network under different attack
conditions.

3. Result Analysis

Based on the previous model and evaluation indicators, we
test it using the U.S. grid as an example. This power grid is
a network with 4941 nodes and 6,594 edges. Here, we assume
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Figure 8: Under three attack strategies, the persistent time of cascade T (axis Y) is after attacking p nodes (axis X). (a) is an image with α equal
to 0.2. (b) is an image with α equal to 0.4. (c) is an image with α equal to 0.6. (d) is an image with α equal to 0.8.
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that the edges of the network [38] are unweighted, and the
distribution of the load is undirected.

3.1. Preliminary Analysis. As mentioned above, we will
record the number of nodes that fail at each moment in the
cascade effect. Therefore, we will initially display it in a
three-dimensional graph.

Through the adjustment of α and the adjustment of
attack modes, we can have different results. Among them,
we will find some novel conclusions. Next, we will present
them in turn.

As can be seen from the vertical perspective of Figure 3,
under the B attack, the number of nodes in the cascade effect
increases with time, showing a trend of increasing first and
then decreasing. From the horizontal perspective, as the
number of attacked nodes increases, so does the number of
collapse nodes in the cascade effect. And it can be roughly
seen that with the increasing of the number of attacked
nodes, the total time of the cascade effect generally decreases.

Next, we use the same distribution method to perform
the same operation on nodes sorted by degree (K). The result
is shown in Figure 4.

It can be seen from Figure 4 that the horizontal and ver-
tical images are roughly the same as the B attacks, but in the

K attack, when the node performance is good, that is, when α
is large, attacking a few important nodes has little impact on
the entire network.

At last, we use the k-shell to measure the importance that
is sorted by k-shell, attack the node with a large value of k-
shell, and use the same distribution method to record the
number of failure nodes, as shown in Figure 5.

It can be seen from Figure 5 that the image in the hori-
zontal and vertical directions is roughly the same as the two
modes, but compared to the previous two attack mode, this
attack mode has a large time span and shows a fault phenom-
enon, as shown in Figure 5(a). The first 40 attacked nodes
and less than 40 show roughly the same effect on the net-
work, but when the number of attack nodes is greater than
40, the result of the attack is significantly different. This
may be related to the point ordering with the same k-shell
value.

3.2. Advanced Analysis. When α is determined, in a three-
dimensional graph, we can know the time of the crash (t)
and the number of crashed nodes at different times (n (t))
and compare the network crashes that attacked different
numbers of nodes. However, we do not know whether the
final total number of crashed nodes (N) still has such
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Figure 9: Under three attack strategies, the speed of cascade effect V (axis Y) is after attacking p nodes (axis X). (a) is an image with α equal to
0.2. (b) is an image with α equal to 0.4. (c) is an image with α equal to 0.6,.(d) is an image with α equal to 0.8.
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regularity. Therefore, we introduce a two-dimensional graph
to depict the total number of crashed nodes. In addition, we
also depict time and speed accordingly.

From (a) and (b) of Figure 6, we see a strange phenome-
non, and the more attacked nodes, the fewer the number of
failed nodes. This is counterintuitive. However, there is a
possible reason to explain this phenomenon; that is, the node
that was attacked at the beginning is closely related to the
nodes that are added later. The load allocated by the previous
crashed node causes the subsequent node to fail. On how to
answer this question, we draw a graph of the number of
nodes without fail [39] (Figure 7). It turns out that for both
the k-shell and the B attack, this explanation is feasible. As
for how to explain the K attack, at this time, we should con-
sider the phenomenon that the neighboring nodes fail at the
same time, and the load cannot be distributed. Whether it is
caused by one or both, we can conclude that, based on the
previous model, increasing the number of attack nodes does
not necessarily lead to an increase in network crash, espe-
cially for the B attack.

From Figures 6 and 7, we have not reached a good con-
clusion. However, from a time and speed perspective, we
found good results. It can be seen from Figures 8 and 9 that
when α is small, the speed and time of collapse reflect a better

law. As the number of attacked nodes increases, the time
spent by cascade effect decreases, and the speed of collapse
increases. In addition, among the three attacks, the B attack
has the shortest time and the fastest speed, followed by the
K attack. When α is greater than or equal to 0.6, the volatility
of the data is larger, and the law is not very obvious, but it can
still be seen that the B attack is more destructive to the power
grid.

From this, we reasonably guess that the size of the alpha
has an effect on the number of nodes that fail. To do this,
we set α as the independent variable [40], set the number of
failure nodes as the dependent variable, and plot the results
as follows.

It can be seen from Figure 10 that as the value of α
increases, the number of failure nodes decreases. But as for
the B attack and the K attack, the reduction trend is not obvi-
ous. Nevertheless, some phenomena can be found from
them. As you can see from Figure 10(a), that when attacking
50 nodes, no matter how large α, the number of nodes fail by
the betweenness-based attack is greater than the k-shell
attack. However, when the number of attacks increased, there
was almost no difference in the number of failure nodes by
the two modes. When the number of attacked nodes is 200,
the number of failure nodes by the k-shell attack is greater
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Figure 10: The total number of the failure nodesN (axis Y) is with different α (axis X). (a) is an image with attacking 50 nodes. (b) is an image
with attacking 100 nodes. (c) is an image with attacking 150 nodes. (d) is an image with attacking 200 nodes.
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than that of the B attack. On the other hand, the number of
failure nodes in the network is closely related to the load
capacity of the nodes for the K attack. In this case, improving
the node’s performance is very effective to ensure network
security.

4. Conclusions

Through the above studies, we can draw some preliminary
conclusions about the cascade effect. The specific conclusions
will be listed in the following points.

(1) From the preliminary analysis, it can be roughly seen
that at any time t, as the number of attacked nodes
increases, so does the number of failure nodes, and
the total crash time decreases

(2) However, Figures 6 and 7 show that the increase in
the number of attacked nodes does not result in an
increase in the total number of crashed nodes and a
decrease in the number of noncrashed nodes. Based
on the data of the number of crashed and noncrashed
nodes, compared with the three attack methods, B
attack is affected more

(3) Combined with the crash time and crash speed, it can
be seen that the B attack has the fastest crash speed
and the shortest crash time. Therefore, it can be
known that in the B attack mode, the robustness of
the network is the lowest, especially when α is small

(4) Improving the load-carrying capacity of a node is a
good protection measure. Judging from the results,
the load-carrying capacity of nodes has more influ-
ence on the degree of network collapse than the
number of attack nodes, especially in K attack

(5) When the alpha is small, the cascading effect takes
less time and is faster than the k-shell under the K
attack. However, the number of failure nodes under
the K attack is less than that of k-shell. Therefore,
we cannot conclude that the K attack is stronger. If
it is assumed that there is no way to intervene before
the cascade effect stops, then the k-shell attack can be
considered stronger

(6) When α is large and there are many attacked nodes,
based on our model, our conclusions above may no
longer be applicable

In the above conclusions, the results have revealed the
topological vulnerability of cascade in the power grid systems
under different attacks and could be used to design the robust
topology of wireless sensor networks [41, 42]. The under-
standing of the process of network collapse is conducive to
better erection and use of sensor detection. Under certain
measures, this is a favorable measure to deal with the network
cascade effect. But for other real networks [43–48], the results
are maybe different. So, we will study the vulnerability in
other real-world networks with considering the community
structure [49] in the future.

Data Availability

No data were used to support this study.

Conflicts of Interest

S.L., Y.C., X.W., Z.T., and X.C. declare no conflicts of interest
that are directly related to the submitted work.

Authors’ Contributions

Shudong Li and Yanshan Chen contributed equally to this
work.

Acknowledgments

This research was funded by the Key R&D Program of
Guangdong Province (No. 2019B010136003), NSFC (Nos.
U1803263 and 61672020), Project of Shandong Province
Higher Educational Science and Technology Program (No.
J16LN61), National Key Research and Development Pro-
gram of China (No. 2019QY1406), and Guangdong Province
Universities and Colleges Pearl River Scholar Funded
Scheme (2019).

References

[1] X. C. Huang, H. Qi, X. P. Zhang, L. F. Lu, and Y. Y. Hu, “Anal-
ysis on power grid vulnerability considering cascading failure
of branch,” Applied Mechanics and Materials, vol. 433-435,
pp. 1254–1257, 2013.

[2] G. J. Correa and J. M. Yusta, “Grid vulnerability analysis based
on scale-free graphs versus power flow models,” Electric Power
Systems Research, vol. 101, pp. 71–79, 2013.

[3] J. Wang, C. Zhang, Y. Huang, and C. Xin, “Attack robustness
of cascading model with node weight,” Nonlinear Dynamics,
vol. 78, no. 1, pp. 37–48, 2014.

[4] M. Ouyang, L. Zhao, Z. Pan, and L. Hong, “Comparisons of
complex network based models and direct current power flow
model to analyze power grid vulnerability under intentional
attacks,” Physica A: Statistical Mechanics and its Applications,
vol. 403, pp. 45–53, 2014.

[5] Y. Yang, Z. Li, Y. Chen, X. Zhang, and S. Wang, “Improving
the robustness of complex networks with preserving commu-
nity structure,” PLoS One, vol. 10, no. 2, article e0116551, 2015.

[6] F. Tan, Y. Xia, and Z. Wei, “Robust-yet-fragile nature of inter-
dependent networks,” Physical Review E, vol. 91, no. 5, 2015.

[7] Y. Cai, Y. Cao, Y. Li, T. Huang, and B. Zhou, “Cascading fail-
ure analysis considering interaction between power grids and
communication networks,” IEEE Transactions on Smart Grid,
vol. 7, no. 1, pp. 530–538, 2016.

[8] H.-P. Ren, J. Song, R. Yang, M. S. Baptista, and C. Grebogi,
“Cascade failure analysis of power grid using new load distri-
bution law and node removal rule,” Physica A: Statistical
Mechanics and its Applications, vol. 442, pp. 239–251, 2016.

[9] W. Fan, S. Huang, and S. Mei, “Invulnerability of power grids
based on maximum flow theory,” Physica A: Statistical
Mechanics and its Applications, vol. 462, pp. 977–985, 2016.

[10] Y. Kornbluth, G. Barach, Y. Tuchman, B. Kadish, G. Cwilich,
and S. V. Buldyrev, “Network overload due to massive
attacks,” Physical Review E, vol. 97, no. 5, 2018.

10 Journal of Sensors



[11] J. Yan, H. He, X. Zhong, and Y. Tang, “Q-learning-based vul-
nerability analysis of smart grid against sequential topology
attacks,” IEEE Transactions on Information Forensics and
Security, vol. 12, no. 1, pp. 200–210, 2017.

[12] M. Wang, Y. Xiang, and L. Wang, “Identification of critical
contingencies using solution space pruning and intelligent
search,” Electric Power Systems Research, vol. 149, pp. 220–
229, 2017.

[13] L. Shi, Q. C. Liu, J. L. Shao, and Y. Cheng, “Distributed localiza-
tion in wireless sensor networks under denial-of-service
attacks,” IEEE Control Systems Letters, vol. 5, pp. 493–498, 2021.

[14] D. Silvestre, J. P. Hespanha, and D. Silvestre, “Resilient desyn-
chronization for decentralized medium access control,” IEEE
Control Systems Letters, vol. 5, pp. 803–808, 2020.

[15] Y. Zheng, F. Liu, and Y.-W. Gong, “Robustness in weighted
networks with cluster structure,” Mathematical Problems in
Engineering, vol. 2014, Article ID 292465, 8 pages, 2014.

[16] X. Liu, H. Peng, and J. Gao, “Vulnerability and controllability
of networks of networks,” Chaos, Solitons& Fractals, vol. 80,
pp. 125–138, 2015.

[17] J. Guo, Y. Han, C. Guo, F. Lou, and Y. Wang, “Modeling and
vulnerability analysis of cyber-physical power systems consid-
ering network topology and power flow properties,” Energies,
vol. 10, no. 1, p. 87, 2017.

[18] Y. Wang, G. Yan, and R. Zheng, “Vulnerability assessment of
electrical cyber-physical systems against cyber attacks,”
Applied Sciences, vol. 8, no. 5, p. 768, 2018.

[19] J. Ma and Z. Ju, “Cascading failure model of scale-free net-
works for avoiding edge failure,” Peer-to-Peer Networking
and Applications, vol. 12, no. 6, pp. 1627–1637, 2019.

[20] M. I. Oozeer and S. Haykin, “Cognitive dynamic system for
control and cyber-attack detection in smart grid,” IEEE Access,
vol. 7, pp. 78320–78335, 2019.

[21] A. E. Motter, T. Nishikawa, and Y.-C. Lai, “Range-based attack
on links in scale-free networks: are long-range links responsi-
ble for the small-world phenomenon?,” Physical Review E,
vol. 66, no. 6, 2002.

[22] A. E. Motter, “Cascade Control and Defense in Complex Net-
works,” Physical Review Letters, vol. 93, no. 9, 2004.

[23] M. Li, Y. Sun, H. Lu, S. Maharjan, and Z. Tian, “Deep rein-
forcement learning for partially observable data poisoning
attack in crowdsensing systems,” IEEE Internet of Things Jour-
nal, vol. 7, no. 7, pp. 6266–6278, 2020.

[24] C. Liu, H. Guo, Z. Li, X. Gao, and S. Li, “Coevolution of multi-
game resolves social dilemma in network population,” Applied
Mathematics and Computation, vol. 341, pp. 402–407, 2019.

[25] P. Zhu, X. Wang, S. Li, Y. Guo, and Z. Wang, “Investigation of
epidemic spreading process on multiplex networks by incor-
porating fatal properties,” Applied Mathematics and Computa-
tion, vol. 359, pp. 512–524, 2019.

[26] M. Zheng, S. Li, D. Lu, W. Wang, X. Wu, and D. Zhao, “Struc-
tural vulnerability of power grid under malicious node-based
attacks,” Communications in Computer and Information Sci-
ence, vol. 1123, pp. 446–453, 2019.

[27] X. (. J.). du, M. Zhang, K. Nygard, S. Guizani, and H. H. Chen,
“Self-healing sensor networks with distributed decision mak-
ing,” International Journal of Sensor Networks, vol. 2, no. 5/6,
pp. 289–298, 2007.

[28] S. Li, D. Zhao, X. Wu, Z. Tian, A. Li, and Z. Wang, “Functional
immunization of networks based on message passing,” Applied
Mathematics and Computation, vol. 366, article 124728, 2020.

[29] Z. Tian, C. Luo, J. Qiu, X. du, and M. Guizani, “A distributed
deep learning system for web attack detection on edge
devices,” IEEE Transactions on Industrial Informatics,
vol. 16, no. 3, pp. 1963–1971, 2020.

[30] H. Zhang, C. Zhai, G. Xiao, and T. C. Pan, “An optimal control
approach to identifying the worst-case cascading failures in
power systems,” IEEE Transactions on Control of Network Sys-
tems, vol. 7, no. 2, pp. 956–966, 2019.

[31] H. Zhang, C. Zhai, G. Xiao, and T. C. Pan, “Identifying critical
risks of cascading failures in power systems,” IET Generation,
Transmission & Distribution, vol. 13, no. 12, pp. 2438–2445,
2019.

[32] H. Yang, S. Li, X. Wu, H. Lu, and W. Han, “A novel solutions
for malicious code detection and family clustering based on
machine learning,” IEEE Access, vol. 7, no. 1, pp. 148853–
148860, 2019.

[33] R. Yin, X. Yin, M. Cui, and Y. Xu, “Node importance evalua-
tion method based on multi-attribute decision-making model
in wireless sensor networks,” EURASIP Journal on Wireless
Communications and Networking, vol. 2019, 14 pages, 2019.

[34] Z. Yi, X. Wu, and F. Li, “Ranking spreaders in complex net-
works based on the most influential neighbors,” Discrete
Dynamics in Nature and Society, vol. 2018, Article ID
3649079, 6 pages, 2018.

[35] J. Qiu, Z. Tian, C. Du, Q. Zuo, S. Su, and B. Fang, “A survey on
access control in the age of internet of things,” IEEE Internet of
Things Journal, vol. 7, no. 6, pp. 4682–4696, 2020.

[36] X. Du, M. Rozenblit, and M. Shayman, “Implementation and
performance analysis of SNMP on a TLS/TCP base,” in 2001
IEEE/IFIP International Symposium on Integrated Network
Management Proceedings. Integrated Network Management
VII. Integrated Management Strategies for the New Millennium
(Cat. No. 01EX470), pp. 453–466, Seattle, WA, USA, May 2001.

[37] Y. Li, S. Li, Y. Chen, P. He, X. Wu, and W. Han, “Electric
power grid invulnerability under intentional edge-based
attacks,” in Dependability in Sensor, Cloud, and Big Data Sys-
tems and Applications, vol. 1123 of Communications in Com-
puter and Information Science, , pp. 454–461, Springer, 2019.

[38] P. Zhu, X. Wang, D. Jia, Y. Guo, S. Li, and C. Chu, “Investigat-
ing the co-evolution of node reputation and edge-strategy in
prisoner's dilemma game,” Applied Mathematics and Compu-
tation, vol. 386, p. 125474, 2020.

[39] Z. Tian, X. Gao, S. Su, and J. Qiu, “Vcash: a novel reputation
framework for identifying denial of traffic service in internet
of connected vehicles,” IEEE Internet of Things Journal,
vol. 7, no. 5, pp. 3901–3909, 2020.

[40] X. Du, M. Guizani, Y. Xiao, and H.-H. Chen, “Defending DoS
attacks on broadcast authentication in wireless sensor net-
works,” in 2008 IEEE International Conference on Communi-
cations, Beijing, China, 2008.

[41] L. Wu, X. Du, W. Wang, and B. Lin, “An out-of-band authen-
tication scheme for Internet of Things using blockchain tech-
nology,” in 2018 International Conference on Computing,
Networking and Communications (ICNC), Maui, Hawaii,
USA, March 2018.

[42] X. Huang and X. Du, “Achieving big data privacy via hybrid
cloud,” in 2014 IEEE Conference on Computer Communica-
tions Workshops (INFOCOM WKSHPS), pp. 512–517,
Toronto, Ontario, Canada, May 2014.

[43] D. Zhao, L. Wang, Z. Wang, and G. Xiao, “Virus propagation
and patch distribution in multiplex networks: modeling,

11Journal of Sensors



analysis and optimal allocation,” IEEE Transactions on Infor-
mation Forensics and Security, vol. 14, no. 7, pp. 1755–1767,
2019.

[44] D. Zhao, G. Xiao, Z. Wang, L. Wang, and L. Xu, “Minimum
Dominating set of multiplex networks: definition, application
and identification,” IEEE Transactions on Systems, Man, and
Cybernetics: Systems, pp. 1–15, 2020.

[45] S. D. Li, D. N. Lu, X. B. Wu,W. Han, and D. Zhao, “Enhancing
the power grid robustness against cascading failures under
node-based attacks,” Modern Physics Letters B, vol. 35, no. 9,
article 2150152, 2021.

[46] D. Zhao, S. Yang, X. Han, S. Zhang, and Z. Wang, “Disman-
tling and vertex cover of network through message passing,”
IEEE Transactions on Circuits & Systems II-Express Briefs,
vol. 67, no. 11, pp. 2732–2736, 2020.

[47] K. Huang, Z. Wang, and M. Jusup, “Incorporating latent con-
straints to enhance inference of network structure,” IEEE
Transactions on Network Science and Engineering, vol. 7,
no. 1, pp. 466–475, 2020.

[48] W. B. Du, X. L. Zhou, M. Jusup, and Z. Wang, “Physics of
transportation: Towards optimal capacity using the multilayer
network framework,” Scientific Reports, vol. 6, no. 1, p. 19059,
2016.

[49] S. D. Li, L. Y. Jiang, X. B. Wu, W. H. Han, D. Zhao, and
Z. Wang, “A weighted network community detection algo-
rithm based on deep learning,” Applied Mathematics and
Computation, vol. 401, no. 7, Article ID 126012, 2021.

12 Journal of Sensors



Research Article
Research on the Evaluation Model for Wireless Sensor Network
Performance Based on Mixed Multiattribute Decision-Making

Jiekun Song , Yemeng Zhang , Zhihao Zhao , and Rui Chen

School of Economics and Management, China University of Petroleum, Qingdao 266580, China

Correspondence should be addressed to Jiekun Song; songjiekun@163.com

Received 21 March 2020; Revised 28 January 2021; Accepted 20 May 2021; Published 3 June 2021

Academic Editor: Iftikhar Ahmad

Copyright © 2021 Jiekun Song et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Many application fields initiate using wireless sensor network (WSN), and the evaluation for its performance becomes an important
topic, which can help the decision-maker to find the deficiency of the current WSN or seek the best WSN. There exist mixed
multiple attributes in the WSN performance evaluation process, for example, some evaluation indicators can be expressed as
interval numbers, while others can be expressed as linguistic variables, so it is necessary to explore the evaluation model based
on mixed multiattribute decision-making (MADM). Considering the specific evaluation purpose and requirements for different
enterprises, this paper puts forward an indicator selection method and a subjective weighting method based on the rough set
theory. After that, based on the transformation of mixed attributes into the unified intuitionistic fuzzy numbers (IFNs), an
objective weighting method based on intuitionistic fuzzy entropy is proposed. Meanwhile, the combined weights of indicators
are obtained by synthesizing the subjective and objective weights. Subsequently, in order to evaluate WSN performance
objectively, an integrated comprehensive evaluation framework is proposed, which includes single evaluation, compatibility test,
combination evaluation, and consistency test. The paper gives specific models and calculation steps in detail. Finally, it provides
a case study to explain the application of the proposed indicator selection method and the evaluation models, which provide
new ideas and references for WSN performance evaluation.

1. Introduction

WSN is a combination of multiple sensor nodes, which play a
role in real-time sensing, collecting, processing, and trans-
mitting the sensing object information. In recent years,
WSN has become more and more popular in many fields,
such as environmental monitoring, Internet of Things, fac-
tory maintenance, and target tracking on battlefields. In par-
ticular, enterprise production and people’s life more and
more rely on WSN, and how to evaluate the performance
of WSN becomes more and more vital. Scientific evaluation
can help decision-makers objectively compare the perfor-
mance of different WSNs, so as to get the objective compar-
ison result, improve the performance of existing WSN, or
provide decision support for the selection of the best WSN.
Many scholars have focused on the performance evaluation
of WSN. According to the evaluation object, it mainly
includes link quality [1–3], protocol performance [4–7],
quality of service (QoS) [8–11], reliability [12–15], robust-

ness [16–18], and overall performance [19–23]. Gomes
et al. [1] used the received signal strength indication and data
packet information as indicators to test the link quality of
industrial WSN. Jayasri and Hemalatha [2] put forward the
link quality parameters and used Kalman filter method to
evaluate the link quality. Shu et al. [3] established a link qual-
ity estimation model in terms of a support vector machine
with a decision tree. Chen et al. [4] evaluated protocol perfor-
mance according to coverage awareness and energy saving.
Souil et al. [5] analyzed the performance of media access con-
trol (MAC) protocol using transmission probability and data
delivery ratio. Mokdad et al. [6] used loss probabilities, aver-
age delay, and average delivery ratio as performance indica-
tors to evaluate the protocol. Ketshabetswe et al. [7]
compared the property of different routing protocols based
on latency, success rate, energy consumption, and energy
efficiency. Arora et al. [8] used throughput, end-to-end delay,
network load, and other indicators to evaluate the QoS of
WSN. Long et al. [9] constructed a network layer QoS
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evaluation indicator system including throughput, the suc-
cess rate of communication, packet loss rate, and energy effi-
ciency. Wu et al. [10] proposed a QoS evaluation model in
the basis of ideal points of vague sets. Kumar et al. [11]
reviewed the machine learning techniques in QoS evaluation
of WSN, including artificial neural network and reinforce-
ment learning. He et al. [12] evaluated WSN reliability in
terms of hierarchical trust rules, which combined fault evalu-
ation with security evaluation. Zhu et al. [13] established the
transmission reliability evaluation models for WSNs. Sun
and Willmann [14] proposed a dependability evaluation
method of industrial WSN based on deep learning. Yue and
He [15] summarized the research progress of mobile WSN
reliability and qualitatively analyzed different reliability
schemes from packet loss rate, throughput, connectivity,
and other aspects. Hu and Li [16] proposed the measurement
metrics of WSN robustness, including betweenness, node
degree, and connectivity coverage. Acharya and Tripathy
[17] proposed four WSN cluster deployment models and
compared their robustness from the first node dies, network
lifetime, energy cost, and other indicators. Wang et al. [18]
proposed robustness performance indicators such as power
consumption, cost, and message delay and established an
evaluation model based on the extension cloud theory. Jiang
et al. [19] used gain-cost to represent the performance of the
entire network and combined the three evaluation indicators
of network efficiency, network reliability, and network con-
nection energy cost into a function of net revenue. Zhou
and Li [20] selected time delay, packet loss rate, and through-
out as evaluation indicators and adopted the linear weighting
method for comprehensive evaluation. Anwar et al. [21]
compared trust-based security WSN and key-based security
WSN from two aspects of time delay and throughput. Li
et al. [22] proposed a hierarchy model from three aspects of
availability, dependability, and capability and established a
weighted comprehensive evaluation model for WSN perfor-
mance. Luan et al. [23] summarized the performance evalua-
tion indicators of WSN in the network layer, survivability,
monitoring performance, and positioning technology and
introduced a linear weighted comprehensive evaluation
method. Literature review shows that the performance evalu-
ation of WSN is actually a comprehensive process of multiple
indicators. Among the evaluation methods in the existing lit-
erature, the performance indicators of WSN are mostly
expressed by precise real numbers. In fact, due to the passage
of time and the instability of the external environment, the
values of indicators such as time delay and packet loss rate
are often uncertain. In addition, the values of qualitative indi-
cators can be expressed as linguistic variables. Therefore,
based on the mixed MADM method, the establishment of a
comprehensive evaluation model of WSN performance is
more realistic, and the conclusion will be more scientific.

There are many ways to express the attributes of evalua-
tion objects, which can be divided into deterministic attri-
butes and uncertain attributes [24]. Due to the uncertainty
and variability of the environment, the research on the
expression and decision-making of uncertain attributes is
increasingly in-depth. Zadeh [25] first proposed the concept
of the fuzzy set (FS). On the basis of FS, Atanassov [26] and

Torra and Narukawa [27], respectively, introduced the intui-
tionistic fuzzy set (IFS) and hesitant fuzzy set (HFS) for fur-
ther describing the uncertain characteristics. To associate
the occurring probability of hesitant fuzzy numbers, Xu and
Zhou [28] presented the probabilistic HFS. Zhu et al. [29]
introduced the dual HFS as an extension of FS. Yager [30]
developed the Pythagorean fuzzy set (PyFS). Cuong [31]
and Smarandache [32], respectively, proposed the picture
fuzzy set (PFS) and neutrosophic set as the general forms of
FS and IFS. Considering that fuzzy language terms were often
used for qualitative description, Zadeh [33] proposed the lin-
guistic variable (LV) characterized by a fuzzy compatibility
function. Wang and Li [34] and Rodriguez et al. [35], respec-
tively, introduced the intuitionistic LV and the hesitant fuzzy
LV. Xu [36] proposed the uncertain LV with the lower and
upper limits. For comparing multiple evaluation objects, a
lot of MADM methods have been developed to accommo-
date different attribute types. Xu and Zhao [37] reviewed
the aggregation operators of IFS and proposed that some
operators have ideal properties. Beliakov et al. [38] intro-
duced the definition of the generalized aggregation of IFS,
which can deal with the failure caused by the extreme value.
Liu and Jin [39] developed a hybrid geometric operator of the
intuitionistic uncertain LV. Besides the aggregation operator
methods, some traditional methods in MADM are widely
used, including distance measure [37, 39], TOPSIS (tech-
nique for order preference by similarity to ideal solution)
[40], GRA (grey relational analysis) [41, 42], VIKOR (Vlse
Kriterijumska Optimizacija I Kompromisno Resenje) [43–
45], and ER (evidence reasoning) methods [45, 46]. For the
mixed MADM problem, scholars mainly put forward the
distance-based methods [47–49] and the transformation
technique-based methods [46, 50–55]. Lourenzutti and
Krohling [48] and Pan and Geng [49], respectively, proposed
a group modular random TOPSIS method and a modular
random VIKOR method, which can break heterogeneous
information into independent attribute modules and process
information in a straight forward way without unifying.
Wang and Li [50] determined the ideal alternatives and
developed an interactive MADM method. Herrera et al.
[51] and Liu [52] transformed the heterogeneous informa-
tion into the 2-tuple LV and ranked the alternatives by dom-
inance degree and 2-tuple linguistic weighting arithmetic
average values, respectively. Bao et al. [46] aggregated the
heterogeneous information into IFNs and applied integrating
prospect theory and ER to rank the alternatives. Xu et al. [53]
proposed an approach that aggregates the heterogeneous
information into IFNs by group evaluation in rating system
and TOPSIS and applied intuitionistic weighted arithmetic
mean operator for ranking the alternatives. Wan et al. [54,
55] proposed an aggregation method for fusing heteroge-
neous information into interval-valued IFNs and applied a
weighted averaging operator for ranking the alternatives.
Because the transformation technique-based methods can
avoid information loss to a certain extent, the research on
them in mixed MADM is more extensive in recent years.

To sum up, scholars have established various WSN per-
formance evaluation indicator systems and proposed various
comprehensive evaluation models. However, the current
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research needs to be deepened in the following two aspects:
(1) Different evaluation subjects have different goals and
requirements, so how to select evaluation indicators accord-
ing to their actual situation? (2) There are both deterministic
attributes and uncertain attributes in the evaluation indicator
system. How to establish a more scientific comprehensive
evaluation model based on the mixed MADM method? This
study mainly focuses on the above two aspects, and its contri-
butions are as follows: (1) A rough set method for WSN per-
formance evaluation indicator selection is proposed, which
can make full use of the experience of the field experts and
provide relatively complete indicators that meet the needs
of decision-makers. (2) An indicator weighting method
based on subjective and objective synthesis is proposed, in
which the subjective and objective weights of each indicator
are obtained by the rough set method and by entropy tech-
nique, respectively. (3) An evaluation model based on intui-
tionistic fuzzy MADM is proposed, which integrates single
evaluation, compatibility test, combination evaluation, and
consistency test.

This article is organized as follows: Section 2 presents
the indicator selection method on the basis of the rough
set. Section 3 presents the indicator weighting method
based on rough set and intuitionistic fuzzy entropy. Section
4 presents the evaluation model based on intuitionistic
fuzzy MADM. Section 5 illustrates an example of the eval-
uation and selection of the WSN partner to demonstrate
how to apply the proposed model. Section 6 concludes
the study.

2. Indicator Selection Based on Rough Set

Due to the different evaluation purposes and requirements of
WSN performance, it is difficult to establish a consistent indi-
cator system. We design an indicator selection method based
on the rough set theory to solve this problem [56, 57]. It is
assumed that a comprehensive evaluation indicator system
containing two levels of indicators has been preliminarily
established by referring to relevant literature. The evaluation
organizers investigate h experts with rich practical experience
in the WSN field and invite each expert to judge the impor-
tance of t primary indicators and the corresponding second-
ary indicators according to the Likert’s five-level scale
method. The numbers from 1 to 5 represent unimportant,
general, important, very important, and especially important,
respectively. With each primary indicator as the decision
attribute and all the corresponding secondary indicators as
the condition attributes, we can get t decision tables. It shows
the decision table form in Table 1, where xi

ðjÞ and di are
Likert values given by the ith expert for the importance of
Cj and D relative to WSN performance evaluation.

The steps of indicator selection based on a rough set are
as follows:

Step 1. According to the decision attribute D, divide the argu-
ment domains U = f1, 2,⋯, hg into q equivalent classes: U/
D = fH1,H2,⋯,Hqg.

Step 2. Calculate the lower approximation of the kth equiva-
lence class Hk regarding the conditional attribute set C = f
C1, C2,⋯, Csg as follows:

CHk =
[

Y ∈
U
C

� �
, k = 1, 2,⋯, q: ð1Þ

The C positive domain of D is as follows:

pos C,Dð Þ =
[q
k=1

CHk: ð2Þ

Step 3. Remove the attribute Cj from C, j = 1, 2,⋯s and cal-
culate posðC − Cj,DÞ. If posðC − Cj,DÞ = posðC,DÞ), it
means that Cj is a redundant attribute and can be deleted
from C. Then, we can get the reduced conditional attribute
set.

Step 4. According to step 2 and step 3, continue to test
whether there are redundant attributes in the reduced condi-
tion attribute set until all of the attributes are nonredundant.
Then, we can get the reduced secondary indicator set Cr .

3. Indicator Weighting Based on Rough Set and
Intuitionistic Fuzzy Entropy

The indicator weight has an important influence on the
results of WSN performance evaluation. The subjective
weight of the indicator is calculated by using the concept of
relativity of rough set, so as to reflect the experts’ cognition
of the importance of each indicator. At the same time, the
objective weight can be obtained by the intuitionistic fuzzy
entropy, which can reflect the difference between the indica-
tor values in the actual evaluation.

3.1. Indicator Weighting Based on Rough Set. Based on the
reduced secondary indicators Cr , we calculate the depen-
dence of D on Cr as follows: γðCr ,DÞ = jposðCr ,DÞj/jU j,
where ∣•∣ represents the cardinality of the set. Then, we calcu-
late the dependence of D on the condition attribute Cj in Cr :
σCDðCjÞ = γðCr ,DÞ − γðCr − Cj,DÞ. By standardizing σCD ð
CjÞ as follows:

wj =
σCD Cj

� �
∑Cj∈CrσCD Cj

� � , ð3Þ

Table 1: Decision table of a primary indicator with the
corresponding secondary indicators.

Expert serial number
Condition attributes Decision attribute

DC1 C2 … Cs

1 x1
1ð Þ x2

1ð Þ … xs
1ð Þ d1

2 x1
2ð Þ x2

2ð Þ … xs
2ð Þ d2

… … … … … …

h x1
hð Þ x2

hð Þ … xs
hð Þ dh
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we can get the subjective weight of each secondary indicator
relative to the primary indicator.

For a small number of primary indicators, experts can
jointly determine weights based on their experience. By mul-
tiplying the weight of the secondary indicator by its corre-
sponding weight of the primary indicator, we can obtain
the composite weight of each secondary indicator. Suppose
there are n secondary indicators after reduction, and their
subjective weights are denoted as η j, j = 1, 2,⋯n.

3.2. Indicator Weighting Based on Intuitionistic Fuzzy
Entropy. Because IFS take the information of membership
degree, nonmembership degree, and hesitation degree into
consideration at the same time, it can more accurately reflect
the objective reality, and it is more reasonable for decision-
makers to understand and apply. Therefore, different types
of evaluation information can be uniformly transformed into
IFNs, and on this basis, the weight of each attribute can be
determined and the MADM can be made. references [46,
53] provided different methods to aggregate heterogeneous
information into IFNs. The former is applicable to the case
containing both qualitative and quantitative attributes, and
the values of qualitative attributes are jointly given by group
members. The latter is applicable to the case that all the attri-
butes are qualitative, and multiple decision-makers, respec-
tively, give the value of some attribute in the same rating
system. Here, we suppose that all the attribute values of each
alternative are known and refer to the former method to
aggregate precise numbers, interval numbers, and linguistic
variables into IFNs. Since the normalization method in [46]
may produce the extreme (1, 0), making the comparison of
different alternatives less objective, we suggest replacing the
normalization method with vector normalization. For the tri-
angular fuzzy numbers (TFNs) or trapezoidal fuzzy numbers
(TrFNs), we can extract their cut sets and convert them to
interval numbers [58]. The values of n secondary indicators
of m WSNs comprise the evaluation matrix ½xij�m×n.

Case 1. If the value of the jth indicator of each WSN is a pos-
itive precise real number, xij > 0, i = 1, 2,⋯m, we can use the
formula (4) to get dimensionless value yij and then convert yij
to the intuitionistic fuzzy number zij = ðuij, vijÞ = ðyij, 1 − yijÞ
.

yij =

xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1xij2
q , cj ∈ Cbenefit,

1/xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 1/xij
� �2q , cj ∈ Ccost,

8>>>>><
>>>>>:

ð4Þ

where Cbenefit and Ccost represent the benefit attribute set and
the cost attribute set, respectively.

Case 2. If xij is an interval number ½xijL, xijR�, 0 < xij
L ≤ xij

R,
i = 1, 2,⋯m, we can convert it to a dimensionless interval

number ½yijL, yijR� by using the formula (5).

yLij =
xLijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑m
i=1 xRij
� �2r , yRij =

xRijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 xLij
� �2r ,

xRijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 xLij
� �2r ≤ 1,

xRijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 xRij
� �2r ,

xRijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 xLij
� �2r > 1,

8>>>>>>>>><
>>>>>>>>>:

, cj ∈ Cbenefit,

yLij =
1/xRijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑m
i=1 1/xLij
� �2r , yRij =

1/xLijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 1/xRij
� �2r ,

1/xLijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 1/xRij
� �2r ≤ 1,

1/xLijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 1/xLij
� �2r ,

1/xLijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1 1/xRij
� �2r > 1:

8>>>>>>>>><
>>>>>>>>>:

, cj ∈ Ccost:

8>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>:

ð5Þ

The corresponding intuitionistic fuzzy number is ðyLij, 1
− yRijÞ. Among them, the precise real number of xij can be
first converted to an interval number ½xij, xij�.

Case 3. If xij is a triangular fuzzy number ðxLij, xMij , xRijÞ or a
trapezoidal fuzzy number ðxLij, xMij , xGij , xRijÞ, we can convert it

to an interval number ½xLij + ðxMij − xLijÞα, xRij − ðxRij − xMij Þα� or
½xLij + ðxMij − xLijÞα, xRij − ðxRij − xGijÞα� by extracting its α-cut
set and then convert the interval number to the intuitionistic
fuzzy number according to the Case 2.

Case 4. If xij is an uncertain linguistic variable ½xLLij , xLRij �. xLLij
, xLRij ∈ L = fl0, l1,⋯,l6g, xLLij ≺ xLRij , we can quantify it to an

interval number ½xLij, xRij� by the two-level proportion method
(see Table 2) and convert it to the intuitionistic fuzzy number
which is ðyLij, 1 − yRijÞ according to the Case 2. Among them, a
certain linguistic variable can be first converted to an uncer-
tain language variable ½xij, xij�.

Entropy can reflect the degree of numerical dispersion,
and the entropy method is often used for objective weighting
of indicators. There are many discussions on intuitionistic
fuzzy entropy [47, 59, 60]. According to the scientific axiom-
atic definition in reference [59], we conduct traversal simula-
tion of various measurement formulas on the set of an
intuitionistic fuzzy number fðu, vÞ ∣ u ∈ ½0, 1�, v ∈ ½0, 1 − v�g
and choose the formula in reference [47]. Based on the
matrix Z = ½zij�m×n, the intuitionistic fuzzy entropy of the j
th indicator is as follows:

Ej =
1
m
〠
m

i=1

1 − sij
2 + 2 1 − πij

� �
2 − sij2 + 1 − πij

� � , j = 1, 2,⋯, n, ð6Þ

where sij is the score of zij: sij = uij − vij and πij is the accuracy
of zij: πij = uij + vij.

The objective weight of the jth indicator is as follows:

τj =
1 − Ej

∑n
j=1 1 − Ej

� � , j = 1, 2,⋯, n: ð7Þ

4 Journal of Sensors



Let the weight of subjective weights be α and that of
objective weights 1-α, and we can get the comprehensive
weight of each indicator: wj = αηj + ð1 − αÞτ j, j = 1, 2,⋯, n.

4. Evaluation Model Based on Intuitionistic
Fuzzy MADM

When all the values of attributes are uniformly transformed
into IFNs, WSN performance evaluation becomes an intui-
tionistic fuzzy MADM problem. As mentioned in the litera-
ture review, there are many intuitionistic fuzzy MADM
methods. For the intuitionistic fuzzy MADM problems with
known weights, the researched models mainly include aggre-
gation operator, TOPSIS, VIKOR, GRA, and ERmodels. Dif-
ferent models have their own based-techniques and basic
principles, which are summarized in Table 3. It is difficult
to determine which model is most suitable for WSN perfor-
mance evaluation. Each of these models is theoretically appli-
cable. In order to fully utilize the results of various models,
we put forward a combination evaluation framework that
includes a single evaluation, Kendall compatibility test, com-
bination evaluation, and Spearman consistency test.

4.1. Single Evaluation Models. Combined with the research
progress of aggregation operator, TOPSIS, VIKOR, GRA,
and ER models, we provide the following single performance
evaluation models for WSN.

4.1.1. Aggregation Operator Model. There are a variety of
forms of aggregation operators [37]. Because the HWA
(hybrid weighted averaging) operator considers both the
importance and the position of attributes and has such ideal
properties as idempotency, boundedness, and monotony, we
select HWA operator for WSN performance evaluation. The
calculation steps are as follows:

Step 1. Calculate the weighted matrix: Z ′ = ½ðzij′Þ�m×n, where

zij′ =wj uij, vij
� �

= 1 − 1 − uij
� �wj , vijwj

� � ð8Þ

Step 2. Calculate the score and accuracy of zij′ . In terms of the
sorting rule of IFNs: (1) the higher score, the greater value;
(2) when the scores are the same, the higher accuracy, the
greater value, and we reorder the values of n indicators of
eachWSN from large to small. Let ziσðjÞ′ be the jth intuitionis-
tic fuzzy number, j = 1, 2,⋯, n, and we can get the corre-
sponding value before weighted ziσðjÞ and the indicator
weight wiσðjÞ.

Step 3. Calculate the position weight vector by the normal
distribution method. Let ωj be the weight of the jth position;
then, the comprehensive value of the ith WSN is as follows:

f i = 1 −
Yn
j=1

1 − uiσ jð Þ
� �wjwiσ jð Þ/〠

n

j=1
wjwiσ jð Þ

,
Yn
j=1

viσ jð Þ
� �wjwiσ jð Þ/〠

n

j=1
wjwiσ jð Þ

0
BBB@

1
CCCA, i = 1, 2,⋯,m:

ð9Þ

Step 4. Calculate the score and accuracy of f i, i = 1, 2,⋯,m
and sort WSNs according to the sorting rule of IFNs.

4.1.2. TOPSIS Model. The basic principle of the TOPSIS
model is to compare each object by its relative proximity to
the ideal points. The calculation steps are as follows:

Step 1. Determine the positive and negative ideal points of
evaluation matrix Z:

z+ = z+1 , z+2 ,⋯,z+n½ �, z− = z−1 , z−2 ,⋯,z−n½ �, ð10Þ

where zj
+ = ðmaxi uij, mini vijg and zj

− = ðmini uij, maxi vijg.

Step 2. Calculate the distance between the ith object and the
positive and negative ideal points:

d+i = 〠
n

j=1
wjd zij, z+j
� �

, d−i = 〠
n

j=1
wjd zij, z−j
� �

, i = 1, 2,⋯,m:

ð11Þ

Because the distance measure in reference [47] can con-
sider the characteristics of fluctuation and nonconcreteness
of intuitionistic fuzzy information, we apply it to calculate
the distance between two IFNs z1 = ðu1, v1Þ and z2 = ðu2, v2
Þ, and the formula is as follows:

d z1, z2ð Þ = 1
6 u1 − u2j j + v1 − v2j j + s1 − s2j j + 1 − π1ð Þ½

+ 1 − π2ð Þ� + 1
3 max u1 − u2j j, v1 − v2j j, π1 − π2j j

2

	 

:

ð12Þ

In the formula (12), sk and πk are the score and accuracy
of zk, respectively, k = 1, 2.

Step 3. Calculate the proximity of the ith WSN:

ci =
d−i

d−i + d+i
, i = 1, 2,⋯,m: ð13Þ

Table 2: The corresponding of two-level proportion method.

Cost attribute Highest Very high High Average Low Very low Lowest

Benefit attribute Lowest Very low Low Average High Very high Highest

Quantitative value 0 1 3 5 7 9 10

Standard value 0 0.0286 0.0857 0.1429 0.2000 0.2571 0.2857
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Sort all the WSNs according to their proximities from
large to small.

4.1.3. VIKOR Model. VIKOR model takes both group utility
and individual regret into account, and it can reflect the pref-
erence of decision-makers by the trade-off coefficient. Firstly,
calculate the group utility value Pi and the individual regret
value Ni of the ith WSN:

Pi = 〠
n

j=1

wjd zij, z+j
� �

d z−j , z+j
� � , i = 1, 2,⋯,m,

Ni =max
j

wjd zij, z+j
� �

d z−j , z+j
� � , i = 1, 2,⋯,m:

ð14Þ

Secondly, calculate the benefit ratio value Qi:

Qi =
γ Pi −min

k
Pk

	 

max
k

Pk −min
k

Pk
+

1 − γð Þ Ni −min
k

Nk

	 

max
k

Nk −min
k

Nk
, i = 1, 2,⋯,m,

ð15Þ

where γ is the trade-off coefficient between the group utility
and individual regret, 0 ≤ γ ≤ 1.

Finally, sort all the WSNs according to their benefit ratio
values from small to large.

4.1.4. GRA Model. The principle of GRA is to evaluate each
object according to its relation degree with the reference
sequence (usually positive ideal point). Firstly, calculate the
relation coefficient between the jth indicator of the ith
WSN and the positive ideal point:

ξij =
min

i
min
j

d zij, z+j
� �

+ ρ max
i

max
j

d zij, z+j
� �

d zij, z+j
� �

+ ρ max
i

max
j

d zij, z+j
� � , i = 1, 2,⋯,m ; j = 1, 2,⋯, n,

ð16Þ

where ρ is the distinguishing coefficient, ρ ∈ ½0, 1�.
Secondly, calculate the relation degree of the ith WSN:

ξi = 〠
n

j=1
wjξij, i = 1, 2,⋯,m: ð17Þ

Finally, sort all the WSNs according to their relation
degrees from large to small.

4.1.5. ERModel. Each indicator of the evaluation object in the
ER model is regarded as proof. Based on the identification
framework composed of multiple evaluation grades, we can
evaluate each proof and get the belief degree that it belongs
to each grade. By combining the weight of each indicator,
we can use the evidence of reasoning algorithm to get the
belief degree of the evaluation object. In this paper, we use
the IDS software for the evidence of reasoning of WSN per-
formance [61], and the steps are as follows:

Step 1. Build an indicator hierarchy comprising a top attri-
bute and n bottom attributes. The top attribute has the best
and the worst grade, and the utility values are 1 and 0, respec-
tively. The bottom attributes also have the best and the worst
grade, and the belief degree vectors of them for the combina-
tion (best, worst) are (1, 0) and (0, 1), respectively. Input the
weights of n bottom attributes into the IDS software.

Step 2. Insert m alternatives and input the belief degree that
the jth indicator of the ith alternative belongs to the best
and worst grades, that is, the value expressed in the form of
an intuitionistic fuzzy number ðuij, vijÞ.

Step 3. Evaluate the ith alternative and get the belief degree
vector of the top attribute for the combination (best, worst),
namely, the intuitionistic fuzzy number ei = ðui, viÞ, i = 1, 2,
⋯m.

Step 4. Calculate the score and accuracy of ei and sort all the
WSNs according to the sorting rule of an intuitionistic fuzzy
number.

4.2. Kendall Compatibility Test. Since the evaluation results
of the above single models may differ greatly, we need to
obtain less divergent evaluation results through compatibility
test, so as to conduct further combination evaluation [62].
Let rik be the rank of the ith WSN in the kth single model, i
= 1, 2,⋯, n; k = 1, 2,⋯, g. When n ≤ 7, we can calculate
Kendall’s coefficient of concordance as follows:

s = 〠
n

i=1
ri
2 −

1
n

〠
n

i=1
ri

 !2

= 〠
n

i=1
〠
g

k=1
rik

 !2

−
1
n

〠
n

i=1
〠
g

k=1
rik

 !2

:

ð18Þ

Table 3: Different intuitionistic fuzzy MADM models and their principles.

Model Based-techniques Basic principle

Aggregation operator Weighted integration Intuitionistic fuzzy number after weighted aggregation

TOPSIS Distance measure The relative proximity from the ideal points

VIKOR Distance measure The trade-off between group utility and individual regret

GRA Relational coefficient The grey relation degree with the reference sequence

ER Evidential reasoning algorithms, distance measure The belief degree relative to the ideal points
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Given the significance level α, if the value s is no less than
the critical value sαðg, nÞ, then the g models are compatible.

When n > 7, we calculate the statistical indicator: χ2 = g
ðn − 1ÞW, where

W = 12∑n
i=1ri

2

g2n n2 − 1ð Þ −
3 n + 1ð Þ
n − 1 : ð19Þ

Given the significance level α, if the value χ2 is no less
than the critical value χ2

αðn − 1Þ, then the g models are
compatible.

For the case of incompatibility, we can calculate the sta-
tistical indicator of the remaining models by eliminating a
single model and obtain the set of compatible models with
the largest statistical value.

4.3. Combination Evaluation Models. The evaluation values
of each WSN in the above single models are all in the range
[-1, 1], and their meanings are clear. In order to fully utilize
of the evaluation information, we further carry out the com-
bination evaluation according to the numerical value rather
than ranking. To eliminate the influence of actual value range
difference between models and keep the correlation of the
previous results unchanged, we firstly apply the extremum
transformational method to convert the original results into
the range [0, 1]. Among them, the benefit ratio value in the
VIKOR model is converted according to the conversion
method of the cost indicator, and the results of the other four
models are converted according to the conversion method of
the benefit indicator. Let tik be the result from the ithWSN in
the kth compatible model after the extremum transforma-
tion, i = 1, 2,⋯,m, k = 1, 2,⋯, g. The widely used combina-
tion evaluation models based on the numerical value mainly
include averaging, principal component analysis (PCA),
MSE- (mean square error-) based weighted, optimization,
drift, and cooperative game models [63, 64]. Since the PCA
model requires a large number of samples, we apply the other
five models for combination evaluation.

4.3.1. Averaging Model. All the single evaluation models have
the same status in this combination model, and the average
value of the results in g compatible models for each WSN
is its combination evaluation result.

4.3.2. MSE-BasedWeighted Model. This model is an objective
weighted method. By calculating the MSE of the kth compat-
ible model and taking its proportion to the MSEs’ sum of all
the gmodels as the weight wk, we can calculate the combina-
tion evaluation result of each WSN as follows:

ti = 〠
g

k=1
wktik, i = 1, 2,⋯,m: ð20Þ

4.3.3. Optimization Model. The objective function is to min-
imize the sum of the error squares between the weighted
combination results and the single evaluation results of all
WSNs. We can get the optimal weights of all the compatible
models by solving the optimization model and can calculate

the combination evaluation result by substituting them into
formula (20).

4.3.4. Drift Model. Assuming there exists an objective model,
the weight of each model can be calculated based on the drift
of its result relative to the result of the objective model. The
further the drift, the greater the weight. In this paper, we
assume that the averaging model, MSE-weighted model, or
optimization model is the objective model and record its
evaluation result as the reference r = ½r1, r2, ⋯ , rm�. Calculate
the correlation coefficient ck between the result of the kth sin-
gle evaluation model and the reference [65], then the drift is
pk = 1 − ck, and the weight is as follows:

wk =
max

l
pl +min

l
pl − pk

∑g
k=1 max

l
pl +min

l
pl − pk

	 
 , k = 1, 2,⋯, g: ð21Þ

Substitute the weights of all the single evaluation models
into the formula (20), and we can get the combination evalu-
ation result.

4.3.5. Cooperative Game Model. Assuming there exists an
objective model, we calculate the average absolute error
between the result of the kth single evaluation model and that
of the objective model as the characteristic function of the
alliance fkg:

v kf gð Þ = ∑m
i=1 tik − rij j

m
, k = 1, 2,⋯, g: ð22Þ

Similarly, we can calculate the characteristic functions of
the 2g − 2 alliances. Let vðSÞ − vðS \ fkgÞ be the contribution
of the kth model to alliance S, and then, we can get the Shap-
ley value ϕk of the kth model as its average contribution to the
whole alliance Ω = f1, 2,⋯, gg:

ϕk = 〠
S⊂Ω

g − Sj jð Þ! Sj j − 1ð Þ!
g!

v Sð Þ − v S kf gð Þ½ �, k = 1, 2,⋯, g:

ð23Þ

The weight of the kth model is as follows:

wk =
1

g − 1 ∙
v Ωð Þ − ϕk
v Ωð Þ , k = 1, 2,⋯, g: ð24Þ

Substitute the weights of all the single evaluation models
into the formula (20), and then, we can get the combination
evaluation result.

4.4. Spearman Consistency Test. The method of Spearman
rank correlation coefficient can be used to test the consis-
tency between each combination evaluation model and all
the compatible model set [63, 64]. The Spearman rank corre-
lation coefficient between the lth combination model and the
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kth single evaluation model is as follows:

ρlk = 1 − 6∑n
i=1 pil − pikð Þ2
n n2 − 1ð Þ , ð25Þ

where pil and pik are the ranks of the ith WSN in the lth com-
bination evaluation model and the kth single evaluation
model, respectively, i = 1, 2,⋯, n; l = 1, 2,⋯, 9; k = 1, 2,⋯,
g.

When n < 10, we calculate the average correlation coeffi-
cient as follows:

ρl =
1
g
〠
g

k=1
ρlk, l = 1, 2,⋯, 9: ð26Þ

Then, we output the ranking result in the combination
model with the maximum average correlation coefficient as
the ultimate evaluation result.

When n ≥ 10, we can calculate the statistical indicator as
follows:

tl = ρl

ffiffiffiffiffiffiffiffiffiffiffiffiffi
n − 2
1 − ρl

2

s
, l = 1, 2,⋯, 9: ð27Þ

Given the significance level α, if the value tl is no less than
the critical value tαðn − 2Þ, it means that the lth combination
evaluation model is consistent with the compatible model set.
Then, we output the ranking result of the combination model
with the largest statistical value and passed the consistency
test as the final evaluation result.

5. A Case Study

The decision-makers of company H, a manufacturer of cold
chain products, plan to choose the best WSN partner for
the Internet of Things from five WSNs: A1,A2,⋯, A5. The
preliminary evaluation indicator system is shown in Figure 1.

Considering the possibility of redundancy between indi-
cators, we use the proposed rough set method to select indi-
cators. Taking the network layer QoS as an example, we get
the decision table by consulting ten experts in Table 4. For
example, the first expert thinks that the packet loss rate is
especially important for the network layer QoS, and network
layer QoS is important for the WSN performance evaluation,
so the Likert value for the importance of the packet loss rate is
5, and that of the network layer QoS is 3. Following the
reduction steps, we get five reduction sets of conditional attri-
butes that include {energy consumption balance, time delay},
{energy consumption balance, time delay jitter}, {packet loss
rate, energy consumption balance, time delay jitter}, {energy
efficiency, energy consumption balance, time delay jitter},
and {packet loss rate, throughout, energy efficiency, time
delay}. Through further consultation with experts, we select
the four elements in the fifth reduction set as the secondary
indicators.

Similarly, we get the secondary indicators of reliability
including security, survivability, and anti-interference capa-
bility and those of monitoring performance including net-
work coverage, self-organizing ability, and sensor node
capability. According to formula (3), we calculate the weight
of each secondary indicator relative to the primary indicator.
The experts consider that each primary indicator has the
same weight 1/3; then, we can get the weight of each indicator
for WSN performance evaluation in Table 5.

Through expert interviews and data monitoring, we get
the original evaluation data of five alternative WSN partners
in Table 6. The indicators C1, C2, C3, and C4 are expressed as
interval numbers, C8 is expressed as a precise real number,
and the other five indicators are expressed linguistic variables
from the seven-level linguistic term set {highest, very high,
high, average, low, very low, lowest}.

After vector normalization of the above evaluation
matrix elements and the unified conversion to IFNs, we
get the intuitionistic fuzzy decision-making matrix as
follows:

Z ′ =

0:2911,0:5602ð Þ
0:2289,0:4938ð Þ
0:3569,0:4611ð Þ

0:2815,0:3716ð Þ
0:3614,0:3921ð Þ
0:3500,0:4970ð Þ

0:2657,0:3874ð Þ 0:2944,0:3549ð Þ 0:4276,0:2230ð Þ
0:3561,0:3035ð Þ 0:3429,0:3524ð Þ 0:3296,0:4210ð Þ
0:3714,0:4044ð Þ 0:4045,0:3713ð Þ 0:3085,0:4970ð Þ

0:3465,0:4768ð Þ
0:3819,0:3016ð Þ
0:3095,0:6010ð Þ

0:3879,0:3851ð Þ
0:2728,0:5111ð Þ
0:4333,0:4413ð Þ

0:3690,0:4308ð Þ 0:3730,0:4458ð Þ 0:3330,0:5102ð Þ
0:4910,0:3714ð Þ 0:2728,0:6508ð Þ 0:2728,0:3714ð Þ
0:3095,0:2817ð Þ 0:1857,0:6010ð Þ 0:4333,0:2817ð Þ

0:3304,0:4413ð Þ
0:4428,0:5572ð Þ
0:3304,0:4413ð Þ
0:2182,0:5377ð Þ

0:3304,0:6010ð Þ
0:4644,0:5356ð Þ
0:3304,0:6010ð Þ
0:5092,0:1679ð Þ

0:1982,0:6010ð Þ 0:4626,0:2817ð Þ 0:4626,0:4413ð Þ
0:4428,0:5572ð Þ 0:4320,0:5680ð Þ 0:4536,0:5464ð Þ
0:4626,0:2817ð Þ
0:3637,0:5377ð Þ

0:1982,0:6010ð Þ
0:3637,0:3528ð Þ

0:4626,0:4413ð Þ
0:2182,0:7226ð Þ

2
666666666666666666666664

3
777777777777777777777775

: ð28Þ
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According to formulas (6) and (7), the intuitionistic fuzzy
entropy weights of ten indicators are 0.0811, 0.0839, 0.0979,
0.0990, 0.0964, 0.0962, 0.1047, 0.1335, 0.1047, and 0.1025 in
sequence. Suppose the weights of the subjective and objective
weights are both 0.5, the combination weights of ten indica-
tors are 0.0644, 0.0896, 0.0966, 0.0971, 0.0853, 0.1222,
0.1079, 0.1052, 0.1036, and 0.1282 in sequence. By using
the aggregation operator, TOPSIS, VIKOR, GRA, and ER
models, we get their evaluation results as shown in Table 7.

The results of these five single models are not consistent.
In particular, the result of the VIKOR model is significantly
different from those of the other four models, which may
be caused by the fact that the VIKOR model considers indi-
vidual regret factor at the same time. Kendall’s coefficient of
concordance equals 110, which is less than the critical value

s0:05ð5, 5Þ = 112:3, so the five single evaluation models are
not compatible. By removing a single model at a time, we
get the statistical value of the remaining models as shown
in Table 8.

Remove the VIKOR model, and Kendall’s coefficient of
concordance of the other four models equals 106, greater
than the critical value s0:05ð5, 4Þ = 88:4, so the remaining four
models are compatible. By applying the extremum transfor-
mation method, we convert the results of four single evalua-
tion models into the range [0, 1]. By substituting the
normalized values into the averaging, MSE-based weighted,
and optimization combination models, we find that the opti-
mal weights of four compatible models are all 0.25, indicating
that the result of the optimization model is the same as that of
the averaging model. Taking the averaging and MES-based

WSN performance 
evaluation

Network layer 
QoS

Reliability

Monitoring 
performance

Packet loss rate

Throughout

Energy consumption balance

Energy efficiency

Time delay

Time delay jitter

Security

Survivability

Anti-interference capability

Network life cycle

Network scalability

Network coverage

Self-organizing ability

Sensor node capability

Coverage efficiency

Coverage uniformity

Figure 1: The preliminary evaluation indicator system.

Table 4: The decision table of the network layer QoS.

Expert serial
number

Packet loss
rate

Throughout
Energy
efficiency

Energy consumption
balance

Time
delay

Time delay
jitter

Network layer
QoS

1 5 5 3 5 4 2 3

2 4 5 4 5 5 3 5

3 5 4 4 4 4 3 4

4 4 5 3 4 5 2 3

5 4 4 4 4 4 4 4

6 4 4 3 5 5 3 5

7 5 5 4 5 4 2 3

8 4 5 4 4 4 3 4

9 4 4 3 5 4 2 3

10 5 4 5 3 5 3 4
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Table 5: The weights of indicators for WSN performance evaluation.

Primary indicator
Secondary indicator

Name Implication
Composite
weight

Network layer
QoS (1/3)

Packet loss rate, C1
0:1429ð Þ The number of packets lost during information transmission 0.0476

Throughout, C2
0:2857ð Þ Total data volume between gateway node and sensor nodes in the monitoring area 0.0952

Energy efficiency, C3
0:2857ð Þ The ratio of total energy consumption to throughput 0.0952

Time delay, C4
0:2857ð Þ Time difference between the first packet and the last packet to the gateway node 0.0952

Reliability (1/3)

Security, C5 0:2222ð Þ The ability of the network to guarantee the availability, confidentiality,
authenticity, and integrity of the information

0.0741

Survivability, C6
0:4444ð Þ

The ability of the network node to maintain its function under the condition of
natural failure or intentional attack

0.1481

Anti-interference
capability, C7 0:3333ð Þ

The ability of the network to resist the interference of adversary by
electromagnetic energy and nonadversary

0.1111

Monitoring
performance
(1/3)

Network coverage, C8
0:2308ð Þ Coverage of sensor nodes to the target monitoring area in WSN 0.0769

Self-organizing ability,
C9 0:3077ð Þ

The ability of network nodes to determine their location and dynamically
configure and manage themselves after deployment

0.1026

Sensor node capability,
C10 0:4615ð Þ

The ability of sensor nodes to collect raw data, process local information,
communicate wirelessly, route and forward, and work together with other nodes

0.1538

Note: the value in brackets is the weight of the indicator relative to the upper-level indicator.

Table 6: The original evaluation data.

Indicator A1 A2 A3 A4 A5
C1 [0.2825,0.3030] [0.1977,0.3134] [0.2028,0.3320] [0.1926,0.2996] [0.1599,0.2063]

C2 [1245,2016] [1966,2421] [1937,2774] [1865,2579] [1793,2306]

C3 [0.42,0.51] [0.45,0.52] [0.38,0.49] [0.36,0.45] [0.45,0.59]

C4 [0.0161,0.0197] [0.0137,0.0176] [0.0148,0.0185] [0.0152,0.0183] [0.0172,0.0205]

C5 [high, highest] [average, high] Very high Average [average, very high]

C6 Average High [average, very high] [low, average] [high, very high]

C7 [average, high] Average [low, average] [high, very high] High

C8 82% 86% 82% 80% 84%

C9 [average, high] Average [high, very high] [low, average] High

C10 [low, average] [high, very high] Average [average, high] Low

Table 7: The results of single evaluation models.

WSN
Aggregation operator TOPSIS VIKOR GRA ER

Comprehensive value Rank Proximity Rank Benefit ratio value Rank Relation degree Rank Belief degree Rank

A1 (0.3281,0.4954) 5 0.5026 5 0.8333 3 0.8979 5 (0.3214,0.5342) 5

A2 (0.3805,0.4539) 3 0.5268 1 0.0000 1 0.9210 2 (0.3926,0.4745) 2

A3 (0.3825,0.4162) 1 0.5253 2 0.3974 5 0.9228 3 (0.3785,0.4525) 1

A4 (0.3425,0.4469) 4 0.5122 4 0.8687 2 0.9094 1 (0.3392,0.4998) 4

A5 (0.3805,0.4312) 2 0.5138 3 0.4424 4 0.9100 4 (0.3758,0.4913) 3
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weighted models as the objective model, we get the results of
the drift and cooperative game models. The results of six
combination evaluation models are summarized in Table 9.

The ranking results of six combination evaluation models
are identical, i.e., A3 ≻ A2 ≻ A5 ≻ A4 ≻ A1 ≻ . The average cor-
relation coefficient is 0.775, indicating that the results of the
combination evaluation models have great consistency with
the single evaluation models. It can be seen that the combina-
tion evaluation can make full use of the evaluation informa-
tion, overcome the shortcomings, and retain the advantages
of each method, so as to realize the consistent fusion of differ-
ent single evaluation models. According to the above ranking
results, company H can give priority to A3 as the WSN
partner.

6. Conclusions

In this research, considering that the purposes and require-
ments of different enterprises for WSN performance evalua-
tion are not the same, we propose a method of indicator
selection based on the rough set. By consulting experts with
Likert’s five-level scale and using the attribute reduction
method of the rough set, we can obtain a relatively small-
scale WSN performance evaluation indicator system that
reflects the individual experience and judgment of experts.
In addition, based on the decision tables, we also calculate
the subjective weights of indicators by using the concept of
dependence.

Considering the mixed multiattribute characteristics of
the indicators, we first transform the precise real numbers,
interval numbers, linguistic variables, TFNs, and TrFNs into
the unified form of IFNs. Then, we calculate the objective
weights of indicators on the basis of intuitionistic fuzzy
entropy. By the linear combination of subjective and objec-
tive weights, we get the comprehensive weights.

Based on the research progress of intuitionistic fuzzy
MADM methods, we put forward five single evaluation
models for WSN performance, including aggregation opera-
tor, TOPSIS, VIKOR, GRA, and ERmodels. In order to make
full use of their results, we propose the thought and frame-
work of combination evaluation. First, we perform the Ken-
dall compatibility test to get the compatible model set.
Second, we apply the averaging, MSE-based weighted, opti-
mization, drift, and cooperative game models to perform
the combination evaluation. Third, we carry out the Spear-
man consistency test to get the best combination evaluation
result.

The case study proves that the proposed indicator selec-
tion method and the evaluation models are feasible and effi-
cient. In practice, decision-makers can apply the thought
and method in this paper for performance evaluation or opti-
mal selection of WSN.

Even though this study considers the mingle multiple
attributes in the WSN performance evaluation process, there
still exist other expression forms of evaluation indicators that
should be taken into consideration. For instance, the values
of indicators may contain the other forms, such as hesitant
fuzzy number, Pythagorean fuzzy number, picture fuzzy
number, and spherical fuzzy number simultaneously, so find-
ing the way of unifying them into a consistent form with little
information distortion is necessary for the future. The rough
set method is used for subjective weight determination in this
study. Actually, in addition to this method, there exist other
methods suitable for subjective indicator weighting. For
instance, the analytic network process (ANP) can take the
correlations among indicators at the same level into consid-
eration. Therefore, integrating the rough set method and
other subjective weighting methods to improve indicator
weighting may also be another future research direction.
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The main topic of this paper is low-cost public key cryptography in wireless sensor nodes. Security in embedded systems, for
example, in sensor nodes based on field programmable gate array (FPGA), demands low cost but still efficient solutions. Sensor
nodes are key elements in the Internet of Things paradigm, and their security is a crucial requirement for critical applications in
sectors such as military, health, and industry. To address these security requirements under the restrictions imposed by the
available computing resources of sensor nodes, this paper presents a low-area FPGA-prototyped hardware accelerator for scalar
multiplication, the most costly operation in elliptic curve cryptography (ECC). This cryptoengine is provided as an enabler of
robust cryptography for security services in the IoT, such as confidentiality and authentication. The compact property in the
proposed hardware design is achieved by implementing a novel digit-by-digit computing approach applied at the finite field and
curve level algorithms, in addition to hardware reusing, the use of embedded memory blocks in modern FPGAs, and a simpler
control logic. Our hardware design targets elliptic curves defined over binary fields generated by trinomials, uses fewer area
resources than other FPGA approaches, and is faster than software counterparts. Our ECC hardware accelerator was validated
under a hardware/software codesign of the Diffie-Hellman key exchange protocol (ECDH) deployed in the IoT MicroZed FPGA
board. For a scalar multiplication in the sect233 curve, our design requires 1170 FPGA slices and completes the computation in
128820 clock cycles (at 135.31MHz), with an efficiency of 0.209 kbps/slice. In the codesign, the ECDH protocol is executed in
4.1ms, 17 times faster than a MIRACL software implementation running on the embedded processor Cortex A9 in the
MicroZed. The FPGA-based accelerator for binary ECC presented in this work is the one with the least amount of hardware
resources compared to other FPGA designs in the literature.

1. Introduction

Nowadays, the computing paradigm of Internet of Things
(IoT) is enabling a large number of applications in wireless
technologies such as smart vehicles, smart buildings, health
monitoring, energy management, environmental monitor-
ing, food supply chains, and manufacturing [1].

In critical IoT applications, as in the Industrial Internet of
Things (IIoT) or in healthcare (Medical Internet of
Things—MIoT), embedded system devices have become an
integral part [2] and easy targets of attacks, mainly because
they are physically more accessible. Cyberphysical systems

in these domains create new classes of risks resulting from
their interaction between cyberspace and the physical world.
Wireless sensor networks (WSN) are the cornerstone for
realizations of IoT applications, where in some cases, the data
generated, stored, or transmitted by the nodes (i.e., embed-
ded systems) require robust security mechanisms to provide
them with security services of confidentiality, authentication,
integrity, and nonrepudiation. Consider the model for a set
of networked IoT devices (for example, a wireless sensor net-
work) in Figure 1. Security risks arise since a malicious node
can get unauthorized access to (sensible) data, maliciously
alter data, and impersonate legitimate nodes, thus posing
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threats to confidentiality and authentication in the commu-
nication path between a sender and a receiver node.

A robust approach to provide such security services in the
IoT domain is the public key cryptography (PKC). PKC in its
different families is based on mathematical problems, and
underlying realizations involve costly arithmetic algorithms
over finite fields, rings, or groups. In the literature, a vast
amount of research has focused in hardware acceleration of
PKC at the different levels of involved arithmetic algorithms.
The main approaches for hardware implementations of PKC
have focused on speeding up the underlying group and finite
field operations at the expense of a high amount of hardware
resources. However, the main drawback with hardware for
PKC in WSN is the long key lengths which amount to large
chip area, circuit delays, and increased power dissipation [3].

The hardware implementation of PKC-based security
solutions in resource-constrained devices typically found in
IoT scenarios, as in FPGA-based sensor nodes, and using a
straightforward approach is not viable. Lightweight cryptog-
raphy (LWC) [4] has emerged as an active research line
focused on designing cryptographic primitives, schemes,
and protocols tailored to constrained devices as sensor nodes
in WSN or other IoT devices, for example, RFID tags [5]. For
the case of PKC, elliptic curve cryptography (ECC) has been
considered one of the most efficient realizations well suited
for constrained environments in the IoT [6].

Application-specific integrated circuits (ASICs) were the
first targets in LWC [4, 7]. However, reconfigurable logic cir-
cuits, specifically field programmable gateway arrays
(FPGAs), are being more popular to implement compac-
t/low-area hardware accelerators for cryptography algo-
rithms, with attractive advantages for the IoT domain [8].
At the beginning, FPGAs were frequently used as devices
for rapid prototyping of cryptographic algorithms, but now
they are commonly used as final product platforms [9]. Fur-
thermore, FPGAs are not only used as single parts of embed-
ded systems but rather as system-on-chip (SoC) platforms
for implementing complete applications [10]. Modern, com-
mercial FPGA devices contain not only programmable hard-
ware resources but large functional blocks, such as high-
speed multipliers, embedded multiport memories, and even

programmable processor cores, thus enabling hardware/soft-
ware codesigns where the critical parts of algorithm, proto-
col, or application are accelerated with custom designs
implemented in the available programmable hardware, and
the rest of the application is executed by the general purpose
processors. The main advantage of FPGAs is reconfigurabil-
ity since, for example, a whole system could be upgraded (or
partial reconfigured) [7].

Recent works propose FPGAs as the most attractive can-
didates to a large range of IoT applications because of their
high energy efficiency and low cost, for example, for IoT
machine learning [11], IoT neural networks [12], IoT vehicle
monitoring systems [13], IoT security (cryptography) [14],
and among other applications. Not only research papers pro-
pose FPGAs as hardware modules for IoT scenarios but also
FPGA vendors are producing devices with specific features
for IoT development [15].

Contribution: in this work, we aim at approaching low-
area hardware engine to ECC for IoT security, suitable for
being included as a building block in FPGA-based sensor
nodes for IIoT or MIoT.We aim at providing one of the most
compact FPGA hardware accelerator for the scalar multipli-
cation in binary standard curves, the most time consuming
operation, and the core of ECC cryptographic schemes such
as encryption, digital signatures, and key establishment. To
achieve compactness, a novel digit-digit binary finite field
multiplier is proposed and used as the basic building block
of the proposed ECC accelerator. Under this approach, the
operands are processed one digit at a time in an iterative
way, but exploiting the parallelism at the algorithmic level
and reusing hardware resources as much as possible. The
sequence of field operations in the algorithm for scalar mul-
tiplication is carefully scheduled to reduce the number of
field multiplier cores (two) and memory blocks (eight).
While the field multipliers are implemented using standard
FPGA logic, memories are taken from the ones available in
modern FPGAs. Due to the digit-digit computation
approach, an efficient data memory management is designed
to reduce the number of memory block. This way, with only
the eight memory blocks, the several field multiplications in a
single point addition are correctly computed, and at the same
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Figure 1: Simplified model of networked IoT devices collecting and sharing data.
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time, those same memories serve to keep the progress of the
scalar multiplication computation. The novel hardware
design presented in this work was validated under a hardwar-
e/software implementation of elliptic curve Diffie-Hellman
(ECDH) key exchange protocol, tailored to the MicroZed
FPGA prototyping board, recommended for IoT industrial
applications. Under this setting, which is very common in
an FPGA IoT application, the execution of ECDH outper-
forms the software counterpart, implemented using the MIR-
ACLE library and runs in the embedded Cortex A9 processor
in the MicroZed. Our hardware architecture, compared with
state-of-the-art similar approaches in terms of area, only
requires up to 16% of FPGA hardware resources, thus being
the most compact FPGA-based hardware architecture for
computing scalar multiplications in ECC defined over binary
fields. Compared to the software reference implementation,
our design is 17 times faster.

The rest of this brief is organized as follows: Materials
and Methods discusses the preliminaries of scalar multiplica-
tion in binary elliptic curves and the Montgomery López-
Dahab algorithm for scalar multiplication. This section also
describes related works and the proposed hardware design.
Results and Discussion presents the experimental results
and comparisons with state-of-the-art works, followed by
concluding remarks in the Conclusion.

2. Materials and Methods

First, we provide the mathematical concepts and foundations
that are the basis to construct the FPGA-based ECC cryp-
toengine. First, we present the basis of elliptic curves and
groups from which the scalar multiplication is defined. Scalar
multiplication is critical because the proposed hardware
cryptoengine is precisely to speed up this costly operation
and the core of higher operations for security applications
such as encryption and digital signatures. Finally, the section
concludes discussing the method to compute scalar multipli-
cations on binary elliptic curves. This algorithm is realized by
the proposed FPGA-based ECC cryptoengine.

2.1. Elliptic Curves and Its Use in Cryptography. Since
invented independently byMiller [16] and Koblitz [17], ellip-
tic curve cryptography (ECC) has received a lot of attention
in the academy and industry. Elliptic curves and their prop-
erties have enabled also other types of cryptography relevant
for the IoT (in wireless sensor networks), for example,
identity-based encryption (IBE) [18] and attribute-based
encryption [19]. With the advent of the IoT, mainly plagued
by intelligent object with restricted computing and resources
capabilities, ECC is becoming one of the promising
approaches to provide security services in that computing
paradigm [6].

An elliptic curve E over a finite field Fq is defined by Eq.
(1).

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6, ð1Þ

where a1, a2, a3, a4, a6 ∈ Fq. The ðx, yÞ pairs satisfying E,
together with a special point named point at infinity O, form

a group G with point addition as the group operation. G is a
cyclic group with prime order n where the discrete logarithm
problem is defined and on which ECC is founded.

It is well known that binary extension fields (q = 2m) are
very attractive for defining ECC. An element in F2m is the
bit vector ðam−1, am−2,⋯,a0Þ that in polynomial basis repre-
sents the ðm − 1Þ-degree polynomial am−1x

m−1 + am−2x
m−2

+⋯a0, with ai in {0,1}. Arithmetic in F2m in polynomial basis
is polynomial arithmetic with reduction modulo, which is an
irreducible polynomial of degree m, FðxÞ. The arithmetic in
F2m is carry free and more suitable for hardware
implementations.

2.2. Scalar Multiplication in Elliptic Curves. Scalar multiplica-
tion in EðFqÞ denoted as Q = kP with Q, P ∈G and k ∈ ½1, n
− 1� is the main and most time-consuming operation in
any ECC scheme (encryption, digital signature, keys
exchange, etc). Q is computed by k-times point addition
operations of P with itself [20]: Q = kP = P + P+⋯+P|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

k−times

.

The complexity of kP is in terms of the operations in Fq.
Given a large integer k and a point P in G, it is easy to com-
pute Q = kP. On the contrary, the elliptic curve discrete loga-
rithm problem (ECDLP) is the problem that given the point
P and Q in G, to find the scalar k. For an enough large n,
ECDLP becomes hard to solve. Most of the state-of-the-art
works related to ECC have been focused on the efficient
implementation of scalar multiplication [6], which is a
condition for efficient ECC implementation.

The Lopez-Dahab Montgomery PM algorithm [21],
shown in Algorithm 1, has been commonly used for the
kP computation because it is side-channel attack-resistant,
suitable for parallelization and low resource friendly. In
this work, we use the Lopez-Dahab algorithm for imple-
menting for the first time the most compact FPGA-based
hardware architecture for computing kP in binary elliptic
curves, EðF2mÞ.

The main operations in Algorithm 1 are addition, multi-
plication, and squaring in F2m . Consider the fields recom-
mended by NIST for practical ECC, with m = 233 and
m = 409. For m = 409, 2.2 will have a cost of 1227 field addi-
tions, 2454 field multiplications, and 2454 field squarings
over F2m , being field multiplication the most time-
consuming operation.

The Lopez Dahab’s method for scalar multiplication in
ECC is considered as the most suitable method when target-
ing low computing powered devices [22]. The elliptic curve
point is represented in projective coordinates. At the begin-
ning, the elliptic curve point P in affine coordinates (x, y) is
converted to its projective representation ðX, Y , ZÞ. Algo-
rithm 1 uses the x-coordinate only for point representation
so storage resources can be saved (line 5). With this setting,
costly field inversions are avoided in each group (curve level)
operation. Only one field inversion is required for coordinate
conversion from projective to affine at the end of the main
loop (line 13). Algorithm 1 is time-constant and resistant to
some side-channel attacks such as simple power analysis
(SPA).
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2.3. Related Work. Being kPthe core operation in ECC crypto-
graphic schemes, that operation has been the main target for
hardware accelerations; however, few works have approached
low-area designs compared to those trying to achieve the max-
imum performance. However, for the devices used in the IoT,
generally sensor nodes, lightweight realizations of cryptogra-
phy are better preferred to efficiently use the available comput-
ing and power resources in the sensor nodes [23].

The computation of kP implies to execute an scalar mul-
tiplication algorithm, being Algorithm 1 one of the most rec-
ommended. At each iteration, curve (group) arithmetic is
executed, either point addition or point doubling, each
implying several finite field operations. So, operations in
groups and finite fields are critical for public key cryptogra-
phy as in elliptic curve cryptography (ECC). An efficient
implementation of kP requires an efficient implementation
of finite field operations, being multiplication and inversion
the most time consuming field operators. Field inversion
can be efficiently realized through several field multiplica-
tions; consequently, hardware field multiplier has been
studied as the main core to compute kP.

In the case of F2m , there are three main families of algo-
rithms to compute a field multiplication AðxÞ × BðxÞ mod F
ðxÞ: full-parallel, bit-serial, and digit-serial [24]. The full-

parallel approach is the most costly in terms of area usage
but is the fastest while the bit-serial approach is generally
the most compact but its slower. The digit-serial approach
allows a trade-off between computation time and area usage.

Related works are discussed in this section, based on the
type of multiplier being used (bit-serial, digit-serial), com-
puting approach (LSE, MSE), the implementation platform
(FPGA type), the finite field size, and implementation results
in terms of time and area (FPGA slices). Note that our contri-
bution is on the multiplier being used and in the computing
approach (digit-digit). This approach has not been explored,
and we present for the first time an FPGA accelerator for
ECC based on such approach.

Digit-serial and bit-serial approaches to field multiplica-
tion are iterative algorithms that process one of the operands
in the multiplication from right-to-left (MSE) or from left-to-
right (LSE). At each iteration, the partial results need modu-
lar reduction. Bertoni et al. [25] presented an easy way to per-
form modulo reduction when partial results have coefficients
with powers greater than m − 1 (e.g., am). Beuchat et al. [24]
surveyed some of the most representative F2m implementa-
tions using MSE and LSE algorithms (including implementa-
tions presented in [25]).

Digit-serial implementations (with digit size D) require
dm/De iterations using ðm − 1Þ-degree partial results [26].
However, in [27], it is proposed to use ðm +D − 1Þ-degree
partial results to improve computation performance at the
cost of one extra iteration, requiringm + 1 iterations to com-
pute multiplication over F2m . The digit-serial algorithm pro-
posed in [25] requires m + 1 iterations and keeps
ðm +D − 1Þ-degree partial results to improve computation
performance. Beuchat [24] concluded that the MSE first
approach requires less hardware and offers higher through-
put than LSE. In [28], the reduction steps are performed sep-
arately. It is stated that for a finite field generated by
irreducible polynomials FðxÞ (NIST [29]), reduction can be
performed by a set of xor operations [30, 31]. [28] is consid-
ered only the multiplication step, implemented in a digit-
serial approach. A digit D = 16 is proposed since in most
cases, 16-bit words give better results.

In [32], it is used a LSE digit-serial multiplier; however, a
digit size of one bit (bit-serial) resulted the most compact ver-
sion. [33] is proposed a systolic hardware architecture to
compute multiplication/inversion in the same hardware.
Furthermore, an arithmetic unit is constructed that can per-
form all F2m arithmetic operations required in elliptic curve
cryptography. [34] is presented for the first time a digit-
digit F2m multiplier under a MSE basis. Operands, modulus,
and partial results are partitioned in digits and processed
one digit at a time. The main advantage compared to digit-
serial or bit-serial implementations is that operands and par-
tial results can be stored in BRAMs instead of shift registers
which saves standard logic (slices). However, the multiplier
presented is designed and evaluated as a standalone module
which is hard to directly use in a kP engine.

Table 1 summarizes the most relevant works for F2m mul-
tiplication in FPGA, the main algorithms used, and the area/-
time results. Table 2 shows some of the most representative
works of hardware designs for kP computation in the

EðF2mÞ
Require: k ≥ 0
Require: P = ðx, yÞ ∈ EðF2mÞ
1: function MONTGOMERYk, P
2: ifk = 0 or x = 0then
3: returnð0, 0Þ.
4: end if
5: P1ðX1, Z1Þ← ðx, 1Þ; P2ðX2, Z2Þ← ðx4 + b, x2Þ
6: for i from l − 2 downto 0do
7: ifki = 1then
8: P1 ← MaddP1, P2; P2 ← MdoubleðP2Þ
9: else
10: P2 ← MaddP2, P1; P1 ← MdoubleðP1Þ
11: end if
12: end for
13: returnQ = Mxy(P1, P2, P)
14: end function
1: procedure MADDP1, P2
2: Z3 ← ðX1Z2 + X2Z1Þ2; X3 ← xZ3 + X1X2Z1Z2
3: returnP3ðX3, Z3Þ
4: end procedure
1: procedure MDOUBLEP1
2: Z2 ← X2

1Z
2
1, X2 ← X4

1 + bZ4
1

3: returnP2ðX2, Z2Þ
4: end procedure
1: procedure GXYP1, P2
2: xq ← X1Z

−1
1

3: Yint ← ðX1 + xZ1ÞðX2 + xZ2Þ + ðx2 + yÞZ1Z2
4: yq ← ðx + xqÞYintðxZ1Z2Þ−1 + y
5: returnQðxq, yqÞ
6: end procedure

Algorithm 1: Montgomery scalar multiplication [21].
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hardware. Most of the reported works use the bit-serial or
digit-serial approach to implement hardware F2m operators.
However, hardware resources required in these approaches
depend directly on the operands size (field size m), because
even when one of the operands is iteratively processed, the
other one is processed in parallel.

The bit-serial approach requires small amount of hard-
ware resources compared to the digit-serial or full-parallel
approach, but for large operands, even using the bit-serial
approach requires a considerable amount of hardware
resources (slices). However, some recent works already pro-
posed using a digit-digit approach, for example, [34, 35]. The
main drawback with the multiplier presented in [34] is the
use of shift registers to store partial results and the infeasibility
of using such design for practical kP engine and for [35] is to
fit the digit sizes to FPGAs embedded DSP multipliers.

In order to reduce area requirements and achieve a com-
pact design well suited for IoT applications, the approach in
this work to construct a hardware kP accelerator follows
the digit-digit computation approach and makes use of mul-
tipliers and memory blocks embedded in most of the FPGAs
to save FPGA standard logic. By implementing a strategy for
reusing memory blocks, critical for the iteratively processing
of the digit-digit approach, considerable area resources are
saved but retaining the advantage of processing iteratively
both operand in the multiplication and not only one as in
the digit-serial or bit-serial approaches. Additionally, since
memory blocks are bigger than operands, it is proposed to
used part of the available memory blocks to store control

signals thus (microprogramming) avoiding logic to imple-
ment a state machine for control.

2.4. Novel Digit-by-Digit Elliptic Curve Point Multiplication
Hardware Architecture. The proposed ECC engine, suitable
for FPGA-based sensor nodes in the IoT, is constructed fol-
lowing a layered-based approach. The low level is the F2m
arithmetic, where field multiplication is the main operation
to be optimized in terms of area resources. Next, using the
F2m multiplier as a building block in the high layer is the
curve arithmetic, consisting in the optimized realization of
Algorithm 1 in terms of area resources, where the F2m multi-
plier is used to compute each of the point additions (lines 8
and 10). At this level, the F2m multiplier is used to realize field
inversion and field squaring required in the addition and
double point operations. In both layers, the proposed design
methodology takes advantage of block RAMs (BRAMs)
embedded in modern FPGAs to store the operands, partial,
and final results, reusing the BRAMs as much as possible,
using a carefully field operation scheduling, and memory
management strategy.

2.4.1. Field Arithmetic. Arithmetic in F2m is done using poly-
nomial basis. Under this representation, each element in the
field is an (m − 1)-degree polynomial AðxÞ over the field F2.
The two F2m binary operators are addition and multiplication
with reduction modulo which is an irreducible polynomial
FðxÞ of degree m. Field addition is the bit-wise XOR opera-
tion of coefficients (carry free, no reduction needed), a cheap

Table 1: Hardware approaches for F2m multipliers.

Ref. Field Target Algorithm Approach Slices Time (ns)

[24] F 2233ð Þ Spartan 3 MSE Digit-serial 3458 58.0

[24] F 2233ð Þ Spartan 3 LSE Digit-serial 3504 62.0

[24] F 2409ð Þ Spartan 3 MSE Digit-serial 5406 153.0

[28] F 2233ð Þ Virtex 6 Schoolbook method Digit-serial 1643 (LUTs) 802.4

[32] (d=1) F 2233ð Þ Virtex 5 LSE Digit-serial 714 (LUTs) 415.0

[32] (d=16) F 2233ð Þ Virtex 5 LSE Digit-serial 2351 (LUTs) 35.0

[34] F 2233ð Þ Spartan 3 MSE Digit-digit 406 219.0

[33] F 2163ð Þ Virtex II M-I algorithm Systolic array 1399

Table 2: Hardware approaches for kP in FPGAs.

Ref. Field Target Mult. algorithm Approach Slices Time

[4] F 2193ð Þ ASIC MSE Digit-serial 17723 GE 41.70ms

[32] F 2233ð Þ Virtex 5 MSE Digit-serial 6487 19.89μs

[38] F 2233ð Þ Virtex 7 MSE Digit-serial 2647 16.01μs

[39] F 2163ð Þ Spartan 3 LSE Bit-serial 3383 2.23ms

[40] F 2193ð Þ Spartan 3 Comba wxw Digit-serial 473 125.00ms

[37] F 2233ð Þ Kintex 7 MSE Bit-serial 3016 2.66ms

[41] F 2163ð Þ Virtex 5 Karatsuba Bit-parallel 3789 10.00μs
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operation when implemented in the hardware. Additive
inverse in F2m under polynomial basis is also easy to imple-
ment, as for any AðxÞ in F2m , AðxÞ + AðxÞ = 0, with 0 as the
neutral addition element (all zero polynomial).

Multiplication and multiplicative inverses (or simply
inversion) in F2m are more complex operations. Since Algo-
rithm 1 only requires one F2m inversion at the end of the
computation, field inversion is implemented using the Itho-
Tsuji algorithm, by a series of F2m multiplications. So, the
field multiplier becomes the most critical operation to be
carefully implemented in ECC hardware approaches and
one of the critical component in our kP engine.

2.4.2. F2m Multiplication. In the literature, there are basically
three computing approaches for computing field multiplica-
tion in the hardware: bit-serial (the most compact design),
digital-serial (for area-performance trade-offs), and full-
parallel (the fastest but also the costlier solution in terms of
area). The most significant element (MSE) and least signifi-
cant element (LSE) (bit-serial or digit-serial) are the com-
monly used algorithms to compute multiplications over F2m .

In this work, we propose a novel digit-digit F2m multiplier
algorithm well suited to be integrated into a kP engine. The
digit-digit computing approach aims at performing better
than a bit-serial multiplier, keeps the property of allowing
exploring area-performance trade-offs when realized in
hardware, and it is not as expensive as a full parallel realiza-
tion. This is consistent with our design methodology to
achieve a compact architecture (simpler datapath) for the k
P engine. Details of the digit-digit F2m multiplier are
presented in Section 2.4.3.

F2m multiplication using the digit-digit computing
approach was previously suggested in [34]. However, the
multiplier design in that work is not suitable for a direct
application in a kP engine. The authors in that work only
proved the advantages of the digit-digit approach versus the
well-known bit-serial and digit-serial multipliers, as a standa-
lone module. However, when that multiplier is considered
for realizing the kP operation, several issues must be solved.

Being the multiplier part of a series of operations implied
by each point addition operation in the main loop in the kP
computation, the main challenge for the digit-digit multiplier
is the fact that partial results at each iteration in the digit-
digit multiplier and the final result (possibly operated with
other values) are the input operand for the same multiplier
in next iterations. So, during the digit-digit computation,
the multiplier must keep its operands in memory blocks M1
andM2 and progressively stores the partial results in another
oneM3. At the end, the results inM3 should be moved toM1
orM2 for further processing (a kP operation requires several
F2m multiplications), introducing a delay in the kP computa-
tion, unless that data movement is done during the computa-
tion. So,M1 orM2 must act as an input and output memory
at the same time. Since a complete kP operation requires
several hundreds of multiplications, using the multiplier as
proposed in [34] without addressing the previous data
memory management issue is totally unpractical.

As it is explained in the next section, the main issue to
integrate a digit-digit F2m multiplier in the kP engine is to

implement an efficient data memory management, ensuring
consistency in the correct execution of both the digit-digit
field multiplier and the scalar multiplication algorithm. In
this work, we present the design of a novel digit-digit F2m
multiplier that achieves compact designs by optimizing the
resources for finite fields defined by trinomials.

2.4.3. Digit-Digit F2m Multiplier. Parting from the definition
of elements in F2m , as polynomials of the form bm−1x

m−1 +
bm−2x

m−2 +⋯b0 with binary coefficients, in this section, we
present how the mathematical expression that computes an
F2m multiplication in a digit-by-digit fashion is derived (from
Eq. (2) to Eq. (9)). This expression leads to the specification
of the F2m multiplier that is the building block of our
FPGA-based engine for scalar multiplication in ECC.

An element B ∈ F2m of the form bm−1x
m−1 + bm−2x

m−2 +
⋯b0 can be represented as the sum of w = dm/de polyno-
mials (digits) each of d coefficients in F2 (Eq. (2)).

B xð Þ = 〠
m−1

i=0
bix

i = 〠
w−1

i=0
Bix

id , Bi = 〠
d−1

j=0
bid+jx

j: ð2Þ

So, Eq. (3) expresses the multiplication CðxÞ = AðxÞ × B
ðxÞ mod FðxÞ in a digit-serial approach.

C = A × B mod F xð Þ

= A × 〠
w−1

i=0
Bix

di

 !
mod F xð Þ

= AB0 mod F xð Þ + AB1x
d mod F xð Þ

+ AB2x
2d mod F xð Þ+⋮ABw−1x

w−1ð Þd mod F xð Þ:

ð3Þ

Let P<i>ðxÞ = ABi, 0 ≤ i ≤w − 1, and the (d +m − 2
)-degree polynomial resulting from the partial product at
iteration i in Eq. (3). By parsing elements of B from left-to-
right (MSE), C computation at iteration i is determined by
recurrence in Eq. (4):

C<0> = 0, ð4Þ

C<i+1> = xd C<i> mod F xð Þ� �
+ P<w−1−i> xð Þ, ð5Þ

where polynomial xdðC<i> mod FðxÞÞ has the most
degree (d + k − 1), while P<i> is of degree ðd + k − 2Þ. After
w iterations, the polynomial C<w−1> of degree (d + k − 1)
needs reduction. By introducing an extra iteration with B−1
= 0 and P<−1> = 0, C<w> = xdðC<w−1> mod FðxÞÞ is the result.
The xd term in this last expression can be easily reduced
modulo FðxÞ by only discarding the digit C<w>

0 .
Being FðxÞ an m-degree polynomial, FðxÞ = xm +∑m−1

i=0
f iα

i. So, xm mod FðxÞ =∑m−1
i=0 f iα

i = gðxÞ, a polynomial of
degree g with g <m. Thus, elements xm+t with t ≤m − 1 − g
can be reduced using equivalence xm+t mod FðxÞ = gðxÞxt .

Degree of C<i+1> from Eq. (5) (after C<i> reduction) is at
most ðd +m − 1Þ. This polynomial becomes the C<i> polyno-
mial to be reduced in the next iteration ðC<i> mod FðxÞÞ. So,
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at each iteration i + 1, it is required to reduce the d-terms xj

of C<i>, m − 1 < j ≤ d +m − 1. By using the previous assump-
tion for polynomial reduction being FðxÞ a trinomial, the
reduction in Eq. (5) can be defined as in Eq. (6).

C<i> mod F xð Þ = 〠
m−1

i=0
cix

i + 〠
m−1+d

i=m
cix

i

 !
mod F xð Þ

= 〠
m−1

i=0
cix

i + 〠
d−1

i=0
cm+ix

ig xð Þ
 !

mod F xð Þ

= C<i>
m xð Þ + C<i>

d xð Þ × g xð Þ:
ð6Þ

This way, C<i> is partitioned in two polynomials C<i>
m ðxÞ

and C<i>
d ðxÞ of degree m − 1 and d, respectively. The partial

multiplication C<i>
d × gðxÞ will not require modular reduc-

tion if d + g <m. So, Eq. (5) can be rewritten as in Eq. (7).

C<i+1> = αd C<i>
m + C<i>

d × g xð Þ� �
+ P<w−1−i>: ð7Þ

Under the digit-digit computation approach, the polyno-
mial C<i>

m , gðxÞ, and A is represented in w = dm/de digits.
Since the Bi degree is d − 1, the P<i> computation can be
achieved iteratively, taken digit Bi and iterating through A
digits. Taking Bi as a constant, P<i>ðxÞ = AðxÞ × BiðxÞ =
∑w−1

j=0 ðAj × BiÞxjd =∑w−1
j=0 P<i>

j xjd . With this new notation,
the first term in Eq. (4) can be rewritten as in Eq. (7).

xd C<i>
m xð Þ + C<i>

d xð Þ × g xð Þ� �
= 〠

w−1

j−0
C<i>

j xjd+d + C<i>
d xð Þ × 〠

w−1

j=0
Gjx

jd+d

= 〠
w−1

j=0
C<i>

j + C<i>
d xð Þ ×Gj

� �
xjd+d

= 〠
w−1

j=0
R<i>
j xjd+d:

ð8Þ

Once P<i> and R<i> are expressed to be processed in an
iterative way one digit at a time, Eq. (7) can be rewritten in
a notation that leads to an iterative, digit-by-digit computa-
tion of each partial product of F2m multiplication, given by
Eq. (9).

C<i+1> = 〠
w−1

j−0
R<i>
j αjd+d + P<i>

j αjd
� �

: ð9Þ

At each iteration, values P<i>
j and R<i>

j can be computed
in a parallel way. For the sake of clarity about the computa-
tions in Eq. (9), the sum of digits P<i>

j and R<i>
j xd can be

expressed as a single variable S<i>j . This new variable S<i>j is
(d + d + d) bits in size as shown in Figure 2.

With all these considerations, the proposed algorithm for
computing multiplication over F2m is presented in
Algorithm 2.

2.4.4. Digit-Digit F2m Multiplier Hardware Architecture. To
achieve compactness, in this work, we propose the realization
in hardware of Algorithm 2 in its simplest form. The hard-
ware architecture only requires one partial d × d multiplier
and is optimized for binary fields defined by a trinomial.
The NIST and other compliant standards have recom-
mended trinomials for binary fields, for example, FðxÞ =
x409 + x87 + 1 and FðxÞ = x233 + x74 + 1.

If the 233-degree trinomial is used, gðxÞ = x74 + 1 is used
for the reduction step. So, if d = 74 (digit size) is used, when a
digit j of g(x) (Gj) is read, only the two first digits will have a
value of 1, when j > 1 digitGj will be always 0. In this case, the

partial multiplier that computes C<i>
d ðxÞ × Gj always com-

putes a multiplication of the form ðC<i>
d ðxÞ × 1Þ or ðC<i>

d ðxÞ
× 0Þ which can be implemented only with an “and” gate. In
conclusion, when a trinomial of the form xm + xk + 1 is used,
it is possible to define the digit size d = k. In this case, the par-
tial multiplier that computes C<i>

d ðxÞ ×Gj can be imple-
mented using only a multiplexer as it is shown in Figure 3.

2.4.5. Curve Arithmetic. The hardware for elliptic curve scalar
multiplication is guided by the execution of Algorithm 1,
which is based on the iteratively call to point addition func-
tions Madd and Mdouble.

Figure 4 shows the required operations at each iteration
of Algorithm 1 and the underlying F2m operations (denoted
by circles). After each F2m operation, the figure also shows
the memory where the intermediate values are stored. For
example, the memory X11 stores the first field operation X
1 × Z2 in the point addition operation. While five F2m multi-
plications are needed to compute a single Madd operation,
six F2m multiplications are required for Mdouble.

The schedule of field operations shown in Figure 4 con-
siders only the use of four memories to compute the com-
plete Madd function, by reusing the memory blocks
properly. For the case of Mdouble, also four memories are
enough. The memories are alternatively used as shown in
the figure to act as the repository for the input parameters
to a field multiplier/adder or as the repository for the multi-
plication/addition result. We stress again the fact that a
proper data memory management must be implemented to
avoid the delays induced by moving data from the result
memory to the input parameter memory in the chained F2m
operations.

Since in Algorithm 1, only the X and Z coordinates of
elliptic curve points in projective representation are used,
and each point PðX, ZÞ is stored in two BRAMs, one for the
X and the other for the Z coordinate. In Figure 4, the mem-
ories for the points P1 and P2 are represented by the variables
X1, X2, Z1, Z2.

ForMadd, let us consider the first multiplication X1 × Z2
stored in X11 and the second multiplication X2 × Z1 stored
in Z11. Both multiplications can be done in parallel, with
memories X1, X2, Z1, Z2 acting as reading memories and X
11 and Z11 acting as the writing memories. For the third
multiplication X11 × Z11, memories X11 and Z11 must
switch to act as reading memories, and the result can be
stored in Z1, the memory that initially stored one of the input
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parameters and now acts as a writing memory. As the F2m
multiplier delivers a result at each stage in point addition,
at the same time, it processes the input digits. So, a careful
management of the memory is required to avoid latency for
data movement for result and input parameter memories.
This requirement arises because the result of the field multi-
plier in an earlier stage becomes the input parameter of later
stages.

In the rest of the point addition computation, memories
alternate their functionality following the switching strategy
of read/write memories. At the end, the final result X3, Z3
must be in a memory, that is used in the next iteration at line
6 in Algorithm 1, so that values will reside in one of the four
available memories, and input parameters in next iteration in
the main loop of Algorithm 1 are adjusted. Memories associ-
ated to points P1ðX1, Z1Þ and P2ðX2, Z2Þ are overwritten
with new partial results coming from theMadd andMdouble
functions.

At line 8 (or also in line 10) in the main loop of Algo-
rithm 1, the memories storing P1ðX1, Z1Þ and P2ðX2, Z2Þ
are read memories, and the result is stored finally in memo-
ries P11ðX11, Z11Þ and P22ðX22, Z22Þ (see Figure 4). In
the next iteration, P11ðX11, Z11Þ and P22ðX22, Z22Þ
become P1 and P2 input parameters, and the corresponding
memories P1ðX1, Z1Þ and P2ðX2, Z2Þ become the storage
for the result of the final point addition. So, at the curve level

Figure 2: Digit-digit computation of F2m multiplication.

Require:A, B, F ∈ F2m ⊳A =∑w−1
i=0 αiα

iD ⊳B =∑w−1
i=0 biα

iD

1: cD← 0
2: fori← 0 to w + 1do
3: carry← 0
4: s← 0
5: for0← 0 to wdo
6: Pi ← bdigits−i × α j + 1
7: Rj ← cj + cD × f j + 1
8: s← Pi + ðRj ≪ dÞ + carry
9: cj ← s½d − 1 downto 0�
10: cD← s≫ d
11: end for
12: cD← s≫ bitsLastDigit
13: end for
14: cw ← carry
15: returnc ⊳c = A × B mod F ⊳c =∑w−1

i=0 ciα
iD

Algorithm 2: Digit-digit F2m multiplier algorithm.
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algorithm, the memories are also interchanged in their func-
tionality and properly mapped to the memories for the final
results in Figure 4. An extra BRAM is required to store the
scalar k.

The building blocks to compute kP as described in
Figure 4 are those for field arithmetic operations: addition,
multiplication, square, and inversion over F2m . The square
operation is considered easier than multiplication. However,
since in this work operands are stored in BRAMs, and read-
ing/writing of operands are performed one digit at a time, it is
difficult to take advantage of the optimized algorithm such as
the fast reduction algorithm proposed by NIST commonly
used in squaring. So, to save hardware resources, this work
uses one F2m multiplication core to compute square opera-
tions. The reusing od the multiplier saves area but increases
latency. Also, F2m inversion is computed with the Itho-Tsuji
algorithm by means of multiplications, squares, and
additions in F2m .

At each iteration of Algorithm 1, Madd and Mdouble
operations can be computed in parallel since there is no data
dependency. In this work, we propose to use a F2m multiplier
inMadd and other inMdouble to take advantage of parallel-
ism. In the dataflow for each point addition, the F2m multi-
plier is reused. In addition to the multipliers, one F2m adder
is also required. The same adder can be used in both the
Madd andMdouble operations since it is required at different
times in each operation.

Although more than one F2m multiplier could be added to
speed up the kP computation, that approach resulted in extra
cost of hardware resources not only because of the area
required by the F2m multiplier but also for the increased com-
plexity in the control module and additional multiplexers to
manage input/output operands to the F2m cores.

The entire kP dataflow is managed by a control unit that
stimulates the memory blocks for word-based reading and
writing and also commands the F2m cores (multipliers and
adder). The control module waits until each partial multipli-
cation/addition has finished and starts the following required
operations with the correct BRAM as input sources.

3. Results and Discussion

The proposed compact hardware ECC design was imple-
mented over the binary fields F2233 and F2409 , both defined
by an irreducible trinomial. The elliptic curves used were
sect233 and sect409, both recommended by NIST and other
recognized organizations such as SECG. The target platform
was the IoT recommended FPGA board MicroZed, with
Xilinx Vivado HLx 2016.4 as the developer tool.

The hardware architecture for scalar multiplication in E
ðF2mÞ was evaluated in a hardware-software codesign of the
Diffie-Hellman key exchange elliptic curve (ECDH) version.
Let it consider that two FPGA-based sensor nodes [36] A
and B agree on an elliptic curve group G with generator P
and order n. Then, each party selects a secret integer, for
example, rA and rB. Using a kP engine, each party computes
public values:

QA = rAP|fflfflfflfflffl{zfflfflfflfflffl}
SensorA

andQB = rBP|fflfflfflfflffl{zfflfflfflfflffl}
SensorB

: ð10Þ

Sensor A uses the B’s public value to compute s1 = rAQB,
and the sensor B uses the A’s public value to compute s2 =
rBQA. Since s1 is the same as s2ðs = s1 = s2Þ, s acts as a shared
secret key between the sensors A and B, so a secure channel
can be established to transport data between the two devices
in an encrypted form (for example, using a lightweight block
cipher). Indeed, signatures can be generated to authenticate
data by using the secret to authenticate a message, using,
for example, LightMac. The main complexity in ECDH (as
in other ECC-based cryptographic schemes) is the computa-
tion of kP.

3.1. Hardware/Software Codesign. Figure 5 shows the pro-
posed hardware-software codesign for the scalar multiplier
over EðF2mÞ, suitable to be realized in an FPGA sensor node.
The codesign was realized in the MicroZed board, and the
implementation results are shown in Table 3. This is a repre-
sentative final application under an IoT scenario (IIoT,
MIoT) where sensor nodes are deployed using SoC technol-
ogy: the kP scalar multiplication is executed in FPGA tech-
nology coupled to a master general purpose processor that
runs the rest of the application logic. The hardware-
software codesign required 1809 slices of the FPGA embed-
ded in the MicroZed board running at 62.5MHz.

Table 3 also compares the time to achieve a scalar multi-
plication under the hardware/software codesign versus a
pure software implementation. This is done to highlight the
gain in performance from a hardware approach for the most
time-consuming operation in ECC, as in ECDH. For this, we
used the MIRACL library for the software implementation of
scalar multiplication in the Cortex A9 of the Zynq, also avail-
able in the MicroZed board. In this case, we used the same
implementation parameters: curve, finite field, size of the
finite field, irreducible polynomial, projective coordinates,
and the same Algorithm 1 for scalar multiplication.

The hardware-accelerated execution of kP requires
4.13ms to compute an elliptic curve Diffie Hellman key

X1 Z1 X2 Z2

×

×

×

+

Z3 ×

x ×

+

X3
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Figure 4: Proposed schedule for point addition/double in EðF2mÞ.
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exchange versus the pure software implementation in the
MicroZed with the MIRACL library that requires 70ms.
Thus, our codesign is 17 times faster than the pure software
implementation while only requires 36% of the FPGA slices
in the MicroZed, leaving 66% of the FPGA’s standard logic
available for other application requirements in the sensor
node. These results show that our design retains the advan-
tages of a hardware implementation by improving the perfor-
mance at the time that it uses less area resources.

3.2. Comparison with Other Similar FPGA Designs. Table 4
shows a comparison with state-of-the-art works for FPGA
scalar multipliers in EðF2mÞ. In this comparison, we are using
the same elliptic curves, finite fields and sizes, and the same
irreducible polynomial. A fair comparison is very difficult
to achieve due to different FPGA technologies and imple-
mentation strategies being used. It is not possible to compare
all the works under the same criteria, since some hardware
designs exploit the use of embedded blocks such as DSPs or
block rams (BRAMs) while others take advantage of the
available slices/LUTs. However, this research is focused in
lightweight implementations with the goal to use low stan-
dard logic resources. So, embedded memory blocks in the
FPGAs are exploited to reduce standard reconfigurable logic
(slices). The comparison in Table 4 is mainly in terms of
FPGA standard logic (slices) reported. Although efficiency
and throughput are not the main aims of this research, they
are used as reference metrics.

The results presented in [32] are proposed for a digit-
serial approach for multiplication and inversion over F2m ,

and square and addition over EðF2mÞ are computed fully with
standard logic in only one clock cycle. Compared to our
design, those results are almost ten times better according
to efficiency. However, our design uses considerable less area
resources. For example, for a digit size of 8, 16, and 32, the
required area is 442, 626, and 1170 slices, respectively. In
[37], it is presented a hardware architecture for elliptic curve
scalar multiplication over EðF2mÞ implemented for the NIST-
recommended binary fields F2233 and F2283 . That scalar multi-
plier hardware architecture requires 3016 and 4625 slices for
the operand size 233 and 283, respectively. Compared to that
design, our kP engine for F2233 requires 6.8 times more slices
and 2.2 times better efficiency (Mbps/slice). The scalar multi-
plier over EðF2mÞ presented in [38] is better in efficiency than
ours, but at a considerable high costs in terms of area usage.

Table 4 shows that most of the works achieve better
throughput/efficiency than our proposed hardware design.
However, the main aim of these works is to save hardware
resources (slices), and this is achieved by sacrificing through-
put. According to the obtained results, it is observed that
despite the throughput sacrificing, the proposed design
achieves significantly better performance than software
counterparts while using fewer resources that are similar
FPGA designs. The reduction in area resources is a direct
result of using a digit-by-digit computing approach in the
layered structure of the kP engine, mainly determined by
the F2m multiplier and the strategy for reusing memory blocks
during the iterative processing of operands.

In Figure 6, we show graphically how our design uses
considerable fewer standard logic resources from the FPGA,
so leaving more logic for other tasks in the upper application
layers. In that figure, FPGA resource usage is compared
against the works that use FPGA implementation technol-
ogy, digit-serial approach, and comparable security levels.
Note from this figure that our design is scalable in terms of
area because a greater security level only impacts latency.
This property is only kept with the digit-digit computing
approach.

4. Conclusion

We have detailed the design and evaluation of a compact
FPGA-based ECC hardware design, well suited for Internet
of Things applications, specifically for the Industrial Internet
of Things (IIoT) or Internet of Medical Things (MIoT),
where sensor nodes can be realized with FPGA technology.
The key contributions include a novel digit-digit algorithm
for multiplication over F2m optimized for fields defined by tri-
nomials and its corresponding compact hardware architec-
ture, which is the main core for constructing a compact
hardware design for computing scalar multiplications in
binary elliptic curves over F2m generated by trinomials, such
as the ones recommended by NIST for practical use. We pro-
posed a novel rescheduling of F2m operations in the Lopez-
Dahab Montgomery algorithm for elliptic curve scalar multi-
plication that can be computed with only two multipliers and
one adder in a digit-digit fashion, thus reducing area require-
ments for the hardware design. For correctness, we validate
our design by a hardware software codesign in the IoT
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Processing
system (PS)

Cortex A9
MPCore

E(F2m)
Scalarmultiplier

AXI4-Lite

Memory
controller

Memory
DDR3

PeripheralsUART

Figure 5: Hardware-software codesign for an FPGA-based sensor
node enabled with scalar multiplier engine for curve-based
cryptography.

Table 3: ECDH hw-sw codesign in the MicroZed board (z7010).

Size k
Area
(slices)

Freq.
(MHz)

Time
(ms)

MIRACL (sw)
(ms)

233 32 1809 62.5 4.13 70
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MicroZed Xilinx FPGA, by executing an instance of the
Diffie-Hellman key exchange protocol (ECDH), a common
crucial operation in IoT secure sensor nodes networks. To
our knowledge, the proposed hardware ECC architecture
requires less standard hardware resources (slices) in FPGAs
than other works reported to date while takes advantage of
memory blocks already available in modern FPGAs. Further-
more, despite of being a compact hardware architecture, it
was demonstrated that a considerable acceleration of a repre-
sentative curve-based cryptographic protocol is obtained
compared to a pure software implementation.

Using the proposed ECC accelerator, further work is
planned to evaluate the security service costs when imple-
menting ECC-based cryptographic protocols such as digital
envelopes and digital signatures in real application scenarios
of IoT, IIoT, and MIoT.

Data Availability

Raw data were generated at INAOE Computer Science
Department and at Cinvestav Tamaulipas. Derived data sup-
porting the findings of this study are available from the cor-
responding author MMS on request.
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[32] (g = 16, d = 2) v5 233 8193 3939 263.15 7483.69 1.899

[32] (g = 8, d = 1) v5 409 45513 5395 181.81 1633.82 0.030

[37] k7 233 679776 3016 255.66 87.63 0.029
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Distributed file storage aims to support credible access to data on distributed nodes. There are some application scenarios, for
example, data centers, peer-to-peer (P2P) storage systems, and storage in wireless networks. Nevertheless, among these
applications, data blocks are inevitably replaced and inaccessible when there exists nodes failure. As a result, data integrity and
credibility is absent. To overcome such a challenge, blockchain is explored to protect the distributed data. Through analysis and
evaluation, we demonstrate that blockchain advocates data integrity and credibility for distributed file storage, as well as the
application of blockchain technology for distributed file storage.

1. Introduction

Distributed file storage contributes to storing data over the
network by distributed storage nodes. As known, there is an
emergence of a large number of applications involving large
data centers and peer-to-peer storage systems [1–5]. All these
applications utilize nodes over the internet to approach dis-
tributed file storing. To obtain reliable storage in networks
as wireless sensor networks(WSNs), additional data recovery
may be required [4, 6], especially in case of a disastrous
environment [5, 7].

In these applications, data reliability demands inevitably
for data redundancy. In order to simplify redundancy, repli-
cation is a very suitable form, which is commonly utilized in
distributed file storage systems. In research of replication,
there are various methods to approach data redundancy,
while erasure coding gains better storage efficiency perfor-
mance. Generally, we segment a file of size S into n parts,
namely, each part is of size S/n; after that step, we code these
parts into m encoded portion by adopting (m, n) maximum
distance separable code (MDSC); at last, all coded portion

are stored on M nodes. In this way, we can recover the orig-
inal file from any set of n linearly independent coded parts.
As a result, optimal performance can be harvested, such as
better decisions for incredibility and redundancy trade-off.
There are some researches utilizing erasure codes to reduce
data redundancy [6–8].

At present, among many domains, such as academia and
industry, they have paid attention to the distributed ledger
and blockchain technology as well as its massive potential
in managing complicated systems. The distributed ledger is
mainly composed of a certain amount of blocks [9], chained
back that utilizes a linked hash-pointer list, so data blocks
store valid sequential transactions with digital assets (see
Figure 1).

Nevertheless, when any data block is attacked, we cannot
recover the source file, since all segmented pieces are linearly
independent. In order to solve this issue, literature [8] pro-
posed a scheme that aims to reduce computation complexity
by probabilistic-ally verifying blocks of data. Liang et al. [10]
put forward a recommendation scheme to obtain data credi-
bility. It is depicted that, by using a homomorphic signature,
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intranetwork verification can harvest data credibility [11, 12],
a polynomial-time algorithm is applied to protect networks
from malicious attacks [13], and a scheme is designed to
resist pollution attacks by utilizing a polynomial hashing
function [14].

In this paper, in order to conquer data integrity and
incredibility issues, we utilize a blockchain-based approach
for distributed file storage. The main contribution of this
paper is the following: firstly, we utilized distributed hash
table to enhance the credibility for stored files; secondly, we
proposed a blockchain-based framework for a distributed file
storage system to approach integrity and security; finally, we
carried out detailed discussion on the load balance, through-
put, and risk of attacks.

2. Background and Related Work

2.1. Distributed File Storage System. Nowadays, there are var-
ious types of distributed storage systems, such as cloud stor-
age systems, and peer-to-peer (p2p) storage systems. In all
these storage systems, data can be stored, archived, and back
up over distributed nodes, such as AmazonS3. Users can
make use of their stored files any time anywhere; this is an
outstanding advantages as to distributed storage systems.
There are many researches focused on the design and con-
struction of distributed file systems. Napster [15], Kazaa
[16], and Gnutella [17] implement distributed file systems
and prompt it to be an exciting and popular research area.
Bit-torrent [18] is one of the most popular and successful
peer-to-peer distributed file systems and has more than 100

million online users presently. It is a large-scale deployed in
which millions of users log-in and log-out every day. Storage
resources, as well as system clients in a distributed file system,
are scattered in the network. In these systems, users act as
both creators and consumers of data, therefore, to provide
massive of incentives by a secure and efficient approach.

Various recent studies have explored and carried out
evaluations for distributed file storage systems [2, 6, 19–22].
Some literatures [2, 7, 8, 22–26] proposed and evaluated
redundancy management strategies. Among these, replica-
tion and erasure codes are compared in bandwidth and reli-
ability trade-off in literatures [2, 7, 8]. Literature [7] argues
that, compared with replication, erasure codes can harvest
better bandwidth performance. Literature [2] also approves
this conclusion through a distributed file storage system.
Based on a novel data clustering optimization model, Liang
et al. put forward an intrusion detection algorithm for the
industrial network [27]. A hybrid strategy is proposed in
the literature [8] to conquer the repair problem. The node
storing the replication can generate new pieces and then
deliver them to the new users. As a result, it only transfers
only S/n to a new segment. Nevertheless, supporting an extra
replication decreases the bandwidth-performance; that is
because when the replication is polluted or lost, new seg-
ments cannot be produced. Meanwhile, there exists support
[28] for static policies to solve data block replications. These
schemes should be manually configured and primarily focus
on archival purposes [29], by utilizing disk caching, MixA-
part [30], and Rhea [31] research data retrieval. What is
more, literature [30] schedules tasks by using remote data
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and local caching, while static analysis strategy to harvest
storage performance is utilized [31]. Liang et al. [32] put for-
ward an efficient protocol to approach identity authentica-
tion in the IoT environment.

2.2. Blockchain. The blockchain technology is a chain of
blocks based on time-stamp that is jointly sustained by each
on-chain node. Every block acts as a container role aggregat-
ing all on-chain transactions and chained by cryptography
technology. That is, each participating block is chained
together and signed by their private secret key as well as their
respective hash value. Once a new block is created, this new
block will be chained together. In this way, the blockchain
provides a steady data storage, so any deletion or update on
processed transactions is impracticable [33]. Due to this
characteristic, we can make full use of this advantage in the
proposed work. In other words, all transactions are reliable
without a third-party authority. The advantage of blockchain
resists all stored data from repudiation. Moreover, user
identity and authenticity are guaranteed by cryptography
and digital signatures, so thus any illegal read or write will
be refused over the blockchain.

Bitcoin, which is regarded as the first practice of the
blockchains, is a public distributed ledger; it plays an essential
role in promoting blockchain. After that, smart contracts
[34] emerged, which is an autonomous program deployed
on the blockchain network and makes all transactions intelli-
gently. In the practice of blockchain, smart contracts act the
role of triggers [35]. For example, based on the smart con-
tract, all services will not hold funds unless all tasks in the
contract have been finished. According to this theory, Ether-
eum regards and promotes the smart contract to the top level.
Nowadays, blockchain has turned to be a promising topic in
both industry and academy area, and combining blockchain
and distributed file system becomes an exciting and promis-
ing solution, in which blockchain provides incentives and
security for distributed files. Up to now, the popular and
famous distributed file systems are IPDFS [36], Storc [37],
Swarmer [38], and PPIO [32]. In these systems, IPDFS is a
peer-to-peer distributed file system that is used to store and
access files, applications, websites, and data; Storc is another
peer-to-peer decentralized cloud storage platform allowing
users to share data and has no need of any third-party data
provider; Swarmer, based on Ether, is a distributed storage
platform and content-distributed service, and PPIO that per-
mits users to store and retrieve data on web anywhere and
anytime is a programmable distributed storage network.

With the introduction of the blockchain, three distrib-
uted file systems utilize File-coin [39], Ether [40], and
Meta-disk [41] as correspondingly stimulative mechanisms.
Based on the industrial blockchain network environment,
Liang et al. proposed secure data storage and recovery strat-
egy [3], while Zhang et al. utilize the blockchain to improve
5G performance [42].

3. Problem Statement

Due to issues in integrity, trust, control, and credibility, we
focus in this paper on overcoming the issue of integrity and

credibility for distributed file storage. There are various sys-
tems and platforms for distributed file storage, and they
aim to collect all kinds of data. Notably, this incurs a severe
privacy problem, since most users have no knowledge of
these actions, much less about control of such actions. To
solve this problem, we suppose in this work that all provided
services should obey the smart contracts, especially some
assigned protocols. Based on this, this proposed work devotes
to the following issues:

Data Credibility. Our research focuses on the data credi-
bility for distributed file storage; we should guarantee that
authorized users must control all personal data. Meanwhile,
the systems and platforms regard the services as guests who
have corresponding permissions.

Data Integrity. All data should be verified and detected to
guarantee the integrity of stored data. All data-trace is totally
transparent for each authorized user, and any illegal modifi-
cation is impractical on the platform.

Access Control. Any users should be granted access per-
mission as they log in the system or platform. These permis-
sions should define which resources the users can utilize.
Within the permissions, users can change the access range
of their stored data. Meanwhile, all participating users must
store data access control strategies or policies on the block-
chain. Thus, illegal access is hardly impossible.

4. Our Solution

4.1. Distributed System. In this paper, we design a decentra-
lized system. There are mainly three parts comprising the
system: nodes, users, and services, as shown in Figure 2.
Users can store and utilize their corresponding distributed
files, as all operations on distributed data are supported by
the services; the nodes play an essential role as storing users’
distributed files encrypted with their private keys. In order to
simplify user authentication, we produce message digest for
each stored file on the chain. In the proposed system, block-
chain is very critical, since it only accepts two kinds of data,
namely, Gaccess and Tdata. The former is utilized for access
control, while the latter is used for user data storage or data
retrieval. The two types of operations can be arranged on
the SDK (Software Development Kit), and users can use them
through complete services.

To describe the proposed system in details, we assume
the following application service: when a user intends to store
files on the proposed system, he will first install the system
application. The user signs up on the proposed system, and
the system will generate an identity for the user, so then this
identity will be informed to the blockchain, as well as the
user’s permissions. The user’s files will be segmented into
pieces and then encrypted by their shared keys. After that,
all segmented files are stored on the nodes in a distributed
way. In the meanwhile, all encrypted files are sent to the
chain with Tdata, and a special pointer produced by the hash
of segmented files to the blockchain is maintained.

When users issue data query requests, they can use Tdata
together with the aforementioned unique pointer. Once the
blockchain receives this request, it will check the identity of
the users by verifying users’ digital signature. Only when
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the users have passed verification, they can carry out the
operation within their authorized permission. They can have
an overview of their file data and modify corresponding per-
missions. All these operations are recorded in the blockchain.
We utilized D-HT (Distributed Hash Table) to carry out a
key-value store for off-blockchain in this implementation,
and it interacts with the blockchain through an interface.
During the processing, the D-HT is utilized by the nodes
on the chain, so any general operations, such as read and
write, shall be approved by D-HT, and thus, users’ files can
be of high availability.

4.2. Building Blocks. In this subsection, to approach the pro-
posed solution, a detailed description of how to building the
blocks follows next. Accordingly, the process of building
blocks follows Bitcoin [43].

(1) Identities. To identify users, we utilize a pseudo-
identity scheme. That is, each user on the chain can
produce pseudo-identity by their public keys, and
the practical requirements determine the number of
pseudo-identities, which can critically improve the
user’s privacy. In this work, we explore compound
identities that are originated from the existing theory.
As there may be more than two participators during
transactions, some participators can hold this com-
pound identity, though the remaining have no per-
missions to use it. As depicted in protocol one, we
assume there are only one owner and one guest,
and this protocol describes how we implement this
operation. To guarantee the credibility, we utilize
asymmetric key pairs to authorize user’s identity, as
to encrypt or decrypt the user’s distributed files, we
use asymmetric key that can promote the efficiency

of encryption and decryption. In this way, all data
are secure for each one of the users. The compound
identity is defined as the following:

Compoundpublico,g = pko,gsig , sk
o,g
sig

� �
: ð1Þ

As to the whole identity, we formulate it as a 5-tuple:

Compoundo,g = pko,gsig , sk
o,g
sig , pk

g,o
sig , sk

g,o
sig , sko,genc

� �
: ð2Þ

(2) Policy. In this paper, we define a group of permis-
sions, which a data owner o grants a guest g, as
POLICYo,g. Supposing the following scenarios, if
the owner o deploys an application that calls for
access to o’s location or contacts, this can be denoted
as, POLICYo,g = olocation, ocontacts. It describes that all
types of data should be stored according to this
way, supposing the service does not tear up the proto-
col and error-mark the data, then safeguards, which
are utilized to avoid this, should be preferentially rec-
ommended to SDK. Moreover, according to this
method, every user can quickly verify the legality of
service, since any change is fully visible

(3) Auxiliary Functions. In the function ChkPolicyðpksksig
,mpÞ, ParseðmÞ de-serializes these messages that are
delivered to a general transaction containing the
arguments ChkPolicyðpksksig,mpÞ, as is described in
the protocol two. This function validates whether

File service

X1
X2
X3 X1

X2

X1

X2
X3

X2

X3

X1
X3

D-HT

Blockchain

Encrypted response

T data

(query user data)

User

Gaccess
(grants for access)

Figure 2: System framework.
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the initiator has relevant permissions, which can
guarantee the validity of each operation

Protocol 1: Compound identity description.
1: Procedure CompoundIdentity(o,g)
2: o and g compose of a secure channel
3: u executes:
4: ðpko,gsig , sko,gsigÞ←OsigðÞ
5: sko,genc ←OencðÞ
6: u shares sko,genc, pk

o,g
sig with s

7: s executes:
8: pkg,osig , sk

g,o
sig ←OsigðÞ

9: g shares pkg,osig with o

10:// Both o and g have sko,genc, pk
o,g
sig , pk

g,o
sig

11: Return pko,gsig , pk
g,o
sig , pk

o,g
sig

12: end Procedure

Protocol 2: Verify permission.
1:Procedure:ChkPolicy(pksksig,mp)
2: g←0.
3: apolicy=H(pk

sk
sig)

4: if L[apolicy≠φ] then
5: pko,gsig , pk

g,o
sig , POLICYo,g ← ExcuteðL½apolicy�Þ

6: if pksksig = pko,gsig or

7: (pksksig = pko,gsig and mp ∈ POLICYo,g) then
8: g←1.
9: endif
10: endif
11: return s
12:end Procedure

In order to guarantee the validity of each operation, we
create a checking-policy function ChkPolicyðpksksig,mpÞ to

verify permission, which simplifies the access verification
compared with these existing approaches [22, 35, 39].

4.3. Smart Secure Contracts. In this section, we explore a
blockchain-based framework for a distributed file storage
system to approach security. As depicted in Figure 3, the
framework is composed of two parts:

(1) In contracts, it contains each user’s operation data,
including variate φprivate that denotes user’s private
data that carries out computation for distributed
data. Suppose the following scenario that, during an
open auction, only the winner’s final bids approach
to the seller, and the other bids are totally refused.
Thus, variate φprivate guarantees the security for users’
distributed data

(2) Variate φpublic, which has no user’s private data,
denotes users’ public data. Meanwhile, we define the
cryptography protocol that is used during the trans-
action on the chain

Security guarantees. Security guarantees mainly include
the following aspects:

(i) Chain-to-Chain Privacy. Chain-to-chain privacy
indicates that the user’s distributed file or data should
be protected against any users not included on the
blockchain, only if the legal users intend to inform
others of their information. In our proposed proto-
cols, all users should interchange data and depend
on blockchain to guarantee fairness. That is, all users
transmit their encrypted files or data to the chain,
what is more, as also all transactions are based on
zero-knowledge authorization

(ii) Security. As chain-to-chain privacy prevents the
user’s data from the public chain, all users’ data are
entirely independent of each other. Meanwhile,
asymmetric encryption guarantees the authenticity

Manager

Users

Programmer

Secure contract

Protocol

Blockchain

</>
Coins

Data

Compile

𝜙pub 𝜙priv

</>

</>

Figure 3: Smart secure contract.
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and confidentiality. We take a public auction as an
example to describe the security of the scheme. The
above Algorithm 1 shows the process of a public auc-
tion. In this example, auction transaction contains
φprivate, which indicates that who wins the bidder
and how much he should pay. Meanwhile, variate
φpublic, which depends on the deposits, is used to
avoid the winners from abandoning

An auction is of the abovementioned specified require-
ments, especially in terms of security and confidentiality,
and this is accomplished by cryptocurrency, as present
in some existing systems [44, 45]. The program, as
depicted in the algorithm, declares timeout parameters.
The timeout parameters are declared as P1 < P2 < P3. P1:
the contract stops receiving bids after P1. P2: the bidder
should tell the price within time P2; otherwise, its input
bid is regarded as 0. By doing this, the auction transaction
continues. P3: supposing the auction manager abandons
the bid, bidders may withdraw their bids when time
P3 elapses.

Variate φpublic plays an essential role in the auction trans-
action. As it not only checks the time but also manage the
timeout. The system will invoke the function only if the oper-
ation completes within P3. Otherwise, the system will invoke
the manager’s TimeOut function.

5. Theoretical Analysis

5.1. Credibility. In a blockchain system, it supposed that all
nodes should be untrustworthy. That is, every node should
be verified. Moreover, nodes’ resources for computing deter-
mine their credibility level [43]. For example, a nodem,m∝
resources (m) denotes that how much weight node m votes,

which means that wither the node is vulnerable when there
is high energy consumption, or there is high latency of a
transaction.

In this paper, as to formulate the value for all nodes’ trust,
we compute each data block b of a node like the following:

rely t bð Þ
m = 1

1 + e −βð Þ #legitimate−illegitimateð Þ , ð3Þ

in which the step size is defined by β.
In the above equation, it is regarded that these nodes on-

chain has higher weight as well as more efficiency in compu-
tation. Due to this reason, these nodes have the ability to
resist fraud attacks.

5.2. Risk of Attack. In a blockchain, there is the risk of fraud,
but this is complex, because it should approach 51%, the risk
occurs. However, the risk exists, although hardly impossible
to reach such a high percent of nodes failure. The current
public blockchain structure is vulnerable to some particular
scenarios: the software update, blockchain entry changes, as
an example. This is due to, when all transactions are process-
ing, any new participators can have knowledge of the deci-
sions of the network. As to the network, based on its
majority rules, 51% of undergoing transactions could do
any operation on the chain.

51% attack on the chain may sharply increase the vulner-
ability, as there may exist fork attack. This is because more
than two networks share the resources of a single network,
leading to a quick decrease in computation ability. Namely,
the cost of launch attack on the networks is lower, and cause
to a growing risks for the network.

1:Declare Member(Seller/∗ M parties ∗/)
2:Declare Timeouts(/∗ timeouts ∗/)
3:Declare Function contract auction(In &input, Out &output)
4:Set win = −1
5:Set btprice = −1
6:Set secdprice = −1 7:loop
8: for each j < m do
9: if input.pat[j].value > btprice then
10: Let secdprice = btprice
11: Let btprice = input.pat[j]
12: Let winner = j
13: else if input.pat[j].value > secdprice then
14: Let secdprice = input.pat[j].value
15://The winner pays the bidder
16://The others are refused
17:Let output.seller.value = secdprice
18:Let output.pat[win].value = btprice − secdprice
19:Let output.win = win
20:for each j < m do
21: if j ≠ win then
22: output.pat[j].value = input.pat[j].value

Algorithm 1: Process for public auction.
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The probability that an attack chain can catch up with the
honest chain is shown in the following equation.

qz =
1, p ≤ q

q/pð Þz , p > q

(
: ð4Þ

p represents the probability that honest miners find the
next block, q is the probability that attackers find the next
block, and qz is the probability that attackers change the trad-
ing content of the current blocks.

5.3. Load Balance. In our research, load balancing is an
important index. We are aiming at distributing all requests
efficiently on each node, and this can harvest great improve-
ment in load balancing. In this paper, any nodes act the role
of sustaining as many online I/O connections as possible; we
use variate (NumAct[sj]) to represent the number of connec-
tions, while variate sj denotes storage media. These two var-
iables should be stored to the nodes within any
transactions, correspondingly. Generally, the more the num-
ber of connections to the storage media, the lower the pro-
portional of the throughput of the nodes. That is, if we
intend to approach the better performance of load balancing,
the participating nodes should have fewer connections. For
ease of description, we introduce function f ub, and formulate
the load balancing as the following:

f ub s!
� �

= 〠
sj∈ s

!

1
NumAct sj

� �
+ 1

 !
: ð5Þ

Where function f ub approaches maximum when all storing
nodes have the lest count of active connections. Function
f ub approaches to the upper bound when the very lest con-
necting number occurs. This is an exciting discovery for each
storage media. As a result, we can optimize the function f ub
and harvest the following formulation:

f ∗ub s!
� �

= s!
��� ��� × 1

min ∀s NumAct s½ � + 1ð Þ : ð6Þ

5.4. Throughput. As to distributed file storage systems, we
devote to harvest best throughput performance. We store
data in the manner of tiers, so thus, we can make full use of
fast storage characteristics of tiers, which helps harvest opti-
mized throughput. Once there is a request, the system will
check the ability level for reading and write throughput of
storing node nodei by a quick I/O test, and the read and write
throughput is denoted as ReadTh[nodei], WriteTh[nodei],
respectively. After that, we calculate the average value and
store them on the node.

To approach the maximum throughput, any operation
for distributed file storage is of the optimal write or read
throughput. Generally, to obtain the common value, we
regard the proportional peak value of nodes’ throughput as
the final value. Moreover, in order to scale the throughput
down, we introduce the logarithm function for these
throughput values.

Similarly, we formulate the throughput function f tm as:

f tm node
��!� �

= 〠
nodei∈node

��!
log WriteTh nodei½ �ð Þ

log max ∀nodeWriteTh node½ �ð Þ
� 	

:

ð7Þ

As to the storage nodes, by computing function f tm, we
retrieve the throughput for storage node, when a specified
number of nodes with the optimal throughput are on the
chain. Once there are always many nodes with optimal
throughput, the function approaches the upper bound.
Therefore, we can optimize the function f ∗tm and formulate
it as:

f ∗tm node
��!� �

= node
��!��� ���: ð8Þ

5.5. Theoretical Results. In Table 1, we assume that there are P
participators who intend to calculate a one-bit outcome and
send it to all P participators. We made comparisons among
literature [46, 47], and blockchain, and we conclude that
blockchain is most useful for distributed file storage. Public
storage in the blockchain-based system was first approved
in the literature [48]. Fairness can hardly be impractical in
general models for multiparticipator transactions, which is
proposed in the literatures [49, 50]. Base on the script lan-
guage, some works about construct abstractions for protocols
emerge, for example, “Declare-or-refuse” [46] or “multiple
locks” [47].

5.6. Blockchain Application Systems. Table 2 shows four
blockchain-based application systems, and we make a com-
parison in terms of blockchain form, protocol, cryptocur-
rency, and intelligent contracts. Super-ledger [51], which is
an open-source system based on blockchain, was developed
to improve the efficiency of distributed file storage. It was
developed by superior language and supported any applica-
tion on the chain, and meanwhile, it supported distributed
components and maintained membership.

The multiple chain [52] system aims to create the private
key for users, as well as deploy the blockchain. It depends on
the API to expand the core API, which permits managing all
transactions, assets, and resources. This system has good
operationality for users to interact with networks, such as
users can directly utilize command tools, and distributed cli-
ents can carry out transactions with the network by JSON,
especially Ruby, Node.js, and Cij. This characteristic makes
this system have excellent convenience of operation.

Table 1: Theoretical results.

Declare-or-refuse
[46]

Multiple lock
[47]

Blockchain

Chain-to-chain
cost

O P2
 �
O P2
 �

O Pð Þ
Amount of
rounds

O Pð Þ O 1ð Þ O 1ð Þ

7Journal of Sensors



As one of the many systems, ETH [53] is very popular
with distributed file storage for nowadays, especially on its
excellent advantage of smart contracts in blockchain. This
platform can both run on fysieke computer and virtual
machine, meanwhile, and it can be programmed with general
procedure language. Therefore, it is an exciting platform for
users in distributed file storage.

LTC [54], which is illustrated in Table 2, is a public chain-
based technology for the distributed file storage system. It has
very distinct features, such as fast speed for all transactions
and marvelous efficiency for file storage. As its all transac-
tions are executed in intensive memory, it needs very fewer
nodes to participate computations, even though its transac-
tions are encrypted and signed either by symmetric or asym-
metric manners.

From Table 2, we can conclude that, in most systems,
there are fewer smart contracts, which might cause risks for
blockchain application. In this system, when a user deploys
blockchain, there is a trade-off on cryptocurrency and block-
chain. Moreover, this system is capable of supporting all
applications based on blockchain. Users can assemble their
own infrastructure, just like some popular cloud platforms,
such as Amazon and Google.

6. Experiment and Evaluation

6.1. Experimental Results. The evaluation is executed on a
Windows 10 machine equipped with an Intel(R) Core(TM)
i7-7700M CPU @ 3.60GHz, 16GB RAM. The transaction
nodes have been deployed in a virtual machine which is sup-
ported with Ubuntu 16.04.

Processing time overhead refers to the time consumed by
the transaction nodes to verify data blocks. The experimental
results are shown in Figure 4. At first, the processing time is
about 5.5ms. As more data blocks are generated, the process-

ing time overhead increases; especially, there is a sharp
increase of time overhead when the number of blocks
changes from 20 to 30. After that, the time overhead
increases smoothly. When the number of blocks comes to
60, the processing time overhead approaches about 71ms.

6.2. Evaluation. In order to support our proposed scheme, we
carried out evaluations and utilized the mostly adopted
benchmarks, namely DFSIO [4], which is mainly focused
on measuring network throughput for users’ general opera-
tions, such as read and write. Additionally, this benchmark
is based on a distributed approach.

The principal evaluation methodology is as the following:
we focus on the data storing policy as well as the optimization
goals, especially for data writing and reading throughput.
Moreover, we make a comparison among the proposed
schemes, the HDFS [4] and the rule-based strategy.

As depicted in Figure 5, the comparison result, we carry
out about 20 times of evaluation and obtain the average
throughput of every node for writing. The blockchain-based
method gets the highest throughput, nearly about
138MB/s, which is mainly due to the full use of its advan-
tages, such as the optimal design of storage tier. However,
the curve smoothly descends when the storage space (mainly
memory) is mostly consumed, and this is a universal phe-
nomenon for distributed file storage systems. The HDFS per-
forms the worst, since its throughput only approaches
average about 88MB/s; this is due to the abandon of storage
metrics.

Table 2: Blockchain application systems.

System Blockchain Agreement Crypto currency Intelligent contracts

Super-ledger Based on permission SIEVE No Yes

Multiple chain Based on permission PBTF Multiple currencies Yes

ETH Public chain PoS Ether Yes

LTC Public chain Scrypt LTC No
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Figure 6 shows the results of the READ throughput,
where the HDFS strategy changes smoothly around
99MB/s, while the HDFS with SSD policy exhibits a similar
trend. While our proposed scheme harvests the best perfor-
mance, the observations are twofold. As the former one, the
proposed scheme equally distributes all requests onto all
nodes, while the proposed scheme utilizes more HDDs stor-
age media as the latter one. Accordingly, it can write more
data blocks than the other policies. Neither the Original
HDFS nor HDFS gets worse performance for reading data,
respectively. Especially, HDFS yields the worst read
performance.

7. Conclusion and Future Work

The distributed file storage system is susceptible to malicious
use and fraud attack; users sometimes cannot have full con-
trol over their data. In this paper, we innovatively explores
blockchain in distributed file storage, users no longer require
a third-party, and own heavy supervision of their data.
Through analysis and evaluations, our proposed scheme sig-
nificantly improves data integrity and credibility for distrib-
uted file storage. Besides, based on blockchain, decisions on
distributed file storage shall be more easier and reasonable.
Finally, we carried out detailed discussion on the latest rela-
tive systems and demonstrated the advantages of this pro-
posed work in distributed file storage.

As future directions, considering the network latency of
the blockchain-based system, we will investigate the time tol-
erance of blockchain-based distributed file system and focus
on the combination of network coding and blockchain to
explore optimal network performance.
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The rapid advancement in the field of wireless sensor and cellular networks have established a rigid foundation for the Internet of
Things (IoT). IoT has become a novel standard that incorporates various physical objects by allowing them to collaborate with each
other. A large number of services and applications emerging in the field of IoT that include healthcare, surveillance, industries,
transportation, and security. A service provider (SP) offers several services that are accessible through smart applications from
any time, anywhere, and any place via the Internet. Due to the open nature of mobile communication and the Internet, these
services are extremely susceptible to various malicious attacks, e.g., unauthorized access from malicious intruders. Therefore, to
overcome these susceptibilities, a robust authentication scheme is the finest solution. In this article, we introduce a lightweight
identity-based remote user authentication and key agreement scheme for IoT environment that enables secure access to IoT
services. Our introduced scheme utilizes lightweight elliptic curve cryptography (ECC), hash operations, and XOR operations.
The theoretical analysis and formal proof are presented to demonstrate that our scheme provides resistance against several
security attacks. Performance evaluation and comparison of our scheme with several related schemes for IoT environment are
carried out using the PyCrypto library in Ubuntu and mobile devices. The performance analysis shows that our scheme has
trivial storage and communication cost. Hence, the devised scheme is more efficient not only in terms of storage,
communication, and computation overheads but also in terms of providing sufficient security against various malicious attacks.

1. Introduction

In the last few years, wireless networks have experienced tre-
mendous growth. Nowadays, there are enormous networks
associating from the cellular systems to noninfrastructure
wireless systems such as sensor networks, mobile ad hoc net-
works, and the Internet of Things (IoT). The communication
security is the key element for the success of wireless sensor
applications [1, 2], especially for sensitive applications that
work in mission-critical and hostile areas. Therefore, the pro-
vision of reliable and efficient security in wireless networks
has always been a challenging task due to various malignant
attacks and resource-constrained environment. The hasty
development of wireless communication and information
technologies leads to a dramatic evolution of the Internet of

Things (IoT) which is the combination of smart services
and technologies that renders mutual communication among
devices and users through the Internet. Since all data is
shared between sensing devices and remote users via a net-
work, therefore, it is necessary to design an efficient, secure,
and lightweight remote-user authentication-based solution
for an IoT environment. As far as the privacy and security
of the network are concerned, mutual authentication is con-
sidered as a key element for safely accessing various IoT ser-
vices. Hence, remote-user authentication becomes a vital
component of various valuable services in mobile networks.

Besides confidentiality and authenticity, the exclusive
features of the online valuable services raise various security
questions for the remote authentication. In the environment
of mobile networks where several invisible devices gather the
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client’s identity information, the anonymity of the client is
necessarily required to make sure that the identity informa-
tion of the requesting client is only known to the requested
service provider (SP) and the client [3–5]. Simultaneously,
when the anonymity of the client is provided, SP always
wants the client’s nonrepudiation for preventing the clients
from the denial of charges of their desired services. The effi-
ciency in terms of both computation and communication is
crucial for such kinds of remote-user authentication
schemes, especially for IoT infrastructure.

The earliest schemes employed conventional public key
cryptography (PKC) [6–10]. In these schemes, clients
authenticate themselves to service providers using their sig-
nature. For hiding the real identity of the clients from eaves-
dropping, the clients’ signature and clients’ identifier are
encrypted using mutual secret keys between the SP and cli-
ents. The certificate of clients’ public key needs to be deliv-
ered to the SP that enables the signature’s verification. On
the other hand, a considerable disadvantage of this approach
is on-demand verification and transmission of public key cer-
tificates that cause authentication latency [11] as well as a
waste of unfavorable bandwidth. In addition, to attain the cli-
ents’ anonymity, encryption is required that adds to the
scheme’s complexity. In order to remove the drawbacks that
are due to public key certificates, the modern remote-user
authentication schemes employ an identity-based cryptosys-
tem (IBC) [12–16].

IBC is another form of PKC. The IBC concept was intro-
duced by Shamir [17] in 1984 which is swiftly evolved after
Franklin and Boneh’s first identity-based security-provable
encryption using pairings [18]. In the IBC concept, the iden-
tity (ID) of the client serves as a client’s public key, and the
private key generator (PKG) generates the private key. In
IBC, a pair of predefined private or public keys are generated
on the basis of the user’s credentials such as phone, name, or
email. By using the user’s unique credential or identity, the
public key can be determined easily, whereas the private
key generator is responsible for the generation of private
keys. For communicant entities, PKG generates identity-
based certificates and forwards it to the other communicants.
The users involved in communication can perform encryp-
tion, generate a signature, and communicate with other users
when they receive their identity-based key certificates. IBC
ensures the effortless production of public and private keys.
IBC removes the verification and transmission of the public
key certificates; therefore, it has become a compelling substi-
tute to conventional PKC [19]. Thus, IBC is efficient in terms
of storage and transfer of certificates/public keys in compar-
ison with the classical public key infrastructure. That is why,
for a resource-constraint environment, IBC is proved to be
appealing. The main advantage of IBC is there is no need of
certificates. There is no need of preenrollment. In the tradi-
tional public key cryptography system, if the key is compro-
mised, then the keys need to be revoked. Also, for the
decryption of messages for the future, it allows postdating.

In identity-based remote-user authentication schemes,
the client produces an authenticator by using his identity-
based private key. The client is authorized by the SP only if
verification of the client’s authenticator produces an absolute

result. However, still, there are many issues that need to be
resolved satisfactorily such as (i) some identity-based remote
user authentication schemes consider the demand of the cli-
ent’s anonymity; (ii) many of those schemes introduce
identity-based signature (IBS) solution and further using it
as an authenticator of the client, but it remains unclear why
the introduced IBS is employed rather than employing other
existing IBS schemes; and (iii) no thorough quantitative
argument has been given about the performance merits of
such identity-based schemes over the former PKC-based
schemes. Aiming to resolve the abovementioned problems,
in this article, we propose an identity-based remote-user
authentication scheme that targets to deliver valuable ser-
vices in mobile networks. The novelty of the proposed
scheme yields in its way of realizing the client’s privacy with-
out encryption operation.

1.1. Motivation. IoT serves the society with various opportu-
nities in major fields of life, i.e., agriculture, warehousing,
healthcare, and industry, that are accessible to everyone with
flexibility and ease. However, this hasty development leads to
the evolution of several challenges. Therefore, the fundamen-
tal motivational factors of our scheme are listed below:

(i) IoT-based sensing devices serve with limited
resources like memory, power, and battery. There-
fore, an authentication scheme should have low
communication and computation overheads

(ii) Malicious attacks such as impersonation, replay,
denial of services, and man-in-the-middle attacks
have become enormous. Therefore, in order to resist
against such attacks, the design of secure remote-
user authentication scheme is the key necessity

(iii) Furthermore, due to some components of IoT
devices like actuators and sensors that deal with the
crucial data of users, IoT-based applications must
provide more safety and security

1.2. Our Contribution. In this article, we have proposed an
identity-based anonymous three-party authenticated proto-
col for IoT infrastructure. The main contributions of this
article are as follows:

(1) We have presented a three-party identity-based
authentication for the secure communications
among users in an IoT infrastructure. The proposed
identity-based scheme is designed using simple oper-
ations such as XOR, hash, and point multiplication

(2) The proposed protocol enables mutual authentica-
tion between users and gateway for establishing and
sharing the session key

(3) User’s personal credentials such as email and phone
are used to generate a public key

(4) The proposed scheme ensures the secrecy of identity
such that the identity is only revealed to gateway for
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authentication purpose. No adversary can get the
identity

1.3. Paper Organization. The rest of the paper is organized as
follows. The related work is discussed in Section 2. The pre-
liminaries related to our paper are presented in Section 3.
The generic security issues in IoT architecture are delineated
in Section 4. Our introduced scheme and detailed description
are given in Section 6. Section 7 presents the respective secu-
rity analysis formally and informally. Thereafter, a perfor-
mance comparison is highlighted in Section 8. In the end,
concluding remarks are given in Section 9.

2. Related Work

The password-based authentication key exchange (PAKE)
scheme [20–26] is one of the most generally known authen-
tication key exchange (AKE) schemes, which can also be
divided into three-party [27–30], two-party, and so on. In
the AKE schemes, the three-party authentication key
exchange (3PAKE) scheme based on password has the fea-
tures of easy system maintenance, simple password, and
strong expansibility. The 3PAKE scheme is extensively used
in the network of modern communication. However, it is
determined that the password has low entropy secret value
and also prone to password guessing attack, due to the
built-in issues related to the password. Therefore, due to
the various problems faced by PAKE schemes, this paper
reviews the identity-based schemes and introduces a three-
party identity-based authentication key exchange scheme
for enhancing the security.

The identity-based cryptography (IBC) [17] was devel-
oped in order to mitigate various issues associated with the
conventional public key cryptography and PAKE schemes.
The IBC applies the attributes of the user such as phone
numbers or email addresses as public keys in order to dimin-
ish the difficulty of digital certificates, while the private key
generator (PKG) creates the private keys. Therefore, the
identification of user keys is critical and does not require to
be revoked. Since then, the utilization of IBC remains popu-
lar for designing remote user authentication schemes. So, we
review various identity-based schemes in order to find the
research gap and security issues in the different infrastruc-
tures of the Internet of Things (IoT) such as edge and fog
computing.

Roman et al. [31] presented the comparative summary of
various security issues, challenges, and appropriate solutions
for mobile edge computing (MEC) and fog computing. The
readers who are interested in the details of privacy and secu-
rity problems in the environment of fog computing for IoT,
MEC, and mobile cloud computing (MCC) can consult
[32–35], respectively. The literature emphasized the require-
ment of a secure mechanism for authentication. Yang and
Chang [36] proposed an identity-based authentication key
agreement (AKA) scheme using elliptic curve cryptosystem
(ECC) for mobile devices. However, Yoon and Yoo [37] ana-
lyzed that the scheme [36] cannot resist masquerading attack
and does not offer perfect forward secrecy. A pairing-free
AKA scheme based on identity is introduced by Cao et al.

[38] with a minimum exchange of messages. However, Cao
et al. [38] fail to offer the user untraceability and anonymity
like Yang and Chang’s scheme.

Tsai and Lo [39] introduced another authentication
scheme based on identity for the distributed services of
MCC. Their scheme uses bilinear pairing which causes high
computation, but bilinear computation is performed by the
server, which has usually more computing power. However,
Jiang et al. [40] analyzed that a server impersonation attack
cannot be resisted by their scheme [39], and also, it does
not offer an appropriate mechanism of mutual authentica-
tion. Jiang et al. did not propose any improved solution,
although various solutions were proposed in [41, 42].

Yang et al. [43] introduced an ECC-based scheme having
the features of user untraceability and anonymity for the
environment of MCC. In their scheme, a number of
pseudo-IDs are assigned to a user, as well as each pseudo-
ID is assigned a family of secret keys. The Access Service Net-
work Gateway (ASN-GW) executes the predistribution pro-
cess of keys. However, for each registered user, the ASN-
GW requires to engender a large number of pseudo-IDs.
So, the corresponding secret keys and many pseudo-IDs need
to be stored by the mobile user which is impractical due to
the constrained resources of mobile devices and also includes
scalability issues.

Ibrahim [44] introduced an authentication scheme for
the environment of fog computing, in which fog node and
fog user authenticate each other. In their scheme [44], the
public key infrastructure (PKI) is used to establish the secure
communication channel between mobile users and registra-
tion authority, while symmetric encryption is utilized to pro-
tect the communication between fog nodes and mobile users.
In their scheme, all the fog users’ pregenerated secret keys are
required to be stored by fog node which is also infeasible.
Moreover, untraceability and anonymity are not guaranteed
by their scheme. A mobile user authentication scheme is
introduced by He et al. [45] for multiserver infrastructure.
Their scheme uses self-certified public key cryptography
which is basically identity-based cryptography. In 2017, a
privacy-aware authentication scheme is introduced by Xiong
et al. [46] for MCC services.

In 2019, Zhu and Geng [47] presented a three-party
dynamic identity-based key exchange scheme. In 2019,
Renuka et al. [48] crypt analyzed and found some attacks
such as node capture, user phishing, and denial of service
attacks in a three-factor authentication scheme devised by
Das et al. [49] and presented an enhanced three-factor
authentication scheme. Many other three-party schemes for
the IoT environment have been presented [50, 51] but still
lack major security features and not suitable for resource
constraint environment. In 2020, Ramadan et al. [52] pre-
sented an identity-based authentication scheme for 5G sys-
tems. Kumar et al. [53] proposed an identity-based
authentication scheme for cloud computing in 2020.
Recently, Farjana et al. [54] presented identity-based
schemes; moreover, many other schemes [55–60] are pre-
sented recently. In general, the design of efficient and secure
identity-based authentication schemes is still a challenging
task. In this article, we propose the identity-based lightweight
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remote user authentication scheme for the IoT infrastructure
in order to offer the secure and efficient communication, so
that all the flaws in the discussed literature can be minimized.

3. Preliminaries

This section includes the basics of elliptic curve cryptography
such as one-way hash function, collision resistance, and
threat model. The common notations used throughout the
research work in Table 1 are also given in this section.

3.1. Elliptic Curve Cryptography (ECC). There is a lot of pub-
lic key cryptography techniques like Rivest Shamir Adleman
(RSA), Diffie Hellman, and Digital Signature Algorithm
(DSA). The majority of these techniques are heavy in compu-
tation. The ECC system’s robustness can be anticipated based
on the complexity of ECDLP (Elliptic Curve Discrete Loga-
rithm Problem). Suppose Epðe, f Þ: h2 + eg + f mod p, ECC
is based on random points chosen on an elliptic curve,
whereas e, f ∈ Zp and 4e3 + 27f 2 mod p ≠ 0 for p (large prime
number). The curve is defined by both the points e, f . The
former equation must be verified by the points ðg, hÞ over
Epðe, f Þ. Through repetitive addition, scalar multiplication
is achieved such as qS = S + S + S + S + S +⋯⋯ + S (q
times), where S is a point over Epðe, f Þ and q ∈ Fp. The field
parameters ðp, e, f , S, qÞ belongs to the field ðFpÞ.

Definition 1. Discrete logarithm problem aimed at ECDLP.

Two specified random points S, R ∈ Epðe, f Þ, calculate a
scalar ðqÞ such that S = qR. During the polynomial time ðtÞ,
the benefits of UAadv

is given as: AdvECDLPUAadv
ðtÞ = Prb½ðUAadv

Þð
S, RÞ = x : x ∈ Zp�. The supposition of ECDLP states that Ad
vECDLPUAadv

ðtÞ ≤ ∈.

3.2. One-Way Hash Function. Hash functions are used to get
an output (f ) of fixed size. Hash functions can be applied to
any random argument or string (y) of any size such as f = h
ðyÞ. A small change in y can make a huge difference in resul-
tant f . Subsequent parameters should be found for a secure
function of hash.

(1) If y is defined, then it is not difficult to calculate f =
hðyÞ

(2) If f = hðyÞ is defined, then it is impossible to find out
y

(3) If hðy1Þ = hðy2Þ is defined, then it is a tiresome task to
know the specific input y1, y2. The defined property is
also referred to as collision resistance

Definition 2. Collision resistance characteristics aimed at
hash function.

Hash function hð:Þ is secured by predefined collision
resistance. The chances that an adversary ðUAadv

Þ can find

out a couple ðy1 ≠ y2Þ as hðy1Þ = hðy2Þ is defined as Ad
vhashUAadv

ðtÞ = Prb½ðy1, y2Þ⇐rUAadv
: ðy1 ≠ y2Þ and hðy1Þ = hðy2Þ

�, whereas UAadv
is allowed to select a couple y1, y2 randomly.

UAadv
’s advantage is determined over a random selection in

polynomial time ðtÞ. Collision resistance is stated as Ad
vhashUAadv

ðtÞ ≤ ∈, whereas ∈>0 is an adequately small value.

3.3. Identity-Based Cryptography (IBC). IBC was introduced
by Shamir in 1984 [17]. It is one of the types of public key
cryptography. IBC has the following properties:

(1) Identity-based cryptosystems use user’s personal cre-
dentials such as email, name, or phone number for
deriving public/private keys

(2) The public key is generated by predefined user’s iden-
tity or personal credentials

(3) Third parties or trusted authorities as PKG are
responsible for the generation of private keys

(4) PKG generates identity-based certificates, and using
these certificates, encryption, generation digital sig-
natures, and mutual authentication are performed

(5) IBC is cost-efficient in terms of transfer and storage
of keys as compared to other traditional PKI systems

3.4. Threat Model. In order to understand the capabilities of
an adversary, we have used Dolev-Yao’s [61] threat model.
The capabilities of UAadv are as follows:

(1) UAadv has full control over the public channel

Table 1: Common notations.

Notation Description

Ui Uith remote user of the system

IDi Ui’s identity

TPMi Ui’s tamper proof on-board memory/storage

GWN Gateway node

IDGWN GWN ’s identity

x GWN ’s secret key

Pub = xG GWN ’s public key

Ep e, fð Þ An elliptic curve

G Base-point of elliptic curve Ep e, fð Þ
h :ð Þ One-way function

⊕ XoR operator

∥ Concatenation operator

⇒ Secure channel

→ Public channel

UAadv Adversary
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(2) UAadv can easily intercept the messages of all the par-
ticipants during communication over the public
channel

(3) UAadv can be trusted or deceitful user of the system

(4) UAadv can be an insider of the system

(5) The identities are publicly known

(6) UAadv cannot find or extract x (GWN’s private key)

(7) UAadv cannot access the messages that are being
transmitted over a secure channel

4. Security Issues in IoT

In the design of IoT applications, IoT’s security is the most
important thing. Therefore, the major challenge which
requires serious consideration is to provide strong security
for IoT. In the Internet world, IoT has a very bright future.
Thus, for the realization of services of modern technologies
and their benefits, security requirements such as authentica-
tion and privacy are much important.

Therefore, subsequent issues must be handled with
consideration.

4.1. Common Vulnerabilities in IoT Architecture. The devices
of IoT existing in an abandoned environment require active
inspection of every feasible condition in which the attacker
can attack on devices of IoT. As per detailed scrutiny, we
can wrap up the vulnerabilities of IoT as follows:

(i) Impersonation Attack. A malignant hacker can
masquerade as a service provider or a user by
responding to an authentic request from old trans-
mission between any two legal entities. Therefore, a
malignant hacker can enjoy the same services as a
legitimate user or service provider.

(ii) Denial of Service Attack. The attacker by flooding
the network with previous login requests or infor-
mation exchanged between two entities can reduce
the network’s performance and can make the ser-
vices unavailable.

(iii) Eavesdropping Attack. The attacker can listen to
private communication on a public channel and
can misuse it later to attack a user or server.

(iv) Man-in-Middle Attack (MITM). The adversary can
forge the message exchanged between the gateway
and user, later using this information can imper-
sonate as a legal gateway/server and user using dif-
ferent techniques.

(v) Parallel Session Attack. An attacker can eavesdrop
the messages between the system of IoT and then
attempts to generate a session to get the old data.

(vi) Gateway Node Bypassing Attack. To obtain IoT
sensitive information and services without authen-

tication of a gateway, an attacker can try to access
the system by bypassing the gateway.

(vii) Stolen Smart Device Attack. An attacker can derive
the user’s personal data from smart devices and uti-
lize it later to impersonate as a legitimate user of the
network.

(viii) Offline Guessing Attack. Using an offline dictionary
attack, the adversary can attempt to get access to
the system of IoT by guessing all possible
passwords.

4.2. Security Feature Requirements in IoT.Many security fea-
tures must be incorporated while designing the authentica-
tion schemes. The following is a list of important security
features that can be exploited to design an efficient and secure
scheme.

(i) User Anonymity. The participant’s identity must be
secured such that if an attacker tries to eavesdrop
the message and intercept message during the login
and authentication stage. If the identity is revealed,
then the attacker can misuse it and the user’s pri-
vacy is breached.

(ii) Mutual Authentication. Two participating entities
must mutually authenticate each other to avoid
security threats.

(iii) Availability. Whenever a user requires to access the
system, all IoT resources should be available.

(iv) Confidentiality. The user’s personal and sensitive
information must be protected and should be visible
only to legitimate users.

(v) Scalability. The system of authentication must be
responsive to the modification occurring in the net-
work, and the system should be allowed to grow
dynamically according to the modifications that
are being happened.

(vi) Forward Secrecy. The access to entities in any
authentication scheme is granted by sharing the ses-
sion key. That is why the old session keys cannot be
used to initiate a new session.

(vii) Resistance to Attacks. A secure authentication
scheme must resist the major security threats such
as the Distributed Denial of Services (DDoS),
MITM, impersonation, and stolen verifier attack.

5. System Setup

In an IoT infrastructure, gateway plays an important role to
ensure the security in the network. Our presented model con-
sists of two participants as shown in Figure 1, such as IoT
nodes and gateway. In general, IoT nodes have limited
resources in terms of computation, communication, and
power. The IoT nodes aimed to communicate with each
other by authenticating via a trusted gateway. As in
Figure 1, IoT node (1) and IoT node (a) initiate a session
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by sending a login request to the gateway. The gateway is
responsible for establishing a secure communication between
IoT nodes. Once the IoT nodes are authenticated by the gate-
way, the IoT nodes can then securely communicate with each
other. Due to the public nature and limited resources, the IoT
nodes face several security and privacy challenges. The
generic three-party IoT infrastructure for remote-user
authentication is demonstrated in Figure 1. Suppose a remote
user wants to communicate with another remote user, then
they both have to pass the authentication process. For this
purpose of authentication, each entity will be verified
through gateway node GWN. If both entities have been
authenticated, then the GWN sends a challenge message to
both entities. Upon receiving the challenge message, each
entity authenticates the GWN and computes a session key.
In the end, both users agreed on this common shared session
key.

6. The Proposed Scheme

In this section, we elaborated on our proposed identity-based
scheme which upholds user anonymity, user untraceability,
perfect forward secrecy, key agreement, and mutual authen-
tication. The introduced scheme comprises of these phases:
Section 6.1 the registration phase and Section 6.2 the login
and authentication phase. These two phases are described
below in detail.

6.1. Registration Phase. If a user Ua wants to communicate
with another userUb, then they both have to pass the authen-
tication process. For authentication, each entity will be veri-
fied by GWN . If both entities are authenticated, then they
can share the session key. The complete registration process
of the user Ui of the proposed scheme is described in detail
in this subsection. Figure 2 shows the registration phase of
the proposed scheme. The registration process consists of
the following steps:

RG-Step 1.Ui chooses his/her IDi and the arbitrary num-
ber li1.

RG-Step 2. GWN upon receiving the registration
requests ðIDi, hðIDi ⊕ li1ÞÞ from Ui, then calculates the fol-
lowing values:

MIDi = h IDið Þ,
Vi = h x∥MIDið Þ,

Yi =Vi ⊕ h ID ⊕ li1ð Þ
ð1Þ

RG-Step 3. On receiving Yi from GWN, Ui calculates the
following values:

Vi = Yi ⊕ h IDi ⊕ li1ð Þ,
Zi = li1 ⊕ IDi,

Ai = h Vi∥IDi∥li1ð Þ
ð2Þ

After calculating these values, stores fAi, Yi, Zig in TP

Mis.

6.2. Login and Authentication Phase. The complete process of
login and authentication of the introduced scheme as pre-
sented in Figure 3 is elaborated in this subsection which con-
sists of the following steps:

AT-Step 1. Both Ua and Ub input their identity (IDa, IDb
), respectively. Then, Ua calculates the following values on
the basis of the credentials stored in tamper proof on-board
memory TPMi of the mobile device [62, 63]:

la1 = Za ⊕ IDa,

Va = Ya ⊕ h IDa ⊕ la1ð Þ,
Aa =

?
h Va∥IDa∥la1ð Þ

ð3Þ

IoT node 2

IoT node N

IoT node 1

IoT node bInternetInternet Gateway

IoT node N

IoT node a

IoT node 2

IoT node 1

IoT nodInternetInternet Gateway

IoT nod

Figure 1: System setup for the proposed scheme.
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Further computation generates a random number la2 and
calculates the following values:

Qa = la2G,

PIDa = IDa∥MIDbð Þ ⊕ la2Pub,

autha = h IDa∥MIDb∥IDGWN∥Vað Þ
ð4Þ

whereas Ub calculates the following values on the basis of
the credentials entered during the registration process.

lb1 = Zb ⊕ IDb,

Vb = Yb ⊕ h IDb ⊕ lb1ð Þ,
Ab =

? h Vb∥IDb∥lbð Þ
ð5Þ

Further, Ub generates a random number lb2 and com-
putes the following values:

Qb = lb2G,

PIDb = IDb∥MIDað Þ ⊕ lb2Pub,

authb = h IDb∥MIDa∥IDGWN∥Yb ⊕ h IDb∥lb1ð Þð Þ
ð6Þ

After calculating these values, Ua and Ub send login
request fautha,Qa, PIDag and fauthb,Qb, PIDbg, respec-
tively, towards the gateway.

AT-Step 2. After receiving login requests from Ua, the
GWN calculates the following values for Ua:

xQa = la2xG = la2Pub,

IDa∥MIDbð Þ = PIDa ⊕ la2Pub,

MIDa = h IDað Þ,
autha =

?
h IDa∥MIDb∥IDGWN∥h x∥MIDað Þð Þ

ð7Þ

Also, calculate the following values forUb upon receiving
the login request fauthb,Qb, PIDbg

xQb = lb2xG = lb2Pub,

IDb∥MIDað Þ = PIDb ⊕ lb2Pub,

MIDb = h IDbð Þ,
authb =

?
h IDb∥MIDa∥IDGWN∥h x∥MIDbð Þð Þ

ð8Þ

Further, the GWN generates lGWN and calculate the fol-
lowing values as:

Ui

Registration phase:

Ui chooses IDi and
arbitrary number li1

IDi, h(IDi ⊕ li1)

MIDi = h(IDi)
Vi = h(x‖MIDi)
Yi = Vi ⊕ h(IDi ⊕ li1)

GWN

Vi = Yi ⊕ h(IDi ⊕ li1)
Zi = li1 ⊕ IDi

Ai = h(Vi‖IDi‖ li1)
Stores {Ai, Yi, Zi} in
TPMi

Yi

Figure 2: Registration process of Ui.
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Ua GWN Ub

Login and authentication phase:

Ua inputs IDa

la1 = Za ⊕ IDa

Va = Ya ⊕ h(IDa ⊕ la1)
Aa = h(Va‖IDa‖la1)

?

Generatea random number la2
Q = la2G
PIDa = (IDa‖MIDb) ⊕ la2pub
autha = h(IDa‖MIDb‖IDGWN‖Va)

Login and authentication phase:

{autha, Qa, PIDa} {authb, Qb, PIDb}

Calculation for Ua

xQb = la2xG = la2Pub
(IDa‖MIDb) = PIDa ⊕ la2Pub
MIDa = h(IDa)
autha = h(IDa‖MIDb‖IDGWN‖h(x‖MIDa))?

Calculation for Ub

xQb = lb2xG = lb2Pub
(IDb‖MIDa) = PIDb ⊕ lb2Pub
MIDb = h(IDb)
authb = h(IDb‖MIDa‖IDGWN‖h(x‖MIDb))?

Generates lGWN
MGWN = (IDGWN‖x‖lGWN)

NGWN1 = MGWN ⊕ Va

NGWN2 = MGWN ⊕ Vb

authGWN1 = h(IDa‖IDGWN‖Va‖MGWN)
authGWN2 = h(IDa‖IDGWN‖Vb‖MGWN)

MGWN = NGWN1 ⊕ Va

authGWN1 = h(IDa‖IDGWN‖Va‖MGWN)?

k = la2Qb

SKab = h(MIDa‖MIDb‖IDGWN‖k)

MGWN = NGWN2 ⊕ Vb

authGWN2 = h(IDb‖IDGWN‖Vb‖MGWN)?

k = lb2Qa

SKab = h(MIDa‖MIDb‖IDGWN‖k)

Ub inputs IDb

lb1 = Zb ⊕ IDb

Vb = Yb ⊕ h(IDb ⊕ lb1)
Ab = h(Vb‖IDb‖lb1)

?

Generate a random number lb2
Q = lb2G
PIDb = (IDb‖MIDa) ⊕ lb2pub
authb = h(IDb‖MIDa‖IDGWN‖Vb)

SK = h(MIDa‖MIDb‖IDGWN‖k)

{authGWN1, Qb, NGWN1} {authGWN2, Qa, NGWN2}

Figure 3: Login and authentication process of Ui.
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MGWN = IDGWN∥x∥lGWNð Þ,
NGWN1 =MGWN ⊕Va,

NGWN2 =MGWN ⊕Vb,

authGWN1 = h IDa∥IDGWN∥Va∥MGWNð Þ,
authGWN2 = h IDb∥IDGWN∥Vb∥MGWNð Þ

ð9Þ

AT-Step 3. After the calculation of the above values, G
WN sends fauthGWN1,Qb,NGWN1g and fauthGWN2,Qa,
NGWN2g to Ua and Ub, respectively. Ua then calculates the
following values along with the session key:

MGWN =NGWN2 ⊕Va,

authGWN1 =
?
h IDa∥IDGWN∥Va∥MGWNð Þ,

k = la2Qb,

SKab = h MIDa∥MIDb∥IDGWN∥kð Þ

ð10Þ

Also, Ub on the basis of the received parameters faut
hGWN2,Qa,NGWN2g calculates the following values along
with the session key:

MGWN =NGWN2 ⊕Vb,

authGWN2 =
? h IDb∥IDGWN∥Vb∥MGWNð Þ,

k = lb2Qa,

SKab = h MIDa∥MIDb∥IDGWN∥kð Þ,

ð11Þ

Finally, GWN computes a shared session key as:

SKab = h MIDa∥MIDb∥IDGWN∥kð Þ ð12Þ

Hence, both the entities Ua and Ua authenticate them-
selves via GWN and consequently shared a session key for
subsequent communication.

7. Security Analysis

This section presents the formal and informal security analy-
sis of the proposed scheme. We have used Real-Or-Random
(ROR) [64] in order to prove the security of the proposed
scheme. Furthermore, informal security analysis shows that
the proposed scheme provides resilience against all known
attacks.

7.1. Informal Security Analysis. The security of the proposed
scheme is analyzed informally in this section. The informal
security analysis represents the proposed scheme’s correct-
ness and ensures that it resists various attacks.

7.1.1. Identity Security. The abundance of resource-
constrained devices among the advanced communication
infrastructures has made the existing protocol incompatible
for diverse real-time applications like IoT and smart grid.
Therefore, the demand for lightweight solutions is on the
peak, IBC is one of them. It is a new way to solve these prob-

lems without any complex computation. That is why it has
grabbed the attention of the researchers. For achieving confi-
dentiality, the personal information for identification should
be sent via a secure channel. The respective Ui has the private
key corresponding to his/her own IDi. Also, identity security
includes the availability of identity. If a Ui’s identity is
revoked by GWN, even then, the Ui has control over his I
Di and the relevant claims, which states that the Ui still can
use his/her IDi in other applications.

7.1.2. Key Agreement.After completing the successful process
of mutual authentication, a common session key SK is shared
between the users. This shared session key is established
through SKab = hðMIDakMIDbk IDGWNkkÞ. Hence, our
scheme offers a successful key agreement.

7.1.3. Mutual Authentication. In our introduced scheme, the
GWN can authenticate Ua by verifying autha = ? hðIDa∥MI
Db∥IDGWN∥VaÞ. The values IDa, MIDb, IDGWN, Va are only
known to valid Ua, as an adversary cannot calculate all these
values. So, only legitimate user Ua can be authenticated by
GWN . Likewise, GWN authenticates the other user. Simi-
larly, user Ua can also authenticate GWN by verifying aut
hGWN = ? hðIDa∥IDGWN∥Va∥MGWNÞ. The values IDa, IDGWN
, Va,MGWN are only known to validUa. As adversary cannot
calculate all these values, so only the legitimate GWN can be
authenticated by Ua. Likewise, other users can authenticate
GWN . Thus, it is proved that our introduced scheme offers
mutual authentication between users and GWN .

7.1.4. User Anonymity. During the login and authentication
stage, the identity of IDa of user Ua is not transmitted in
plain text; instead, the pseudoidentity PIDa is sent over the
public channel. Furthermore, the identity of Ua is not stored
in temper proof onboard memory/storage. That is why
adversary cannot retrieve the identity of Ua without having
the private key. So, our proposed scheme provide user
anonymity.

7.1.5. User Untraceability. During the design of the authenti-
cation scheme, untraceability is considered as an important
factor. The proposed scheme provides user’s untraceability
because in each login session Ua computes unique PIDa, it
is clear that Ua does not transmit the same dynamic identity
instead every time session-specific random number is used to
calculate PIDa. So, it cannot be guessed by any adversary that
two different sessions are established by the same or different
users.

7.1.6. Perfect Forward Secrecy. In our introduced scheme, if
UAadv

is able to know the secret parameters such as the secret
key of GWN , even then, he cannot determine the former
session keys. In the proposed scheme, arbitrary numbers f
la1, la2g are used to compute the valid value of k that is further
used in the computation of SKab. Due to the usage of random
numbers, different session keys are generated in each session.
So, even after getting the secret parameter, the adversary can-
not guess the previous session keys.
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7.1.7. Backward Secrecy. In the introduced scheme, ifUAadv
is

able to find the secret parameters of GWN , even then, he
cannot find the future sessions. In the proposed scheme,
the calculation of valid Skab requires arbitrary number fla1,
la2g. Due to these random numbers, the session key is specific
for every session; thus, UAadv

cannot find future session keys.

7.1.8. Privileged Insider and Stolen Verifier Attack.During the
registration phase,Ui transmit IDi and li1 through the private
channel to GWN , where arbitrary number li1 is generated by
Ui. Furthermore, for Ui

’s identity, no table is preserved, for
authentication GWN uses x his secret key. Thus, no insider
UAadv

can get access to the user’s identity and credentials.
Hence, the introduced scheme resists stolen verifiers and pri-
vileged insider attacks.

7.1.9. User Masquerading Attack. SupposeUAadv
tries to mas-

querade a legal Ua by means of sending a legal login request
message on behalf of Ua to the GWN . In order to produce
an original login message fautha,Qa, PIDag, the adversary
needs to calculate valid autha = hðIDa∥MIDb∥IDGWN∥VaÞ. It
is not possible for the adversary to calculate autha because
UAadv

does not know IDa of Ua. Likewise, the other user is
also secured from impersonating by an adversary. So, the
proposed scheme has the ability to withstand the user
masquerading attack.

7.1.10. GWN Masquerading Attack. Suppose an attacker
UAadv

tries to impersonate a legal server GWN by means of
sending a legal challenge message on the behalf of GWN

to the user. In order to produce an original challenge message
fauthGWN,Qa,NGWNg, the adversary needs to calculate the
valid authGWN1 = ? hðIDa∥IDGWN∥Va∥MGWNÞ. However, this
operation is computationally expensive because for deter-
mining Va = hðx∥MIDaÞ, it needs a private key of GWN .
So, the proposed scheme has the ability to withstand the user
masquerading attack.

7.1.11. Man-in-the-Middle Attack (MITM). Suppose UAadv
forges the login message fautha,Qa, PIDag sent by Ua to G

WN , still, any tampering in the login request message will
easily be identified while determining autha = hðIDa∥MIDb∥
IDGWN∥VaÞ. UAadv

requires the user’s identity which is
unknown to adversary. Likewise, the other user is also secure
against this attack. So, the proposed scheme is secured
against MITM.

7.1.12. Replay Attack. If UAadv
intercepts the request message

fautha,Qa, PIDag of Ui and later replays the intercept mes-
sage, the calculation ofQa and PIDa includes a random num-
ber la which is session specific. Because of the random
number, the values of the entities will always be different
for every session. Hence, a replay attack is not possible on
the proposed scheme.

7.1.13. Parallel Session Attack. Suppose the scheme’s parallel
session is tried to be constructed byUAadv

, but this scenario is
not possible in the proposed scheme as a unique identity is
utilized. Therefore, even one valid session cannot be run by

UAadv
to masquerade a legitimate user. Thus, a parallel session

attack can be efficiently resisted by the proposed scheme.

7.1.14. No Clock Synchronization. In the proposed scheme,
session-specific random numbers are used in every session
instead of a time stamp. So, no clock synchronization is
required.

7.2. Formal Security Analysis. In this subsection, we prove
that our scheme is AKA-Secure if the ECDHP is a hard prob-
lem. We present this proof under the (BRP) [64, 65] and
Abdalla et al.’s [66] security model.

Theorem 2. Let the proposed scheme be denoted as P p. If
UAadv

is an attacker who builds at most qsendSend queries,
qrvlReveal queries, qexeExecute queries, qhashHash queries
and succeed the game having benefit AdvAKAPp

ðUAadv
Þ, then an

algorithm that should be existed, which can efficiently resolve
ECDHP hard problem on group G having benefit AdvECDHPG ,
where

AdvAKAPp
≤

q2hash
2l − 1

+ qsend
2l−2

+ qsend + qexeð Þ2
P

+ qsend + qexeð Þ2
P

+ 2qhashAdv
ECDHP
Gp

ð13Þ

Proof. Suppose, for the base point G and elliptic group Ep

there exists an ECDHP instance ðP, aP, bPÞ, we make a chal-
lenge C r who wishes to calculate abp using UAadv

as a func-
tion. The function that is taken as an arbitrary oracle in the
proposed scheme is referred to as hash h(.). In order to record
the hash queries and their answer, C r maintains a hash list
and is referred to as a Lhash: To make it simple, we use three
transcripts between entities, which are as follows:

mUa = autha,Qa, PIDaf g,
mUb = authb,Qb, PIDbf g,

mGWN = authGWN1
,Qb,NGWN1

, authGWN2
,Qa,NGWN2

� �

ð14Þ

After simulating the scheme, Crs answers the queries
questioned by UAadvs

as follows:

(i) Hash Query. after getting the hash query with input
m from UAadv

, C r scans the LHash:C r returns r to
UAadv

if entry ðm, rÞ ∈ LHash; otherwise, C r selects r
randomly and gives r back to UAadv

and adds ðm, rÞ
in to LHash

(ii) Send Query.

(1) C r simulates UAadv
’s response in the following

way after getting SendðUAadv
, StartÞ: selects a

random numbers la1, la2 and computes Qa = la2
G, PIDa = ðIDa∥MIDbÞ ⊕ la2:pub, autha = hðIDa∥
MIDb∥IDGWN∥VaÞ and returns back fautha,Qa
, PIDag as response
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(2) Upon the reception of query SendðUb, ðautha,
Qa, PIDaÞÞ, assume that Ub is in accurate state.
Ub′s response is simulated by C r as follows:
selects random numbers lb1, lb2 and computes
Qb = lb2G, PIDb = ðIDb∥MIDaÞ ⊕ lb2pub, authb
= hðIDb∥MIDb∥IDGWN∥VbÞ and returns back f
authb,Qb, PIDbg as response

(3) Upon getting SendðGWNðautha,Qa, PIDaÞÞ,
suppose that GWN is in true state, then the
response of Send query is simulated by C r as fol-
lows: computes xQa = la2xG = la2pub, ðIDa∥MI
DbÞ = PIDa ⊕ la2pub, MIDa = hðIDaÞ, and autha
= hðIDa∥MIDb∥IDGWN∥hðx∥MIDaÞÞ: Further-
more, GWN generates lGWN and computes
NGWN1=MGWN⊕Va

, authGWN1
= hðIDa∥IDGWN∥Va∥

MGWNÞ and response back with fauthGWN1
,Qb

,NGWN1
g.

(4) After receiving query SendðGWN, ðauthb,Qb,
PIDbÞÞ and assuming GWN as a correct state,
C r simulates GWN’s response as follows: com-
putes xQb = lb2xG = lb2pub, ðIDb∥MIDaÞ = PIDb
⊕ lb2pub, MIDb = hðIDbÞ and verifies authb = h
ðIDb∥MIDa∥IDGWN∥hðx∥MIDbÞÞ. Furthermore,
generate lGWN and compute NGWN2

=MGWN ⊕
Vb, authGWN2

= hðIDb∥IDGWN∥Vb∥MGWNÞ, and
return fauthGWNa

,Qa,NGWN2
g as response

(5) In the end, the session key is shared among the
participants if checks authGWN1

= ? hðIDa∥I
DGWN∥Va∥MGWNÞ and authGWN2

= ? hðIDb∥I
DGWN∥Vb∥MGWNÞ are hold true. Otherwise,
the session will be terminated

(iii) Execute Query. While getting execute query ðUa,
GWN,UbÞ, Cr simulates the send query as follows:

mUag
= Send Ua, Startð Þ,

mUbg
= Send Ub,mUa

� �
,

mgUaUb = Send GWN ,mUag
,mUbg

� �
ð15Þ

Cr returns mUag
, mUbg

and mgUaUb as an answer.

(iv) Corrupt Query.

(1) On getting a query CorruptðUi, fIDigÞ, Cr
responds Vi = hðx∥MIDiÞ

(2) On receiving query CorruptðGWN, fVigÞ, Cr
responds all information stored in temper proof
onboard storage/memory

(v) Reveal query: after getting a query RevealðUiÞ, Cr
responds SKab if the instance is accepted; otherwise,
⊥ will be responded.

(vi) Test query: upon the reception of query TestðUiÞ,
toss up a coin b ∈ f0, 1g. The right session key SKab
will be returned if b = 1. Otherwise, an arbitrary
value of the same size will be returned.

A game sequence Ga0,Ga1::⋯Ga5 is defined next. For
every game Gai, assume Si is an event that UAadv wins the
game, which means UAadv predicted b successfully. The fol-
lowing is the description:

GameGa0. This game is the original attack game con-
structed by (BRP) [64, 65] and Abdalla et al.’s [66] security
model, where the hash functions are modeled as a random
oracle. According to the definition, we got:

AdvUAadv
= ∣2Pr S0½ � − 1∣ ð16Þ

Game Ga1. Ga1 is similar to Ga0, but the difference is that
hash queries are entertained by scanning the Lhash by Cr . Ga1
remains indistinguishable from Ga0 until the queries are
answered similarly in Ga0. Hence, we got

Pr S1½ � = Pr S0½ � ð17Þ

Game Ga2. Ga2 is similar to Ga1. But, the difference is that
Ga2

’s simulation terminates if subsequent events occur:

(i) Event_1. Collision of hash queries during simulation.

(ii) Event_2. Collision on the simulation of transcripts
mUag

,mUbg
,mgUaUb:

As per the concept of birthday paradox, we got Pr½Even
t1� ≤ q2hash/2l+1. For transcript mgUaUb, the collision proba-

bility of Event2 is ðqsend + qexeÞ2/2P2 , while the probability

Table 2: Desktop device specifications.

Item Specification

Processor i7 3.60GHz

RAM 8GB

Operating system Ubuntu

Table 3: Mobile device specifications.

Item Specification

Mobile device Vivo S1

Processor Octa-Core

ROM 128GB

RAM 6GB
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of collision on the transcript mUa
,mUb

is ðqSend + qexeÞ2/2p.
We got:

∣Pr S2½ � − Pr S1½ �∣ ≤ q2hash
2l+1

+
qsend + qexeð Þ2

2p2
+

qsend + qexeð Þ2
2p

ð18Þ

Game Ga3. Ga3 is almost similar to Ga2, but the difference
is that, UAadv

may know the authentication value autha, aut

hb, authGWN1
and authGWN2

without knowing the hash ora-
cle. Thus, we got

∣Pr S3½ � − Pr S2½ �∣ ≤ qSend
2l

ð19Þ

Game Ga4. In Ga4, Ga3 is modified as follows:

(i) Ua scans LHash for IDa. If the entries exist, then calcu-
late fautha,Qa, PIDag

(ii) GWN verifies the legitimacy of Ua. If it holds, then
GWN scans for fautha,Qa, PIDag in the Send list.
Otherwise, the session aborts. Ga4 will succeed if
UAadv

guess the authentication parameters without a
hash oracle. So

∣Pr S4½ � − Pr S3½ �∣ ≤ qsend
2l

ð20Þ

GAME Ga5. In Ga5, the Ga4 is modified as follows:

(i) Ua randomly chooses la2 and computes Qa = la2G,
PIDa = ðIDa∥MIDaÞ ⊕ la2pub, and autha = hðIDa∥MI
Da∥IDGWN∥Ya ⊕ hðIDa∥la1ÞÞ and stores fautha,Qa,
PIDag in LHash

Table 4: Computation Cost of Proposed and Related Schemes.

Schemes No. of operations at Ui No. of operation at GWN Total no. of operations Total time (ms)

Ours 5 h :ð Þ + 3 PM 4 h :ð Þ + 2PM 9 h :ð Þ + 5 PM 44.0094

He et al. [67] 6 h :ð Þ + 4 PM 8 h :ð Þ + 8PM 14 h :ð Þ + 12 PM 56.0296

Challa et al. [68] 8 h :ð Þ + 5 PM 4 h :ð Þ + 4PM 12 h :ð Þ + 9 PM 72.0148

Ma et al. [69] 4 h :ð Þ + 3 PM 9 h :ð Þ + 6PM 13 h :ð Þ + 9 PM 40.0253

Taher et al. [70] 9 h :ð Þ 6 h :ð Þ 15 h :ð Þ 36.0062

Chandrakar and Om [71] 11 h :ð Þ + 4 PM 6 h :ð Þ + 4PM 17 h :ð Þ + 8 PM 76.0169

Lu et al. [72] 8 h :ð Þ + 4 PM 6 h :ð Þ + 1PM 14 h :ð Þ + 5 PM 64.0088

Mo and Chen [73] 13 h :ð Þ + 1 PM 10 h :ð Þ 23 h :ð Þ + 1 PM 60.0103

Figure 4: Comparison of the proposed and related scheme computation overhead.

Table 5: Communication structure.

Schemes Communication structure

Ours Ui → GWN →Ui

He et al. [67] Ui → Sj → GWN → Sj →Ui

Challa et al. [68] Ui → TA→ Sj

Ma et al. [69] Ui → Sj → CS→ Sj →Ui

Taher et al. [70] Ui, Sj → GWN →Ui, Sj

Chandrakar and Om [71] Ui → GWN → Sj → GWN →Ui

Lu et al. [72] Ui → GWN → Sj →Ui

Mo and Chen [73] Ui → GWN → Sj → GWN →Ui
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(ii) Ub randomly selects lb2 and computes Qb2 = lb2G,
PIDb = ðIDb∥MIDaÞ ⊕ lb2pub, and authb = hðIDb∥MI
Da∥IDGWN∥Yb ⊕ hðIDb∥lb1Þ and stores fauthb,Qb,
PIDbg in LHash

Now, the updated Ga5 is indistinguishable from Ga4 until
UAadv

asks a hash oracle on abP, whose probability is 1/qhash.
So

∣Pr S5½ � − Pr S4½ �∣ ≤ qhashAdv
ECDHP
G ð21Þ

GAME Ga6: In this game, if UAadv
asks a hash query for

abP then test query will be terminated.
The probability of obtaining the session key here is

q2hash/2l+1, So UAadv
has no advantage in Ga6: The resultant

of all equations that we got is:

AdvtAKAPp
≤
q2hash
2l−1

+
qsend
2l−2

+
qsend + qexeð Þ2

P2 +
qsend + qexeð Þ2

P
+ 2qhashAdv

ECDHP
G

ð22Þ

8. Functionality Comparison and
Performance Analysis

In this section, we compared our proposed scheme with
related schemes [67–73] in terms of resource utilization
(storage, communication, and computation cost) and secu-
rity functionality. The detailed description is as follows.

8.1. Computational Overhead Comparison. We have evalu-
ated our scheme and related schemes to determine the com-
putational efficiency. For this purpose, we have considered
hash function hð:Þ and point multiplication PM. Crypto-
graphic operations have been implemented at the server
end on a desktop device, whereas operations at Ui end are

Table 6: Communication cost of the proposed and related schemes.

Schemes No. of messages exchanged Cost of registration phase Cost of login authentication Total cost

Ours 3 672 1344 2016

He et al. [67] 6 928 3776 4704

Challa et al. [68] 5 512 2976 3488

Ma et al. [69] 8 832 4704 5536

Taher et al. [70] 8 3392 5440 8832

Chandrakar and Om [71] 8 2368 3360 5728

Lu et al. [72] 5 672 2944 3616

Mo and Chen [73] 6 2112 4504 6616
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Figure 5: Comparison of proposed and related scheme communication overhead.

Table 7: Storage cost of the proposed and related schemes.

Schemes No. of bits required for storage

Ours 672

He et al. [67] 672

Challa et al. [68] 1024

Ma et al. [69] 672

Taher et al. [70] 1536

Chandrakar and Om [71] 1856

Lu et al. [72] 768

Mo and Chen [73] 2464
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implemented using a mobile device. The specifications of
both devices are listed in Tables 2 and 3.

The time taken by hash and point multiplication on the
system is 0.001032 and 0.002672 milliseconds (ms), respec-
tively, whereas the time taken by hash and point multiplica-
tion on the system is 4 and 8 milliseconds (ms),
respectively. The computation cost of the related and pro-
posed schemes [67–73] is presented in Table 4. Table 4 shows
that the proposed scheme requires 44.0094ms for computa-
tion. The time required by [67–73] is also mentioned in
Table 4.

If we present the Table 4 results graphically we can
observe the proposed scheme is efficient in terms of compu-
tation as compared to [67, 68, 71–73] and slightly greater
than [69, 70].

In Figure 4, the vertical axis (Y-axis) shows the time
required in millisecond (ms), whereas schemes are presented
on horizontal axis (X-axis). Figure 4 visually demonstrates
the total time taken for the computation of the operations.

8.2. Communicational Overhead Comparison. We compared
our proposed scheme with the related schemes [67–73] in
terms of communicational expenses in this subsection. The
communication structure of the proposed and related
schemes [67–73] is demonstrated in Table 5 on the basis of
scheme architecture. The communication structure in
Table 5 shows the way in which communicating entities
interact with each other and how they exchange messages.
In Table 5, the symbol represents Ui: users, Sj: sensor node,
TA: trusted authority, CS: server.

Considering the communication structure demonstrated
the Table 5, we computed the communication cost as pre-
sented in Table 6. For conventional comparison, we assumed
identities (IDi, IDGWNs), random numbers, and point multi-
plication require 160 bits respectively, whereas we assumed
256 bits for hash, secrete, and public keys (x, Pub). The total

bits required for communication by the proposed scheme is
2016 bits, whereas Table 6 shows the proposed scheme
requires the least number of bits as compared to the related
schemes [67–73].

The time taken for communication stated in Table 6 is
graphically presented in Figure 5. The bits required for com-
munication are displayed on the vertical axis (y-axis) and the
schemes on the horizontal axis (x-axis). The proposed
scheme requires less number of bits than [67–73] for
communication.

8.3. Storage Overhead Comparison. The number of bits
required to store parameters in smart devices (i.e., temper
proof onboard memory/storage) is referred to as storage cost.
In this subsection, we have compared our scheme with
related schemes [67–73] for evaluating the storage efficiency.
Table 7 depicts the storage cost comparison of proposed and
related schemes. It is evident from the table that the proposed
scheme’s storage cost is equal to [67] and less than [68–73].

The storage cost mentioned in Table 7 is graphically pre-
sented in Figure 6. In Figure 6, the vertical axis (y-axis) pre-
sents the number of bits, whereas the horizontal axis (x
-axis) presents the schemes. Figure 6 clearly shows that the
proposed scheme’s storage cost is less from [68–73] and
equals to [67].

8.4. Security Functionality. In this subsection, we have dis-
cussed the proposed and related schemes in terms of security
functionality. It is clear from Table 8 that the proposed
scheme provides aided security as compared to related
schemes.

Upon evaluating Tables 4, 6–8 we can state that the pro-
posed scheme is efficient in terms of resource utilization; also,
the proposed scheme provides aided and reliable security fea-
tures. Thus, minimum resource utilization and enhanced
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Figure 6: Comparison of the proposed and related scheme storage overhead.
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security features make the proposed authentication scheme
efficient and suitable for the underlying infrastructure.

9. Conclusion

We have proposed an identity-based three-party lightweight
remote user authentication scheme, for an IoT environment.
We have demonstrated with the help of informal security
analysis that the proposed scheme does not let any attacker
to penetrate the system. We have shown that the proposed
scheme has a vigorous capability to resist various attacks. In
addition, formal security proof of the proposed scheme is
given using Real-Or-Random (ROR); it shows that there
exists secure mutual authentication between the remote users
through a gateway in IoT infrastructure. Furthermore, the
storage, computation, and communication cost of our
scheme is far less than various related schemes. Hence, our
proposed scheme is more efficient and reliable for IoT infra-
structure as compared to various existing schemes.
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In the Internet of Things (IoT) environment, the intelligent devices collect and share large-scale sensitive personal data for a wide
range of application. However, the power of storage and computing of IoT devices is limited, so the mass perceived data will be
encrypted and transmitted to a cloud platform-interconnected IoT devices. Therefore, the concern how to save the
encryption/decryption cost and preserve the privacy of the sensitive data in IoT environment is an issue that deserves research.
To mitigate these issues, an offline/online attribute-based encryption scheme that supports partial policy hidden and
outsourcing decryption will be proposed. This scheme adopts offline/online attribute-based encryption algorithms; then, the key
generation algorithm and encryption algorithm are divided into two stages: offline stage and online stage. Meanwhile, in order
to solve the problem of policy disclosure under the cloud platform, the policy hidden is supported, that is, the attribute is
divided into the attribute value and the attribute name. For the pairing operation involved in decryption process, a verifiable
outsourced decryption is implemented. Our scheme is constructed based on composite bilinear groups, which meets full security
under the standard model. Finally, by comparing with other schemes in terms of functionality and computational overhead, it is
shown that the proposed scheme is more efficient and applicable to the mobile devices with limited computing and storage
functions in the Internet of Things environment.

1. Introduction

With the continuous development of the Internet of Things
technology, it has been widely used in the fields of health
care, smart home, industrial manufacturing, and environ-
mental monitoring. But the computing and storage resources
of Internet of Things equipment are often limited; an increas-
ing number of individuals or organizations are outsourcing
the storage of personal information to the cloud server to
achieve lower cost. However, due to the cloud server being
not completely trusted, therefore, how to protect the private
information contained in the data and how to deal with the
huge computing cost for the mobile devices with limited
resources are the problems that should be solved in the cur-
rent research.

In the application of intelligent medicine, personal health
information records are collected through wearable devices
(e.g., smart bracelets); then, it will be solved by a medical
information integration platform. Personal Heath Record

(PHR) is the core basic component of intelligent medical,
which involves a lot of personal privacy information of users.
The data need to be shared with relevant doctors, relatives,
and friends, so it is important to achieve the fine-grained
access control of data and related equipment. Sahai and
Waters proposed a new public key cryptosystem called
attribute-based encryption (ABE) [1]. Subsequently, it can
be divided into two categories according to the location of
the access policy: key policy attribute-based encryption
(KP-ABE) [2] and ciphertext policy attribute-based encryp-
tion (CP-ABE) [3]. In CP-ABE schemes, access policy is
embedded in ciphertext implicitly and outsourced to Cloud
Service Provider (CSP) together with ciphertext in cloud
environment. Because access policies are publicly available,
everyone can access policies that contain some private infor-
mation. For example, in the intelligent medical system, the
patient authorized the cardiologist to access the encrypted
data through the access policy as {Department: Cardiology;
Doctor: Alice}. If anyone sees the encrypted data, it would
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still be concluded that the patient obtained “heart disease”
without decryption. If the content of the attribute value in
the policy is not visible, that is, the policy is set as {Depart-
ment: ×××; Doctor: ×××}, then the patient’s privacy can be
guaranteed.

In order to avoid leaking the sensitive information
implicit in the strategy, how to hide the access strategy has
become a concern of many scholars. Nishide et al. [4] first
proposed the ciphertext policy attribute-based encryption
with hiding access structure. The implicit access structure
in the ciphertext is not sent along with the ciphertext, that
is, no one can obtain the access structure information. But
the policy in the scheme only supports the “AND” gate struc-
ture. Lai et al. [5] proposed a CP-ABE with partial access
structure hidden which achieved better policy expression.
Different from the previous schemes, the attribute is divided
into two parts: attribute name and attribute value. The attri-
bute name can be publicized, while the attribute value is
hidden. Li et al. [6] proposed an efficient attribute-based
encryption scheme with partial hiding policy. The scheme
has less decryption cost, but the public parameters, cipher-
text, and attribute information related to the policy are easily
obtained by arbitrary malicious users. Therefore, Yin et al. [7]
proposed a more efficient scheme for the deficiency of Li
et al.’s [6] scheme in the standard model. It is successfully
reduced to the DBDH assumption. Cui et al. [8] constructed
a scheme based on a composite order group supporting hid-
den attribute value, but it only achieves selective security. In
the application scenario of the electronic medical system,
Zhang et al. [9] not only implements the policy semiconceal-
ment but also takes less computing cost and storage overhead
during the decryption process. In addition, the scheme is
fully secure under the standard model. However, the bilinear
pairing operation and modular power operation involved in
decryption process are still associated with numbers of attri-
bute. For decreasing the complicate pairing operation, Hu
et al. [10] proposed a semihiding attribute-based encryption
scheme with constant pairing operation, but the modular
power operation is still linearly related to the number of attri-
butes. However, the above scheme only realizes access struc-
ture hidden, and the computing overhead relates to the
complexity of access structure and the number of attributes;
what is more, the process of encryption and decryption also
needs a large number of modular power operation and pair-
ing operation.

It is a fact that IoT devices need to be in real-time online
when generating policy-related ciphertext, but the IoT
devices with limited computing and storage are not always
online. In order to solve this problem, Li et al. [11] put for-
ward an offline/online attribute-based encryption supporting
the access policy invisible. The key generation and encryp-
tion operation are divided into offline and online phases.
That is to say, the key and ciphertext are precalculated in
the offline phase, while a small amount of overhead is calcu-
lated to complete all the key components and ciphertext in
the online phase. However, the pairing operation involved
in decryption is still linearly related to the number of attri-
butes required for decryption. In this paper, we propose an
offline/online attribute-based encryption scheme which can

not only hide access structure but also support outsourcing
decryption. The main contributions are as follows.

(1) Partial access policy hidden: different from the tech-
nology of hiding access structure adopted by Li
et al. [11], it divides attributes into two parts: attri-
bute name and attribute value. Attribute name can
be disclosed, and attribute value can be hidden.
Hence, attribute name can be uploaded to cloud
server provider (CSP) together with ciphertext, but
attribute value is not visible

(2) Outsourced decryption: in the decryption process,
the bilinear pair operation and modular power oper-
ation are outsourced to the CSP for execution. The
user only needs to verify the returned results and per-
form constant exponential operation to recover the
plaintext

(3) Fully secure: in this paper, our scheme is based on
composite order groups and proved to be fully secure
by the dual-system encryption technology [12]

(4) Performance advantages: by comparing with the
previous schemes from the aspects of function and
performance, the proposed scheme has more advan-
tages. And it is shown that our scheme is feasible in
IoT by carrying out simulation experiments based
on the PBC function library.

2. Related Work

2.1. Policy Hidden. In order to preserve the privacy of user
attributes in the cloud environment, Nishide et al. [4] first
proposed a CP-ABE scheme with access structure hidden.
Lewko et al. [13] proposed a fully secure CP-ABE scheme
by using a dual-system encryption technology under the
standard model. Subsequently, Lewko and Waters [14] put
forward a new proof method to achieve full security; how-
ever, the efficiency is lower. Lai et al. [5] and Jin et al. [15]
gave a CP-ABE scheme supporting partial policy hidden.
The scheme is proved to satisfy fully secure, but the access
structure only support the “AND” gate structure. In order
to reduce the bilinear pairwise operation and modular expo-
nentiation involved in decryption process, the schemes [5,
16] gave the specific scheme. It is judged whether the attri-
bute of users is matched with access policy before decryption
first; if matched successfully, then the decryption operation is
performed. But the scheme [16] only supports the “AND”
gate structure, and the linear pair operation and modular
exponentiation are still linearly related to the number of attri-
butes during decryption period. At the same time, the scheme
is proved to be selective secure, while Lai et al. [5] adopts
more flexible LSSS structure, and the scheme is fully secure
under the standard model. But the bilinear pairing opera-
tions and modular exponentiations involved in the user test-
ing phase and the decryption phase increase linearly with the
complexity of the policy. Yan et al. [17] introduced a multi-
authority attribute-based encryption of partial policy hidden
with dynamic policy updating. In the scheme, the policy
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hiding is only to hide the attribute value, so it is called semi-
hidden policy. The function of hidden attribute completely
can also be realized by the inner product predicate encryp-
tion technology [18], but most of them only support the
“AND” gate structure with weak expression ability, so there
is a range of limitation in the actual application process.

2.2. Offline/Online Attribute-Based Encryption. The offli-
ne/online encryption, namely, preprocesses a lot of heavy
work in the offline phase and responds to key requests or
encryption tasks rapidly in the online phase. Even et al.
[19] first proposed the offline/online digital signature tech-
nology. Liu et al. [20] gave an identity-based offline/online
signature scheme in a wireless sensor network environment.
Guo et al. [21] proposed an identity-based offline/online
encryption scheme. Most of the computational work is pre-
processed in the offline stage, and the actual encryption oper-
ation is completed in the online stage. Hohenberger and
Waters [22] introduced an offline/online attribute-based
encryption scheme in 2014, which is the first scheme that
adopted the offline/online technology. Liu et al. [23] pro-
posed a new ciphertext attribute-based encryption scheme
by combining the offline/online technology and verification
outsourcing technology. Wang et al. [24] proposed an offli-
ne/online attribute-based encryption scheme that achieved
full security under the standard model. However, there was
no verification of the part decryption results which is com-
pleted by cloud. Among existing intrusion prevention sys-
tems available, an industrial network intrusion detection
algorithm is proposed based on the multifeatured data clus-
tering optimization model [25]. With the development of
electronic chip technologies of IoT, Liang et al. [26] intro-
duced a fast deep reinforcement learning- (DRL-) based
detection algorithm for virtual IP watermarks, by combining
the technologies of mapping function and DRL to preprocess
the ownership information of the IP circuit resource.

2.3. Outsourced Attribute-Based Encryption. Green et al. [27]
proposed the first outsourced attribute-based encryption
scheme which is secure in a random oracle model. The
scheme commits the decryption operation to the decrypt
server provider, so the ciphertext was converted into the type
by ElGamal encryption, and then delivered to users so as to
reduce computing cost of data user. Lai et al. [28] realized
the outsourcing decryption and provided the accuracy verifi-
cation of outsourcing calculation. Li et al. [29] presented an
offline/online attribute-based encryption scheme, which will
reduce the computational overhead during encryption phase
with the offline/online technology. Also, the “chameleon”
hash function was introduced to implement verification
before the decryption phase. What is more, the scheme was
proved to satisfy the adaptive chosen ciphertext attack secu-
rity, but the bilinear pairing operation involved in decryption
procession was still a large overhead for the user. Fan et al.
[30] introduced a verifiable outsource scheme for multi-
authorization in cloud-fog computing, which outsources
encryption and decryption to fog nodes closed to the end
user. Relative to the remote cloud sever provider, fog nodes
can handle data with low latency, which was an ideal choice

for real-time calculation of data. Zhang et al. [31] proposed
an access control of full outsourcing scheme for the first time,
in which the key generation, encryption, and decryption
operations are all handled by the cloud, but it lacks verifica-
tion mechanism. Zhao et al. [32] put forward a verifiable full
outsourcing scheme based on the original scheme [31]. The
scheme supports verifiable and optimized performance that
the computational cost does not increase significantly with
the number of attributes or access policy complexity. Yu
et al. [33] introduced a verifiable outsourced attribute-based
encryption with partial policy hidden. In the particularity of
blockchain-based industrial network, the data storage man-
agement faces enormous challenges. Liang et al. [34] focuses
on data security issues in the industrial network and designs a
storage and repair scheme for fault-tolerant data coding.

3. Preliminaries

3.1. Composite Order Bilinear Group. The proposed scheme
is based on the composite order bilinear group whose order
is the product of three distinct primes. Let Φ be an algorithm
that inputs security parameter 1λ and outputs a tuple ðp1,
p2, p3,G,GT , eÞ, where p1, p2, p3 are 3 distinct primes, G,GT
are cycle groups of order N = p1p2p3, and e : G ×G⟶GT
is a map function such that

(1) Bilinear:

∀g, h ∈G, a, b ∈ℤN , e ga, hb
� �

= e g, hð Þab ð1Þ

(2) Nondegenerate: if ∃g ∈G such that the order of e
ðg, gÞ is N in GT .

Assuming that there is an group operation in G,GT and
the mapping function e, it is computable in polynomial time
in λ. LetGp1

,Gp2
,Gp3

represent subgroups ofG, the subgroups
have order p1, p2, p3, respectively, then G = Gp1

× Gp2
×Gp3

. If
g1 ∈Gp1

, g2 ∈ Gp2
, then eðg1, g2Þ = 1. If the elements in the

mapping function e are elements of different subgroups, the
equation still hold; thus, the composite order bilinear group
is said to satisfy its orthogonality.

3.2. Linear Secret Sharing Scheme (LSSS). The secret sharing
scheme on the participant set P is called the linear secret
sharing scheme if the following conditions are met.

(1) A vector can be formed by the secret share of each
party over ℤp

(2) For the secret sharing scheme Π, there is a matrixM
of size ℓ × n that maps each row of the matrix to an
associated participant P. For i = 1,⋯, ℓ, ρðiÞ is the
party associated with the i-th row ofM. We first gen-
erate a column vector v = ðs, y2, y3,⋯, ynÞ, where s
∈ℤp is a shared secret andri is randomly selected,
i = 2,⋯, n. According to scheme Π, Mv is ℓ secret
shares of the shared secret s, which indicates λi =
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ðMvÞi is held the secret share by the participants
ρðiÞ.

The linear secret sharing scheme has the characteristics
of linear reconstruction. If S ∈ A is an access authorization
set, then there is a constant fωi ∈ℤpgi∈I that let ∑i∈Iωiλi = s
hold, where λi is the effective share of the secret s, I = fi : ρ
ðiÞ ∈ Sg.
3.3. Key Derivation Function (KDF). KDF algorithm outputs
bit string by inputting original secret key DK and length l.
KDF algorithm is secure if it has following negligible advan-
tage for adversary in any probability polynomial time.

Pr A KDF DK , lð Þð Þ = 1½ � − Pr A θð Þ = 1½ �j j: ð2Þ

Note that θ ∈ f0, 1gl.
3.4. Complexity Assumption. The order of group G is defined
as the product of three different prime numbers. For any
nonempty set Z ⊆ f1, 2, 3g, the order of subgroup of group
G is

Q
i∈Zpi. In this paper, the subgroup is denoted by GZ .

The security is based on the following complexity assump-
tions, and a detailed description of the complexity assump-
tions is given.

G : N = p1p2p3,G,GT , eð Þ⟵R
Φ, gZ2

⟵
R

GZ2
,⋯, gZk

⟵
R

GZk
,

D : G, gZ2
,⋯,gZk

� �
, T0 ⟵

R
GZ0

, T1 ⟵
R

GZ1
:

ð3Þ

Assumption 1. (The General Subgroup Decision Assump-
tion): Given a group generation algorithm Φ, Z0, Z1, Z2,⋯,
Zk represent a nonempty subset of a setf1, 2, 3g, where Zi
satisfies Z0 ∩ Zi ≠∅ ≠ Z1 ∩ Zi or Z0 ∩ Zi =∅ = Z1 ∩ Zi, i ≥ 2.
Define the following distribution:

If the advantage of Adversary A satisfies Adv1Φ,AðλÞ =
jPr ½AðD, T0Þ = 1� − Pr ½AðD, T1Þ = 1�j, then this assumption
can be broken.

G : N = p1p2p3,G,GT , eð Þ⟵R
Φ, g1 ⟵

R
Gp1

, g2, X2,

Y2 ⟵
R

Gp2
, g3 ⟵

R
Gp3

, α, s⟵R
ℤN ,

D : G, g1, g2, g3, gα
1X2, gs1Y2ð Þ, T0 = e g, gð Þαs, T1 ⟵

R
GT :

ð4Þ

Definition 2. For any probability polynomial time, if Adv
1Φ,AðλÞ is a negligible function, then the algorithm meets
Assumption 1.

Assumption 3. Given a group generation algorithm Φ, define
the following distribution:

If the advantage of Adversary A satisfies Adv2Φ,AðλÞ =
jPr ½AðD, T0Þ = 1� − Pr ½AðD, T1Þ = 1�j, then this assumption
can be broken.

Definition 4. For any probability polynomial time, if
Adv2Φ,AðλÞ is a negligible function, then the algorithmmeets
Assumption 3.

4. System Algorithm and Security Model

4.1. Algorithm Definition. The algorithm included in this
scheme is composed of the following seven algorithms:

Setupðλ,UÞ⟶ PK ,MSK : the algorithm inputs the
security parameters λ, attributes universe U, and outputs
master key MSK and the public parameter PK including
the Key Derivation Function (KDF)

Of f line:KeyGenðPK , ςÞ⟶ IK : this algorithm is imple-
mented by the attribute authority in the offline phase. Input
the public parameter PK and attribute set ς, and return the
intermediate key IK

Online:KeyGenðPK ,MSK , IK , ςÞ⟶ SK , TK : this algo-
rithm is implemented by the attribute authority in the online
phase. It inputs the public parameter PK, master key MSK,
attribute set ς, and intermediate key IK , then returns the
transformed key TKand secret key SK , where TK is used
for outsourced decryption and SK is used for user local
decryption

Of f line:EncðPK , AÞ⟶ IC : the algorithm is run by the
data owner in the offline stage. Input public parameters PK
and access policy A; it will output intermediate ciphertext IC

Online:EncðPK , ðM, ρÞ, IC,mÞ⟶ CT : the algorithm is
run by the data owner in the online stage. Input public
parameters PK , intermediate ciphertext IC, and message m;
then, it outputs complete ciphertext CT

Transf ormoutðTK , CTÞ⟶ CT ′ : the algorithm is exe-
cuted by the cloud server provider (CSP) to generate partial
decryption ciphertext CT ′ by inputting the transformed
key TK and the ciphertext CT

DecryptðSK , CT , CT ′, PKÞ⟶m : the algorithm is exe-
cuted by the local user to generate m by inputting secret
key SK , complete ciphertext CT , and partial decryption
ciphertext CT ′, then returns m.

4.2. Security Model. We define the security model of this
paper through the security game between Challenger (Simu-
lator) B and Adversary A . The game process is as follows:

Setup. Challenger B performs the Setup algorithm and
outputs the public parameter PK to the Adversary A

Phase 1. Challenger B initializes empty table T , empty
set D, and integer i = 0. Adversary A can repeatedly ask any
of the following queries:

Create (ς ). The challenger sets i = i + 1 run the key
generation algorithm on the attribute set S to obtain the key
set (SK , TK), and finally storesði, ς, SK , TKÞ in table T

Corrupt (x ). If there is an x-th entity in table T , then the
challenger obtains the entity ðx, ς, SK , TKÞ and sets D≔
D ∪ fςg, and then outputs the key set ðSK , TKÞ to Adversary
A . If it does not exist, then outputs “⊥”
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Challenge. For all ς ∈D, ς ∉ A∗, AdversaryA submits two
equal-length messages m∗

0 ,m∗
1 and access structures A∗ to B,

the ChallengerB selects b ∈ f0, 1gand encrypts the messages
mb in the access structure A∗, then sends the generated
ciphertext CT∗to the Adversary A .

Phase 2. The Challenger B continues to respond to the
adversary’s queries in the way of Phase 1, but the adversary
cannot ask the challenger the attribute set ςthat satisfies the
policyA∗

Guess. The Adversary A outputs the guess value b′ ∈
f0, 1g, and if b′ = b, then the Adversary A wins the game.

5. Our Construction

The offline/online attribute-based encryption scheme which
supports the partial policy hidden and outsourced decryption
proposed in this paper is inspired based on references [14,
24] and consists of the following seven algorithms. The
scheme is constructed as follows:

Setupðλ,UÞ⟶ PK ,MSK : the algorithm inputs the
security parameters λ, attributes universeU , and selects a lin-
ear group G of order N = p1p2p3, where U =ℤN , p1, p2, p3 are
three different prime numbers, and pi represents the order of
subgroup Gpi

. Then, it randomly selectsα, a, k, u, r ∈ℤN and
g ∈Gp1

, meanwhile setting the key derivation function KDF
with the output length l and the resistant-collusion hash
function H : f0, 1g∗ ⟶ℤN , and finally outputs the public
parameters PK = ðN , g, ga, gk, eðg, gÞα, u, r, KDF, l,HÞ and
the master key MSK = ðgα, g3 ∈Gp3

Þ.
The user attribute set is defined as ς = ðχS, SÞ, where χS

represents the attribute name index, χS ⊆ℤN , and S =
fsigi∈χS

represents the attribute value set

Of f line:KeyGenðPK , ςÞ⟶ IK : the algorithm selects

t ′ ∈ℤN and calculatesKi′= ðgsiÞt ′ , wherei ∈ χS, then outputs
IK = ðfKi′gi∈χS , t ′Þ

Online:KeyGenðPK ,MSK , IK , ςÞ⟶ SK , TK : it ran-
domly selects h, z ∈ℤN ,R, R′, R″, fRigi∈χS

∈Gp3
andcalculates

~K = gαgatghkR, ~K ′ = ghR′, ~K″ = gt ′R″, ~Ki = Ki′, then outputs

the transformed key TK = ðK = ~K
1/z = gðα+at+hkÞ/zR1/z , K ′ =

~K ′1/z=gh/zR′1/z , K″= ~K″1/z = gt ′/zR″1/z , Ki = ~Ki = gsit ′/zÞ and
user secret key SK = ðz, TKÞ.

Of f line:EncðPK ,ΑÞ⟶ IC : the algorithm inputs the
specified access policyA = ðM, ρ,ΨÞ, where M is a matrix of
ℓ × n and ρis a function that maps the x-th row of the matrix
Mx to the attribute name index. And Ψ = ðtρð1Þ, tρð2Þ,⋯tρðℓÞÞ
∈ℤℓ

N is the attribute value set associated with access policy
ðM, ρÞ. Then, it selects a vector v = ðs, v1, v2,⋯vnÞ, rx ∈ RℤN ,
computeskey = eðg, gÞαs, C = gs, C″ = ðgkÞs, fC1,x = ga⋅Mx ⋅v

ðgtρðxÞ Þ−rx ,D1,x = grxgx∈½1,ℓ�, and finally generates intermediate

ciphertext IC = ðkey, ðM, ρÞ, C, C″fC1,x,D1,xgx∈½1,ℓ�Þ
Online:EncðPK , IC,mÞ⟶ CT : it firstly computes C′

=m ⋅ key. Next, it selectst ∈GT and computes �C = t ⊕ KDF
ðkey, lÞ, Ĉ = uHðmÞrHðtÞ, then finally outputs the complete
ciphertext CT = ððM, ρÞ, C, C′, C″, fC1,x,D1,xgi∈½1,ℓ�, �C, ĈÞ

Transf ormoutðTK , CTÞ⟶ CT ′ : after receiving the
transformed key TK and the ciphertext CT, if the attribute
set ς satisfies access policy A, there is a subset χ ∈ IðM,ρÞ that
satisfies fρðiÞ ∣ i ∈ χg ⊆ χS, where IðM,ρÞ ⊆ f1, 2,⋯, ℓg
denotes the subset of f1, 2,⋯, ℓg that meets ðM, ρÞ, and then
there exists a set of constants fωigi∈χ such that ∑i∈χωiλi = s
holds, and λi is the valid share of the secret s. The procedure
of transformed ciphertext CTtransf orm follows the steps below:

CT transform =
e C, Kð Þe C′, K ′

� �

Πi∈χ e C1,i, K″
� �

e D1,i, Kρ ið Þ
� �� �ωi

= e g, gð Þαs/z:

ð5Þ

which finally gain the partial decryption ciphertext CT ′ =
ðCT transform, C′, �C′ = �C, Ĉ′ = ĈÞ

DecryptðSK , CT , CT ′, PKÞ⟶m : the algorithm is run
by data user, which takes CT ′ = ðCT transform, C′, �C′ = �C,
Ĉ′ = ĈÞ and SK as input, then computes key = C/CTz

transform
= eðg, gÞαs, m⟵ C/key. If�C ⊕ KDFðkey, lÞ⟶ t and Ĉ′ =
uHðmÞrHðtÞ hold, meanwhile if b = 1, it outputs m, else b = 0,
then returns “⊥.”

6. Security Proof

K = gα
1X2ð Þgat+hk1

� �1/z
R1/zgγ/z2 , K ′ = g1

h/zR′1/zgγ′/z2 , K″

= g1
t/zR″1/z , Ki = gsit ′/zR1/z

i :

ð6Þ

Theorem 5. If the Assumption 1 and Assumption 3 hold, then
the proposed scheme based on the defined security model is
fully secure and satisfies CPA (Chosen-Plaintext Attack)
security.

Proof. The security proof of the scheme is similar to that in
literature [14], that is, the dual-system encryption technology
is used to prove its security. First, define two semifunctional
structures: semifunctional ciphertext and semifunctional
key. The normal secret key can decrypt normal ciphertext
and semifunctional ciphertext, but the semifunctional secret
key cannot decrypt semifunctional ciphertext. And semi-
functional key and semifunctional ciphertext are only used
in security proof and do not appear in actual systems.

Semifunctional key: it first calls the normal key genera-
tion algorithm to generate a normal key K , K ′, K″, fKigi∈χS

and then randomly selects elementsη, η′ ∈ Gp2
to generate a

semifunctional key: Kη, K ′η′, K″, fKigi∈χS
; in other words,

except for K , K ′, the remaining components are multiplied
by the elements inGp2

.
Semifunctional ciphertext: first call the normal encryp-

tion algorithm to generate a normal ciphertext: C, C′, C″,
fC1,x,D1,xgx∈½1,ℓ�, then select a random exponent a′, k′, s′ ∈
ℤN , and random vector ω ∈ℤN , where s′ is the first element
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in the set, random exponent ηi, γx ∈ℤN , then the semifunc-

tional ciphertext is C, C′gs′2 , C″gs
′k′
2 , fC1:xg

a′Mxω
2 g

−ηρðxÞγx
2 ,

D1,xg
γx
2 gx∈½1,ℓ�. The element structure in group Gp2

here is
similar to the element structure inGp1

, but not related to pub-
lic parameters.

First, let Q denote the total number of key queries made
by the adversary, and define the game Gamek, wherek ∈ ½0,Q�.

Gamek : in this game, the ciphertext obtained by to the
attacker is a semifunctional ciphertext, the first k keys are also
semifunctional, and the remaining keys are normal.

The security proof of the scheme based on Assumption 1
and Assumption 3 is demonstrated through a series of games.
We first transition from Gamereal to Game0, then to Game1,
and until to GameQ, where the key and ciphertext submitted
to the attacker are semifunctional. Finally, to Gamef inal stop,
the ciphertext obtained by to the attacker at this time is gen-
erated by semifunctional encryption of random messages.
Because the attacker does not have any advantages in the
final game, the security proof of the scheme in this paper
ends here.

Lemma 6. Under Assumption 1 (the general subgroup deci-
sion assumption), no polynomial time attacker can achieve a
nonnegligible difference in advantage between Gamereal and
Game0.

Proof.We first create an algorithmB in probabilistic polyno-
mial time to break the general subgroup decision assumption
and set Z0 ≔ f1g, Z1 ≔ f1, 2g, Z2 ≔ f1g, Z3 ≔ f3g. Let g1,
g3, T input to Algorithm B, where g1 is the generator of
the group Gp1

, g3is the generator of the group Gp3
, and T is

the random element of the group Gp1
or the random element

of the group Gp1p2
. B can act as a simulator to interact with

the adversary, and B can simulate or interact with the
Adversary A , depending on the nature of T .

B chooses a random exponent α, a, k ∈ℤN and sets pub-
lic parameters PK = ðN , g = g1, ga = ga

1, gk = gk
1, eðg, gÞα = e

ðg1, g1Þα, u, r, KDF, l,HÞ to submit PK to Adversary A . We
notice that Simulator B knows the master key MSK . When
A makes a secret key query, B will call the normal key gen-
eration algorithm to create a secret key.

The adversary requests a challenge ciphertext and mes-
sage related to the access policy A = ðM, ρ,ΨÞ. B randomly
selects bit b and generates the ciphertext mb; then, g

sof
implicit setting is equivalent to the part ofGp1

in T . B ran-
domly selects the vector ~v ∈ Zn

N , and the first element of the
vector has a value of 1. At the same time, let v = s~v and select
rx ∈ℤN , x ∈ ½1, ℓ� randomly, then set rx = s~rx. We should note
that the elementss, v, rx are distributed randomly, and then,
the corresponding ciphertexts are C = T , C′ =mb ⋅ eðg1, TÞα,
C″ = Tk, C1,x = Ta⋅Mx ⋅~vT−~rx ⋅ηρðxÞ ,D1,x = T~rx .

If T ∈Gp1
, the ciphertext is normal ciphertext, and B

simulates the game Gamereal and interacts with A . If T ∈
Gp1p2

, it is a semifunctional ciphertext. And the elements in

Gp2
are set as follows: gs′ is the components of Gp2

in T , k′

is equivalent to the value of k mod p2, a′ is equivalent to a
mod p2, ω is equivalent to s~v mod p2, ηρðxÞ is equivalent to
tρðxÞ mod p2, and γx is equivalent to s′~r mod p2. We note
that these values are generated by proper distribution, and
the values of the element mod p1, p2 uniformly selected at
random mod N are independently and uniformly distrib-
uted. We also notice that public parameters will leak the
value of a, k mod p1, so when T ∈Gp1p2

, B and A simulate
gameGame0, and then B can use adversary’s nonnegligible
distinction in these games to obtain a nonnegligible
advantage to break Assumption 1 (general subgroup deci-
sion assumption).

Lemma 7. Under Assumption 1 (the general subgroup deci-
sion assumption), no polynomial time attacker can achieve a
nonnegligible difference in advantage between Gamek−1 and
Gamek.

Proof.We first create an algorithm B in probabilistic poly-
nomial time to break the general subgroup decision
assumption and set Z0 ≔ f1, 3g, Z1 ≔ f1, 2, 3g, Z2 ≔ f1gg,
Z3 ≔ f3g, Z4 ≔ f1, 2g, Z5 ≔ f2, 3g. Let g1, g3, X1X2, Y2Y3,
T input to Algorithm B, where g1, X1 is the generator of
the group Gp1

, X2, Y2 is the generator of the group Gp2
,

g3, Y3is the generator of the group Gp3
, and Tis the random

element of the group Gp1
or the random element of the group

Gp1p2p3
. And B can simulate Gamek−1 or Gamek to interact

with Adversary A , depending on the nature of T .
B chooses a random exponent α, a, k ∈ℤN and sets pub-

lic parameters PK = ðN , g = g1, ga = ga1, gk = gk1, eðg, gÞα = e
ðg1, g1Þα, u, r, KDF, l,HÞ to submit PK to Adversary A . We
noticed that SimulatorB knows the master keyMSK . When
A makes a secret key request,B will call the normal key gen-
eration algorithm to create a private key in response to A ’s
key query. In response to the first k − 1 key query of a, B
generates a semifunctional key according to the following.
First, the normal key generation algorithm is called to gener-
ate the normal keyK , K ′, K″, fKigi∈χS

, and then the random

value τ, τ′ is selected to generate the semifunctional key: K

ðY2Y3Þτ, K ′ðY2Y3Þτ′ , K″, fKigi∈χS
, where group elements

Yτ
2, Yτ′

2 are distributed uniformly and randomly in Gp2
.

In order to generate semifunctional challenge ciphertext,
the adversary requests a challenge ciphertext and message
m0,m1 related to access policyA = ðM, ρ,ΨÞ. B randomly
selects bit b and generates the ciphertext of mb, and the gs

is equivalent to the part of Gp1
in T . B randomly selects the

vector ~v ∈ Zn
N and the first element value of the vector is 1,

and set gs = X1, v = s~v, grx = X~rx
1 ; then, the corresponding

ciphertext calculated is as follows: C = X1X2, C′ =mb ⋅ e
ðg1, X1X2Þα, C″=ðX1X2Þk, C1,x = ðX1X2Þa⋅Mx ⋅~vðX1X2Þ−~rx ⋅ηρðxÞ ,
D1,x = ðX1X2Þ~rx , where set gs′2 = X2, k′ = k mod p2, a′ = a

mod p2, ηρðxÞ = tρðxÞ mod p2, g
rx
2 = X~rx

2 implicitly. In order to
create a semifunctional ciphertext, the value of a, k mod
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p2 will not be revealed by the public parameters. To gen-
erate the k-th key request query for the associated attri-
bute set, B randomly selects t, z ∈ℤN and the random
element R, R′, R″, fRig ∈ Gp3

and calculates the following

components: K = ðgα+at1 TkÞ1/zR1/z , K ′ = T1/zR′1/z , K″ = gt/z

R″1/z , Ki = gsit ′/zR1/z
i .

If T ∈Gp1p3
, the distributed key is a normal key. If T

∈Gp1p2p3
, the distributed key is a semifunctional key, so

when T ∈ Gp1p3
, B simulates the game Gamek−1 to interact

with adversary. When T ∈Gp1p2p3
, B simulates the game

Gamek. Then, B can take advantage of adversary’s nonne-
gligible difference in these games to obtain a nonnegligible
advantage to break Assumption 1 (general subgroup deci-
sion assumption).

Lemma 8. Under Assumption 3 (the general subgroup deci-
sion assumption), no polynomial time attacker can achieve a
nonnegligible difference in advantage between GameQ and
Gamef inal.

Proof.We first create an algorithmB in probabilistic polyno-
mial time to break the general subgroup decision Assump-
tion 3. Letg1, g2, g3, gα1X2, gs1Y2, T input to Algorithm B,
where T is the random element ofeðg1, g2Þαs or the group
GT . And B can simulate Gamek−1 or Gamek to interact with
the Adversary A , depending on the nature of T .

B chooses a random exponent α, a, k ∈ℤN and sets pub-
lic parameters PK = ðN , g = g1, ga = ga

1, gk = gk
1, eðg, gÞα = e

ðg1, g1Þα, u, r, KDF, l,HÞ to submit PK to Adversary A . We
noticed that SimulatorB knows the master keyMSK . When
A generates the k-th key request query of the associated attri-
bute set, B randomly selects exponent α, a, k ∈ℤN and ran-
dom elements R, R′, R″, fRig ∈Gp3

, then calculates the
following components (see the formula (6)):

We note that the generated key is a semifunctional key. In
response to the first k − 1 key query of a,B generates a semi-
functional key according to the following. First, the normal
key generation algorithm is called to generate the normal
key K , K ′, K″, fKigi∈χS , and then, the random value τ, τ′ is
selected to generate the semifunctional key: KðY2Y3Þτ, K ′
ðY2Y3Þτ′ , K″, fKigi∈χS

, where group elements Yτ
2, Yτ′

2 are dis-
tributed uniformly and randomly in Gp2

.
To generate a semifunctional challenge ciphertext, B

randomly selects a vector ~v ∈ Zn
N , and the first element of

the vector has a value of 1, while lettingv = s~v, randomly
selects exponent ~rx ∈ℤN , x ∈ ½1, ℓ�, and sets rx = s~rx . We
should note that the elements s, v, rx are distributed ran-
domly; then, the corresponding ciphertext is

C = gs1Y2, C′ =mb ⋅ T , C″ = gs1Y2ð Þk, C1,x

= gs
1Y2ð Þa⋅Mx ⋅~v⋅ −~rxð Þ⋅ηρ xð Þ ,D1,x = gs1Y2ð Þ~rx :

ð7Þ

This ciphertext is a semifunctional ciphertext, where g2
s′

is equivalent to Y2, a′ is equivalent to a mod p2, ω is equiv-
alent to s~v mod p2, ηρðxÞ is equivalent totρðxÞ mod p2, and

grx
2 = X~rx

2 . These values are randomly distributed, because
Y2 are random elements in Gp2

, and the value of the k,
si,~rx, ~v modp2 distributed is independent of the value of
these elements modp1.

If T = eðg1, g1Þαs, the generated ciphertext is a semifunc-
tional ciphertext by encryptingmb, andB simulates the game
GameQ and interacts with A . If Tis a random element in GT ,
then it is a semifunctional ciphertext generated by encrypting
a random message, B simulation game Gamef inal. Therefore,
B can take advantage of A ’s nonnegligible difference in these
games to obtain a nonnegligible advantage to break Assump-
tion 3.

This completes proof of Theorem 5.

7. Performance Analysis

The proposed scheme is compared with the schemes [9, 11,
14, 22–24] from the perspectives of function and computing
cost. In the comparison, Gpi

represents the subgroup of the
order pi.N indicates the number of attribute universe. jℓj rep-
resents the number of the matrix M row, and jyj represents
the number of attribute sets that satisfy the policy. We use
EG,EGT

, and P to denote 1 module exponential time executed
in G, a module exponential time executed in GT , and 1 bilin-
ear pair time executed, respectively. Because the main com-
puting overhead of this scheme contains linear pairwise
operation and modular exponentiation, module multiplica-
tion and hash operation can be ignored.

7.1. Theoretical Analysis. Table 1 mainly shows the compari-
son of the functionality of the scheme. It can be seen that
Zhang et al. [9], Lewko and Waters [14], Wang et al. [24],
and our scheme are constructed on the composite order
group, and these schemes are proved to be fully secure, while
the schemes of Li et al. [11], Waters et al. [22], and Liu et al.
[23] do not achieve full security. In terms of attribute privacy
protection, besides our scheme, Zhang et al. [9] and Li et al.
[11] also implemented partial policy hidden. In terms of
reducing computational overhead, Li et al. [11] and Waters
et al. [22] adopt offline/online technology to solve the prob-
lem, while Liu et al. [23] and Wang et al. [24] not only adopt
offline/online technology but also support outsourced
decryption algorithms. However, the scheme of Liu et al.
[23] supports the verification of outsourced decryption
results, while the scheme of Wang et al. [24] does not imple-
ment verification mechanism. Based on the above analysis,
the scheme proposed in this paper not only realizes the
information hiding of attribute values but also adopts off-
line/online technology and verifiable outsourced decryp-
tion algorithms to reduce the user’s local computational
cost. Besides, it is proven to be fully secure.

Table 2 gives the analysis from the computing cost. Since
the literatures [14, 22, 23] do not support the policy hidden
function, no analysis and comparison are listed in Table 2.
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It can be seen that the amount of computing required in the
data encryption and data decryption stages is linearly and
positively related to the number of attributes. The literatures
[11, 24] and the proposed scheme use offline/online key gen-
eration and offline/online encryption technology. Therefore,
most of the computing overhead in the data encryption pro-
cess are performed in the offline phase, while it requires only
a small amount of computing cost to complete key genera-
tion and data encryption operation in the online phase. In
the scheme of [9], the modular exponentiation operation in
the encryption process is much higher than other schemes.
The literature [11] and our scheme have roughly the same
modular exponentiation time. Although, the encryption cost
of literature [24] is less than the jℓj modular exponentiation
operation in literature [11] and our scheme. In the decryp-
tion process, our scheme is less than the jyj linear pair oper-
ation and jyj modular exponentiation operation in literature
[24]. Compared with the scheme [11], our scheme is less than
the jyj linear pair operation and ðjyj + 1Þmodular exponenti-
ation operation. Compared with the scheme [9], our scheme
is less than the jyj modular exponentiation operations.
Therefore, the computational efficiency of our scheme is bet-
ter than other related schemes.

7.2. Experiment Analysis. Through the above theoretical
analysis, the proposed scheme has more advantages in term
of function and efficiency. In order to evaluate the actual per-
formance more accurately, we perform the experiment anal-
ysis. Because the literature [11] is based on prime order
groups, and other schemes are based on composite order
groups, for better comparison, we only analyze the time spent
in literature [9] and literature [24] through simulation experi-
ments, including the time required of offline encryption, online
encryption, outsourced decryption, and local decryption.

Experimental environment: Windows 10, Inter® Cor-
e(TM) i5-8300H (2.30GHz), memory 8GB, the experimen-
tal code is based on JPBC-2.0.0 (Java Pairing-Based
Cryptography Library) function library and MyEclipse
development environment. In the experiment, the paired
structure of type A is used to construct an elliptic curve y2

= x3 + x on a finite field. The order of the group is r, and
the order of the base field is q. Here, we take r = 160 bit, q
= 512 bit, where the pairing operation and modular expo-
nent invoked pairing.pairingð∙Þ and G_1.powZnð∙Þ respec-
tively, in the library for testing.

Experimental setup: in CP-ABE, the number of attributes
in the access policy affects the encryption and decryption
time. In the experiment process, we set the number of attri-
butes as 20 and increase by 5 number of attributes each time,
so it is tested with 4 different access policies. By comparing
the computing time of the terminal user under different
access policies, we can obtain the required time.

Figure 1 has four subfigures, Figures 1(a)–1(d), which
represent the data owner’s offline encryption, online encryp-
tion time, cloud server decryption time required for out-
sourced partial decryption, and local user’s decryption time.

We can see in Figure 1(a) that the offline encryption time
of our scheme is higher than the time of the literature [24]. In
Figure 1(b), the online encryption process of the literature
[24] does not involve modular exponentiation and pairing
operation, so the computing time is 0, but compared with
the literature [9], the encryption time of our scheme is con-
stant, and its time of consumption is much lower than that
of the literature [9]. In Figure 1(c), the decryption overhead
performed by the cloud server is lower than that in the liter-
ature [24]. In Figure 1(d), the local decryption time of our
scheme and that of the literature [24] are both constant,
which is much lower than that of the scheme of literature

Table 1: Comparison of performance.

Scheme
Policy
hidden

Composite
order

Fully
secure

Offline/online key
generation

Offline/online
encryption

Outsourced
decryption

Verify

Zhang et al. [9] ✓ ✓ ✓ ✗ ✗ ✗ ✗

Li [11] ✓ ✗ ✗ ✓ ✓ ✗ ✗

Lewko and Waters [14] ✗ ✓ ✓ ✗ ✗ ✗ ✗

Waters [22] ✗ ✗ ✗ ✓ ✓ ✗ ✗

Liu et al. [23] ✗ ✗ ✗ ✓ ✓ ✓ ✓

Wang et al. [24] ✗ ✓ ✓ ✓ ✓ ✓ ✗

Ours ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 2: Comparison of computing overhead.

Scheme Offline encryption Online encryption Outsourced decryption Local decryption

Zhang et al. [9] — 6 ℓj j + 2ð ÞEG + 2EGT — 2 yj j + 3ð ÞP + yj jEG + yj jEGT

Li [11] 4 ℓj j + 1ð ÞEG + 1EGT
1EG — 3 yj j + 2ð ÞP + yj j + 1ð ÞEG + yj jEGT

Wang et al. [24] 3 ℓj j + 4ð ÞEG + 1EGT
0 3 yj j + 2ð ÞP + yj jEG + yj jEGT

1EG + 2EGT

Ours 4 ℓj j + 3ð ÞEG + 1EGT
2EG 2 yj j + 2ð ÞP + yj jEGT

2EG + 1EGT
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[9]. The decryption time required is slightly higher than
scheme of [24], but in [24], the partial decryption cipher-
text returned by the cloud server is not supported verifica-
tion; then, the correctness is not guaranteed. Meanwhile,
Wang et al.’s scheme [24] cannot realize the policy hiding
function. Since the proposed scheme supports outsourced
decryption operations and verification operations, the user
only needs to perform a constant number of exponential
operations, which can not only reduce the user’s calcula-
tion burden but also ensure the accuracy of partial decryp-
tion result returned.

From the above comprehensive analysis, the proposed
scheme is superior to other schemes in terms of function
and performance, so it is more effective and feasible in the
IoT environment.

8. Conclusion

In order to solve the problem of privacy leaking and heavy
computing overhead in IoT environment, an offline/online
outsourced ABE scheme with partial policy hidden is pro-

posed in the paper. In the scheme, it divides attributes into
two parts: attribute name and attribute value, attribute name
is open and attribute value is hidden, to achieve the privacy of
user attributes. Additionally, the offline/online technology is
adopted to reduce the burden of encryption and decryption.
A lot of heavy work can be preprocessed in the offline stage,
and the rest computation only need to be done in the online
stage. For the bilinear pairing operation and module power
operation, the operation will be outsourced to the cloud
server, and the user only needs to verify the outsourced calcu-
lation results to ensure the accuracy. It is proven that the
scheme based on the static assumption problem can achieve
full security under the standard model. Lastly, through theo-
retical and experiment analysis, it shows that our scheme has
more advantages in the IoT environment.

Data Availability

The data used to support the findings of this study are
included within the article.
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Figure 1: Simulation experiment. (a) Offline encryption. (b) Online encryption. (c) Outsourced decryption. (d) Local decryption.
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Since 3D models can intuitively display real-world information, there are potential scenarios in many application fields, such as
architectural models and medical organ models. However, a 3D model shared through the internet can be easily obtained by an
unauthorized user. In order to solve the security problem of 3D model in the cloud, a reversible data hiding method for
encrypted 3D model based on prediction error expansion is proposed. In this method, the original 3D model is preprocessed,
and the vertex of 3D model is encrypted by using the Paillier cryptosystem. In the cloud, in order to improve accuracy of
data extraction, the dyeing method is designed to classify all vertices into the embedded set and the referenced set. After that,
secret data is embedded by expanding direction of prediction error with direction vector. The prediction error of the vertex
in the embedded set is computed by using the referenced set, and the direction vector is obtained according to the mapping
table, which is designed to map several bits to a direction vector. Secret data can be extracted by comparing the angle
between the direction of prediction error and direction vector, and the original model can be restored using the referenced
set. Experiment results show that compared with the existing data hiding method for encrypted 3D model, the proposed
method has higher data hiding capacity, and the accuracy of data extraction have improved. Moreover, the directly decrypted
model has less distortion.

1. Introduction

With the rapid advancement of multimedia processing tech-
nologies on the internet, data hidingmethods have been devel-
oped for the security of three-dimensional (3D) models [1–3].
Data hiding methods achieve integrity authentication and
copyright protection by embedded secret data into the content
of the original carrier [4, 5]. However, for the occasions with
high data security requirement, such as medical images and
judicial certification, nomodification is allowed on the original
carrier. Therefore, reversible data hiding (RDH) has attracted
more researchers for potential applications [6–8].

Traditional RDH methods can be divided into three cat-
egories: difference expansion (DE), histogram shifting (HS),

and lossless compression (LC). DE-based RDH methods
embed secret data into carrier image by expanding the differ-
ence among adjacent pixels [9, 10]. Prediction error expan-
sion (PEE), which belongs to difference expansion, embeds
secret data by expanding the difference between the actual
value and the prediction value of pixels [11–14]. HS-based
RDH methods generate the feature histogram of original
image and embed secret data into the smallest point of the
histogram [15, 16]. LS-based RDH methods compress the
specified area of the carrier image and embed secret data into
the compressed area [17].

With the development of outsourced storage in the cloud,
reversible data hiding in encrypted domain (RDH-ED) has
been studied for security of multimedia files in the cloud.
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The existing RDH-ED methods are mainly classified into
reserving room before encryption (RRBE) and vacating room
after encryption (VRAE). The RRBE method reserves embed-
ding room before encrypting the original image. For example,
Ma et al. proposed a reversible data hiding method, in which
the room is reversed by self-embedding before encryption.
Zhang [19] constructed the histogram of prediction error
and reserved room by HS, which is the most popular method
for reversible data hiding. Cao et al. improved the method of
[18, 19] by generating prediction error with a small entropy
so that the reserved room can be increased, and the data
hiding capacity can be improved [20].

The VRAE method directly implements data embedding
by modifying the encrypted image [21, 22]. For example,
Zhang embedded secret data by flipping the three least signif-
icant bits of a pixel [19]. With the help of the spatial correla-
tion of natural images, the receiver extracted the secret data
through the evaluation function of texture complexity. Based
on the method of [19], Hong et al. increased data hiding
capacity by improving the evaluation function [23]. Zhang
[19] emptied out space for data embedding by using the
typical manner of cipher-text compression.

However, the above RDH methods are for images and
cannot be directly used to 3D models because the data struc-
ture of the 3D model is different from that of the image.
Therefore, Wu and Cheung proposed a RDH method for
3D models based on DE, which embeds secret data by
modifying the difference among adjacent vertices [24]. Jhou
et al. constructed the histogram of the distance between all
vertices and the center of 3D model and embedded secret
data by histogram shifting. However, these methods cannot
be implemented in the encrypted domain [25]. Jiang et al.
proposed a RDH-ED method for 3D models based on
stream cipher encryption [26]. By flipping several least
significant bits of vertex coordinates, one bit was embedded.
The receiver extracted secret data by using the spatial corre-
lation of the original 3D model. Shah and Zhang proposed a
watermarking method based on the Paillier cryptosystem,
which used VRAE framework to vacate space before encryp-
tion [27]. Wang et al. embedded secret data in the encrypted
domain by constructing direction histogram and histogram
shifting [28].

Combining homomorphic encryption and prediction
error expansion, a RDH method for encrypted 3D model is
proposed in this paper. In this method, the original 3Dmodel
is preprocessed, and the vertex of 3D model is encrypted by
using Paillier cryptosystem. In the cloud, in order to improve
the accuracy of data extraction, the dyeing method is
designed to classify all vertices into the embedded set and
the referenced set. After that, the secret data is embedded
by expanding direction of prediction error with direction
vector. The prediction error of the vertex is computed by
using the referenced set, and the direction vector is obtained
according to the mapping table. Moreover, the mapping table
is constructed to map several bits to a direction vector. Secret
data can be extracted by comparing the angle between the
direction of prediction error and direction vector, and the
original model can be restored using the referenced set. The
contributions of the paper are organized as follows.

(1) By designing the dyeing method to classify all vertices
into the embedded set and the referenced set, the
error rate of data extraction can be reduced

(2) The mapping table is constructed to map several bits
to a direction vector, so that several bits can be embed-
ded into a vertex, which improves data hiding capacity

(3) Compared the existing RDH-ED methods, the pro-
posed method has higher capacity, lower bit error rate,
and the directly decrypted 3Dmodel has less distortion

The rest of this paper is organized as follows. The Paillier
cryptosystem is briefly introduced in Section 2. The related
reversible data hiding method is proposed in Section 3. The
experimental results are shown in Section 4. The conclusions
are discussed in Section 5.

2. Related Algorithm

The Paillier cryptosystem [29], which has been widely used in
encrypted signal processing, has homomorphism and proba-
bility. Homomorphism means that the product of two
ciphertexts is consistent with the sum of two corresponding
plaintexts. Probability means that different ciphertexts,
which are obtained by encrypting the same plaintext with
different parameters, can be decrypted to the same plaintext.
The following describes the process of key generation,
encryption, decryption, two characteristics, and subtraction
homomorphism expansion.

2.1. Key Generation. Randomly pick up two large prime num-
bers p and q. Calculate N = pq and λ = lcm ðp − 1, q − 1Þ,
where lcm ð⋅Þ stands for the lowest common multiple. After-
wards, select g ∈ Z∗

N2 randomly, which satisfies

gcd L gλ mod N2
� �

,N
� �

= 1, ð1Þ

where LðuÞ = ðu − 1Þ/N, and gcd ð⋅Þ means the greatest com-
mon divisor of two inputs. ZN2 = f0, 1, 2,⋯,N2 − 1g and
Z∗
N2 are the numbers in ZN2 which prime with N2. Finally,

we get the public key ðN , gÞ and corresponding private key λ.

2.2. Encryption. Select a parameter r ∈ Z∗
N2 randomly. The

plaintext m ∈ ZN can be encrypted to the corresponding
ciphertext c by

c = E m, r½ � = gm ⋅ rN mod N2, ð2Þ

where E½⋅� denotes the encryption function.

2.3. Decryption. The original plaintext m can be obtained by

m =D c½ � = L cλ mod N2� �
L gλ mod N2� � mod N: ð3Þ

Moreover, two important characteristics are described as
follows (which has been applied in the proposed method).
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2.4. Lemma One. For two plaintexts m1,m2 ∈ ZN , compute
corresponding ciphertexts c1, c2 with r1, r2 according to
Equation (1), respectively. The equation c1 = c2 holds if and
only if m1 =m2 and r1 = r2.

2.5. Homomorphic Multiplication. For ∀r1, r2 ∈ Z∗
N , two plain-

texts m1,m2 ∈ ZN and corresponding ciphertexts E½m1, r1�, E
½m2, r2� ∈ Z∗

N2 satisfy

c1 ⋅ c2 = E m1, r1½ � ⋅ E m2, r2½ � = gm1+m2 ⋅ r1 ⋅ r2ð ÞN mod N2,
D c1 ⋅ c2½ � =D E m1, r1½ � ⋅ E m2, r2½ � mod N2� �

=m1 +m2 mod N:

ð4Þ

The original Paillier encryption system only has addition
homomorphism and multiplication homomorphism. The
subtraction homomorphism of the Paillier encryption system
can be realized as follows.

2.6. Subtraction Homomorphic Expansion. In order to calcu-
late the subtraction m1 −m2 of two numbers m1,m2 in the
encrypted domain, the negative number −m2 should be
expressed by a positive number N −m2. Suppose that E
½m2�−1 denotes the ciphertext of N −m2, the ciphertext E
½m2�−1 can be calculated by Euclidean algorithm [30] and
Modular Multiplication Inverse. Hence, the corresponding
result of m1 −m2 in the encrypted domain can be obtained
with E½m1� ⋅ E½m2�−1 mod N2.

3. The Proposed Reversible Data HidingMethod

In order to protect 3D model in the cloud, a reversible data
hiding (RDH) method for encrypted 3D model is proposed.
Figure 1 shows the flowchart of the proposed method. An
original 3Dmodel is preprocessed, and the vertex of 3Dmodel
is encrypted by using the Paillier cryptosystem. In the cloud,
all vertices are classified into the embedded set and the refer-
enced set. Then, the secret data is embedded by expanding
direction of prediction error with direction vector. The predic-
tion error of the vertex is computed by using the referenced
set, and the direction vector is obtained according to the map-
ping table. Receiver can extract secret data by comparing the
angle between prediction error and the direction vector, and
the original model can be restored using the referenced set.

3.1. Preprocessing. Because the input of the Paillier cryptosys-
tem should be a positive integer, the vertex coordinates firstly
are converted from decimal to positive integer.

3D models are consisted of vertex data and connectivity
data. The vertex data includes the coordinates of each vertex
in the spatial domain. The connectivity data reflects the
connection relationship between vertices. A 3D model Fairy
and its local region are illustrated in Figure 2, and the corre-
sponding format file is shown in Table 1. Each vertex and each
face of the 3Dmodel have a corresponding index, respectively.
For a 3D model M, let fvigNV

i=0 represent the sequence of
vertices, where vi = ðvi,x, vi,y , vi,zÞ, and NV is the number of

vertices. Note that each coordinate ∣vi,j ∣ <1, j ∈ fx, y, zg, and
the significant digit of each coordinate is 6.

Normally, uncompressed vertices are 32-bit floating point
numbers with a precision of 6 digits. Therefore, the vertex
coordinates are converted into an integer with k significant
digits by using.

vi,j′ = vi,j ⋅ 10k
j k

, j ∈ x, y, zf g: ð5Þ

Moreover, all vertex coordinates should be converted to
positive integers for encryption by using.

vi,j′ = vi,j′ + 10k, j ∈ x, y, zf g: ð6Þ

If k is greater than 6, the model can be restored losslessly;
however, the time cost of encryption and decryption is large. If
k is less than 6, the time cost is small, while the model cannot
be restored losslessly. In order to balance the time cost and
distortion of 3D model, the best k will be selected through
the experiment.

3.2. Encryption. Referring to Equation (2), an integer r can be
randomly selected to encrypt the vertex coordinates vi′= ðvi,x′ ,
vi,y′ , vi,z′ Þ with the public key ðN , gÞ.

ci,j = E vi,j′ , ri,j
h i

= gvi, j′ ri,j
N mod N2, j ∈ x, y, zf g, ð7Þ

where ci,j is the ciphertext from the plaintext vi,j′ .

3.3. Data Embedding. Firstly, the dyeing method is designed
to classify all vertices into the embedded set and the refer-
enced set. Secondly, the prediction error of the vertex in
the embedded set is computed using the referenced set.
Thirdly, a one-to-one mapping is constructed to map
several bits to a direction vector. Finally, for embedding
secret data, the direction vector and the embedded key are
used to expand the direction of the prediction error. In
addition, the embedded key is calculated to reduce the
accuracy of data extraction.

3.3.1. Classifying the Vertices. For the vertex of 3D model, 1-
ring neighborhood of the vertex refers to these vertices that
are directly adjacent to the vertex. As shown in Figure 3,
the vertex vj′ is adjacent of the vertex vi′. If a vertex is modified
to embed secret data, its 1-ring neighborhood cannot be
modified, and it is mainly because the 1-ring neighborhood
is required to calculate the prediction value of the vertex.
Therefore, the dyeing algorithm is designed to classify all ver-
tices into the embedded set and the referenced set because the
color of adjacent vertices cannot be same. The vertices in the
referenced set can be used to calculate the prediction value of
the vertices in the embedded set because the referenced set
consists of 1-ring neighborhood of all vertices in the embed-
ded set, while the vertices in embedded set are modified to
embed secret data.

Suppose that Se denotes the embedded set, and Sr denotes
the referenced set. In order to obtain large data hiding
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capacity, the number of the vertices in the embedded set
should be increased. The embedded set is the nonadjacent
vertex set. According to graph theory, the existing polyno-
mial algorithms can find the largest nonadjacent vertex set
if the graph is a bipartite graph. However, the connectivity
data of a 3D model cannot be represented by a bipartite
graph since all loops of 3D model are 3. Hence, finding the
largest embedded set in a 3D model is NP-hard problem. In
order to increase data hiding capacity, the dyeing algorithm
is designed to increase the number of the vertices in the
embedded set.

Referring to the four-color theorem, different colors are
required for any two adjacent vertices. For 3D models, at least
seven colors are needed to dye the vertices to ensure that the
colors of the adjacent vertices are different. After completing
the process of dyeing, the color with most vertices is selected,
and all vertices of this color are regarded as the embedded set,
and the remaining vertices are regarded as the referenced set.
Suppose that C denotes the color set of dyeing all vertices, Zi
denotes the color set of 1-ring neighborhood of the vertex,
and ci denotes the color of the ith vertex. The steps for the ver-
tex classification using the dyeing algorithm are listed as follows.

Step 1. Suppose that the color of all vertices is black, and
traverse all vertices in order of the vertex index.

Step 2. For an unclassified vertex vi, statistic the color set of its
1-ring neighborhood.

Step 3.Dye the vertex vi using the first color in C but not in Zi.

Step 4.Determine whether the next vertex vi+1 is black. If vi+1
is black, the classification ends. If vi+1 is not black, loop from
Step 2 until no vertex is black.

Preprocessing

3D model owner

The original
3D model

Data embedder

The 3D model
with secret data 

Reciver

The encrypted
3D model

Decryption

The encrypted
3D model

Classifying the
vertices

Calculating the
prediction error

Constructing one-to-
one mapping table

Secret data

The 3D model
with secret data

Classifying the
vertices

Calculating the
prediction error

Extracting secret data
using direction of
prediction error

Secret
data

Embedding secret data
by direction expansion

of prediction error

Encryption

Figure 1: Flowchart of the proposed RDH-ED method.
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Figure 2: Illustration of a 3D model Fairy and its local region.

Table 1: File format of Figure 2.

Vertex list Face information
Index of
vertex

X
-axis

Y
-axis

Z
-axis

Index of
face

Elements in each
face

1 v1,x v1,y v1,z 1 (2,3,1)

2 v2,x v2,y v2,z 2 (5,1,4)

3 v3,x v3,y v3,z 3 (3,6,7)

4 v4,x v4,y v4,x 4 (5,2,1)

5 v5,x v5,y v5,z 5 (3,10,7)

v
i
′

v
j
′

v
i

—

Figure 3: The actual value and the prediction value of the vertex.
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Step 5. Select the most frequently used color, add all vertices
of this color to the embedded set, and the remaining vertices
are added to the referenced set.

Since all vertices are traversed only once, the time com-
plexity of the dyeing algorithm is OðnÞ. For example, as illus-
trated in Figure 4, let C = fred, green, yellow, blueg. Traverse
the vertex v1, and let c1 = red since Z1 = fblackg. Traverse the
vertex v2, and let c2 = green since Z1 = fblack, redg. Traverse
the vertex v2, and let c2 = yellow since Z1 = fblack, red,
greeng. After traversing all vertices, the most frequently used
color green is selected. The vertex set {2,6,7,11} of color green
is regarded as the embedded set, while the remaining vertices
as the referenced set.

3.3.2. Computing of Prediction Error. The accuracy of predic-
tion error directly affects the performance of data hiding. As
shown in Figure 3, the vertex vj′ is adjacent to the vertex vi′,
and the vertex �vi is the prediction value of vertex vi′. Accord-
ing to the correlation of adjacent vertices, prediction value �vi
can be calculated by using

�vi =
1
Ni

〠
Ni

j=1
vj′, j ∈ 1,Nið Þ, ð8Þ

where Ni denotes the number of the adjacent vertices of the
vertex vi′.
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c1 = red, c2 = green, c3 = yellow

c10 = blue, c11 = green

red : c1, c6, c8 green : c2, c4, c7, c11 yellow : c3, c5, c9 blue : c10

c7 = green, c8 = red, c9 = yellow

c4 = blue, c5 = yellow, c6 = red

Figure 4: The process of classifying the vertices using the dyeing method.

Table 2: The one-to-one mapping table between weighted sum and direction vector.

Embed one bit into a vertex, which means n = 1, and sw ∈ 0, 1½ �. On this condition, let bk,j ∈ −1, 1f g.
sw ∈ 0, 1½ � 0 (-1,-1,-1) 1 (-1,-1,1)

Embed two bits into a vertex, which means n = 2, and sw ∈ 0, 3½ �. On this condition, let bk,j ∈ −1, 1f g.
sw ∈ 0, 3½ � 0 (-1,-1,-1) 1 (-1,-1,1) 2 (-1,1,-1) 3 (-1,1,1)

Embed three bits into a vertex, which means n = 3, and sw ∈ 0, 7½ �. On this condition, let bk,j ∈ −1, 1f g.
sw ∈ 0, 7½ � 0 (-1,-1,-1) 1 (-1,-1,1) 2 (-1,1,-1) 3 (-1,1,1)

4 (1,-1,-1) 5 (1,-1,1) 6 (1,1,-1) 7 (1,1,1)

Embed four bits into a vertex, which means n = 3, and sw ∈ 0, 15½ �. On this condition, letbk,j ∈ −1, 0, 1f g.

sw ∈ 0, 15½ �
0 (-1,-1,-1) 1 (-1,-1,0) 2 (-1,-1,1) 3 (-1,0,-1)

4 (-1,0,0) 5 (-1,0,1) 6 (-1,1,-1) 7 (-1,1,0)

8 (-1,1,1) 9 (0,-1,-1) 10 (0,-1,0) 11 (0,-1,1)

12 (0,0,-1) 13 (0,0,1) 14 (0,1,-1) 15 (0,1,0)
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The prediction error of the vertex vi′can be calculated by
using

Δvi = vi′− �vi, ð9Þ

where Δvi denotes the prediction error of the vertex vi′. Δvi is
a three-dimensional vector with random direction. Due to
the spatial correlation, the modulus length jΔvij is usually
small, and experiment results show that the modulus length
jΔvij has the maximum D. Hence, the range of jΔvij is as
follows.

Δvij j ∈ 0,D½ �: ð10Þ

3.3.3. Constructing the Mapping Table. In order to embed
several bits into a vertex in the embedded set, several bits
should be mapped to a direction vector.

Data embedder converts secret data into several groups
with n bits, and n is a shared parameter. Let a group with n
bits denote as wðw0,w1,⋯,wn−1Þ. Suppose that sw denotes
weighted sum of w, and sw is calculated as

sw = 〠
n−1

i=0
wi ⋅ 2i, sw ∈ 0, 2n − 1½ �: ð11Þ

In order to embed sw into a vertex, the corresponding
direction vector of swshould be constructed. Suppose that

b
!

sw
denotes the direction vector of sw, and sw is embedded

by expanding the direction of prediction error with direction

vector b
!

sw
. The one-to-one mapping between weighted sum

and direction vector is constructed as shown in Table 2. Let
bk,j ∈ f−1, 1g, k ∈ ½0, 7�, and if n ≤ 3, eight direction vectors
can be constructed. The mapping between direction vector
and weighted sum is shown at the top three rows in
Table 2. Let bk,j ∈ f−1, 0, 1g, k ∈ ½0, 26Þ, and if n = 4, twenty-
six direction vectors are constructed as shown at the fifth
row in Table 2. Let bk,j ∈ f−2,−1, 0, 1, 2g, k ∈ ½0, 110Þ, and if
n = 5 or n = 6, 110 direction vectors are constructed. Let
Wbk

denote the direction weight of direction vector. As

shown in Table 2, the direction vector b
!
k is sorted according

to the value Wbk
, and the direction weight Wbk

of the direc-
tion vector is calculated as follows.

Wbk
= 9bk,1 + 3bk,2 + bk,3: ð12Þ

Hence, if the shared parameter n is obtained, the map-
ping table between weighted sum and direction vector can
be constructed. For different sw, the corresponding direc-

tion vector b
!

sw
can be found through the mapping table.

For example, if n = 2, four direction vectors b
!

sw
should be

constructed to represent four weighted sum sw, respectively.
Let bk,j ∈ f−1, 1g, eight direction vectors can be constructed,
and the first four direction vectors are selected according to
the direction weight Wbk

. As a result, the four direction vec-
tors (-1,-1,-1), (-1,-1,1), (-1,1,-1), and (-1,1,1) are constructed
to represent sw ∈ ½0, 3�, respectively.

3.3.4. Data Embedding. In order to embed secret data into the
vertex, the vertex coordinates are required to be modified by
using the direction vector and the embedding key. The
weighted sum sw of wðw0,w1,⋯,wn−1Þ is embedded in the
vertex vi′by using Equation (13).

vi″= vi′+ φb
!

sw
, ð13Þ

where vi″ is the modified vertex coordinate of vi′, parameter φ

is the embedding key, and b
!

sw
= ðbsw ,x, bsw ,y, bsw ,zÞ is the

corresponding direction vector of sw.
Referring to Equation (13), data embedding in the

encrypted domain is performed as

Z

(1, 1, –1)

(1, 1, 1)(1, –1, 1)

x

𝜃1

𝜃2
𝜃3

Δv

y

Figure 5: The angle between the prediction error and three
direction vectors.

ci,j′ = ci,j ⋅ csw = E vi,j, ri,j
� �

⋅ E −φ ⋅ bsw ,j, rsw
� �−1 mod N2, if φ ⋅ bsw ,j < 0, j ∈ 1, 2, 3f g,

ci,j′ = ci,j ⋅ csw = E vi,j, ri,j
� �

⋅ E φ ⋅ bsw ,j, rsw
� �

mod N2, if φ ⋅ bsw ,j > 0, j ∈ 1, 2, 3f g,
ci,j′ = ci,j, if φ ⋅ bsw ,j = 0, j ∈ 1, 2, 3f g,

8>>><
>>>:

ð14Þ
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where ci,j′ is the ciphertext of vi,j″ , and csw is the ciphertext of
φ ⋅ bsw ,j. Moreover, if φ ⋅ bsw ,j > 0, addition homomorphism
of Paillier cryptosystem is utilized to embed secret data. If φ
⋅ bsw ,j < 0, subtraction homomorphism expansion of Paillier
cryptosystem is utilized to embed secret data.

After data embedding, the corresponding change of the
prediction error in the plaintext is as follows.

Δvi′= Δvi + φ ⋅ b
!
sw
: ð15Þ

After Δvi being changed, the angle between the direction
of prediction error and direction vector will be small.

In order to improve accuracy of data extraction, two
inferences about vector are provided to calculate the
embedded key.

Inference 1. Suppose that m!1 and m!2 are two three-
dimensional vectors. If the directions of m!1 and m!2 are the
same, the modulus length jm!1 +m!2j has the maximum. If the
directions of m!1 and m!2 are the opposite, the modulus length
jm!1 +m!2j has the minimum. The proof is listed as follows.

m!1 +m!2

��� ���2 = m!1

��� ���2 + m!2

��� ���2 + 2 m!1

��� ��� ⋅ m!1

��� ��� ⋅ cos θ m!1,m
!

2
� �

,

ð16Þ

where θðm!1,m
!

2Þ is the angle between m!1 and m!2. According
to Equation (16), since jm!1 +m!2j is related to the angle, the
above inference holds.

Inference 2. For two unit vectors n!1 and n!2, let θðn!1, n
!

2Þ
denote the angle between two vectors, and let θðn!1, n

!
1 − n!2Þ

denote the angle between n!1 and n!1 − n!2. θðn!1, n
!

1 − n!2Þ
and θðn!1, n

!
2Þ are positively related. The smaller θðn!1, n

!
2Þ,

the smaller θðn!1, n
!
1 − n!2Þ. In addition, θðn!1, n

!
1 − n!2Þ ∈

½0, π/2�. The proof is listed as follows.

cos θ n!1, n
!
1 − n!2

� �
=

n!1 × n!1 − n!2
� �

n!1

��� ��� ⋅ n!1 − n!2

��� ���
=

n!1

��� ���2 − n!1

��� ��� ⋅ n!2

��� ��� cos θ n!1, n
!
2

� �
n!1

��� ��� ⋅ n!1 − n!2

��� ��� ,

ð17Þ

where × denotes cross product. Since n!1 and n!2 are unit
vector, Equation (18) can be obtained according to Equation
(17).

cos θ n!1, n
!

1 − n!2
� �

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − cos θ n!1, n

!
2

� �� �
/2

r
: ð18Þ

According to Equation (18), cos θðn!1, n
!
1 − n!2Þ > 0, and

θðn!1, n
!

1 − n!2Þ ∈ ½0, π/2�. The above inference holds.
3.3.5. Embedding Key Calculation. The embedding key influ-
ences the accuracy of data extraction. If the embedding key sat-
isfies a certain condition, secret data can be extracted correctly.

Figure 5 shows the angle between prediction error and
three direction vectors. Suppose that θsw denotes the angle

between prediction error Δvi and direction vector b
!

sw
corre-

sponding to the secret data sw, and θk denotes the angle
between prediction error Δvi and other direction vector

b
!

kðk ∈ ½0, 2n − 1�, k ≠ swÞ. θsw is computed as

cos θsw =
Δvi′× b

!
sw

Δvi′
�� �� b

!
sw

��� ��� : ð19Þ

Since the secret data is extracted by using the smallest
angle between the prediction error and the direction vector,
in order to improve the accuracy of data extraction, θsw should
be smaller than θkðk ∈ ½0, 2n − 1�, k ≠ swÞ. After data embed-
ding, Equation (20) should be satisfied.
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Figure 6: The changes of angle between prediction error Δvi′and direction vector b
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before and after data embedding.
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∀k ∈ 0, 2n − 1½ �, k ≠ sw,  cos θsw > cos θk: ð20Þ

The following equation can be derived by using Cosine
Theorem.

∀k ∈ 0, 2n − 1½ �, k ≠ sw, 
Δvi′× b

!
sw

Δvi′
�� �� b

!
sw

��� ��� >
Δvi′× b

!
k

Δvi′
�� �� b

!
k

��� ��� : ð21Þ

It can be derived to the following equation.

Δvi + φb
!

sw


 �
×

b
!

sw

b
!

sw

��� ��� −
b
!

k

b
!

k

��� ���
0
B@

1
CA > 0: ð22Þ

Suppose that the vector M
!

= ðb!sw
/jb!sw

j − b
!

k/jb
!

kjÞ, and
Equation (22) can be simplified as

(a)

(b)

(c)

(d)

(e)

Figure 7: Illustrative examples showing the appearance of five models in different phases, include original 3D model, encrypted 3D model,
data-embedded 3D model, directly decrypted 3D model, and recovery 3D model. (a) Fairy, (b) boss, (c) Devil, (d) Thing, and (e) Lord.
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Δvi + φb
!

sw


 �
×M

!
> 0: ð23Þ

According to Inference 2, the angle between b
!
sw
and M

!
is

smaller than π/2, so b
!

sw
×M

!
> 0. Equation (24) can be derived.

φ >
Δv × −M

!� �
b
!

sw
×M

! : ð24Þ

Since the modulus length jΔvj ∈ ½0,DÞ, Equation (25) can
be derived according to Inference 1.

Δv = D

−M
!��� ��� ⋅ −M

!� �
, φ >

Δv × −M
!� �

b
!
sw
×M

!

0
B@

1
CA

max

=
D ⋅ M

!��� ���
b
!

sw
×M

! :

ð25Þ

It can be derived to the following equation by using Cosine
Theorem.

φ >
D ⋅ M

!��� ���
b
!

sw

��� ��� ⋅ M!��� ��� ⋅ cos θ b
!
sw
,M
!
 � ⇔ φ > D

b
!
sw

��� ��� ⋅ cos θ b
!
sw
,M
!
 � :

ð26Þ

Suppose that θðb!sw
,M
!Þ denotes the angle between M

!
and

b
!

sw
, in order to ensure that θsw is smaller than θk, θsw should

satisfy the following equation.
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φ = D

b
!

sw

��� ��� ⋅ cos θ b
!
sw
,M
!


 �
2
66666

3
77777
: ð27Þ

If φ satisfies Equation (27), secret data can be extracted
correctly. According to Inference 2 and Equation (27), φ has

the maximum if the angle between b
!

sw
and b

!
k is smallest.

Since direction vector is related to the shared parameters
n, the shared parameters influence the value of φ. According
to Equation (27), the relationship between φ and n is
obtained as follows.

φ =D, if n = 1, 2, 3,

φ =
ffiffiffi
3

p
D

l m
, if n = 4,

8<
: ð28Þ

For example, for a clear description, let n = 3. In this

condition, the angle between b
!
0 = ð−1,−1,−1Þ and direction

vector b
!

1 = ð−1,−1, 1Þ is the smallest. The embedding key
can be calculated by the following equation.

M
!

= b
!
0

b
!
0

��� ��� −
b
!
1

b
!
1

��� ���
0
B@

1
CA = 1ffiffiffi

3
p −1,−1, 2ð Þ,  cos b

!
0,M

!
 �

= 1ffiffiffi
3

p ,φ = D

b
!
0

��� ��� cos b
!

0,M
!
 �

2
66666

3
77777
=D:

ð29Þ

In order to explain the whole processes, the data embed-
ding example is given as follows. For convenience, suppose
that n = 2, the ith vertex vi′= ð1410, 2120, 790Þ, the prediction
value �vi = ð1430, 2280, 750Þ, and the secrete data w′ = ð1, 0Þ.
Since n = 2, the weighted sum sw ∈ ½0, 3� according to Equation
(11), and four direction vectors can be obtained according to

the mapping table. Four direction vectors b
!
0 = ð−1,−1,−1Þ,

b
!

1 = ð−1,−1, 1Þ, b
!

2 = ð−1, 1,−1Þ, and b
!

3 = ð−1, 1, 1Þ corre-
spond to sw = 0, sw = 1, sw = 2, and sw = 3, respectively. Since
w′ = ð1, 0Þ, then sw′ = 2 can be computed, and sw′ = 2
corresponds to b

!
2 = ð−1, 1,−1Þ. In addition, φ = 250 can be

obtained by Equation (28). The prediction error can be
computed, and Δvi = ð−20,−160, 40Þ according to Equation

(9). Initially, the angle between Δvi and b
!

0, b
!
1, b

!
2, b

!
3 can

be computed, and θ0 = 60:88°, θ1 = 40:12°, θ2 = 128:7°, and
θ3 = 110:3°. After data hiding, θ2 between Δvi and b

!
2 should

be the smallest angle. During data hiding, vi″= vi′+ φb
!

2

and Δvi′= Δvi + φb
!
2. Hence, vi″= ð1160, 2370, 540Þ and Δvi′

= ð−270, 90,−210Þ. Then, θ0 = 50:49°, θ1 = 91:87°, θ2 =
21:58°, and θ3 = 75:83° can be computed. The result shows

that θ2 between Δvi′ and b
!

2 will be smallest after data
hiding, and the secret data can be extracted by finding
the smallest angle.

Figure 6 shows the changes of angles θsw between predic-

tion error Δvi′of 100 vertices and direction vector b
!

sw
corre-

sponding to secret data sw before and after data embedding
when the shared parameter is 3. The result shows that the
angle will become smaller after data embedding.

In addition, a large embedding key will make 3D model
disturbed obviously. Hence, the embedding key will be
discussed specifically in Section 4 to balance the distortion
of the directly decrypted model and the accuracy of data
extraction.

3.4. Data Extraction and Model Recovery. After receiving the
encrypted model with secret data, receiver can decrypt 3D
model with private key λ and obtain the directly decrypted
3D model. The decryption of 3D model is as follows.

vi,j″ =D ci,j′
h i

=
L ci,j′

� �λ
mod N2


 �
L gλ mod N2� � mod N: ð30Þ

The directly decrypted 3Dmodel is similar to the original
model because only the coordinates of some vertices are
modified slightly during data embedding.

After decrypting 3D model, all vertices are first classified
into the embedded set and the referenced set using the dyeing
algorithm. Secondly, prediction error of the vertex in embed-
ded set is computed and the mapping table is constructed
with the shared parameter n. Then, the angles between
prediction error and all direction vector are computed, and
the smallest angle θsw is selected, which is the angle between

Table 3: The effect of the embedding key and shared parameter on
bit error rate of data extraction.

n
φ

1 2 3 4 5 6

50 14.2% 17.3% 24.8% 33.5% 46.4% 46.7%

70 7.34% 9.12% 12.6% 23.4% 38.9% 38.9%

90 3.21% 4.25% 5.79% 16.5% 32.9% 32.9%

110 1.54% 2.25% 2.76% 10.8% 25.4% 25.5%

130 0.79% 1.22% 1.63% 6.86% 18.2% 18.3%

150 0.32% 0.63% 0.98% 4.25% 13.2% 13.3%

170 0.14% 0.26% 0.53% 2.84% 9.47% 9.47%

190 0.08% 0.11% 0.24% 1.77% 6.24% 6.25%

210 0.03% 0.05% 0.09% 1.25% 4.83% 4.83%

230 0.01% 0.02% 0.04% 0.84% 3.05% 3.06%

250 0 0 0 0.53% 2.24% 2.25%

270 0 0 0 0.32% 1.76% 1.76%

290 0 0 0 0.21% 1.43% 1.46%

210 0 0 0 0.15% 1.09% 1.09%

330 0 0 0 0.09% 0.79% 0.79%

350 0 0 0 0.04% 0.42% 0.42%
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Δvi′and b
!

sw
. At last, b

!
sw
can be obtained, and the correspond-

ing sw can be found by using the mapping table.
sw is converted into n bit wðw0,w1,⋯wn−1Þ by using

wi =
sw′
2i

$ %
mod 2, i = 0, 1, 2,⋯, n − 1: ð31Þ

After data extraction, the embedding key and direction
vector can be used to recovery the original 3Dmodel by using

vi′= vi″− φ ⋅ b
!
sw
: ð32Þ

4. Experiment Results and Discussion

The proposed method was implemented in Matlab 2016b
under Window 7. We implemented the following experiment
on 100 3Dmodels and calculated the average of 100 3Dmodels.
Figure 7 shows a group of experiment results of five 3Dmodels
in different parses. The phases from left to right are original 3D
model, encrypted 3D model, data-embedded 3D model,
directly decrypted 3Dmodel, and recovered 3Dmodel. Directly
decrypted 3D models have low distortion, and recovered 3D
models have high similarity compared to original 3D model.

The similarity of disturbed 3D models is evaluated by the
signal-to-noise ratio (SNR). The higher the SNR, the better
the imperceptibility after embedding watermark. SNR is
computed as
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Figure 10: (a) The effect of the embedding key and shared parameter on SNRD of decrypted model. (b) The effect of the embedding key and
shared parameter on SNRR of decrypted model.

(a) (b)

(c) (d)

Figure 11: Four decrypted models devil when n = 3, and φ changes from 90 to 150. (a) φ = 90, (b) φ = 110, (c) φ = 130, and (d) φ = 150.
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SNR = 10 lg
∑NV

i=1 vi,x − �vxð Þ2 + vi,y − �vy
� �2 + vi,z − �vzð Þ2

h i
∑NV

i=1 gi,x − vi,x
� �2 + gi,y − vi,y

� �2
+ gi,z − vi,z
� �2� 
 ,

ð33Þ

where �vx, �vy , �vz are the mean of vertex coordinates, viðvi,x,
vi,y, vi,zÞ are the original vertex coordinates, and giðgi,x, gi,y,
gi,zÞ are the coordinates of disturbed 3D model.

SNRD is used to evaluate the similarity of directly
decrypted models, and SNRR is used to evaluate the similarity
of recovered models. In addition, the bit error rate (BER) is
used to measure the error rate of data extraction. The lower
the BER, the higher the accuracy of data extraction.

4.1. Decimal Reservation Digits k. In order to observe the
effect of decimal reservation digits k on the quality of the
decrypted model and time cost, we changed the value of k
from 1 to 8 and perform encrypting and decrypting on 3D
models. As shown in Figure 8(a), k = 6 is a threshold, which
enables 3D models recovery losslessly or limits recovery

losslessly. Since the significant digits of vertex coordinates is
6, it is easy to cause permanent distortion if k < 6. The distor-
tion of directly decrypted model (SNRD) is calculated, which
is shown in Figure 8(b). The time cost of encryption and
decryption is related to the value k, which is shown in
Figure 8(c). In order to obtain high quality of decrypted
models and reduce the time cost, k is set to 4 in the next
experiment.

4.2. The Maximum of the Modulus Length D. D is the maxi-
mum of the modulus length of the prediction error. Due to
the spatial correlation of natural 3D model, the actual value
and its prediction value of the vertex coordinates are rela-
tively close. Hence, the modulus length of the prediction
error always is small. In order to calculate the range of the
prediction error, the experiment is performed on 40 3D
models. Figure 9 shows the maximum modulus length of
40 3D models. For all 3D models, it can be observed that all
maximum modulus lengths are less than 250. Hence, D is
set to 250 in the next experiment.

4.3. The Choice of the Embedding Key and the Shared
Parameter. According to Equation (13), the embedding key
φ directly affects the distortion of decrypted model. If φ is
large and satisfies Equation (27), secret data will be extracted
correctly, but the quality of 3D models will be decreased
obviously. If φ is small, the change of prediction error also
will be small, and the accuracy of data extraction will reduce.
However, there are several existing methods that can
improve the accuracy of data extraction, such as ECC code
and BCD code. Hence, in order to balance the accuracy of
data extraction and the decrypted model, the experiment is
carried out by select φ from 50 to 350 with the interval of 20.

(a) (b)

(c) (d)

Figure 12: Four decrypted models fairy when n changes from 1 to 4. (a) n = 1, φ = 110; (b) n = 2, φ = 110; (c) n = 3, φ = 110; and (d) n = 4,
φ = 170.

Table 4: The relationship between the number of the vertices and
SNRR .

Model Vertices D Embedding rate Error rate SNRD SNRR
Fairy 4252 205 83.7% 2.79% 18.43 34.79

Boss 10663 184 75.9% 2.54% 19.85 34.52

Devil 27872 169 77.8% 2.36% 21.32 35.16

Thing 110812 137 76.8% 2.88% 22.87 35.84

Lord 250343 118 77.4% 1.94% 24.16 35.32
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The larger the shared parameter, the greater the embed-
ding capacity. However, the larger the shared parameter leads
to that, more direction vectors are constructed, which affects
the accuracy of data extraction. The experiment is carried out
by selecting n from 1 to 6.

Table 3 shows the effect of the embedding key and shared
parameter on BER of data extraction. Figure 10(a) shows the
effect of the embedding key and shared parameter on SNRR
of decrypted model. Figure 10(b) shows the effect of the
embedding key and shared parameter on SNRD of decrypted
model. With the change of n from 1 to 4, there are corre-
sponding values of φ with high accuracy and low distortion.
When n = 1 and φ = 110, BER = 1:54%, SNRD = 22:13, and
SNRR = 37:63. When n = 2 and φ = 110, BER = 2:25%, SN
RD = 22:13, and SNRR = 35:83. When n = 3 and φ = 110,
BER = 2:76%, SNRD = 22:13, and SNRR = 35:12. When n =
4 and φ = 170, BER = 2:88%, SNRD = 17:28, and SNRR =
34:85. It is observed that the proposed method has high accu-
racy, high embedding capacity, and low distortion when n
= 3 and φ = 110.

Figure 11 shows decrypted models when n = 3, and φ
changes from 90 to 150. Figure 12 shows decrypted model
when n changes from 1 to 4.

4.4. The Effect of the Number of the Vertices on SNRR. Table 4
shows the relationship between the number of the vertices
and SNRR. If a 3D model has a large number of vertices, then
the distance between the adjacent vertices will become small,
which makes 3D model has a small D. In addition, D directly
influence SNRR because of the relationship between D and ϕ.
Hence, if a 3D model has more vertices, then the value of
SNRR will be small, which means that the decrypted model
has low distortion.

4.5. Performance Comparison. In order to show the perfor-
mance of the proposed method, we compare the proposed
method with the existing method in [26] and in [28], as
shown in Table 5. Compared with method in [26], the
proposed method has three times the capacity and lower dis-
tortion than method in [26]. Moreover, the proposed has a
lower BER, which can be reduced to zero by making the
embedding key satisfy Equation (27).

Compared to method in [28], the embedding capacity of
the proposed method is smaller. However, since several bits
can be mapped to a direction vector using the mapping table,
the capacity can be improved by embedding several bits into
a vertex. Hence, the proposed method has a higher embed-
ding capacity.

In the proposed method, the distortion and the accuracy
can be adjusted by using the embedding key. When the
embedding key is 110, 3D models after data hiding has lower
distortion. When the embedding key is 250, the BER of data
extraction can be reduced to zero. In addition, the distortion
will increase as the embedding key increases, the BER will
decrease as the embedding key decreases.

5. Conclusion

The method is proposed to preserve privacy and protect
copyright of 3D models. Moreover, the proposed method
has very good potential for practical applications since the
directly decrypted models have lower distortion than the
original models. Original 3D model is preprocessed, and
the vertex of 3D model is encrypted by using Paillier crypto-
system. In the cloud, the dyeing method is designed to clas-
sify all vertices into the embedded set and the referenced
set. After that, secret data is embedded by expanding direc-
tion of prediction error with direction vector. The prediction
error of the vertex in the embedded set is computed by using
the referenced set, and the direction vector is obtained
according to the mapping table. Secret data can be extracted
by comparing the angle between the direction of prediction
error and direction vector, and the original model can be
restored using the referenced set. The proposed method is
efficient to protect copyright of 3D models in the cloud when
the cloud administrator does not know the content of the 3D
models. Moreover, the proposed has higher capacity and
lower distortion than the existing methods.

For the future work of RDH-ED method, we will investi-
gate the following two possible research directions. (1)
Extracting information from plaintext is expanded to extract-
ing from plaintext and ciphertext. (2) Further improve the
similarity between the directly decrypted model and the
original model.
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Table 5: The performance of the proposed method compared with the existing method.

Methods Embedding key BER SNRD SNRR Capacity (bpv)

The proposed method
φ = 110 2.76% 22.13 35.12 0.872

φ = 250 0 15.24 ∞ 0.872

Method in [26] 4.22% 5.35 31.97 0.369

Method in [28] 0 30.08 ∞ 0.396
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In recent years, the frequent outbreak of information security incidents caused by information security vulnerabilities has brought
huge losses to countries and enterprises. Therefore, the research related to information security vulnerability has attracted many
scholars, especially the research on the identification of information security vulnerabilities. Although some organizations have
established information description databases for information security vulnerabilities, the differences in their descriptions and
understandings of vulnerabilities have increased the difficulty of information security precautions. This paper studies the
construction of a security vulnerability identification system, summarizes the system requirements, and establishes a
vulnerability text classifier based on machine learning. It introduces the word segmentation, feature extraction, classification,
and verification processing of vulnerability description text. The contribution of this paper is mainly in two aspects: One is to
standardize the unified description of vulnerability information, which lays a solid foundation for vulnerability analysis. The
other is to explore the research methods of a vulnerability identification system for information security and establish a
vulnerability text classifier based on machine learning, which can provide reference for the research of similar systems in the future.

1. Introduction

With the rapid development of the Internet, various applica-
tions and information systems based on the Internet bring
convenience and efficiency to individuals and enterprises. At
the same time, it also brings a lot of information security prob-
lems [1]. According to a report released by the National Com-
puter Virus Emergency Response Center of China, a total of
7,478,639 viruses were found inDecember 2018, and themain
transmission routes of the virus were a phishing website, Tro-
jan virus, and information security vulnerabilities [2]. In
essence, information security refers to the defects of software.
Once these defects are found and used by attackers, it is very
easy to cause information theft and leakage and system dam-
age, which often leads to huge losses [3]. For example, spectre
and meltdown hacks attack behavior caused by CPU chip
vulnerability [4], which involvesmany smartphones, personal
computers, and servers [5]. As an important guarantee for the
stable operation of the system, information security covers a

wide range of security protocols, such as SSH, SSL, and set
[6], and network security authentication mechanisms such
as digital authentication, digital signature, digital time stamp,
and computer security operating system [7]. Because the
software itself inevitably has defects, it causes security vulner-
abilities. How to detect and prevent security vulnerabilities
has always been one of the research hotspots in the field of
information security.

In recent years, countries all over the world pay more and
more attention to security vulnerabilities. A large number of
security vulnerabilities have been found, whichmakes vulner-
ability management face many problems to be solved, such as
the judgment and processing of vulnerability redundant data.
The direct manifestation is that although there are many
vulnerabilities, these vulnerabilities have the same character-
istics and should be classified as similar vulnerabilities. How-
ever, the lack of a unified vulnerability identification rule
makes the above vulnerabilities exist in the vulnerability data-
base and causes vulnerability redundancy. In addition, the
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correlation analysis of vulnerability, description, and identifi-
cation of vulnerabilities are important contents in vulnerabil-
ity management, which is very important for the construction
of information security.

The remaining parts of this article are organized as
follows: In Section 2, literature review is introduced. In Sec-
tion 3, the vulnerability classification and machine learning
method are shown. In Section 4, the system framework and
design are introduced. In Section 5, the key technologies of
TextRank keyword extraction and attribute extraction based
on frequency are shown. Section 6 is the conclusion and
discussion of this article.

2. Literature Review

2.1. Vulnerability Library and Detection Technology. At
present, some security service organizations around the
world have established their own vulnerability libraries.
Common network vulnerability libraries mainly include
CVE (Common Vulnerabilities and Exposures), NVD (US
National Vulnerability Database), and CNVD (China
National Vulnerability Database) [8]. Among them, each
CVE vulnerability has a unique name corresponding to the
CVE dictionary, which helps users distinguish vulnerabilities
from vulnerability databases and detection tools [9]. If the
vulnerability in the information security monitoring report
belongs to a vulnerability in the CVE database table, then
the corresponding patch solution can be obtained through
the vulnerability name to solve the information security prob-
lem in time. For example, a CVE vulnerability number is
CVE-2008-1046. NVD refers to the United States National
Vulnerability Database [10]; its description of vulnerabilities
includes 15 attributes such as vulnerability number, release
date, vulnerability description, hazard type, attack path, and
vulnerability type. It is widely used in global information secu-
rity vulnerability services. CNVD isChina’s national informa-
tion security vulnerability sharing platform. As China’s
official vulnerability release and security early warning plat-
form, it plays an important role in the basic service of China’s
information security. The number of vulnerabilities released
by it is CNVD-2019-0282. In addition, some security protec-
tion companies in China have also invested in the construc-
tion of vulnerability information resource libraries, such as
the sky mirror vulnerability information resource library,
which is a resource library for the announcement and protec-
tion of computer security vulnerabilities established by the
company. It collected a variety of vulnerabilities and protec-
tion tools to provide users with vulnerability detection, patch-
ing, and attack verification, which improved the level of
forensics and verification [11].

From the perspective of time, information security
vulnerabilities often show the characteristics of the time life
cycle. It will go through the process of creating and dying
out of vulnerabilities. In the above process, the vulnerability
presents phase characteristics. For this reason, some scholars
divide the characteristics of information security vulnerabil-
ities according to time, such as 0-day vulnerability and 1-day
vulnerability [12]. In the research of vulnerability technology,
more representative technologies mainly include APT detec-

tion technology, big data-based network vulnerability scan-
ning technology, clustered vulnerability analysis technology,
and intelligent vulnerability mining technology. At present,
network security vulnerability detection systems include both
paid commercial systems and open-source free leak scan sys-
tems, such as 360 security guards inChina,Norton, Avast, and
IBM Rational AppScan. APT detection and defense are an
important content of information security. Chinese scholars
have conducted research on user behavior and network traffic
and applied social engineering to propose a baseline-based
APT detection, which has traced and confirmed the APT
attack [13]. Some scholars have proposed a method for
predicting intrusion detection events based on APT and the
functional configuration of the method, and they imple-
mented a prediction model based on intrusion detection
events through testing at the stages of learning, prediction,
and evaluation [14]. With the gradual increase in software
types and the development of information technology, it will
become a trend to conduct large-scale vulnerability detection
based on big data, artificial intelligence, andmachine learning
technologies in the future.

2.2. Review of Machine Learning in Network Security. In
recent years, with the development of big data and artificial
intelligence technology, recognition based on machine learn-
ing has been widely used in data analysis. In essence, machine
learning is to simulate human learning behavior through
computers. Experience is used as input, through continuous
learning and iteration to train and build learning behavior
models, so as to meet human-like standards for identification
and prediction [15]. The common algorithms of machine
learning include a regression algorithm, association rule,
support vector machine, clustering algorithm, decision tree
algorithm, artificial neural network, and deep learning. Some
scholars have analyzed and compared the application tech-
nologies of machine learning in software defect finding, mali-
cious code detection, and intrusion detection, including
linear discriminant analysis, decision tree analysis, multiple
linear regression, rough set, support vector machine, and
artificial neural network [16].

The application of a machine learning algorithm in
network security includes security intrusion detection, spam
detection, and domain name detection [17]. For example,
through the use of a random forest algorithm and SVM
support vector machine algorithm, the Chinese scholars take
the KDD Cup 99 data set as the sample for intrusion detec-
tion simulation analysis and get the data of the above algo-
rithm on the false alarm rate, training time, model memory
occupation, and unknown attack detection ability, as well as
the advantages and disadvantages of each algorithm [18].
Some scholars useWeka and RapidMiner to evaluate the per-
formance of a machine learning algorithm for spam detection
on Twitter [19]. Their research results provide a reference for
antispam. For better monitoring, some scholars put forward
the MLH-IDS machine learning framework, which consists
of three layers: supervised learning layer, unsupervised
learning layer, and outlier detection layer. The advantages of
different machine learning methods are comprehensively
described, so that the framework can show more flexibility
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and good performance [20]. In addition, some scholars
layered the data, combined the SVM support vector machine
and the ELM algorithm, and built a multilayer hybrid intru-
sion detectionmodel. Themodel was tested on the KDCUP99
data set and achieved an accuracy of 95.75% [21].

3. Theory and Technology

3.1. Vulnerability Classification. Vulnerability classification
refers to the classification of vulnerabilities. From the perspec-
tive of mathematical thinking, the vulnerability classification
process is a mapping process. It classifies vulnerabilities that
need to be classified into existing vulnerability categories
according to a certainmapping relationship. The vulnerability
category refers to the type of vulnerability, which is divided
into categories based on attributes such as the cause of the
vulnerability, the scope of action, the technology used, and
the location characteristics.

There are many forms of information security vulnerabil-
ity and its deformation. Therefore, many countries have estab-
lished a special information security vulnerability database. As
an important force of information security maintenance in the
century, China has established the China National Vulnerabil-
ity Database of Information Security (CNNVD), which com-
prehensively describes the classification of vulnerabilities. It
mainly includes general vulnerability, event vulnerability,
and public vulnerability. Specifically, it divides vulnerabilities
into 26 categories, including configuration errors, input
verification, code problems, and SQL injection. A sample of
vulnerability types is shown in Figure 1 [22].

It can be seen from Figure 1 that the first level of vulner-
ability is divided into three major categories, namely, config-
uration errors, code problems, and insufficient information.
Among them, the code problem category can be divided into
sublevel categories. In the above vulnerabilities, configura-
tion error vulnerability refers to the vulnerability in the
process of software configuration, which is caused by unrea-
sonable configuration in the use of the software.

3.2. Machine Learning. Machine learning, literally, means to
provide some data to personal computers, servers, and other
machines and let them learn and find out the logic of data
through mathematical modeling and self-iterative method,
and then, it can automatically complete prediction, classifica-
tion, and recognition once it faced similar data. At present,
machine learning has been widely used in pattern recogni-
tion, visual visualization, and network intrusion detection
and other fields [23]. From the perspective of the application
of machine learning, it can be divided into five categories:
supervised learning, semisupervised learning, unsupervised
learning, transfer learning, and reinforcement learning [24].
The complete process of machine learning consists of busi-
ness understanding, data collection, data preprocessing, data
modeling, and model evaluation [25]. Among them, business
understanding refers to understanding the needs and back-
ground knowledge of the task before performing the task of
machine learning. The data collection mainly includes the
collection and storage of the original data, which is the pre-
mise of follow-up work and provides the basis for future

work. Data preprocessing is to clean and transform the orig-
inal data, which is a very important process in machine learn-
ing. In this process, effective information needs to be
extracted as much as possible to prepare for subsequent
modeling. Data modeling refers to the establishment of a data
model by machine learning methods such as supervised
learning, unsupervised learning, and reinforcement learning.
The classic supervised learning algorithms include artificial
neural networks, naive Bayes, and decision tree analysis,
and the classical unsupervised learning algorithms include
clustering and dimension reduction. Model evaluation refers
to the use of some relevant methods and indicators to evalu-
ate the advantages and disadvantages of the model obtained
by a machine learning algorithm, and its common evaluation
indexes include precision, recall, F-value, and accuracy.

SVM (support vector machine) is a typical algorithm in
machine learning. Its core idea is to find the most suitable
separation hypersurface in the sample space, which can
distinguish the samples significantly. Common forms of
SVM include linear separable, linear support, and nonlinear
support vector machines. Among them, the linear regression
of SVM is expressed as follows.

Set the sample set as ðy1, x1Þ,⋯, ðyl, xlÞ, x ∈ Rn, y ∈ R, and
use a linear equation to represent the regression function.

f xð Þ = ωTφ xð Þ + b: ð1Þ

The essence of formula (1) can be regarded as a con-
strained optimization problem, and its expression is as follows.

φ ω, ξ, bð Þ = 1
2 ωj j2 + C 〠

l

i=1
ξi + 〠

l

i=1
ξi
∗

 !
: ð2Þ

In formula (2), C refers to the penalty factor and ξ and ξ∗

represent the upper and lower limits of the relaxation variable,
respectively. Formula (2) is solved by the Lagrangian con-
straint equation, which is shown as follows.
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In formula (3), φðxÞ is a kernel function. If φðxiÞφðxjÞ
= xixj, then it represents a linear support vector machine;
otherwise, it is a nonlinear support vector machine. The
solution expressions of the sum of the coefficients to be
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determined, the regression coefficients, and the constant
terms are as follows.

ω
‐ = 〠

l

i=1
αi − α∗ið Þxi,

�b = −
1
2ω

‐
xr + xs½ �:

ð4Þ

In a kernel function, the Gaussian kernel is widely used.
It is also called radial basis kernel (RBF kernel), and its
expression is as follows:

φ xið Þφ xj
� �

= exp −
xi − xj
�� ��2

2r2

 !
: ð5Þ

In formula (5), r refers to the variance of the Gaussian
function in the Gaussian kernel function.

4. System Design

4.1. System Design Objectives. A security vulnerability identi-
fication system is an important part of information security
construction. The design of the system based on machine
learning is of great significance for timely and accurate deter-
mination of a vulnerability category and hazard level and
provision of a complete data source for researchers. On the
basis of full investigation, the principles of system objective
design are as follows.

(1) The system needs to follow the principles of flexibility
and scalability. It should have good scalability and
meet the needs of future upgrades

(2) The system needs to follow the principle of adaptabil-
ity, and it should have environmental adaptability

and consider the needs of users in order to adapt to
various user operations

(3) The system should have the function of authority
grading. In the system, the access control rights of
users with different permission levels are different,
and it is necessary to strictly control the user’s rights
of adding, deleting, modifying, and searching

(4) The system should follow the stability principle and
consider the safety and stability of operation. It
should have corresponding measures in antivirus
attack, data backup, and data recovery

(5) The system design should follow the principle of
modularization and divide the function of the system
reasonably. For example, it has the data preprocess-
ing module, which is responsible for cleaning the
dirty data and processing the distorted data or inte-
grated data. It has the function of vulnerability rule
management, which is responsible for the addition,
deletion, modification, and query of rules. It has the
function of vulnerability data identification and
classification

4.2. System Requirement Analysis. The purpose of the
security vulnerability identification system is to integrate
and uniformly manage the data and information of various
vulnerability databases. It can collect, summarize, and dis-
play vulnerability data. After investigation and analysis of
the current situation, the requirements of the security vulner-
ability identification system are summarized as follows.

4.2.1. Requirements for Establishing a Unified Vulnerability
Database Description. A vulnerability knowledge database is
an important accumulation of current vulnerability knowl-
edge in the field of network security. For different vulnerability
databases, there may be the same vulnerability information,

Vulnerability
types

Configuration
error

Code
problem

Insufficient
information

Input
validation

Information
leakage

Safety
features

Digital error

Buffer error

Injection

SQL
injection

Code
injection

Command
injection

Authorization
problem

Encryption
problem

Insufficient
verification

of data
reliability

Website
request
forgery

Figure 1: Sample of vulnerability types.

4 Journal of Sensors



but the rules of the vulnerability number are all customized,
which increases the difficulty of vulnerability knowledge man-
agement. There are many security vulnerability databases
domestically and internationally such as vulnerability data-
bases of CVE, CNNVD, and CNVD. Different security vulner-
ability databases have different naming and numbering rules.
For example, the typical numbering method of CVE vulnera-
bility databases is “cve-2014-4664,” which is a vulnerability
number. Therefore, the current main numbering rule is
vulnerability database name plus discovery year plus vulnera-
bility sequence number. Another example is a vulnerability
identified as “cnvd-2017-17486” in the CNVD vulnerability
database. This vulnerability belongs to buffer overflow vulner-
ability, which occurs in basic applications such as a database
and causes database service interruption. The scope and harm
of this vulnerability will be relatively wide. However, the vul-
nerability “cnvd-2017-17486” was found by a company in
China. There is no corresponding vulnerability number in
CVE. In order to better conduct vulnerability analysis, it is
necessary to form a relatively unified vulnerability database.

4.2.2. Requirements for Data Quality. Because data analysis is
based on a single data set, when there is data from multiple
data sets, a unified preprocessing of the multiple data is
required to improve the quality of the data so that the subse-
quent analysis can be better performed [28]. In order to
improve the data quality, this paper establishes the identifica-
tion management and rule-making. After the original data is
obtained, the original data needs to be effectively sorted out
according to the identification before it can be used for
subsequent analysis. Usually, the first step is to standardize
the data. Since the data processing is based on the identifica-
tion data, the efficiency of data analysis and data tracing can
be greatly improved.

At the same time, in order to improve the comprehensive
utilization efficiency of all kinds of data, it is necessary to
collect, process, and integrate the data of different data pro-
viders. In this paper, the open interface is used to manage
the vulnerability rules, and the collected data is sorted into
preprocessing data according to the specified format. The
system takes identification rules as an important process of
basic data processing and provides services for rule manage-
ment, data analysis, and presentation of vulnerabilities, so as
to realize centralized control and analysis of various data,
especially to control data duplication and distortion and
improve data quality.

4.3. System Framework. According to the requirements of the
system, the system is divided into four layers: business
presentation layer, application system layer, application
support layer, and data resource layer. The system frame-
work is shown in Figure 2.

The business presentation layer displays the business
functions of each application management module according
to the position and authority of the login personnel, such as
the authority of adding, deleting, modifying, and querying
the rule management function module.

The application system layer mainly relies on the various
services provided by the application support layer and pro-

vides users with application software modules of the
vulnerability security system according to the actual needs,
including rule management, task management, data process-
ing, result query, and data display functions.

The application support layer completes the interface
services and management services related to system func-
tions, including unified data interface, message middleware,
distributed storage management, and security log audit, as
well as various basic information online query and compre-
hensive query services and comprehensive analysis services.

The data resource layer encapsulates the data-related
content, including text file, Excel file, XML file, and JSON file.

5. Key Technologies

5.1. TextRankKeyword Extraction. In the research of text clas-
sification, the support vector machine algorithm has good
generalization ability, and it has a significant effect on small
sample nonlinear classification. Therefore, this paper uses a
support vector machine to achieve text classification. The
process of text classification is complicated, mainly including
text preprocessing, feature selection, classifier selection, and
performance evaluation, which is shown in Figure 3.

It can be seen from Figure 3 that the process of classifying
vulnerability description is as follows: firstly, text preprocess-
ing is carried out for training data, including text segmenta-
tion, and a text model is used for characterization after
removing stop words with little classification significance
such as punctuation marks and characteristic characters;
then, feature selection is carried out for the text model and
features matching weight are selected, and then, a classifica-
tion model is constructed and use the test data set to evaluate
the performance of the classification model. If it meets the
requirements, the classifier is selected for text classification.
For example, the following vulnerability description infor-
mation is classified and implemented as shown in Figure 4.

After the segmentation, the interjections, auxiliary verbs,
and conjunctions are removed, and then, the characteristic
words such as “SQL, database, deception, server, and malice”
are selected for model training and output. In SVM classifica-
tion, the choice of penalty parameter C and kernel parameter
g is closely related to the performance of the SVM classifier.
They control the empirical risk and VC confidence, respec-
tively. In this study, the penalty parameter C = 80:1532 and
kernel parameter g = 0:23 are obtained by continuous opti-
mization of the kernel function.

TextRank’s idea of keyword extraction is based on
PageRank’s idea. PageRank, as its name implies, ranks the
importance of web pages. Its core idea has two main points.
One is that if a web page has a large number of links with
other web pages, it means that the importance of this web
page is relatively high, and its PageRank value is relatively
large; the other is that if a web page with a large PageRank
value is compared with another page that has links, the
PageRank value of the page connected with this large PageR-
ank value will be increased accordingly. The advantage of
PageRank is that the PageRank value of all its pages can be
calculated statistically offline, but it also has the disadvantage
that the old PageRank value is higher than the new one.
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Because the keywords of text are similar to those of web
pages, PageRank can be used to extract the keywords of text
by modifying it to TextRank. The calculation of the TextRank
value is as follows.

V Wkð Þ = 1 − dð Þ + d ∗ 〠
Wj∈I Wkð Þ

link Wk,Wj

� �
∑Wt∈O Wjð Þlink Wt ,Wj

� �V Wj

� �
:

ð6Þ

In formula (6), VðWkÞ is the importance value of
keywords, linkðWk,WjÞ is the connection between words, I
ðWkÞ is the word set of word Wk, OðWjÞ is the word set of
word Wj, and the damping factor D is 0.85. For example,
the description of CNNVD information security vulnerabil-
ity no. is cnnvd-201905-408. “There is a vulnerability in
Microsoft Windows with security features. The vulnerability
is due to the lack of authentication, access control, rights
management, and other security measures in the network
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system or product.”After word segmentation, we get “Micro-
soft Windows / presence / security / feature / problem / vul-
nerability / network system / lack / authentication / access /
control / authority / management / security measures.” Then,
we extract keywords and filter them according to the part of
speech. The sliding window span is 5 and 7. The evaluation
results are shown in Table 1.

In Table 1, precision refers to the actual positive data
among all predicted positive data, which describes whether
the prediction is accurate. Recall rate refers to the probability
that all the real positive data are detected as positive exam-
ples, which represents the degree of integrity of all positive
data. F1-measure combines the above two indexes of preci-
sion and recall, which represents the performance of classifi-
cation. If the F1-measure value is higher, the performance of
the classifier will be better.

5.2. Attribute Extraction Based on Frequency. Frequency-
based attribute extraction is to identify and extract entity
attribute information by making statistics of word frequency
in vulnerability description text. Firstly, the middle noun of
the comment sentence is identified by a POS tagger. The
starting point of this idea is that the words with high fre-
quency are important attribute words. Therefore, low-
frequency words are usually not regarded as important
words, and frequently occurring phrases are often important
naming entities in this field.

The basic assumption of this method is that there are
many text description information of vulnerability, and it is
aimed at the same vulnerability, such as SQL injection. For
example, a mutual information (PMI) score was used to cal-
culate candidate phrases and entity classes with a “part whole

relationship,” in which the calculation formula of PMI is as
follows.

PMI x, yð Þ = h a ∩ dð Þ
h að Þh dð Þ , ð7Þ

In the above formula, a is the candidate attribute word
identified by the word frequency statistical method, D is the
indicator word, and the search engine calculates the fre-
quency information of word occurrence and cooccurrence.
When the PMI value is too small, it means that a and D will
not coexist frequently, which may not be a component.

For example, for CNNVD (China National Information
Security Vulnerability Database) information security
vulnerability description numbered cnnvd-201903-843, the
word frequency is extracted. The extraction results of the first
16 words are shown in Table 2. The weight in the table is
calculated based on the vulnerability description information
and the existing records in the database.

Network management includes two aspects: network
equipment management and network performance manage-
ment. Network equipment management requires remote
management and maintenance through the monitoring and
parameter adjustment of the primary operation of the equip-
ment to ensure the availability and safety of the network; net-
work performance management ensures the reliability and
efficiency of the network and optimizes the quality of the
network through the monitoring and adjustment of various
performance indicators. In order to achieve a unified and
efficient management, it is necessary to conduct a compre-
hensive analysis of the problems in the whole system and
analyze the network events together with the system,
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Figure 4: Examples of text segmentation.
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database, and application events, so as to analyze the root
causes of the problems. It can easily manage the switching
network through the graphical interface, including remote
monitoring, management and configuration of equipment,
division and configuration of VLAN, and monitoring of
network traffic.

6. Conclusion and Discussion

Firstly, this paper introduces the research status of informa-
tion security vulnerability and machine learning identifica-
tion domestically and internationally, including NVD in the
United States, CNVD of the national information security
vulnerability sharing platform in China, and detection sys-
tem of network security vulnerability and the application of
machine learning in network security, and then expounds
the related concepts and technologies of information security
vulnerability identification, including vulnerability types, text
classification, and machine learning algorithm. Then, it
analyzes the requirements of a vulnerability identification
system, including the identification model, system require-
ments, and functional requirements, and introduces the
design of a security vulnerability identification system,
including the overall framework design, functional module
design, database design, error tolerant security design, and
text classification design based on the above design; it gives
the information security vulnerability. The system imple-
mentation of the identification system and the key technolo-
gies of vulnerability text classification are introduced.

With the continuous advancement of network informati-
zation, information security vulnerability identification will
face greater challenges. The article has carried out some
exploration and research on the security vulnerability identi-
fication system. Future research work can be improved from
the following aspects. (1) The description of vulnerability text
features can be improved. Since vulnerability text feature
description is the basis of information security vulnerability
identification, whether its representation is universal and
accurate is critical to the security vulnerability identification
system. Therefore, in-depth research will be conducted in
the future on the characteristics of the vulnerability text so
as to be able to filter out more accurate text feature items
and improve the recognition accuracy and efficiency. (2)
The design and implementation of the classifier can be
improved. Feature selection is a key content in the text clas-
sification process, and the quality of the selection often
directly determines the final classification result. Therefore,
in addition to using common feature algorithms, some new
algorithms and combination algorithms can also be tried,
such as applying deep learning to the implementation of clas-
sifiers or combining multiple algorithms [26] so as to extract
more accurately and efficiently and identify the characteris-
tics of the vulnerability text.
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