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Blockchain has become an irresistible disruptive technology with the potential to innovate businesses. Ignoring it may in itself
result in a competitive disadvantage for organisations. Except for its original financial application of cryptocurrency, more
applications are being proposed, the most common being supply chain management and e-voting systems. However, less focus is
made on information and cybersecurity applications of blockchain, especially from the enterprise perspective. +is paper ad-
dresses this knowledge gap by exploring blockchain as a use case for identity management in the context of an organisation. +e
paper gives a comprehensive background aiming at understanding the topic, including understanding whether claims made
around it, especially blockchain’s potential to address identity management challenges, are based on facts or just a result of hype.
Meta-synthesis was used as a research methodology to summarise the 69 papers selected qualitatively from reputed academic
sources. +e general trend shows theoretical evidence supporting some of the claims made but not necessarily friendly to the
enterprise context. +e study reveals a promising but immature state of blockchain, consequently questioning whether adopting
blockchain-based distributed identity management in organisations is fully practical. A research model called TOE-BDIDM is
proposed to guide further investigation.

1. Introduction

“Issues related to data integrity are most acute, as data
tampering can have a huge impact on mission-critical
services that depend upon reliable data” [1]. One of the
fundamental steps in enforcing data integrity is safeguarding
the digital system (such as a network, a website, a database,
and an application) using the data through effective iden-
tification and authentication management. In this way, only
authorised people can access the system and potentially use
the data. Yet data breaches and their consequences are still
occurring, making current IDM systems to some extend
questionable [2]. For example, a Serianu report revealed that
Africa has one of the highest cybercrimes and financial losses
[3]. +e IBM 2019 Cost of a Data Breach Study reported an
increase in the average cost of a data breach in South Africa,
by 12% from 2018 to 2019 [4].

Meanwhile, several claims are increasingly made about
the potential of blockchain to provide a way forward in
managing digital identities. Some studies claim that (i)
“Blockchain solutions for cybersecurity could represent a
paradigm shift in how data manipulation will be defended by
creating a trusted system in a trustless environment” and
that (ii) “Blockchain could address cybersecurity challenges
such as Identity management” [1]. Others claim that (iii)
blockchain systems have “arguably no single point of failure
vulnerability” [5] and that (iv) blockchain identities are
privacy-preserving and (v) “give back to users their power
over their data” [6]. Further claims suggest that (vi) cen-
tralised IDM systems are “subject to different problems and
threats such as data breaches” [7], hence should (vii) evolve
to possess distributed, disintermediated and secure capa-
bilities [1]. +erefore, it was worthwhile to explore block-
chain as a use case for IDM in organisations.
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+is study explores how practical adopting blockchain-
based distributed identity management (BDIDM) is from
the organisational perspective, providing a comprehensive
background to understand the topic. +is includes under-
standing whether claims about blockchain concerning IDM,
especially blockchain potential to address IDM challenges,
are based on facts or merely a result of hype. Because there is
so much ambiguity around blockchain topics, “their true
nature is often obscured by marketing and hype” [8]. Before
reporting the review results, the following section will dis-
cuss the methodology followed to execute the research.

2. Methodology

+is explorative study followed a “qualitative meta-aggre-
gation and meta-summary” research methodology called
meta-synthesis. +e latter seeks to summarise and “distil
information to draw conclusions” [9] while creating “refined
meanings, exploratory theories and new concepts.” It is
rooted in an interpretive approach and aims to “rigorously
synthesize qualitative research findings” to produce gen-
eralisable knowledge [10].

+is study opted for a realist meta-synthesis by combining
positive and interpretive approaches to overcome their re-
spective limitations, including all types of studies: quantita-
tive, qualitative, empirical, conceptual, and review.+is realist
meta-synthesis shared some similarities with a systematic
review, predefining most of the rules followed during the
review process [11]. +e main difference with a systematic
review was that the review process was repeated several times
to mature the review scope and satisfy the richness re-
quirement of a qualitative study. Meta-analysis was not
suitable because it is linear, typically analyses findings across
quantitative studies “to identify statistically significant results”
[9], and tends to prioritise objectivity over richness [10]. +e
predefined rules in this review were the review scope, data
location (databases), search terms, selection criteria, exclusion
criteria, and techniques and procedures of analysis and
synthesis. +e initial phase consisted of framing the review
exercise, determining the scope of the review.

2.1. Framing the Review Exercise. Scoping meta-synthesis is
still a debate, with some views advocating for “a narrower,
more precise approach” and the others advocating for “a
broader, more inclusive stance” [10]. Since this review
follows the realism philosophy, it considered a pragmatic
approach by having the scope dictated by the themes that
made up the topic and having it refined as needed to mature.
After several refinements, the final scope retained four main
themes (MT) that were further broken down into sub-
themes. Two main themes represent the fundamental
concepts of the topic (MT1: “identity management” and
MT2: “blockchain technology”), and the two represent the
interrelationships between them (MT3: “enterprise per-
spective of BDIDM and implementation proposals” and
MT4: “related theories”).

2.2. Phases of the Review Exercise. Figure 1 shows that the
review exercise consisted of five phases repeated four times

over a year as new papers were published: December 2019,
March 2020, June 2020, and September 2020.+e review did
so to allow the maturity of the scope and accommodate the
topic’s relative newness at the time of writing. +ere was not
much written on the topic at the beginning of the research
process. +e review ended when the topic was saturated:
there was a repetition of what was already lent. +e main
requirements throughout the review process were to achieve
diversity when locating papers, inclusion when deciding
what to include, fairness when appraising studies, genu-
ineness when analysing studies, and richness and simplicity
when synthesising them.

Diversity in information sources was achieved by in-
cluding unusual sources such as reports, standards, and
theses, often inaccessible from common databases. +ere-
fore, in addition to those recommended for information
system studies (the five databases included in EBSCOhost),
the review considered other databases to accommodate the
technical side of the topic (IEEE and ACM) and generic ones
such as Google Scholar to boost diversity. Given the topic
complexity and high variance rate of its concepts, the search
terms were intentionally exhaustive to capture as much
information as necessary to cover the scope of the review. As
shown in Table 1 below, the search terms were derived from
the four main themes and used one at a time in each pre-
defined database. +is data retrieval technique is also called
“berrypicking of information” [10].

Inclusion was achieved by considering different types of
papers, from books to unpublished theses, as well as con-
sidering studies with “different methodological approaches”
since meta-synthesis embraces the challenging idea that
“multiple approaches can be synthesized” [10].+e remaining
selection criteria were simply based on common sense.

+e fairness of the results was ensured by assessing the
quality of individual studies using the ten basic claims by
Ngwenyama [12] as part of the appraisal phase. Some studies
often bypassed the appraisal stage, assuming that “the rigour
of individual studies is less important than the attempt to be
as inclusive as possible” [10]. After all, the review adopted a
centric approach that values both studies’ inclusion and
results’ fairness. In addition, the review assessed the validity
of the claims made about the topic using related theories.

+e originality of the findings was ensured by trying to
preserve the original meaning of the text of individual
studies while resisting, as much as possible, “the temptation
to force a fit in the interests of illustrating homogeneity,”
since “the links between studies may be reciprocal, com-
plementary or conflicting.” Originality also partially justified
the intense use of direct quotes. +e selected studies were
seriously reviewed to identify key ideas to aggregate and
draw common themes and concepts. +ese were then
“juxtaposed to identify homogeneity to note discordance
and dissonance” [10].

+e richness of the account was achieved by opting for a
narrative synthesis that “reflects the tension between con-
tradictory or alternative explanations if reciprocal translations
suggest a lack of congruence.” In this way, the synthesis
provides a comprehensive background necessary to under-
stand the links between concepts and the underlying debate
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around “enterprise BDIDM.” Eventually, the synthesis as a
“whole is greater than the sum of the constituent parts.” To
achieve simplicity while increasing comprehensibility, the
review used illustrations, images, and scenarios to simplify
complex concepts while using tables to summarise ideas
involving a considerable amount of information [10].

2.3. Description of the Sample. After completing several it-
erations of the five phases of the review exercise and sat-
urating the topic, the final number of selected papers came to
69 (excluding those supporting the research methodology).

Descriptive statistics (numbers, percentages, and charts)
summarised the sample based on the type of studies and year
of publication.+e pie chart on the left-hand side of Figure 2
indicates the type of distribution of the sample in percentage,
mainly made of 32 conference papers (46.4%), 25 journal
articles (36.2%), and 6 books (8.7%). +e scatter chart on the
right-hand side of Figure 2 indicates that approximately 84%
(59) of the 69 papers were published between 2017 and 2020.

Qualitative methods (thematical analysis) described the
sample from the perspective of the review scope. Figure 3
shows how each selected paper relates to the review scope of

1. Locating papers

Databases 
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-IEEE Xplore 
(Institute of 
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Electronics 
Engineers) 
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for Computing 
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Applied Sciences 
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2014 to 2020 
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theories)
- Full text,
- Relevance of title 
and abstracts.
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conference paper, 
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and conclusion. 
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Procedures & 
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- Read evry paper to 
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- Identify key claims 
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findings loosely to 
draw inferred themes 
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Requirement:
Genuineness

5. Sythesis 

Procedures & 
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- Repport the 
summaries 
narativally, in 
paragraphe or in 
tables. 
- Structure the 
repport accordingly 
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Figure 1: Summary of the five phases of the review exercise.

Table 1: List of search terms.

Search terms
(i) (“Identity Management” OR “ÍDM” OR “Identity and Access Control” OR “IAM”) AND (issues OR challenges OR problems OR
vulnerabilities OR implementation)
(ii) (Blockchain OR distributed) AND (OR “Identity Management” OR “Identity Authentication” OR “Identity Proofing” OR IDM)
(iii) [Blockchain AND (identity OR ID)] AND (issues OR challenges OR weaknesses OR problem OR vulnerabilities)
(iv) [(Permissioned OR Permissionless) AND “Blockchain”] OR (“Public Blockchain” OR “Private Blockchain” OR “Open blockchain” OR
“federated blockchain”)
(v) “Adoption of blockchain” OR “blockchain adoption” OR “Blockchain ID adoption” OR “Distributed ID adoption”
(vi) (“Sigle point of failure” AND “Identity management” AND blockchain) OR [(central∗ OR distribut∗) AND (architecture OR system)]
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the 4 main themes broken down into subthemes (and leaves
themes where possible). It also reports the number of papers
retrieved per theme in bracket (n). In total, 26 papers felt
under MT2: “the blockchain technology” (22 for “review
studies” and 4 for “empirical studies” subthemes), 23 papers
under MT1: “identity management” (16 for “IDM chal-
lenges” and 7 for “IDM basics” subthemes), 14 papers under
MT3: “BDIDM implementation proposals” and “enterprise
perspective of BDIDM,” and 6 papers under MT4: “related
theories.”

3. Results and Discussion

+is section reports the review findings narratively. +e
review is structured in such a way to cover the main themes
within the review scope, as shown in Figure 3. MT1 relates to
IDM fundamentals, IDM challenges that need to be
addressed and the evolution of IDMmodels to address IDM
challenges. MT2 concerns blockchain fundamentals, in-
cluding blockchain promoting and constraining factors.
MT3 discusses the practicality of BDIDM in organisations
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from different angles: concept, IDM model, blockchain
implementation, and ability to address IDM challenges.
MT4 assesses the validity of claims made about BDIDM
throughout the review and explains factors that impact
BDIDM adoption in organisations based on the technology-
organisation-environment theory.

+e following sections of the review gives the funda-
mentals of IDM and highlights some critical IDM challenges
needing to be addressed.

3.1. Identity Management (IDM). A digital identity is “a set
of claims made by one digital subject about itself or another
digital subject.” A digital subject is the digital illustration of
the defined individual, often referred to as an entity. A claim
is an assertion of propriety about a subject [13].

Technically, IDM consists of managingmatters related to
two fundamental information security principles: identifi-
cation and authentication. Identification and authentication
are vital first steps in controlling access to a digital system,
such as a corporate website, an application, a database, and
so on. On the one hand, identification proves that a user is
who they claim to be. As illustrated below, this is imperative
because access should only be granted to legitimate users
(authorisation). On the other hand, authentication proves
that a user acted on a system (accountability). Likewise, a
user should not be able to deny what they have done
(nonrepudiation or nondenial) [14].

Identification: “I am a user of this system”—here is my
username: “Alice”
Authentication: “I can prove I’m a user of this sys-
tem”—here is my password: “All#125gef”
Authorisation: “Here’s what I can do with the sys-
tem”—I can view and edit “Client_file.mdb”
Accountability: “You can track and monitor my use of
the system”—I cannot deny my actions [14]

An IDM system labels each entity with an identifier
(usually in a human-friendly format, for instance, a
meaningful string), providing a way for the entity to au-
thenticate (often by proving knowledge of some private
information, e.g., a password, phone number, PIN, bio-
metrics, etc.) and stores its relevant identity information on a
dedicated component (generally a server) [2].

3.2. 3e Criticality of Addressing IDM Challenges in
Organisations. IDM is a fundamental security control that
mitigates security breaches in organisations [14]. However,
IDM faces many challenges. +e most common are vul-
nerabilities in authentication methods, vulnerabilities in
system architecture, the imbalance between security and
privacy, credential reuse and weak credential, and the
pressure to achieve “secure cloud” and “secure IoT.”

3.2.1. Vulnerabilities in Authentication Methods.
Authentication is a principle of information security that
challenges the user to provide information that formally proves

that they are known by the system and thus may officially log
onto it. +at information, also called user credentials, can take
various forms, from passwords to biometrics, and can be
implemented as an authentication method [14].

Unfortunately, every authentication method has known
vulnerabilities and can be compromised. Knowledge-based
methods like passwords and PIN are vulnerable to guessing
attacks such as dictionary, rainbow table, bruteforce, and so
on [14]. Moreover, users may experience difficulties in
matching their passwords to different accounts [15]. Smart/
magnetic cards can be lost or stolen. Hard biometrics, such
as finger/palm prints and retina/iris scans, are relatively
expensive to implement and invasive for users. In addition,
their effectiveness depends on their false-positive and false-
negative rates [16, 17]. Soft biometrics methods such as
signatures and typing patterns, as well as location-based
methods such as the Global Positioning System (GPS) and
Indoor Positioning System (IPS), are only secondary to
continuously verifying an authenticated user [18].

When users’ credentials are compromised, the security of
every system relying on them to authorise access is also
breached. “Strong authentication requires a minimum of two
authentication mechanisms drawn from two different au-
thentication factors” [14]. +erefore, codes of best practices in
information security, including the ISO/EIC and NIST, rec-
ommend the use of multifactor authentication (MFA) to es-
tablish “strong authentication and identity verification”
[19, 20]. However, despite the use of MFA, organisations are
still facing data breaches.+e literature increasingly emphasises
that another vital issue weakening IDM systems might be their
traditional centralised architecture [21, 22].

3.2.2. Vulnerabilities in the IDM System Architecture.
Centralised IDM embeds a critical vulnerability of single
point of failure (SPOF), as they use a central server to store
the identity data. When the server is compromised, identity
data is exposed, and the server may no longer be available
[22]. SPOF is a well-known theory in security risk man-
agement. It suggests that when a system’s overall func-
tionality depends on a single node, there is a high risk for the
whole system to collapse when that particular node fails.
Some studies suggest that “multicopy redundancy tech-
nology” [23] would mitigate the SPOF vulnerability and
achieve reliability and resilience in digital systems [24].
Redundancy involves having a duplicate copy of the data-
base on every node, generally known as distribution [25].
+at is why distributed systems, such as blockchains, have
“arguably no single point of failure vulnerability” [5].

In Figure 4, the left-hand side illustrates a distributed
system where all nodes are equal and play the provider and
consumer of services. If one node fails, the others can still
take over. +e right side illustrates a centralised system, such
as the client-server, where the server provides services for
clients to consume [25]. +e failure of the server knocks the
whole system down [22]. In a distributed system like
blockchain, “more than 50%” of nodes must be compro-
mised first to bring the entire system down, which is ex-
tremely difficult to achieve [5].
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3.2.3. Balance between Security and Privacy. +e ongoing
data breaches in organisations indicate the need to ensure
effective identity and access management systems [26].
Sometimes, organisations undermine privacy, since security
managers face a dilemma about user identity data. On the
one hand, organisations need to comply with their business
strategy seeking “user ownership,” which involves having
direct contact with and getting much information as possible
about their (potential) customers. On the other hand, se-
curity managers must protect users’ privacy in compliance
with government regulations such as POPIA in South Africa.
Users, of course, “want good services offered in convenient
ways” yet are very “concerned about infringements to their
privacy” [27].

An example of a “security and privacy conflicting”
business requirement is the Know Your Customer regula-
tion to verify clients’ identities in the banking industry. +is
mitigates the risks posed by malicious customers and “is part
of Anti Money Laundering initiatives” [28]. In this case,
centralised IDM might be dangerous for customers’ privacy
as it endorses total control of customers’ identity data to
banks. Customers must trust banks not to exploit this data
and “effectively protect it from external attacks” [2]. +is
issue verifies the theory of “the CIA triad,” an acronym for
three fundamental objectives of information security: con-
fidentiality, integrity, and availability.

Whitman and Mattord indicate that the CIA triad “has
been the standard for computer security in both industry
and government since the mainframe development” [14],
apparently formally established by Donn Parker in 1998.
+is theory suggests that the security and reliability of a
computer system depend on a balance between confiden-
tiality, integrity, and availability. Confidentiality prevents
unauthorised access to information; integrity prevents
unauthorised modification of information; and availability
ensures the information is always available to authorised
users [14]. However, another underlying requirement for a
digital system is privacy. Privacy prevents unauthorised
access to the personal data of employees, clients, partners,
and so on. Figure 5 illustrates a typical application of this
extended CIA as the Trust Service Framework (TSF), de-
veloped by Romney et al. [29] to guide the field of accounting
information systems. Just as a four-legged table cannot
balance if one leg is missing, the TSF suggests that security
without privacy is problematic.

3.2.4. Credential Reuse and Weak Credentials. +e Internet
has grown significantly. As a result, numerous online ser-
vices have forced users to have dozens of accounts with
specific online services they subscribe to, causing the burden
of matching every account with its credentials [14]. Users
have been reusing the same credentials on different services,
creating redundant security data [30]. In this way, when one
service is compromised, the security of all substantial ser-
vices relying on the same credential to authorise access is
also breached. Others use weak passwords, so they are easy
to remember, making it easier for imposters to guess.

Meanwhile, guessing engines known as bruteforce attacks
are getting more sophisticated, using high computation
power. In 2019, a hacker under the pseudonym “Tinker”
announced on Twitter that an open-source password re-
covery tool could crack an 8-character Windows NTLM
password hash in less than 2.5 hours.

3.2.5. “Secure Cloud” and “Secure IoT”. Initially, IDM sys-
tems were used to identify a living individual in a digital
system and involved authenticating them as a legitimate user
of the system [2]. Today, IDM systems need to identify and
authenticate not only individuals but also “things” such as
software, smartphone, robot, automobile, appliances, enter-
tainment devices, and so on—hence the origin of the so-called
IoT, an acronym for internet of things [31]. IoT has made
IDMmanagement even more complex than before due to the
many interconnected smart devices interacting with com-
puters and humans today. Since “the security of these devices
has not always been a primary concern” of their vendors, IoT
increases the possibility of security breaches [14].

Furthermore, secure and reliable IDM appears to be “the
greatest challenge facing cloud computing today” [32].
Although “accountability is the main construct and key
enabler of trust” in the cloud [33], “secure and reliable
management of identities” is proven “the greatest challenges
facing cloud computing today” [34]. Effective IDM in the
cloud is a “key area of cloud security” and is vital for its wide
adoption [35, 36], Still, traditional cloud-based identity and
access control systems follow a centralised approach, where
a cloud server acts as the central authority controlling access
to data in the cloud [37].

+e following subsection discusses the development of
IDM models and their attempts to address the above IDM
challenges over time.

3.3. Evolvement of IDM Models in Addressing IDM Chal-
lenges in Organisations. Traditional IDM systems imple-
ment a service-centric approach, also seen as an organisation-
centric approach, principally including centralised and fed-
erated IDMmodels. A new approach to IDM tends to be user-
centric, including the so-called self-sovereign identity (SSI)
and some types of federated identity [2]. Figure 6 illustrates
the contrast between the two approaches.

Figure 4: Distributed versus centralised system architecture
(adapted from [25]).
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3.3.1. Centralised IDM. Traditional IDM systems are “based
on central authorities” usually isolated from each other,
setting up silos of trust in such a way users “cannot sign on
across different domains” [7]. As a result, “users are forced to
rely on a different central service to manage their identity
data in each different domain” [2]. A user has an account
(username and password or biometrics) for every isolated
service. Although this is virtually perfect from the enterprise
perspective (since it gives an organisation complete control
over the use of “its” digital assets), it is “inefficient and
cumbersome for users (forcing them to remember many
different private authentication information)” [2]. Cen-
tralised IDM systems use protocols such as RADIUS and
Kerberos, providing authentication of both individuals and
applications on a dedicated server [38].

3.3.2. ID-as-a-Service. +e centralised cloud model of IDM
is also called ID-as-a-service. In this model, the organisation
transfers its responsibility of managing the identities of its
digital systems, including related costs, to a trusted third
party. However, most organisations would prefer to manage
identities themselves rather than outsourcing it as a service,
mainly due to privacy issues and the legal responsibilities
involved, especially in data breaches. ID-as-a-service utilises
cloud-based services protocols, usually vendor-based
products, such as OKTA or AWS-IAM, providing au-
thentication of both individuals and applications on a
dedicated server in the cloud [7, 39].

3.3.3. Federated IDM. Federated IDM is a model of trust
that helps mitigate partially the problems posed by cen-
tralised IDM by “enabling Single Sign-On (SSO),” a kind of
server-centric system that “enables users to adopt the same
identity system across different domains” [38]. When
signing on a trusted third-party system, “the user is redir-
ected for authentication and user identity data retrieval to
his home identity provider” [7]. In this way, the third-party’s
system, known as identity consumer, is granted some
privilege on the user’s identity data stored on their home
central authority over the Internet [14]. In other words, if
services A and B trust mutually, a user registered with service
A can access service B without creating an account with it,

and vis-versa. A typical example of a federated IDM is when
a given online shopping website can be accessed using a
Google account. Federation uses protocols such as OpenID,
SAMUAL, and Auth [40].

3.3.4. User-Centric IDM. Even though federated IDM “eases
the burden on users, it still gives them no control over their
identity data that remain centralized for each domain as
before” [2]. +at is where user-centric IDM comes into play.
It partially addresses privacy issues by putting the user in
charge of some aspects of their own identity data, limiting
the privileges of third parties [27].

+e system asks users for their consent on how much of
their identity information will be “released in the federation
from their home identity provider (the data controller) to
the service provider (data processor).” However, the user’s
information is still subject to a potential data breach as their
“identity are still held on the server-side, and authentication
is validated on the server” [7].

3.3.5. Self-Sovereign Identity (SSI). A typical user-centric
IDM uses blockchain to obtain SSI systems [41]. In this
model, the decentralized identity provider system is not
owned by a single entity.+us, it “does not represent a trusted
third party and allows digital identities that are under full
control of the associated subject” [42]. +at is why a growing
tendency portraits SSI as the most “privacy-respectful solu-
tion” for IDM systems [7]. Identity data is stored on the user
side, technically on their individual block, using a software
wallet installed on their device (like a smartphone) [43].
“Users can register, retrieve and even revoke the data if they
do not want to use them anymore” [5].

Figure 7 below illustrates the evolvement of IDMmodels
above discussed from the perspective of their privacy-pre-
serving capabilities.

+e following section discusses the fundamentals of
blockchain and its impacting and challenging factors from
the perspectives of enterprise implementation.

3.4. 3e Blockchain Technology. Blockchain is a constantly
growing distributed record of updates about a specific
matter among a group of participants. A consensus protocol
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regulates interactions among participants, and crypto-
graphic technologies, namely digital signature and hash
algorithm, maintain security [44, 45]. Table 2 shows that
blockchain implementation involves determining three
fundamental needs: who can join the network, whether a
validator will be needed, and what type of consensus pro-
tocol will regulate interactions between participants.
Combining these needs results in three types of blockchain
implementation: public permissionless, public permis-
sioned, and private permissioned [46, 47].

3.4.1. Enterprise Blockchain (EB). +e concept of EB refers
to a “permissioned blockchain utilized by any organisation”
[48]. However, ambiguities on the applicability of EB in the
real world are perhaps one of the reasons for delays in its
adoption. “Technology professionals are knowledgeable, yet
not enough substantial business problems have been solved
with Blockchains” [49]. Demir et al. proposed the Block-
chain Technology Transformation Framework (BTTF) to
guide executives and managers in evaluating blockchain-
based solutions to innovate their industry. Likewise, Laba-
zova [47] proposed the framework for assessing blockchain
implementations in organisations, regardless of its use case.
However, despite its potential impact on business that could
promote its adoption, EB is still subject to various
constraints.

3.4.2. Promoting and Constraining Factors ofEB. +ere are
eight important architectural properties of blockchain,
paired in a mutual influence relation, that could promote its
adoption: decentralisation and disintermediation, pro-
grammability and automation, transparency and audit-
ability, and immutability and verifiability [50]. Additional
blockchain’s impacting features include integrity, origin
authentication, and trust. Table 3 below discusses these
architectural features of blockchain from the perspective of
their business impact.

Blockchain is a relatively new technology that is still
suffering from immaturity [49]. Table 4 discusses the fun-
damental challenges ahead of its implementation that might
prevent or delay its adoption in organisations.

+ese challenges tend to question the practicality of
adopting blockchain-related technologies such as BDIDM.

3.5. 3e Practicality of Adopting BDIDM in Organisations.
+is subsection focuses on the pragmatism of BDIDM in the
context of an organisation. Among other things, the section
discusses the SSI flavour of BDIDM, which was initially
intended for individual use on the Internet, evaluating its
practicality for the enterprise context, especially the so-ad-
vertised potential to address IDM challenges in organisations.

3.5.1. 3e Practicality of the Concept. +e following scenario
set up the context of BDIDM in organisations:

Alice has just joined company B.+e company’s system
administrator, Bob, needs to create a corporate account
for the newly recruited employee, Alice. A username,
password, biometrics, and other personal information
(such as name, physical address, phone number,
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national identification number, age, e-mail address,
etc.) need to be captured in the system. However, Alice
already has a digital identity stored on a blockchain.
+erefore, she authorises her new employer to access it
without viewing her personal data. Alice can now ac-
cess corporate digital resources using her blockchain-
based ID. Bob has no control over Alice’s digital
identity, as it is stored on an independent system. Alice
has complete control over her digital identity and can
authorise whatever online service she wants to create an
account with, from a hospital to an online shopping
website. As a result, Alice only has a single account and
thus fewer passwords to recall.

+e scenario seems troublesome from the enterprise
perspective of IDM for the following reasons: (i) an orga-
nisation would tend not to trust Alice’s ID because it is
external, (ii) it would tend to know whether the participants
in that blockchain are trustworthy, (iii) it would not want to
lose control over Alice’s account since she has access to the
company’s confidential information, (iv) it would be con-
cerned about what would happen when Alice’s ID gets
hacked or whether someone is behind Alice’s ID to spy the

company’s business. Yet this is what BDIDM for enterprise,
especially in its SSI flavour, is all about.

SSI is a paradigm focusing on a user-centric approach, an
IDM model that emerged with blockchain. It “strives to
place the user in full control of their digital identity” [1, 42].
SSI is a result, on the one hand, of the decrease in users’ trust
in major corporations. Users are increasingly concerned
about their privacy that they disapprove of the misuse of
their personal data. On the other hand, “the awareness of the
commercial worth of user data ownership by service pro-
viders and networking” advocates for giving back the user
their power over their data [6].

3.5.2. 3e Practicality of the BDIDM-SSI Model. Nearly the
entire sample of the papers retrieved on BDIDM imple-
mentation proposals, regardless of whether they included
the enterprise context, tended to converge toward the SSI as
the ideal BDIDMmodel. +ey claim that SSI is decentralised
and distributed [62]. Decentralisation refers to the removal
of the IDM central authority (server). In contrast, distri-
bution refers to utilising the exact copy of a user’s ID across
all components of the IDM system (redundancy) [2].

Table 2: Blockchain implementation types.

Blockchain implementation

Consensus
protocol Raft consensus

Prof. of
authority
(PoA)

Federated
consensus

Prof of
work
(PoW)

Prof of
stake
(PoS)

Who can join/
validator trust Private/permissioned Public/permissioned Public/permissionless

Description

“access authorization does not entail validation
permissions, which require additional authorization rights

given to several nodes.” Only trustful nodes enforce
consensus.

“only authenticated and
predefined users can read and
write transactions. All nodes
participate in the finding of the
consensus. Identifiable nodes

determine consensus
mechanisms.”.

“everyone can read,
write, and validate the
information. Consensus
is enforced by proof-of-
work or proof-of-stake.

Users are usually
anonymous and
pseudonymous.”

Application Enterprise projects (Hyperledger) Organisational consortia
(Ripple, R3)

Cryptocurrencies
(Bitcoin)

References [46, 47]

Table 3: Blockchain promoting factors.

Blockchain features and business impacts
Decentralization and
disintermediation

Blockchain eliminates system dependencies and intermediaries [1]. It enables direct interactions
between participants without the need for a trusted third party [50, 51].

Programmability and automation.
Smart contracts allow for automated execution of predefined codes “once certain conditions have
been met,” though arbitrary code may increase bugs [50]. Automation “simplifies complex business

processes by alleviating the need for manual interventions” [49].

Transparency and auditability Each user of the blockchain can track how blocks have been added over time [52]. However, a
permissioned blockchain might reduce transparency due to the privacy requirement [53].

Immutability and verifiability
Blockchain keeps temper-evident historical records of all transactions happening on the network
[49]. “+e information stored in the blocks cannot be changed unless an attacker can gather more

than 51% of the computational power network” [52, 54].
Integrity, authentication of origin,
and trust

Cryptographic methods ensure that information is protected from unauthorised modifications,
improving trust [52, 53].
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Technically, SSI allows individuals to “create immu-
table identity records represented as identity con-
tainers capable of accepting attributes or credentials
from any number of organisations. Each organisation
can decide whether to trust credentials in the container
based on which organisation verified or attested to
them” [2].

Figure 8 illustrates that the SSI identification process
involves three parties: (i) the subject of the identity (user: an
individual or a thing), (ii) the certifier or insurance to
notarise the documents (usually “a government agency, an
accounting firm or a credit referencing agency”), and (iii) the
inquisitor or verifier, which is the service provider that
“inquires into the identity of the subject” [5]. +e user
obtains a distributed identity (DID) with verifiable claims
and credentials from the issuer authority, in a user-centric
way using their devices such as a smartphone. +e latter
hosts a software wallet that keeps keys secure [43]. SSI’s
privacy-preserving capabilities can enable the user “to
present Zero-Knowledge crypto proofs against a Service
Provider acting as verifier that checks in the blockchain
attestations and signatures” [7].

+e principles of SSI include existence, control, access,
transparency, persistence, portability, interoperability, consent,

minimalisation, and protection [2]. +ese principles could be
summarised in “three characteristics usually required by any
IDM system: “Security, the identity information must be kept
secure; controllability, users must have control of who can
access their data; and portability, the user must be able to use
their identity data wherever they want and not be tied to a
single provider” [2]. +e main contrast with traditional IDM
systems is the control given to the user rather than to the
identity provider.

However, as shown in Figure 8, a smartphone can be
considered as a token authentication method, so there are
still security concerns when the wallet is compromised, for
example, in the event of a lost or stolen smartphone [14].
Beyond this, the long-term challenge for SSI is to be resilient
to the rule of 51%: a severe security breach that happens
“when a “miner” controls more than 51% of the computing
power” [54, 57]. +is cyberattack on blockchains may still be
though difficult to achieve but may not be impossible with
quantum computing [58, 60].

3.5.3.3e Practicality of the Ideal Blockchain Implementation
. Figure 9 shows that public permissionless blockchains, on
the one hand, tend to be decentralized, transparent, and
scalable but inefficient in computing power and, thus, are

Table 4: Blockchain constraining factors.

Technology challenges

Software and sustainability issues
Software used to ensure transactions among active participants on a blockchain network are open-
source, thus subject to frequent updates [49]. Recurrent updates make the blockchain system “highly

volatile” [55].

Technical integration challenges
Due to its decentralised architecture, blockchain may make it difficult to connect with legacy systems
[49]. A poorly designed blockchain can result in a system incompatible with existing systems, such as

“a fine-grained identity” [55] and role-based access control [56].

Scalability and performance
Blockchain requires a careful design to “ensure sufficient scalability without sacrificing

decentralisation” [1]. Scalability is generally measured in throughput, latency, bootstrap time,
storage, cost of confirmed transactions, fairness, and network utilization [8].

Security
It is possible to breach the security of a blockchain “when a “miner” controls more than 51% of the
computing power” [54, 57]. Although this is still thought very difficult to achieve, it may not be

impossible with quantum computing [1, 58].

Skill shortage
“Blockchain-focused technical skills are not yet taught in standard higher education curricula” [59].

As a result, the industry is suffering from a deficit of expertise. Meanwhile, the demand for
blockchain skills is growing [49, 59].

Complexity Blockchain is considered both “user and developer unfriendly.” It is thought complex to implement
and difficult for a user to adapt [60].

Business challenges

Cost-benefit analysis
Blockchain ecosystems were initially designed as “an investment rather than a traditional business
use with an expected return on investment.” Its upfront implementation cost is high, as it includes
new infrastructure and a highly skilled team, which rather negatively impact existing revenues [49]

Governance
“+e governance of a blockchain concerning updating its fundamental rules is problematic” [50].
“+e whole network relies on a consensus mechanism” that involves all the nodes, “which can be any

device” [61]. +erefore, there are issues of accountability and management [56].

Uncertain regulatory status/lack of
standards

+e lack of firm regulatory guidelines and policy standardisation is “the most concerning challenge
for bringing blockchain into many fields daily,” as “laws tend to catch up slowly with new

technology” [49, 59].

Cultural adaptation and reluctance
to change

+e blockchain distributed fashion of sharing information “not only distributes power but also
reduces the control of former authorities” and “fear of unknown technology and its possible

shortcomings can cause concern” [49].

Awareness +e widespread adoption of blockchain is also potentially restricted by the lack of adequate
knowledge and awareness [56].
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slow. On the other hand, private permissioned blockchains
tend to be more centralised, less transparent, and not
scalable but efficient in computation power consumption
and, thus, are fast. +e challenge of blockchain is that
consensus algorithms, especially PoW, used to create a
trustful system in a trustless environment are technically
expensive to achieve. For “more efficient and simpler
consensus algorithms,” it is necessary to relax trust as-
sumptions in the system, balancing between decentralisation
and transparency. “+e more trust a system places on
nodes,” “the more efficient the system gets, but often also the
more centralised” [2].

Public permissioned blockchains, also known as feder-
ated blockchains, are more balanced versions of blockchains
[63].+ey tend to fit the concept of federated IDM discussed
earlier and are claimed to be more decentralised, scalable,
and efficient [57] and ensure “privacy protection and high
transparency” [62]. A public permissioned blockchain seems
the ideal implementation for BDIDM. Indeed, Sovereign
Foundation, a firm that advocates for SSI on the Internet,
claims to create “blockchain instances that are open for all to
use,” but whose network of nodes performing consensus is
permissioned [7].

Still, one would argue that private permissioned
blockchain may be the ideal implementation for “enterprise
BDIDM” because it endorses a service-centric approach by
giving total control of the system to the identity provider
called “Trust Anchor.” But a service-centric approach to
BDIDM would not differ from the traditional centralised
IDM, from which one would want to move. “A Trust Anchor
defines who represents the highest authority of a given
system that has the authority to grant and revoke, read, and

write access.” A node with the “read” privilege can only view
some aspects of the identity, while a node with the “write”
privilege has full access to the identity data and can modify
or even block it [37].

Wüst and Gervais [53] proposed a structured method-
ology to determine the appropriate blockchain imple-
mentation to address the choice of blockchain
implementation ambiguities. +emethodology suggests that
the choice should depend on trust assumptions. From the
outsider-threat perspective of cybersecurity theory sup-
porting traditional implicit trust [14], this means that
BDIDM would be unnecessary for trusted users (staff
members accessing the system from the intranet). +at
permissioned BDIDM would make sense for semi-trusted
users (clients, suppliers, partners, etc., accessing the system
from the extranet) and permissionless BDIDM for untrusted
users (visitors or any unknown user accessing the system
from the Internet).

However, with the rise of the insider-threat perspective
of cybersecurity, there is a growing tendency to shift from
the traditional implicit trust to a “zero trust” (ZT) security
architecture, as recently proposed by NIST. ZTrecommends
that there should be “no implicit trust granted to assets or
user accounts based solely on their physical or network
location (i.e., local area networks versus the internet) or
based on asset ownership (enterprise or personally owned)”
[64]. Every entity should, by default, be restricted access to
the system and must accurately identify and authenticate to
access it because any user is a potential threat to a digital
system. In this way, ZT might endorse radical BDIDM for
any user. After all, “blockchains assume the presence of
adversaries in the network by making compromise
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significantly expensive,” which is why it is claimed to create a
trusted system in an untrusted environment [1].

3.5.4. 3e Practicality of BDIDM in Addressing IDM Chal-
lenges in Organisations. SSI critics maintain its impracti-
cality in organisations by highlighting the weakness of the
blockchain that dwells at its endpoints [51]. +e anonymity
of a given blockchain not only means that there is no central
authority to block an account in case of identity theft or
misbehaviour but also that “each user must themselves
safeguard against forgetting (or losing) the private key” [6].
“Blockchain could practically introduce novel issues for
users” because they would be the only one “in charge of
managing all the cryptographic keys to protect their identity
information” [2]. Some researchers even question whether
further adoption of blockchain-based solutions should be
encouraged and whether the overall potential for change
“could be net positive” [65].

However, “reluctance to adopt disruptive technologies may
be a significant competitive disadvantage for an organisation,
whereas proactive planning can be a significant advantage”
[49]. Blockchain represents an opportunity for “a paradigm
shift in the development of next-generation cyber defence
strategies”: first, because blockchain ensures data integrity “as
tampering of blockchains is extremely challenging due to the
use of a cryptographic data structure and lack of reliance on
secrets,” second, because “Blockchains assume the presence of
adversaries in the network, making a compromise by adver-
saries significantly expensive,” and third, because blockchain
“is resilient to single point of failure” [1].

Indeed, those advocating for BDIDM highlight that
identity self-management could be beneficial from the
privacy-preserving perspective since users have direct
control of their own data. Di Francesco Maesa and Mori
argue that identity self-management could actually “lead to
the practical advantage of reduced expenses” for both users
and organisations: users because of “the potential costs of
identity theft and private data leaking of traditional cen-
tralised solutions” and organisations and external services
because they “would not have to store and protect any more
private information, nor replicate it among the interested
services with the related costs and privacy issues” [2].

+e cost savings in password management alone could
range in the millions. A Canadian study estimated that “$572
million are lost annually to call centre password manage-
ment services and lost productive hours” in the country [66].
However, critics might refute cost-saving arguments. +ey
might suggest that the potential cost of data breaches and
password management is insufficient to make a case for
BDIDM in organisations, assuming that organisations
would still prefer to pay those costs than the cost of losing
control over users.

Elsewhere, research suggests that “blockchain-based
identity and access management systems can address some of
the key challenges” associated with the secure cloud [5]. Since
the IoTrelies on the cloud, the “current centralised cloudmodel
of IoT security” is problematic because “IoT devices are
identified, authenticated, and connected through cloud servers”
that often perform processing and storage via the Internet.
Operations passing through the Internet are subject to ma-
nipulation. “Blockchain sovereign identity solutions” can help
solve these issues, and some projects and experiments that
focus on IoT identity problems are undergoing [31].

A pragmatic point of view would argue that the dis-
ruptive capabilities of BDIDM may be beneficial “only in
those scenarios where the advantages outweigh the
drawbacks” [2]. In other words, when considering a
benefit of BDIDM, such as privacy-preserving, one
“should question whether it would add value, eliminate a
weakness, provide an advantage, or preclude a threat from
competitors” [49].

Still, an objective viewpoint would add that more em-
pirical evidence is needed to prove the prevailing argument,
since there is more that could impact the likelihood of an
organisation to adopt such innovation. +e literature sug-
gests some theories that could holistically explain the
adoption phenomenon. +ese theoretical considerations are
key in anticipating factors that might predict BDIDM
adoption, in this way reconcile views around whether to
adopt this innovation in organisations while providinglenses
that could be used to further investigate thisphenomenon.

3.6.3eoretical Considerations about the Adoption of BDIDM
in Organisation. +is subsection analyses how related
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theories would shape the adoption of BDIDM in organi-
sations. +e section identifies the technology-organisation-
environment (TOE) theory as more suitable for explaining
this matter than other competing theories. +e section ends
by proposing a revised version of the TOE theoretical
framework, called TOE-BDIDM, as a research model for
future empirical studies.

3.6.1. Learning from Related Empirical Studies. Some studies
have recently studied the adoption of blockchain technology,
mainly in its use case of supply chain management. Unlike
the studies of Kamble et al. [67] and Queiroz and Fosso
Wamba [68] that were based on individual blockchain
adoption, this study considers the enterprise perspective of
blockchain adoption like those by Clohessy and Acton [69]
and Karamchandani et al. [48]. Nevertheless, all of these
studies used one or a combination of the Technology Ac-
ceptance Model (TAM), the +eory of Planned Behaviour
(TPB), the Unified +eory of Acceptance and Use of
Technology (UTAUT), and the Technology Readiness Index
(TRI) frameworks.

Since this study focuses on a single blockchain’s use case
of IDM in the context of an enterprise, the TOE theory
seemed appropriate. Initially described by Tornatzky and
Fleischer in 1990 as part of “+e Processes of Technological
Innovation” and lately updated by Jeff Baker in 2011, TOE is
a framework that defines enterprise-level theory, explaining
how the firm context impacts the adoption of innovation
[70].

Unlike some studies limiting the framework to the
organisational element only, considering it “the most sig-
nificant determinant of IT innovation adoption in organi-
sations” [69], this study considers the entire TOE
framework. Karamchandani et al. [48] recommended in-
troducing a technological perspective. In addition, the three
elements of technology, organisation, and environment
constitute a full context of an enterprise. +ey have been
shown to impact, by constraining or promoting, how an
organisation “identifies the need, searches, and adopts new
technologies” [70].

3.6.2. Technological Context. +e technological context
consists of an organisation’s technologies in use and those
existing in the marketplace but not yet adopted. Tech-
nologies in use impact the organisation’s adoption de-
cision by determining the scope boundaries and the extent
to which technological change is needed. Innovations that
exist but have not yet been adopted impact the adoption
decision-making of the organisation by setting the limits
of what is possible and illustrating how technology can
enable the organisation to evolve and adapt [70]. Existing
technologies such as centralised access control may play a
key role in adopting BDIDM as they may not be com-
patible with a distributed architecture [55]. However,
some BDIDM product vendors (such as IBM, KYC-Chain,
UniquID, Microsoft, Oracle, etc.) are now available on the
market. Organisations can gain some insight into what it
could be possible to achieve and what it could not. Baker

adds that the innovation’s characteristics, that is, the
extent of the change it brings, also impact its adoption
decision-making. BDIDM is disruptive, a kind of “radical”
innovation, as it may render existing IDM and related
competencies obsolete. In contrast to innovations that
bring incremental or synthetic change, BDIDM does not
“introduce new versions of existing technologies” but
tends to replace existing centralised IDM systems by
“combining existing technologies” in a radically different
manner of distributed computing [70]. Blockchain tends
to shift the security paradigm by assuming “the presence
of adversaries in the network” [1]. +erefore, as part of
what Baker describes as “innovations that produce dis-
continuous change,” BDIDM has a high adoption risk.
Still, it may have the potential to “enhance competitive
standing in an organisation” (232).

From an information security perspective, Hameed
and Arachchilage [71] identified additional technology
characteristics that impact the adoption of innovation in
enterprises, which are also relevant to the adoption of
BDIDM: trialability (ease with which the user would
adopt/appreciate BDIDM), observability (degree of con-
trollability and monitoring of BDIDM by an organisa-
tion), compatibility (ease with which the BDIDM system
would interoperate with other systems), and complexity
(ease with which an organisation would implement
BDIDM). In addition to these, another relevant techno-
logical construct is “technical know-how” [72], which
includes the availability of skills, consultants, vendors,
and so on. However, Baker [70] identifies these items
under external environment instead.

3.6.3. Organisational Context. +e organisational context
consists of firm characteristics and resources that can impact
adoption in different ways.

+e first is the organisation structure: formal mecha-
nisms linking different units of the organisation (internal
boundaries) may promote innovation. Virtually, organisa-
tions with an organic and decentralised organisational
structure may be suited for the BDIDM adoption phase.
+ose with formal reporting relationships, centralised de-
cision-making, and clearly defined roles for employees may
be the best in the implementation phase [70].

+e second is the organisational communication
processes, which may either promote or constrain
adoption. Support from top management is key to pre-
paring a corporate culture that welcomes change. +e
support includes describing the role of innovation within
the organisation’s overall strategy, indicating its impor-
tance to subordinates, rewarding initiatives, and building
“a skilled executive team” that can cast a compelling firm
vision [70]. Regarding BDIDM, since organisations tend
to be hostile to privacy, “top management support and
organisational readiness are enablers for the adoption of
Blockchain” [69].

+e third is the organisation’s size, considered minor
requirements as there have not been many empirical studies
that confirm their link to innovation adoption [70]. Instead,
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the financial cost is reported to have a significant impact.
+is may be relevant for BDIDM adoption, as BDIDM is
perceived to be relatively expensive to implement [49], both
in terms of finance and human competencies. However,
some studies on blockchain show that large enterprises
would be more likely to adopt BDIDM than SMEs [69].
Besides, cultural adaption, awareness, and reluctance to
change may also impact the adoption of BDIDM [56].

3.6.4. Environmental Context. +e environmental context
is all about the industry’s structure (such as competition,
dominant firms, etc.), whether technology service pro-
viders and the regulatory environment (such as govern-
ment regulations) exist. For instance, the industry life
cycle impacts innovation adoption: firms in rapidly
growing industries tend to innovate more quickly than
those in mature or declining industries. Similarly, the
support infrastructure for technology; the availability of
skills, labour, and consultants; and government regulation
impact adoption [70].

Concerning BDIDM, government regulations in the field
of IDM (such as the legal requirement for organisations to
protect user privacy, case of POPIA in South Africa),
standards (such as codes of best practices, like ISO/IEC [20]
and NIST [19]), and cyber-threat landscape could impact

BDIDM adoption in organisations [22, 73]. However,
blockchain still lacks firm regulatory guidelines and policies
for standardisation [49, 59].

3.6.5. 3e TOE-BDIDM Research Model. Figure 10 illus-
trates TOE-BDIDM, the proposed research model to em-
pirically investigate the TOE factors impacting the adoption
of BDIDM in organisations. TOE-BDIDM is rooted in the
TOE theory as described above, a revision of the original
model proposed by Baker [70]. +e revision aimed to adapt
the TOE model to the information security and blockchain
contexts. For example, the items “readiness” and “awareness”
were added due to the relative newness of the blockchain
[49, 56]. Governance and standardisation of the blockchain
would also impact the decision to adopt BDIDM in orga-
nisations [50]. +e literature shaped additional items, in-
cluding security, privacy, competencies, and skill labour. +e
BDIDM Type variable was added under BDIDM charac-
teristics to measure the type of blockchain implementation
an organisation would prefer for BDIDM adoption.

4. Conclusions

+is section synthesises the findings considering the study’s
objectives and scope introduced earlier. +e section also
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highlights several knowledge gaps identified in the literature as
hints for further research and ends by giving key study’s
limitations.

+is study sought to explore the literature to provide
background on the BDIDM as a use case of blockchain. +e
aim was to understand the topic, mostly how practical the
adoption of BDIDMwas from an organisational perspective.
+e study tacitly demonstrated whether the claims made
about blockchain, including its potential to address IDM
challenges in organisations, were factual. Moreover, the
study implicitly showed whether BDIDM was as disruptive
for organisations (compared to traditional IDM systems) as
assumed.

4.1. Summary of Findings. +e main findings could be
synthesized as follows:

First, IDM consists of managing matters related to two
fundamental information security principles: identification
and authentication. Identification labels each entity with an
identifier, while authentication allows it to prove they are
who they claim to be. IDM is essential because a system
should grant access only to legitimate users. IDM can be
implemented in two traditional approaches: centralised or
federated IDs. A new approach to IDM implementation is
distributed IDs (which include the SSI model). +e critical
challenges of IDM to be addressed include: (i) vulnerabilities
in authentication methods, (ii) vulnerabilities in IDM ar-
chitecture, (iii) the balance between security and privacy, (iv)
credential reuse and weak credentials, and (v) secure cloud
and secure IoT.

Second, a blockchain is a continuously growing dis-
tributed record of updates about a specific matter, such as
IDM. A consensus protocol regulates interactions among
participants, and the security of data is maintained using
cryptography. A blockchain can be implemented in three
fundamental ways: public permissionless, public permis-
sioned, and private permissioned.+e literature suggests two
guidelines to help an enterprise leverage blockchain:
Blockchain Technology Transformation Framework and
Framework for Evaluation of Blockchain Implementations.
When doing so, enterprises should consider, on the one
hand, 5 business-promoting factors linked to its features: (i)
decentralisation and disintermediation, (ii) programmabil-
ity and automation, (iii) transparency and auditability, (iv)
immutability and verifiability, and (v) integrity, authenti-
cation of origin, and trust. On the other hand, 11 business
and technological challenges linked to its implementation:
(i) software and sustainability, (ii) technical integration, (iii)
scalability and efficiency, (iv) security, (v) skill shortage, (vi)
complexity, (vii) cost-benefit analysis, (viii) governance, (ix)
uncertain regulatory status and lack of standard, (x) cultural
adaption and awareness, and (xi) reluctance to change.

+ird, blockchain is the underlying technology used to
implement a typical distributed IDM system known as SSI.
Blockchain does not eliminate vulnerabilities in authentication
methods or prevent users from reusing credentials or using
weak ones. However, blockchain mitigates the risks linked to
vulnerabilities of authenticationmethods due to cryptography,

providing an extra security layer in addition to MFA.
Moreover, thanks to its distributed architecture, its decen-
tralized and disintermediated proprieties, blockchain may not
have SPOF vulnerability as traditional centralised systems do.
BDIDMmight also mitigate credential reuse as it allows for ID
interoperability among different services, thus significantly
reducing the number of accounts per user. Additionally,
BDIDM-SSI might better preserve user privacy as it enables
them to self-manage their identity data, thus mitigating risks
linked to data breaches. Lastly, BDIDM could potentially help
achieve secure cloud and secure IoT.

Fourth, an enterprise might implement BDIDM using a
public permissioned blockchain to take advantage of
blockchain disruption. It turned out that that public per-
missioned blockchain tends to be ideal for SSI imple-
mentation. SSI follows three fundamental principles: (i)
security, identity data must be kept secure; (ii) controlla-
bility, users must control who can access their data; and (ii)
portability, the user must be able to use their identity data
wherever they want to. Although a private permissioned
blockchain would fit the current enterprise IDM context, it
would not differ from the traditional centralised IDs from
which one might want to move. A traditional cyber threat
theory suggests that the choice of BDIDM implementation
should depend on the trust assumptions. NIST highlights the
new tendency to shift from this traditional implicit trust to
zero-trust security architecture. If widely adopted in orga-
nisations, zero trust could enable BDIDM diffusion because
it assumes that all users are untrusted, exactly what BDIDM-
SSI advocates for. In the meantime, when adopting BDIDM
to manage identities in an enterprise, one should consider
doing a strength-weaknesses-opportunity-threat analysis
according to their business context.

Last, on the debate on whether to adopt BDIDM in
organisations, supporters argue that user privacy matters
even in an organisational context, which often prioritises
security over privacy. Adopting BDIDM-SSI would elimi-
nate the need for organisations to host personal identifiable
information on their servers, and in this way, a data breach
can be mitigated when the server is compromised. Sup-
porters see the potential of blockchain to mitigate other IDM
challenges, including cost-saving on the daily IDM main-
tenance due to the SSI's identity self-management feature.
However, critics of BDIDM would refute this, arguing that
organisations would still prefer to pay the cost of corporate
IDM than lose control over users. Since empirical evidence is
crucial to prove the prevailing argument, the review iden-
tified the TOE as more suitable to empirically investigate this
matter. +e TOE explains how the firm context, in terms of
technological, organisational, and environmental contexts,
impacts the adoption of innovation such as BDIDM. +e
TOE model was revised to adapt it to the BDIDM context.
Hence, the TOE-BDIDM research model is proposed for
further empirical studies.

In summary, most of the claims about blockchain and
BDIDM discussed in the study appeared to have some the-
oretical foundation.+is verifies that claims about blockchain,
including its potential to address IDM challenges in orga-
nisations, are factual rather than just a result of hype.
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+erefore, one could conclude that a carefully designed and
implemented BDIDM will potentially mitigate IDM chal-
lenges, probably reduce the cost related to daily identity
maintenance, and possibly decrease data breaches in orga-
nisations. Although BDIDM-SSI might not fully make sense
to organisations yet, as apparent through the literature dis-
cussion, proactive planning instead of ignorance or resistance
could avoid potential competitive disadvantages in the future.
Ultimately, more research is needed to get blockchain tomove
from theory to practice by solving real-world issues such as
IDM challenges. Hence, the proposed TOE-BDIDM research
model is suggested for further studies.

4.2. Gaps in the Literature and Future Research. While
reviewing the selected papers, the researchers observed some
knowledge gaps at different levels that might inspire future
research.

First, there is a lack of blockchain standards, regulations,
and guidelines. Some studies [47, 49] have partially
addressed the guidelines aspects. However, more studies are
needed to fill in the gap of blockchain standardisation, as it
seems to be one of the potential precursors of its adoption
and diffusion in organisations.

Second, most papers retrieved about nonfinancial
blockchain are either generic or mainly focused on the
supply chain use case. +e few materials dedicated to
blockchain IDM specifically discussed the topic from the
perspective of IoT (identification and authentication of
smart devices on the Internet), cloud computing perspective
(ID-as-a-service), or the individual adoption (adoption of
blockchain ID by individuals for Internet use). Very few
included or were about the enterprise perspective.

+ird, most of the retrieved papers about the IDM use
case of blockchain are conceptual than empirical. Empirical
studies on blockchains are still rare, partially justified by the
newness of blockchain. Although conceptual works are
equally important, more should be done, including inves-
tigating BDIDM through empirical studies.

Last, of the empirical studies on blockchain retrieved,
none was about blockchain-based identity management. In
addition, they all used one or a combination of TAM, TPB,
UTAUT, and TRI. Researchers found only one study that
included only one construct of the TOE theory. Addition-
ally, none of them had tested the TOE theory quantitatively.
Some used TOE with qualitative methods [69], while others
used quantitative methods with different theories [68].

4.3. Limitations. +is literature review is not perfect. +e
principal limitation was that not all potential papers were
included in the sample. First, because of the diversity in
blockchain applications and the high interest resulting in
hundreds of articles published mainly in the last free years
from the time of writing. +ere review needed to stay as
focused on the topic as possible. Second, because the topic
involves various concepts from both IDM and blockchain,
the study tried to limit the sample strictly to the scope of the

review. Hence, some papers were excluded though they were
satisfactory to some selection criteria. However, researchers
were confident they saturated the topic because there was a
repetition of what had already been lent.

+is literature reviewmay not, on its own, be sufficient to
make a case for BDIDM adoption in organisations. As far as
its objective is concerned, it gives the background to un-
derstand the topic while inspiring further empirical
investigations.

Data Availability

+is research used secondary data: journal articles, con-
ference papers, books, reports, patents, and standards. +ese
are listed in the reference section, and most of them are
accessible on common academic databases, including
EBSCOhost and Google Scholar.

Conflicts of Interest

+e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

+e authors would like to acknowledge Professor Michael
Kyobe, Department of Information Systems at the Uni-
versity of Cape Town, for his guidance at the earlier stage of
the drafting of this work. +e authors also appreciate their
families and friends’ support during the drafting process.

References

[1] S. Shetty, C. A. Kamhoua, and L. L. Njilla, Blockchain for
Distributed Systems Security, John Wiley & Sons, Hoboken,
New Jersey, United States, 2019.

[2] D. Di Francesco Maesa and P. Mori, “Blockchain 3.0 appli-
cations survey,” Journal of Parallel and Distributed Com-
puting, vol. 138, pp. 99–114, 2020.

[3] P. Musuva-Kigen, F. Mueni, and D. Ndegwa, Africa Cyber
Security Report 2016, Serianu Cyber +reat Intelligence Team,
Nairobi, Kenya, 2016.

[4] IBM-Security, “IBM: cost of a data breach report,” Computer
Fraud & Security, vol. 2019, no. 8, p. 4, 2019.

[5] N. Kshetri, “Blockchain’s roles in strengthening cybersecurity
and protecting privacy,” Telecommunications Policy, vol. 41,
no. 10, pp. 1027–1038, 2017.

[6] M. Kuperberg, “Blockchain-based identity management: a
survey from the enterprise and ecosystem perspective,” IEEE
Transactions on Engineering Management, vol. 67, no. 4,
pp. 1008–1027, 2019.

[7] J. Bernal Bernabe, J. L. Canovas, J. L. Hernandez-Ramos,
R. Torres Moreno, and A. Skarmeta, “Privacy-preserving
solutions for blockchain: review and challenges,” IEEE Access,
vol. 7, pp. 164908–164940, 2019.

[8] J. Kolb, M. AbdelBaky, R. H. Katz, and D. E. Culler, “Core
concepts, challenges, and future directions in blockchain,”
ACM Computing Surveys, vol. 53, no. 1, pp. 1–39, 2020.

[9] D. Finfgeld-Connett, A Guide to Qualitative Meta-Synthesis,
Routledge, New York, NY, 2018.

16 Security and Communication Networks



[10] D. Walsh and S. Downe, “Meta-synthesis method for quali-
tative research: a literature review,” Journal of Advanced
Nursing, vol. 50, no. 2, pp. 204–211, 2005.

[11] G. Oosterwyk, I. Brown, and S. Geeling, “A synthesis of lit-
erature review guidelines from information systems journals,”
Proceedings of 4th International Conference on the, vol. 12,
pp. 250–260, 2019.

[12] O. Ngwenyama, “+e ten basic claims of information systems
research: an approach to interrogating validity claims in
scientific argumentation,” SSRN Electronic Journal, pp. 1–40,
2019.

[13] D. Chakravarty and T. Deshpande, “Blockchain-enhanced
identities for secure interaction,” in Proceedings of the 2018
IEEE International Symposium on Technologies for Homeland
Security (HST), pp. 1–4, IEEE, Crystal City, VA, USA, May
2018.

[14] M. E. Whitman and H. J. Mattord, Principles of Information
Security, Cengage Learning, Boston, Massachusetts, US, 2018.

[15] K. Marky, P. Mayer, N. Gerber, and V. Zimmermann, “As-
sistance in daily password generation tasks,” in Proceedings of
the 2018 ACM International Joint Conference and 2018 In-
ternational Symposium on Pervasive and Ubiquitous Com-
puting and Wearable Computers, pp. 786–793, Singapore,
Singapore, October 2018.

[16] M. A. Kiran, P. Yogeshwari, K. V. Bhavani, and T. Ramya,
“Biometric authentication: a holistic review,” in Proceedings of
the 2018 2nd International Conference on I-SMAC (IoT in
Social, Mobile, Analytics and Cloud)(I-SMAC) I-SMAC (IoT in
Social, Mobile, Analytics and Cloud)(I-SMAC), pp. 428–433,
IEEE, Palladam, India, August 2018.

[17] T. Seitz, F. Mathis, and H. Hussmann, “+e bird is the word: a
usability evaluation of emojis inside text passwords,” in
Proceedings of the 29th Australian Conference on Computer-
Human Interaction, pp. 10–20, Brisbane, Queensland, Aus-
tralia, November 2017.

[18] L. Xiaofeng, Z. Shengfei, and Y. Shengwei, “Continuous
authentication by free-text keystroke based on CNN plus
RNN,” Procedia computer science, vol. 147, pp. 314–318, 2019.

[19] W. A. Hufstetler, M. J. H. Ramos, and S. Wang, “Nfc unlock:
secure two-factor computer authentication using nfc,” in
Proceedings of the 2017 IEEE 14th International Conference on
Mobile Ad Hoc and Sensor Systems (MASS), pp. 507–510,
IEEE, Orlando, FL, USA, October 2017.

[20] South African National Standard: Information Technology
— Security Techniques — Code of Practice for Information
Security Controls, ISO/IEC, Switzerland, 2014.

[21] S. Pranata and H. T. Nugroho, “2FYSH: two-factor authen-
tication you should have for password replacement,” Tel-
komnika, vol. 17, no. 2, pp. 693–702, 2019.

[22] Y. Liu, G. Sun, and S. Schuckers, “Enabling secure and privacy
preserving identity management via smart contract,” in
Proceedings of the 2019 IEEE Conference on Communications
and Network Security (CNS), pp. 1–8, IEEE,Washington, D.C,
USA, June 2019.

[23] T. G. Rauscher, “Raid system with multiple controllers and
proof against any single point of failure,” Google Patents,
2005.

[24] B. Feng, C. Huang, and X. Gong, “Distributed storagemethod,
apparatus, and system for reducing a data loss that may result
from a single-point failure,” Google Patents, 2014.

[25] D. Dresher, Blockchain Basics, Apress, Frankfurt, 2017.
[26] E. Karanja and M. A. Rosso, “+e chief information security

officer: an exploratory study,” Journal of International

Technology and Information Management, vol. 26, no. 2,
pp. 23–47, 2017.

[27] J. Breuer, H. Ranaivoson, U. Buchinger, and P. Ballon, “Who
manages the manager? Identity management and user
ownership in the age of data,” in Proceedings of the 2015 13th
Annual Conference on Privacy, Security and Trust (PST),
pp. 22–27, IEEE, Izmir, Turkey, July 2015.

[28] D. Baars, Towards Self-Sovereign Identity Using Blockchain
Technology, University of Twente, Enschede, Netherlands,
2016.

[29] M. Romney, P. Steinbart, J. Mula, R. McNamara, and
T. Tonkin, Accounting Information Systems Australasian
Edition, Pearson Higher Education AU, Australia, 2012.

[30] A.-S. Shehu, A. Pinto, and M. E. Correia, “Privacy preser-
vation and mandate representation in identity management
systems,” in Proceedings of the 201914th Iberian Conference on
Information Systems and Technologies (CISTI), pp. 1–6, IEEE,
Coimbra, Portugal, June 2019.

[31] X. Zhu and Y. Badr, “A survey on blockchain-based identity
management systems for the Internet of +ings,” in Pro-
ceedings of the 2018 IEEE International Conference on Internet
of 3ings (i3ings) and IEEE Green Computing and Com-
munications (GreenCom) and IEEE Cyber, Physical and Social
Computing (CPSCom) and IEEE Smart Data (SmartData),
pp. 1568–1573, IEEE, Halifax, NS, Canada, July 2018.

[32] R. Charanya and M. Aramudhan, “Survey on access control
issues in cloud computing,” in Proceedings of the 2016 In-
ternational Conference on Emerging Trends in Engineering,
Technology and Science (ICETETS), pp. 1–4, IEEE, Puduk-
kottai, India, February 2016.

[33] J. K. Mwenya and I. Brown, “Cloud privacy and security issues
beyond technology: championing the cause of accountability,”
in Proceedings of the 3e 30th Australiasian Conference on
Information Systems (ACIS), Perth, Western Australia, De-
cember 2019.

[34] K. Bendiab, N. Kolokotronis, S. Shiaeles, and S. Boucherkha,
“WiP: a novel blockchain-based trust model for cloud identity
management,” in Proceedings of the 2018 IEEE 16th Intl Conf
on Dependable, Autonomic and Secure Computing, 16th Intl
Conf on Pervasive Intelligence and Computing, 4th Intl Conf on
Big Data Intelligence and Computing and Cyber Science and
Technology Congress (DASC/PiCom/DataCom/CyberSciTech),
pp. 724–729, IEEE, Athens, August 2018.

[35] X. Ma, “Managing Identities in Cloud Computing Environ-
ments,” in Proceedings of the 2015 2nd International Con-
ference on Information Science and Control Engineering,
pp. 290–292, IEEE, Shanghai, China, April 2015.

[36] F. F. Moghaddam, P. Wieder, and R. Yahyapour, “A policy-
based identity management schema for managing accesses in
clouds,” in Proceedings of the 2017 8th International Con-
ference on the Network of the Future (NOF), pp. 91–98, IEEE,
London, UK, November 2017.

[37] N. Sohrabi, X. Yi, Z. Tari, and I. Khalil, “BACC: blockchain-
based access control for cloud data,” in Proceedings of the
Australasian Computer Science Week Multiconference, pp. 1–
10, Melbourne, VIC, Australia, February 2020.

[38] D. Alexander, A. Finch, D. Sutton, and A. Taylor, Information
Security Management Principles, +ird Edition ed. edition,
2020.

[39] N. Mpofu and W. J. van Staden, “Evaluating the severity of
trust to identity-management-as-a-service,” in Proceedings of
the 2017 Information Security for South Africa (ISSA),
pp. 83–89, IEEE, 54 on Bath Hotel, Rosebank, Johannesburg,
South Africa, August 2017.

Security and Communication Networks 17



[40] S. Michael and Z. J. Anna, “An identity provider as a service
platform for the edugain research and education community,”
in Proceedings of the 2019 IFIP/IEEE Symposium on Integrated
Network and Service Management (IM), pp. 739-740, IEEE,
Washington, DC, USA, April 2019.

[41] M. A. Bouras, Q. Lu, F. Zhang, Y. Wan, T. Zhang, and
H. Ning, “Distributed ledger technology for eHealth identity
privacy: state of the art and future perspective,” Sensors,
vol. 20, no. 2, p. 483, 2020.
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+e rapid development of the smart grid brings convenience to human beings. It enables users to know the real-time power supply
capacity, the power quality, and the electricity price fluctuation of the grid. However, there are still some threats in the smart grid,
which increase all kinds of expenses in the grid and cause great trouble to energy distribution. Among them, the man-made
nontechnical loss (NTL) problem is particularly prominent. Recently, there are also some NTL detection programs. However,
most of the schemes need huge amounts of supporting data and high labor costs. As a result, the NTL problem has not been well
solved. In order to better avoid these risks, problems such as tampering of smart meter energy data, bypassing the smart meter
directly connected to the grid, and imbalance between revenue and expenditure of the smart grid are tackled, and the threat scene
of NTL is constructed. A hierarchical grid gateway blockchain is proposed and designed, and a new decentralized management
MDMS system is constructed.+e intelligent contract combined with the elliptic curve encryption technology is used to detect the
storage and the acquisition of power data, and the detection of NTL problems is realized. At the same time, it has a certain ability to
resist attacks such as replay, monitoring, and tampering. We tested the time consumption and throughput of this method on
Hyperledger Fabric. At the same time, eight indexes of other methods proposed in the literature are compared. +is method has a
good effect.

1. Introduction

+e concept of smart grid was put forward in 2003, and the
“Smart Grid Technology Forum” was established by the
European Union in 2005. +e smart grid is essentially a
modern transmission network. It uses information and
communication technology to adjust the production,
transmission, and distribution of electric power [1], to
achieve the purpose of saving energy, reducing loss, and
enhancing the reliability of the power grid. +e smart grid
can realize the two-way communication of information the
services [2, 3].+e smart meter in the smart grid not only has
the basic measurement function but also has more abundant
functions, such as communication function. In order to
adapt to the use of modern smart grid and new energy, it is
also equipped with a storage module and a calculation
module, which can store electricity consumption informa-
tion and the two-way ladder rate metering function, and also

provides a control interface that can be remotely controlled,
as well as intelligent functions such as electricity theft
prevention. In the smart grid, Advanced Metering Infra-
structure (AMI) system is used for intelligent management.
AMI system is mainly composed of smart meter, commu-
nication system and equipment, and Meter Database
Management System (MDMS).

While the smart grid brings advantages, for example,
intelligent power grid management, it is also faced with
extremely serious threats, which are mainly divided into
natural threats and man-made threats. Among the many
threats, the most common is that power thieves or power
users deceive power companies through a series of ways and
then bring nontechnical loss to the entire smart grid. NTL
refers to the remaining part of the loss of power transmission
and distribution that cannot be explained by technology
after excluding TL. Abnormal electricity consumption be-
haviors such as electricity theft are the main cause of NTL
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[4]. According to statistics, in countries such as India, Brazil,
China, and the United States, the loss of power supply caused
by power theft is more than 25%. In recent years, not only is
the phenomenon of electricity theft becoming more and
more serious, but also the electricity theft methods used by
electricity theft users are more and more various, and means
of electricity theft are becoming more and more sophisti-
cated. In addition to the traditional power theft methods,
such as the undervoltage method and undercurrent method
[5], there are also high-tech methods of electricity thefts,
such as strong magnetic interferences, power thefts from
high-frequency power supply, and network attacks on in-
telligent meters or data centers [6]. +e behavior of elec-
tricity thefts is becoming more and more technically
sophisticated. It can be seen that, in the past, the means that
users relied on to steal electricity, such as destroying tra-
ditional electricity meters or private power lines, have been
transformed into attacks on smart meters through digital
storage technology and network communication technology
[7]. +e attack is to reduce the corresponding time power
consumption or directly return it to zero through data
tampering, in order to reduce the electricity bill payable.

In the operation of the power grid, nontechnical losses
will cause a large number of energy and economic losses, and
the uncertainty of power theft behavior will directly affect
the load supply and demand balance of the power grid and
interfere with the stability of the power system. +erefore, it
is of great practical significance to analyze power con-
sumption data and to detect electricity theft behavior [8]. In
response to the aforementioned nontechnical power loss
problem, much related work has been done which can be
divided into the following three categories: (1) Physical
detection solutions include the use of physical solutions to
prevent and detect electricity theft. +ese physical solutions
include routine inspections, sensor monitoring, camera
monitoring, and drone monitoring. (2) +e NTL fraud
detector based on machine learning algorithms mainly uses
machine learning technology to establish a detection model
to identity electricity theft. However, the training dataset of
the nontechnical power loss detection model requires power
experts to mark the attack data in the power dataset; thus, the
cost is high. In addition, because the power theft against
smart grids will bring huge economic benefits to attackers,
the diversity of related attack behaviors increases. +e
feature extraction becomes more and more difficult, and the
inaccuracy of features directly leads to the high accuracy of
detection models. +e reduction in magnitude has led to
huge economic losses in the power system. (3) Based on the
comparison method, this kind of scheme usually adopts a
safe and reliable central instrument tomeasure the abnormal
situation and compare it with other suspicious instruments.
+ese schemes are usually lightweight and flexible, but
existing schemes can only detect NTL fraud with small
datasets.

+erefore, even if there are some detection schemes for
NTL attacks, we still need to explore other more effective
solutions. +e study is aimed at the NTL problem in the
smart grid and develop a detection plan from the MDMS in
the AMI system. We designed a smart grid NTL problem

protection scheme based on the power gateway consortium
blockchain. +e scheme can solve the problems such as the
difficulty of state detection of smart meters, the difficulty of
smart meter access authentication, and the insecurity of
hierarchical management of power transactions. We use
power data and meter status data to detect NTL. It has a
good detection effect on smart meter data tampering and
power theft caused by users directly connected to the power
grid. It is used to solve the problems caused by NTL in the
smart grid.

+e main contributions of this paper are as follows:

(1) +e scheme proposed in this paper can effectively
resist replay attacks, surveillance attacks, man-in-
the-middle attacks, and witch attacks.

(2) +is paper stores the electric energy information and
the state of the smart meter in the MDMS system,
and adopts the storage mode of the edge network
blockchain to store the user’s smart meter status and
the user payment information, which is used for NTL
audit and accountability.

(3) +is paper proposes the NTL threat scenario, which
detects NTL based on the edge network blockchain,
and uses the blockchain technology to ensure that
the data cannot be tampered with. +e detection
method does not rely on a large amount of data to
train the model but on smaller user power con-
sumption data.

+e rest of the paper consists of the following sections.
Section 2 introduces the related research work of blockchain
technology and the NTL detection technology. Section 3
proposes a smart grid NTL detection scheme based on the
power network association chain, including the overall
structure, client registration, and data encryption and de-
cryption transmission. Section 4 demonstrates the experi-
ment and the experimental results as well as the comparison.
Section 5 analyzes the security and threat scenarios of the
overall scheme. Section 6 gives the research results and
discussion.

2. Related Work

+is section will summarize the existing work; we first
summarize the related work of NTL detection in smart grid,
then investigate the important role of blockchain technology
in the smart grid, and finally summarize the related detection
technology of blockchain to illustrate the feasibility of smart
grid NTL detection scheme based on the gateway
blockchain.

2.1. Smart Grid NTL Detection. Nowadays, with the devel-
opment of smart, integrated, and interconnected power
grids, to achieve the goal of reliability, security, and cost-
effectiveness of the power grid and to prevent the occurrence
of power theft incidents, the NTL detection technology and
related research are gradually developing. Leite et al. [9]
proposed a strategy for detecting nontechnical losses using a
multivariate control chart, which establishes a reliable area
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to monitor the measured variance. After detecting the
nontechnical loss, the pathfinding program based on the
algorithm can find the consumption point of the non-
technical loss. Jeyaraj et al. [10] put forward a multidi-
mensional deep learning algorithm to learn and classify
nonperiodical electricity and then can detect user theft of
electricity from the periodic load curve. +e weekly load
pattern and daily load pattern are both processed as 2D
power data samples. Saeed et al. [11] suggested an efficient
classification method based on the BoostingC5.0 decision
tree to detect nontechnical losses in electric utilities. First,
extract data features from the dataset to distinguish honest
from fraudulent customers. Afterward, Pearson’s chi-square
feature selection algorithm is used to select the most relevant
feature among the extracted features. Finally, use the
BoostedC5.0 decision tree (DT) algorithm to classify honest
consumers and fraudsters based on the results of the selected
functions. Viegas et al. [12] mentioned a clustering-based
method to detect power theft. By clustering the collected
data, typical consumer behavior prototypes can be extracted.
If the distance between a new data sample and a typical
consumer prototype is too large, the distance-based novelty
detection framework will classify it as vicious data. Okino
Otuoze et al. [13] put forward a power theft detection
framework based on a general predictive algorithm. +e
framework uses universal anomaly detection (UAD) based
on the Lempel-Ziv universal compression algorithm, which
can realize real-time detection in the smart grid environ-
ment. It detects anomalies by monitoring many network
parameters, includingmonitoring energy consumption data,
the change rate of energy consumption data, and date
stamps as well as time stamps. Blazakis et al. [14] introduced
an adaptive neuro-fuzzy inference system (ANFIS) for
power theft detection.+e results show that if the technology
is correctly applied, it can achieve a high detection success
rate in the case of fraudulent activities caused by unau-
thorized energy use.

Given the NTL problem in the smart grid, the above
detection methods have played a certain role, but a few of
them require a large amount of data, and the calculation
method is complex. It poses a serious threat to the privacy
and security of power-related data. We explore new tech-
nologies to solve the NTL problem by investigating the
application of blockchain in the smart grid.

2.2. Application of Blockchain in Smart Grid. In the smart
grid system, various network transpositions require a large
amount of data sharing and exchanges between gateways. At
the same time, information exchanges between power
suppliers and individual consumers are also very frequent;
therefore if the power system encounters network security
threats, it will cause huge losses. Blockchain technology has
the characteristics of decentralization, openness, transpar-
ency, and nontamperability; realizes the collaborative trust
and concerted actions between multiple subjects; and is
widely used in the construction of smart grids. Gai et al. [15]
suggested an alliance blockchain method to solve the privacy
leakage problem of energy transaction users in smart grids

without restricting transaction functions. +is method also
can detect the relationship between it and other information
(such as physical location and energy usage) by mining
various energy transaction volumes. Guan et al. [16] put
forward a blockchain-based smart grid data aggregation
privacy protection scheme, which divides users into different
groups, and each group has a private blockchain to record
the data of its members. +e scheme uses pseudonyms to
hide the identity of users. Each user can create multiple
pseudonyms and associate their data with different pseu-
donyms. However, this scheme also only conducts a single-
dimensional data collection, and the user power data in the
same area is transmitted in plain text, posing a great security
risk. Pop et al. [17] used blockchain technology to design a
demand-side response model for distributed management of
energy networks. +e model uses tamper-proof blockchain
technology to store energy consumption data collected from
the IoT smart meter. At the same time, the automatically
executed smart contract defines the expected energy loss of
each producer and each consumer in a programmatic way
and then realizes it. In order to match the production and
demand of the smart grid. Gao et al. [18] put forward a smart
grid monitoring method based on a secure sovereign
blockchain and also implemented a smart contract. +e
contract executes the established procedures and then
provides a network-based trusted system.+e system proved
to be very effective because users can monitor how the
electricity is used, and it also provides a platform that no one
needs to manipulate.

+rough the investigation of related work, there are
many applications of blockchain technology in the smart
grid, less research working on NTL detection and, some
problems such as information sharing; thus, we also in-
vestigate the scheme of abnormal problem detection of
blockchain in our paper.

2.3. Smart Grid Combined with Blockchain-Related Work.
Blockchain technology is also used in the industrial Internet
of things scenarios [19]. In response to the problem of
abnormality detection in the smart grid, the blockchain can
realize the cooperative trust between different information
interaction parts through “smart contracts” and efficiently
detect abnormal situations.

Li et al. [20] mentioned a blockchain-based method for
detecting abnormal electricity consumption in smart grids,
aiming to use sensor processing, smart meter readings,
machine learning, and blockchain to accurately and timely
detect electricity consumption abnormality.

Signorini et al. [21] proposed a blockchain-based
anomaly detection method (BAD). BAD is a complete
framework that relies on several components that utilize
its core blockchain metadata to collect potentially mali-
cious activities. BAD avoids any central point of failure
and can prevent malware from deleting or changing its
own traces.

Golomb et al. [22] mentioned a lightweight framework
CIoTA, which uses the concept of blockchain to perform
distributed and collaborative anomaly detection on devices
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with limited resources. +rough the consensus between
proof and IoT devices, CIoTA uses the blockchain to
gradually update the reliable anomaly detection model.

Casado-Vara et al. [23] suggested a new system for
detecting fraud based on blockchain. +e blockchain is used
to store the data of the distribution network monitored by
the WSN and apply the created clustering algorithm to
detect fraud. Whenever the blockchain grows, the stored
data is more secure. +erefore, the power company can
check the stored blockchain data. It is proved that block-
chain technology has a certain effect on abnormal problem
detection.

+rough the above research and analysis, it is found that,
with the development of the smart grid, the interaction
between power suppliers and users becomes more conve-
nient. At the same time, due to the application of various
intelligent devices and the generation of corresponding
massive data and information, problems such as Internet
security and power theft continue to appear in the power
grid system. Aiming for the problem of NTL, several
scholars have also proposed a detection scheme, but the
scheme has some problems, such as the large demand for
data and the need for data concentration. Moreover, data
privacy and security cannot be guaranteed and are high labor
costs. +erefore, combined with the blockchain technology,
this paper proposes a smart grid power theft detection model
based on the power network association chain, which gives
full play to the dispersion, openness, transparency, and
tamper-proof of the blockchain technology, and applies it to
the smart grid NTL detection problem.

3. Smart Grid NTL Detection Based on Power
Gateway Consortium Blockchain

+rough the investigation of related work, we found that the
smart grid has problems of NTL caused by the tampering of
the electricity data of the smart meter at the home network
layer, NTL caused by bypassing the smart meter and directly
connected to the grid network, and difficulty in detecting the
imbalance of smart grid revenue and expenditure. Based on
the edge of the smart grid network, we designed a smart grid
NTL problem protection program based on the power
gateway blockchain. We first introduced the smart grid
gateway consortium blockchain structure and described the
threat model scenarios of NTL in the smart grid. Finally, a
smart grid NTL detection model and detection method
based on the power gateway consortium blockchain are
proposed in Section3.3. In the detection method, the smart
meter registration, online data storage and query, data
structure, consensus, and detection process are introduced
in detail.

3.1. Smart Grid Gateway Consortium Blockchain Structure.
+e smart grid gateway consortium blockchain structure
consists of two parts, including the power infrastructure
network and the power communication network.+e power
communication network includes three levels: wide-area
network (WAN), local area network (LAN), and home

network (HAN). +eWAN consortium blockchain network
consists of LAN power gateways, and each LAN power
gateway node includes multiple LAN consortium blockchain
networks. +e LAN consortium blockchain network is
composed of HAN power gateways, and each HAN power
gateway node includes multiple HAN networks. +e specific
structure is shown in Figure 1.

Definition 1. Power infrastructure network.
+e basic network of power facilities includes the basic

equipment in the traditional power grid, such as power
generation facility, power transmission stations, and sub-
station/distribution stations. After generating electricity
from the power generation facility, the process of voltage
boosting, transmission, and the step-down is carried out,
and finally, the electricity is sold to the users by the dis-
tribution station. It provides a guarantee for the production,
transmission, and use of electric energy.

Definition 2. Electric power communication network.
+e electric power communication network is com-

posed of three types of network structures, including
HAN, LAN, and WAN. Each layer of the network
structure includes power gateway equipment for data
aggregation and network communication as shown in
Table 1.

+e blockchain structure of HAN, LAN and WAN, grid
gateway, and smart meter in the power communication
network is shown in Figure 2.

+e electric power communication network is divided
into HAN, LAN, and WAN according to the commu-
nication range from small to large. +e three are inclusive
(HAN ⊂ LAN ⊂WAN). Among them, the HAN network
includes HAN power gateways, smart meters, and var-
ious home electrical equipment. Electrical equipment
gathers power consumption information in smart me-
ters, which are connected to the HAN power gateway.
Here, we define multiple HAN networks as
HAN1,HAN2 . . .HANN. LAN network is composed of
multiple HAN networks, namely,
LAN � HAN1 ∪HAN2 . . .HANN􏼈 􏼉. In the LAN network,
the HAN power gateway is used as a node to form a LAN
network consortium blockchain. Similarly, the WAN
network consists of multiple LAN networks, namely,
WAN � LAN1 ∪ LAN2 . . . LANN􏼈 􏼉. In the WAN network,
the LAN power gateway is used as a node to form a WAN
network consortium blockchain.

3.2. ,reat Scenario. +e user is the smallest unit in the
smart grid scenario and is divided into malicious users and
normal users. +e malicious user is the core threat that
causes nontechnical power loss in the smart grid. Based on
the behavior and distribution characteristics of malicious
users, this paper divides the threats of malicious users into
three categories: active malicious user threats, passive
malicious user threats, and group malicious user threats.+e
specific scenarios of the three different threats will be in-
troduced one by one as follows:
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ActiveMalicious User,reat. Active malicious users are
malicious users with intermittent power theft from the
perspective of behavior characteristics.+is type of user
will perform normal charging behaviors and also
conduct power theft behavior. From the perspective of
distribution characteristics, this type of user does not
have obvious geographic clustering and is usually
mixed with normal users.
Passive Malicious User ,reat. +e distribution char-
acteristics of passive malicious users and active mali-
cious users are the same, but the behavior
characteristics are different, which is mainly reflected in
the passive malicious users not performing charging
behavior.

,reats of Group Malicious Users. +e harm of group
malicious users to the smart grid is extremely serious.
+e most distinctive feature is that malicious users
gather in the same area, and the behaviors of malicious
users are complex and diverse, for example, active
malicious users are mixed with passive malicious users.

3.3. Smart Grid NTL Detection Model Based on Power
Gateway Consortium Blockchain. In the proposed detection
method, the overall structure and concept, intelligent meter
registration, online data storage and query, data structure,
consensus, and detection process are introduced in detail in
the following subsections.

Substation

Substation

LAN GateWay4

LAN GateWay2

HAN GateWay4

HAN GateWay2

HAN GateWay3HAN GateWay1

Smart Meter

Smart Meter

Smart Meter

Smart Meter

Smart Meter

Smart Meter

LAN GateWay3LAN GateWay1
WAN Gateway blockchain

LAN Gateway blockchain

SubstationPower generation facility

Power transmission station

Figure 1: Smart grid gateway consortium blockchain structure.

Table 1: Interpretation of key nouns.

Name Description

Power
gateway

+ere are different types of gateways in different network structures. +e HAN network includes HAN power gateway
equipment and smart meter equipment; the LAN network includes the LAN power gateway equipment; and the WAN

network includes the WAN power gateway equipment.

HAN
network

Devices in a home area network (HAN) share resources through public communication networks (such as Ethernet) or
wireless connections (such asWIFI, Bluetooth low energy, ZigBee, and IEEE 802.15.4).+e smart meter of each home local
area network is used as the entrance and exit of electric energy control, and the electricity consumption in the home

network is collected and controlled through the smart meter.

LAN network

+e local area network (LAN) is larger than the HAN network communication range from the perspective of network
information communication. +e LAN network is an alliance blockchain composed of HAN power gateways, which can
store data. In the LAN consortium blockchain network, the HAN power gateway node collects and stores information from

the smart meters in HAN.

WAN
network

From the perspective of network communication, the wide-area network (WAN) has a larger communication range than
LAN. In the wide-area network, the power gateway in the LAN is used as a node to form an alliance blockchain. +e LAN
power gateway in the WAN consortium blockchain network completes data collection and storage in the LAN network.
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3.3.1. Overall structure and Concept of the Detection Method.
Logically speaking, each layer of the power communication
network contains the MDMS system. Based on the MDMS
storage and detection mechanism, a smart grid NTL de-
tection model based on the power gateway consortium
blockchain is proposed.+e structure of the detection model
is shown in Figure 3.

+e overall power communication networkmodel includes
three parts: the blockchain network, the power gateway, and
the smart meter. +e communication network includes three
network domains, home network, local area network, and
wide-area network. +e local area network and the wide-area
network contain alliance blockchains, which are, respectively,
LAN network consortium blockchain and WAN network
consortium blockchain. +e WAN network consortium
blockchain and the LAN network consortium blockchain
combine MDMS to manage and control the data of power
gateway devices and smart meters, including two parts: device
information data and hierarchical power information data.

Equipment Information Collection Task Business. +e
WAN network consortium blockchain and the LAN
network consortium blockchain are combined with the
MDMS system to store and manage device information
on the chain.+e LAN network consortium blockchain
forms the MDMS system through the HAN power
gateway node to provide device information data query
and storage services. +e LAN network consortium
blockchain collects the state information of the smart
meter through the power gateway and stores it in the
LAN network consortium blockchain. Similarly, the
LAN power gateway is a node of the WAN network
consortium blockchain and stores the device status
information of the LAN gateway in the WAN network
consortium blockchain.

Hierarchical Power Information Collection Task. WAN
network consortium blockchain and the LAN network
consortium blockchain combine with theMDMS system
to store and manage hierarchical power information on
the chain. +e hierarchical power information includes
user payment information, smart meter power infor-
mation, HAN power gateway power information, and
LAN power gateway power information. Among them,
the user payment information and power information
are uploaded to the LAN network alliance blockchain
storage management through the smart meter and the
HAN power gateway node power information through
the HAN power gateway node. +e LAN power gateway
power information is stored and managed in the WAN
network consortium blockchain through the LANpower
gateway node.
Block Structure. +e block structure includes the block
head and the block body. +e block header includes a
block identification number, a block size, a timestamp,
an address number, and a Merkle root. +e block in-
cludes equipment information, power information, and
source address (smart meter ID, power gateway ID).
+e specific block structure is shown in Figure 4.
Data Content. +e data in the WAN network con-
sortium blockchain includes WAN network layer input
power, LAN power gateway ID, timestamp, LAN power
gateway equipment power consumption, and device
status. +e data in the LAN network consortium
blockchain includes HAN power gateway output
power, HAN power gateway ID, timestamp (including
power purchase time, transaction processing time, and
power start reading time), smart meter ID, household
name, remaining power, purchase power and purchase
time, smart meter public, and private key pairs.

WAN Gateway Blockchain

LAN Gateway Blockchain

LAN GateWay 2

LAN GateWay 3
HAN GateWay 2

HAN GateWay 1

LAN GateWay 1

Smart Meter

Figure 2: Blockchain structure of power communication network.
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Raft Consensus. In Fabric, the orderer service based
on Raft replaces the previous Kafka orderer service.
Generally, a Raft cluster includes 2N + 1 orderer
nodes, allowing N faulty serves in the network. In
raft, each node can only be in one of three states
[24, 25]:

Follower: in the initial situation, all nodes are
followers
Leader: responsible for processing client requests and
ensuring that all followers have the same data records
Candidate: candidates will initiate elections to com-
pete for leaders

Under certain conditions, the state of a node can be
transformed. In the initial situation, all nodes are followers.
Since there is no message from the leader within a period of
time, the follower will automatically transform into a can-
didate and initiate a vote. After receiving votes from most
nodes, the node will transform into a leader, accept and
respond to requests from clients. For example, when the
leader receives an information storage request from the
client (HAN Gateways) in the LAN alliance chain, the leader
will broadcast this request to the followers. A response will
be sent if the follower receives the request successfully.
When the leader receives responses from more than half of

WAN NetWork
Administrator

HAN Gateway1

WAN NetWork LAN NetWork

LAN GateWay1

LAN NetWork
Administrator

LAN GateWay2

LAN GateWay3 LAN GateWay4

HAN NetWork

New
Block

New
Block

New
Block

New
Block

New
Block

New
Block

New
Block

New
Block

HAN Gateway3

HAN Gateway2

HAN Gateway4

Figure 3: Smart grid NTL detection model based on power gateway consortium blockchain.
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the nodes, it will submit the request locally and broadcast all
followers to execute the request. +e follower accepts and
verifies whether the request is legal; after that, the request
will be packaged to generate a block, broadcast to all HAN
Gateways, and written into the local ledger.

+e overall structure takes the form of an alliance
blockchain, which is a special blockchain, based on a certain
number of preselected authentication nodes. +e consensus
algorithm of the blockchain is performed by these pre-
selected nodes instead of all the nodes in the whole network,
which can greatly reduce the network overhead. In the
power grid system, different regions can be regarded as
different alliances, so that they can be autonomously
managed, and the information can be shared within the
scope. +e power consumption statistics equipment (smart
meter) in the power grid is detected by HAN and LAN
power gateway, and the monitoring data are collected and
stored. As the real-time detection and audit consume much
calculation and storage, a conditional trigger is used to detect
the behavior trigger. +e introduction of the threat model
triggers the detection mechanism when the following
methods are employed in the NTL problem detection
process of the smart grid.

3.3.2. Initialization and Registration

Assumption 1. +epower blockchain gateway is trusted.+e
audit terminals in the MDMS system deployed by the al-
liance chain are also trusted.

Assumption 2. +e smart meter is semitrusted, and the user is
not trusted.+e communication channel between the intelligent
meter and the power gateway is not completely secure.

Assumption 1 specifies that the gateway of the power
blockchain is trustworthy. +e power gateway generates cer-
tificates and private keys for the intelligent watt-hourmeter.+is

information is stored in the power gateway to ensure that the
information is secure andwill not be stolen or tamperedwith. As
the audit client in the federation chain MDMS, the audit ter-
minal is also credible, which makes the audit results accurate.

For Assumption 2, the smart meter is a semitrusted
entity; it will not actively tamper with and steal information
but will be subject to passive attacks. Users are untrusted by
default, and such entities are highly aggressive.

+e symbols and descriptions used in the whole process
are shown in Table 2. +e low-power encryption scheme is
very important in the Internet of things [26, 27]. +e key
process of the model is as follows:

System Initialization. +e symbol definitions used in
the detection method are shown in Table 2.
+e system selects an elliptic curve
E: y2 � x3 + ax + b(mod n). +e generator is P, and
the following three hash function operations are se-
lected. H1: 0, 1{ }∗ ⟶ G; H2: 0, 1{ }∗ ⟶ 0, 1{ }∗ ;

H3: G⟶ 0, 1{ }∗ . +e private key of the power
gateway is α and its public key is pa � α∗P.
Smart Meter Information Registration Process. HAN
network users request access to smart meters from HAN
power gateway nodes through the communication net-
work. Access is allowed if authentication is passed, and
access is denied if the authentication fails. +e HAN
power gateway combines the information of smart meter
and house number to generate the unique identification
number in the current HANnetwork. All the smart meter
identification number information in theHANnetwork is
stored in the HAN gateway. When the NTL occurs, the
HAN gateway can be responsible for the smartmeter with
NTL problems according to the identification number
information. Since the smart meter as a client needs to
sign when it needs to submit to blockchain request to the
HAN gateway, the HAN gateway needs to generate a
public and private key pair for the smart meter and send
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Figure 4: Structure of block data.
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the private key to the smart meter for signature. +e
specific process is shown in Figure 5.

+e smart meter has a unique ID for SMid, for the power
gateway to issue a certificate for it, as follows:

Step 1: smart meter generates random number ki as its
private key, ki ∈ [1, n − 1]

Step 2: smart meter sends (ki, SMid) to power gateway
for the later generation of certificates
Step 3: the power gateway calculates its certificate
Qsm � α∗ ki ∗P, to further update its private key to
PSKSMid

� α∗ ki + H3(Qsm)∗ α
Step 4: the power gateway will return (Qsm, PSKSMid

, ti)

to the smart meter is (certificate, privatekey,

timestamp)

3.3.3. Data Storage and Query Process. +e nodes of the
LAN network consortium blockchain and WAN network
consortium blockchain are in the HAN power gateway and
the LAN power gateway, respectively, and they are re-
sponsible for the client to submit data information to the
blockchain. +e process is shown in Figure 6.

+e smart meter signs and uploads the data, and the
process is mainly divided into four steps: one-time password
generation, message signature, identity verification, and
message verification.

In order to ensure the security of the data, the one-time
password is used every time the smart meter uploads the
data, and the generation process is as follows:

Step 1: the power gateway generates a random number
ra and sends it to the smart meter
Step 2: the smart meter randomly selects rs as its private
key and calculates its public key as ys � ra ∗ rs ∗QSM

Step 3: the power gateway uses its private key α to
generate a public key of ya � H2(ra)⊕H3(α∗ys)

As the smart meter is a semitrusted entity, when gen-
erating the public key, the public key value is determined by
both the power gateway and the smart meter.

+e smart meter signature process for uploading data:

Step 1: firstly, the private key PSKSMid
issued by the

power gateway node is used to sign the uploaded data:
sign(M) � H2(M, SMid, ys, ti)∗ rs + PSKSMid

.
Step 2: the smart meter will upload the data msg �

(SMid, sign(M), ys, M, ti, Qsm, \\H2(ra)) to the power
gateway. It is easy to verify the identity of the smart
meter. If the transmission channel is eavesdropped or
tampered with, the power gateway can determine
whether the message has been tampered with according
to the signature sign(M).

+e authentication process of the power gateway to the
smart meter is as follows:

Table 2: Notations used in this paper.

Symbol Description
P Generator
E Elliptic curve
(α, pa) Private key and public key of power gateway
SMid ID of smart meter
QSM Certificate of smart meter
PSKSMid

Private key of smart meter
(ra, ya) One-time password power gateway private key, public key
(rs, Ys) One-time password smart meter private key, public key
M Data uploaded by smart meter
Ti Time stamp
H1, H2, H3 Hash operation
(rb, yb) Audit client’s private key, public key

Apply to join the
blockchain platform

Apply to join the
blockchain platform

Identity
verification

Reject
application

NO

YES

Allow
registration

Set private key

Obtain public key and certificate

End

Figure 5: Smart meter information registration process.
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In the case that the Qsm verification is passed, to prevent
the certificate from being eavesdropped on by an adversary,
further judge H2(ra) � ya⊕H3(α∗ys). It ensures that the
message cannot be tampered with.

+e power gateway verifies the message sent by the
intelligent meter as follows:

First, calculate the h1 � H2(M, SMid, ys, ti)∗ rs; h2 � H3
(Qsm). Determine whether the equation sign(M) ∗P � h1 ∗
ys + Qsm + h2 ∗pa is true, and if so, receive the message.

+e verification principle is as follows:

sign(M) ∗P � H2 M, SMid, ys, ti( 􏼁∗ rs + PSKSMid
􏼐 􏼑∗P

� h1 ∗ys + α∗ ki ∗P + h2 ∗P

� h1 ∗ys + Qsm + h2 ∗pa.

(1)

+e above is a single message authentication process. If
batch message processing is carried out and the number of
messages is assumed to be n, the verification process is as
follows:

SP � 􏽘
n

i�1
signi Mi( 􏼁∗P

� 􏽘
n

i�1
h1 + PSKSMid

􏼐 􏼑∗P

� 􏽘
n

i�1
h1 ∗P + 􏽘

n

i�1
α∗ ki + H3 QSM ∗ α( 􏼁􏼂 􏼃∗P

� 􏽘
n

i�1
h1 ∗P + 􏽘

n

i�1
Qsm + 􏽘

n

i�1
h2 ∗pa.

(2)
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Figure 6: Data block generation process.
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+eHAN power gateway node stores the collected smart
meter data (HAN network layer data) on the LAN network
consortium blockchain, and the LAN power gateway node
stores the aggregated LAN network layer data on the WAN
network consortium blockchain. +e data is stored in an
encrypted manner, and the way the data is stored on the
blockchain and obtained is shown in Figure 7.

After obtaining the data, the power gateway node en-
crypts the data through the encryption algorithm, stores it
on the chain, and decrypts the query in the process of de-
tection and audit.

+e audit client audits the data uploaded by the smart
meter, and the process is as follows: as the audit client and
the power gateway are trusted entities, both parties can use
the original elliptic curve encryption algorithm when
transmitting data:

Step 1: the audit client chooses the private key as rb;
then, its public key is yb � rb ∗P

Step 2: the power gateway hashes the data m to be
audited: M � H1(m), randomly generates r, and cal-
culates the point R � r∗P

Step 3: the power gateway calculates C � M + r∗yb

and returns the (C, R) to the auditor
Step 4: fter the audit client gets the ciphertext C, cal-
culate the plaintext M � C − r∗yb � C − r∗ rb ∗P �

C − R∗ rb and audit it

3.3.4. NTL Detection Method. +e HAN user initiates the
power purchase on the platform, and the user sends the
verification information HANPurchaseInfo � UserID,{

SMID, Purchaseamount, TimeStamp} to the platform for
verification. After the verification is passed, the audit con-
tract of the detection mechanism is triggered, as shown in
Figure 8.

+e steps for the audit contract are as follows and the
process is shown in Algorithm 1:

Step 1: HAN tests the connectivity of the smart meter
(obtaining the meter status data), performs Step 2 if the
test is successful, and issue an alarm to the auditor if the
test fails.
Step 2: the HAN gateway node sends a request for
information collection to the smart meter of the power
buyer.
Step 3: if the smart meter receives the request infor-
mation, it responds to the request of the HAN gateway
node and transmits the HANsm � SMID, UserID,{

Remaining Electricity} information to the HAN power
gateway node.
Step 4: the HAN power gateway node obtains the HAN

gw � SMID, UserID, CurrentTime,{ theuser’s last

power purchase time (Tlast), after the electricity

purchase (Elast)} information, which is compared and
fused with the HANsm information. We calculate the
difference between the (Elast) and the remaining power
of the watt-hour meter after the last power purchase
and compare it with the output electricity of the HAN

gateway (the electricity information between the last
purchase time and the current purchase time). We
judge whether the charging users and other users under
the current HAN power gateway node have abnormal
power consumption.
Step 5: After the verification is passed, HANgw1 �

SMID, UserID, CurrentTime, PurchaseTime,{ after

purchase d electricity(ATE)} is packaged and uploa-
ded. At the same time, the platform will send the
purchased electricity to the smart meter of the family.

(1) NTL Detection Method for HAN Network. Aiming for the
problem of passive malicious user detection, a HAN network
NTL detection method is proposed based on +e NTL
detection method. Every once in a while, the HAN gateway
will query the data on the chain, request the data of the smart
meter, then calculate the theoretical power consumption of
each smart meter under the current HAN network, and after
that compare it with the actual output power EOutput of
each user’s HAN gateway. If the actual output power is
greater than the theoretical power consumption, the user is
considered to be a passive malicious user. +e process is
shown in Algorithm 2.

(2) NTL Detection Method for LAN Network. +e WAN
network layer regularly audits LAN users following the audit
rules. +e WAN network initiates a regular audit of the
power output of the LAN power gateway to audit whether
the WAN input and the LAN output are balanced.
According to the audit results, it is to judge whether the LAN
group users have NTL problems. +e process is shown in
Algorithm 3.

After the WAN network carries out the connectivity test
to the gateway node (obtains the equipment state data),
every interval T triggers the audit contract; in other words, it
carries out the query about the WAN gateway node in-
formation stored in the LAN consortium blockchain. +e
input power data of the WAN network is obtained and
compared with the LAN node data to determine whether
there is a problem with LAN group user NTL. If there is a
problem, the auditor is alerted.

4. Experimental Simulation

We have carried out experiments on the proposed smart grid
NTL detection scheme based on the power network asso-
ciation chain and simulated the data winding and the de-
tection process of the LAN alliance chain, including HAN
users (smart meter), the alliance chain composed of the
HAN gateway, and the detection client. +e structure of the
experiment is shown in Figure 9.

4.1. Experimental Environment. +e Docker is used to
simulate peers on the blockchain to verify our scheme. +e
OS used is Ubuntu 18.04, and the version of the Hyperledger
Fabric is 2.3.0. More details for the experimental environ-
ment are listed in Table 3.
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For the LAN alliance chain, the blockchain network
consists of two Orgs, each of which has fifteen peers (HAN
Gateways). +e peer0 of each Org serves as the anchor node
of its own Org and is responsible for the communication
between organizations. +ere is one channel in the network;
all peers will install the chain code and join the channel.

4.2. Experimental Result. +e main steps of the experiment
include the creation and maintenance of the channel, the
development, and the use of the chain code. +e administrator

is responsible for addingHANGateways and LANGateways to
their corresponding channels, developing and deploying chain
code, and fulfilling other requirements. +e blockchain net-
work function test and the Smart Grid data interaction function
test are shown in Tables 4 and 5, which mainly include storing
and querying the gateway power date.

We tested a network with two Orgs, and four HAN
Gateways per Org. +e test results are shown in Figures 10
and 11. +e results show that the processing capacity of the
LAN blockchain network reaches the peak when four HAN
Gateways initiate transactions at the same time.
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purchase application

2.Check Purchase
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smart contract

3.Contract test �e
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Figure 8: NTL detection method.
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Instead of controlling the peers, join the channel one by
one; we join all the peers into the channel at the same time
and then control the number of peers that initiate trans-
actions at the same time.

In the LAN alliance chain, different numbers of HAN
Gateways initiate transactions at the same time for different
total transactions. +e results include the time consumption
and throughput referring to the number of transactions that
can be processed per second. Figure 12 shows the rela-
tionship between the time required to complete the trans-
action and the number of HAN Gateways needed to initiate
the transaction. Figure 13 shows the relationship between
the throughput and the number of HANGateways needed to

initiate the transaction at the same time. It can be seen that,
with the increase in the number of HAN Gateways par-
ticipating in the transaction, the processing capacity of the
LAN alliance chain network continues to increase and
eventually stabilizes. When three HAN Gateways initiate
transactions at the same time, the maximum processing
capacity of the LAN network is achieved. It can be seen that,
in application, we only need a small number of nodes to
make full use of the blockchain network; thus, we can save
our costs.

It is worth noting that the throughput of the blockchain
is affected by many factors, including but not limited to
system architecture, hardware, and consensus algorithm.

Input: TIME INTERVAL
Output: Analysis Result

(1) function NTL FOR HAN

(2) if Current Time-Last Time�TIME INTERVAL then
(3) for i � 0⟶ n do
(4) get HANsm� {SMID, UserID, SOC} sent from Useri’s Smart Meter
(5) get HANgw� {SMID, UserID, Current Time, Tlast,Elast} from HAN
(6) E_+eoretical_Consumption�Elast-SOC
(7) get E_Output from HAN
(8) if E_Output>E_+eoretical_Consumption then
(9) Send warning to Auditors
(10) end if
(11) end for
(12) return over
(13) end if
(14) return waiting
(15) end function

ALGORITHM 2: NTL for HAN.

Input: HANpurchaseInfo� {UserID, SMID, Purchase amount, TimeStamp}
Output: Audit Result

(1) function NTL(HANpurchaseInfo)
(2) get the state of the Smart Meter
(3) if State� offline then
(4) return Send warning to Auditors
(5) else
(6) Send request to the corresponding Smart Meter
(7) get HANsm� {SMID, UserID, SOC} sent from Smart Meter
(8) get HANgw� {SMID, UserID, Current Time, Tlast,Elast} from HAN
(9) if (Elast-SOC)-E_Output> threshold then
(10) return Send warning to Auditors
(11) else
(12) Purchasing Time�TimeStamp
(13) SOC� SOC+Purchase amount
(14) send HANgw1� {SMID, UserID, Current Time, Purchasing Time, ATE} to BlockChain
(15) send update to user’s smart meter
(16) return Normal
(17) end if
(18) end if
(19) end function

ALGORITHM 1: Contract for audit.
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Input: TIME INTERVAL
Output: Analysis Result

(1) function NTL FOR LAN

(2) get the state of LAN
(3) if State� offline then
(4) return Send warning to Auditors
(5) else
(6) if Current Time-Last Time�TIME INTERVAL then
(7) for i � 0⟶ n do
(8) get LAN1� {LANID, SOC} sent from LANi

(9) get LAN2� {LANID, Elast} from WAN
(10) E_+eoretical_Consumption�Elast-ATE
(11) get E_Output from WAN
(12) if E_Output> E_+eoretical_Consumption then
(13) Send warning to Auditors
(14) end if
(15) end for
(16) return over
(17) end if
(18) return waiting
(19) end if
(20) end function

ALGORITHM 3: NTL for LAN.

HAN User

HAN User

HAN
Hyperledger

Org1

HAN
Hyperledger

Org2

Channel

Check client

Order
service

Figure 9: Experimental environment.
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+e number of peers needs to be appropriately set according
to the application of the scenario.

To further verify the feasibility of the scheme, the dataset
[28] from Smart Energy Informatics Lab was selected. +e
dataset consists of electricity consumption data (December
2016 to January 2018) from a high-rise residential building
inside the IIT Bombay campus. Each apartment is instru-
mented with a smart meter. For privacy reasons, the name of
apartments are kept anonymous and are replaced by
numbers. +e date is downsampled at 1-hour granularity. It

includes apartment ID, timestamp, voltage, and energy
consumption.

+e results are as shown in Figures 14 and 15, similar to
previous results, the processing capacity of the LAN alliance
chain network continues to increase and eventually stabilizes
with the increase in the number of HAN Gateways par-
ticipating in the transaction.

To our best, only one similar paper is found. Khalid et al.
[29] tried to combine the IoT device with blockchain to
eliminate nontechnical loss. +e IoTdevices are deployed at

Table 5: Blockchain network function test.

Function Explanation Result
Power data storage Upload power data to blockchain Success
Power data query Query the power data from blockchain Success

Table 3: Experimental environment.

Tools Version Function
Ubuntu 18.04 +e operating system
Hyperledger Fabric 2.3.0 An open-source alliance chain framework for generating blockchain network
Docker 19.03.6 Used to simulate peers in blockchain
Docker-compose 1.17.1 Manage container
Go 1.15.7 Develop chain code (smart contract)

Table 4: Blockchain network function test.

Function Explanation Result
Create channel Create channels for LAN or WAN alliance chain Success
Join channel Add HAN Gateways and LAN Gateways to their corresponding channels Success
Deploy chain code Install chain code on the channel Success
Invoke chain code Execute the function defined on the chain code Success
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the key point of the power system to detect electricity
production and consumption. +e nontechnical loss is
detected by calculating the difference between production
and consumption. Ethereum is used to verify this scheme
finally.

For consumers of different sizes, Sana designed different
solutions. Private chains, alliance chains, and public chains
are used to target large-scale, medium-scale, and small-scale
consumers, respectively. +is indeed improves the
throughput of the blockchain, but there is little improve-
ment in NTL detection.+e scheme proposed in our work is
based on Fabric which also is known as alliance chain.
Although the private chain has a high throughput, the peers
in the private chain are required to be mutually trustworthy,

which is impossible in the actual situation. Compared with
the private chain, the alliance chain is more in line with the
actual situation. +is is because the nodes in the alliance
chain only need to be semitrusted between others. However,
this paper only offers the results of the successful execution
of smart contracts and blockchain; it does not offer the
performance results.

What is more, large-scale IoT devices are needed to be
installed to find specific users who stole electricity which
will result in high costs. However, the hierarchical
structure proposed in our paper allow us to locate users
who stole electricity more conveniently and flexibly based
on existing power supply equipment. By analyzing the
data from different HANs and LANs in their respective
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blockchain networks, we can effectively solve the prob-
lems of single-user power theft and group user power
theft.

4.3. Qualitative Analysis of the Results. In this section, we
will discuss the differences between the design scheme of
this paper and other existing schemes in each index di-
mension, which mainly includes the following eight index
dimensions. +e first dimension is the detection effec-
tiveness of NTL, and the second dimension is to judge
whether it has the characteristics of decentralization,
which can avoid the single point of failure and other
problems. +e third dimension is the data tamper-proof;
because this paper uses the blockchain structure, it has the
antitamper ability of data. +e fourth dimension is the
intelligent detection capability, which mainly examines
whether the detection scheme can be carried out without
the need for manual table lookup, to reduce the labor cost.
All the detection processes in this paper can be auto-
matically carried out by the intelligent contract; thus,
there is no need for any manual table lookup. +e fifth
dimension is the ability of information sharing, which
mainly refers to the ability of data sharing between nodes.
In this paper, due to the use of blockchain mechanism,
different nodes achieve data consistency through the
consensus mechanism. +e sixth dimension is the con-
fidentiality of the data. All the upper-chain information in
this paper is ciphertext so that the data can be effectively
protected. +e seventh dimension is the traceability and
auditability of the data; because all the power equipment
information and the power purchase information are
stored on the chain, the power purchase behavior can be
traced back and audited. +e eighth dimension is inde-
pendent of audit data; because the detection process in
this paper is to trigger intelligent contracts for detection,
there is no need to train datasets for learning; thus, it is not
dependent on large audit data.

Based on the eight indicators previously pointed out
earlier, our work is compared with other existing works, and
the results are shown in Table 6.

5. Security Analysis

In this section, the security of the proposed method is
analyzed from the aspects of smart meter information ini-
tialization, data authentication, block verification, and threat
scenario.

5.1. Smart Meter Information Initialization. +e smart me-
ter, as a client, needs to be signed when submitting a chain
request to the HAN gateway; therefore, the HAN gateway
needs to generate a public-private key pair for the smart
meter and send the private key to the smart meter as a
signature. +e HAN gateway uses a hash algorithm and a
random number generator to generate public and private
key pairs. Although the random number generator is built
randomly by man, it can be exploited by attackers. +e hash
algorithm provides a more secure method. +e SM public

key information is a blockchain created based on the Merkle
tree and timestamp using a hash function and is stored in the
HAN gateway to keep it safe during the initialization phase
of the smart meter.

5.2. Data Authentication Security. +e data is stored on the
permissioned blockchain through encryption. After the
HAN gateway obtains the smart meter data, it encrypts the
user’s meter data through an encryption algorithm and
stores it on the blockchain. When SM communicates with
the HAN gateway, they create a secure session and update
the private key pairs at intervals of time t. When the HAN
gateway initiates a request and receives a message
encrypted with the private key by the SM, as the leader, it
uses the SM public key to verify the signature of the
encrypted data. +e authentication security and the in-
tegrity of data transmission are ensured by means of private
key pairs verification.

5.3. Block Verification Security. +e security of block veri-
fication in the scheme is guaranteed by the Raft algorithm.
+e MDMS in the designed smart grid is a distributed
system, in which the failure of a single gateway is an in-
dependent event. Assume that there are n HAN Gateways
in a LAN alliance chain, where the number of faulty nodes
is f. As the election of the leader is based on voting in raft,
we need to ensure that the number of normal nodes is
greater than the faulty nodes to guarantee the voting
process. +erefore, we need n − f>f, which leads to
n> 2f. +en, we need to ensure that there are at least 2f + 1
nodes in the system to ensure the security of the distributed
system.

5.4. Security Analysis of ,reat Scenario

(1) Active Malicious User ,reat Analysis. As the active
malicious user will carry out the charging behavior, it will
trigger the NTL detectionmethodmentioned above. After the
request of the active malicious user passes the platform
verification and the active malicious user’s electricity meter
passes the subsequent connectivity test, the HAN gateway will
collect the information from the user’s smart meter HAMsm:
smart meter ID, UserID, remaining power (ERemain), and
then the HAN gateway will query the information on the
chain to obtain the user’s last charging information HANgw:
smartmeterID,{ UserID, currenttime, user’s last

purchase time(Tlast), after the meter (ELast)}. Combined
with HANsm, the difference between the quantity of (ELast)
and the remaining power of themeter after the last purchase is
calculated to get the theoretical power consumption
E_+eoretical_Consumption� (ELast-ERemain) and com-
pared with the actual output of the HAN gateway (electricity
information between the last purchase time and the current
purchase time).

Since the active malicious user has the behavior of
stealing electricity, the E_Output is greater than E_+eo-
retical_Consumption, and the difference between the two
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represents the malicious degree of the malicious user. +e
more the number of power theft, the higher the malicious
degree. At this time, an alarm of electricity theft will be made
to the LAN power network administrator and be dealt with
according to the degree of malice.

(2) Passive Malicious User ,reat Analysis. Passive malicious
users do not charge, so regular NTL detection methods
cannot be triggered. However, this paper introduces the NTL
detection method of the HAN network, and every once in a
while, the HAN gateway will query the data on the chain,
request the data of the smart meter, then calculate the
theoretical power consumption E_+eoret-
ical_Consumption, of each smart meter under the current
HAN network, and compare it with the actual output power
E_Output of each user’s HAN gateway. If the actual output
power is greater than the theoretical power consumption,
the user is considered to be a passive malicious user. And
because the HAN network node in this paper separately
maintains the blockchain data structure for each user,
compared with maintaining a blockchain data structure, the
query data amount of this scheme is smaller; thus, it is more
efficient.

(3) Group Malicious User ,reat Analysis. At present, the
LAN network NTL detection method and the HAN network
NTL detection method proposed in this paper can effectively
solve the threat of malicious users of this group. +e dif-
ference between the LAN network NTL detection method
and the HAN network NTL detection method mainly lies in
the different content of the blockchain data. +e block data
of the LAN network chain records the power purchase
information in the unit of the user, while the block data of
the WAN network chain records the power purchase in-
formation in the unit of the region, and each LAN power
gateway represents an area. +erefore, the group of mali-
cious users can be classified as the different malicious area.

6. Conclusion

In this paper, we propose a smart grid NTL problem
detection scheme based on the power gateway blockchain
to solve the NTL problem in the smart grid system. Our
scheme divides the communication network domains
such as HAN, LAN, and WAN in the smart grid. A hi-
erarchical power grid gateway blockchain is proposed
and designed, and a decentralized management MDMS

system is constructed. Without the support of a large
amount of data, the intelligent contract combined with
encryption technology is used to store and query the
power data, and the detection of NTL problems is real-
ized. First of all, the overall structure of the consortium
blockchain of the smart grid gateway is described. Sec-
ondly, the threat scenarios of NTL problems in the smart
grid are analyzed. Finally, a smart grid NTL detection
model based on the power grid association consortium
blockchain is proposed. +e model uses the edge network
blockchain to store the state information of smart meter,
power gateway, and related power data. In the model, the
data situation in the smart grid, and the data winding and
query process in the smart grid are described in detail.
+e trigger mechanism and the detailed detection flow of
the NTL detection method are introduced, and a smart
contract is written to ensure the safe and reliable oper-
ation of the detection scheme. It has a certain ability to
resist attacks such as replay, monitoring, and tampering.
It is worth noting that the throughput and the consumed
time of the blockchain are affected by many factors. +e
number of peers needs to be reasonably set according to
the application in the scenario. After testing the per-
formance of the scheme, it is proved that it is theoretically
feasible. In the future, we will expand our work to op-
timize the efficiency of the consensus algorithm and to
refine the trigger conditions of the detection mechanism
to improve the practical feasibility of the scheme.
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Table 6: Comparison between the proposed method and other related methods.

Metric [9] [6] [30] [11] [31] [20] Our method
Detection of NTL Yes Yes Yes Yes No Yes Yes
Decentralization No No No No Yes Yes Yes
Data tamperproof No No No No Yes Yes Yes
Intelligent detection Yes Yes Yes Yes Yes Yes Yes
Information sharing No No No No Yes Yes Yes
Data confidentiality No No No No No No Yes
Data traceability and audit No No No No Yes Yes Yes
Nonaudit data reliance Yes Yes No No Yes Yes Yes
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)e growing number of e-voting applications indicates the need in resolving issues that exist in the traditional election model. By
integrating with blockchain technology, we could extend the model’s capabilities by presenting transparency in logic execution
and integrity in data storage. Despite these advantages, blockchain brings in new challenges regarding system performance and
data privacy. Due to distributed nature of blockchain, any new updating request needs to be reflected in all network’s peers before
proceeding to the subsequence requests. )is process produces delay and possibility in request rejection due to update conflict. In
addition, data removal is no longer feasible since each record is protected by immutable hashed link. To overcome these
limitations, the integration model of blockchain and message queue is proposed in this paper. )e design addresses security
concerns in data exchanging patterns, voter anonymization, and proof of system actor’s legitimacy. Performance tests are
conducted on system prototypes which were deployed on two different settings.)e result shows that the system can perform well
in production environment, and introduction of message queue handling scheme can cope with blockchain’s errors in
unexpected scenarios.

1. Introduction

Voting is an act of delegating one’s decision-making power.
Traditional election relies on marking and counting ballot
papers. Even though this model is still widely used in many
nations, the overall procedure is time consuming, inefficient,
and prone to error and electoral frauds [1]. Online voting is
introduced to overcome the limitations, achieve better ef-
ficiency as well as provide convenience to the users. )e
simplest implementation started from a single server where
authentication and vote processing are performed. Despite
the presence of data encrypting schemes, all cryptographic
operations and key storing are done at server side. In sum,
overall system operation remains hidden from the users.

Decentralized Application (DApp) is a new program-
ming approach that allows application to operate on the
distributed computer system or trusted P2P network like

blockchain. Execution of application’s logic is moved to the
client side without central authority governing. Also, data
directly traverse among only trusted app’s clients. Every
transaction must be validated against the consensus and pre-
agreed rulesets. No malicious action beyond logic agreement
shall be carried out. With blockchain, data integrity is
preserved by block hash which represents the entire chain’s
state up to that current point and can be computed by taking
previous block hash as an input. Merkle tree [2], illustrated
in Figure 1, is a data structure for representing structure of
the chain. To validate whether a specific transaction i exists,
inclusion can be proved by checking if the tree root (R) is
equal to hash of the transaction i that concatenates with its
sibling and sequences of sibling of all i’s ancestors (π). Let ϕ
denote position of i node in Merkle tree, verification can be
computed within time complexity of O(log n), and the
equation is defined as follows:
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Since operations on distributed ledger rely largely on an
underlying consensus mechanism, a number of consensus
mechanisms have been proposed, e.g., Proof of Work
(PoW), Proof of Stake (PoS), and Practical Byzantine Fault
Tolerance (PBFT). Differences in mechanisms directly in-
fluence security and performance of blockchain. To avoid
possibility of double spending attack [3] and damages from
block reversion due to chain fork, transaction ordering
service based on Raft consensus [4] was chosen for this
proposed design. With Raft implemented, transactions
processing is ensured to be linearizable as there is only a
single leader per term. Its responsibilities are to ensure that
new updating requests are committed to replicate log and all
followers maintain exactly the same order of log entries. In
addition, the system can tolerate up to n servers failure given
that there are 2n+ 1 servers in total.

Previous research work on implementation of fault-
tolerant e-voting systems [5] addresses system design based
on the assumption that each district function requires dif-
ferent control mechanisms and encounters different amount
of traffic load. )e design enables the system to be scaled at
functional level, which promotes efficient use of resources
and suitable to serve a large-scale election. Nevertheless,
there is still a need for refinement in several issues, such as
weakness in anonymization schemes, security protection for
data transmission over the public Internet, and handling
schemes to cope with unexpected circumstances.

Presenting the queuingmechanism that supports reliable
data delivery, message queue is found to be an attractive
solution as it could be integrated as a middleware for
transaction buffering, error handling, and blockchain’s event
messages listener. Extending the prior study, this paper
proposes an integrated model of e-voting by leveraging a
messaging protocol. )e goal is to overcome technical
challenges appeared in previous work and other existing
e-vote models, which are data privacy, security, and a need
for performance improvement. Refined architecture design
and setups of network components are presented, along with
error handling schemes to ensure delivery of data.

)e subsequent section presents related studies on the
e-voting system and different solution schemes to overcome
limitations in blockchain, followed by the proposed system
design and operation workflow. To elaborate on the intro-
duced concepts, implementation details are presented along
with performance evaluation and security assessment on the
developed prototypes. )e final section summarizes the
research findings and provides recommendations for future
study.

2. Related Works

Helios [6] is one of the earliest implementations of e-voting
systems in which system transparency is promoted by
publicly displaying all votes in encrypted form. Even though
the design can eliminate external parties’ intervention,
voter’s privacy cannot be guaranteed since all ballots need to
be decrypted by the authority who can access to all voter’s
private keys during the tallying process.)us, it is possible to
sneak into individual’s information. Online voting has be-
gun to adopt in many countries [7–11]. For example, in
Estonia [12], the system is developed upon national ID
infrastructure. Eligible voters must authenticate themselves
by dipping ID card and installing a voting application. Once
the vote is casted, personal data will be removed and only the
candidate selection data will be encrypted using with Es-
tonian National Electoral Committee (ENEC)’s public key.
Nevertheless, the analysis study [13] suggests that the system
requires major fixes as multiple security loopholes have been
found (e.g., server-side malware injection and client-side
vote data sniffing). With an advancement in cryptography,
some cryptosystems exhibit homomorphic properties in
which the mathematical operation ∅ on a set of encrypted
payloads shall be equivalent to encryption of the result from
performing operation θ on plaintexts E(a)∅E(b) ≡ E(aθb).
Such a scheme is beneficial in ballot tallying without re-
quiring prior payload decryption. )e study [14] proposes
implementation e-voting based on ElGamal encryption
scheme which possesses homomorphic properties. During
the voting period, voter must construct table of R∗C where
R represents a selection array in which each cell could either
be 0 or 1 and C represents the list of candidates. Vote tallying
can be conducted by performing algebraic multiplication on
encrypted ballots. )e similar concept applies to an
implementation of voting scheme based on Paillier cryp-
tosystem [15]. However, proving whether the ballot format is
valid (each cell is marked by only 0 or 1) requires generation
of all voting possibilities. )us, the scheme is applicable to
the election where voting options are predefined and un-
changed. Even though many studies have put efforts on
voting scheme design, overall operation remains a black box
from user’s perspective. )is leads to an introduction of
decentralized application (DApp) where operation execu-
tion is shifted to the client side. All business logic and
permission ruleset must be pre-agreed prior to initialization
of system process. In addition, an underlying consensus
mechanism ensures that distributed ledgers are synchro-
nized and integrity of each record entry is preserved by the
cryptographic algorithm. With the presence of immutable

A B C D

h (A) h (B) h (C) h (D)

h[h (A) || h (B)] h [ h (C) || h (D)]

h[h[h (A) || h (B)] || h[h (C) || h (D)]]

∗h  =  hash function

Figure 1: Example of Merkle tree data structure.
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audit trails, it attracts adoption in various business fields.
Served as a trusted verification source, blockchain is applied
to improve effectiveness in current banking systems [16–18],
health insurance [19], supply chain management [20], and
right management on digital content sharing platforms
[21, 22]. Despite the aforementioned benefits, blockchain
encounters two major challenges which are privacy and
performance.

Due to immutable property that applies to all record
entries, deletion of data is no longer possible once it has been
stored on the chain. As stated in the article [23] regarding
storing and processing personal data, individual has rights to
withdraw consent and request for personal data erasure.
)us, confidential data are recommended to store off-chain
as to comply with general data protection regulations
(GDPRs) [24]. Nevertheless, many research studies have
sought a way to attain on-chain privacy protection for
sensitive data [25]. Mixing is one of the approaches, which
suggests aggregation of multiple users’ transactions into a
single transaction in order to prevent attacker from ana-
lysing victims’ actions. Several implementations of mixing
include Mixcoin [26] and CoinJoin [27]. Anonymous sig-
nature is another alternative method that presents the
concept of using a representative signature for transaction
signing instead of the actual performer. Utilizing ring sig-
natures for concealing identity, the scheme [28] ensures that
all involved parties can validate the transactions’ authenticity
without gaining further knowledge of the originating source.
Nevertheless, the odds of correct guessing is 1/n, where n
denotes the number of network participants. )e probability
will be incremented as the number of participants is smaller
to 1. Adopting a variant of the TOR and similar to the
concept of Mixnet implementation [29], a study [30] in-
troduces an implementation of the Garlic Routing (GOR) on
a sidechain in which all transactions created on the main
chain are required to route through a sidechain’s smart
contract mesh in order to conceal creators’ identities. )e
more complexity in sidechain topology, the more often the
sender’s address is encapsulated and concealed. Neverthe-
less, the greater complexity of the blockchain logic, the more
computational resources are required for the blockchain to
validate transactions.

Another key issue is performance. Indeed, there are
several factors that contribute to execution competency [31]
such as network latency, consensus algorithm, number of
participating nodes, and smart contract complexity which
are in proportion to the number of read/write operations
needed to be executed. Despite the distributed design of
blockchain that offers high availability, there exists a limi-
tation in handling large volume of transaction. Common
problems that blockchain will encounter in production setup
is transaction rejection due to disagreement in transaction
generation and processing capacity as well as read-write
operation conflicts. To resolve such issues, transaction
queuing and error handling mechanism are required.

With lightweight and P2P communication of messaging
protocol, it enables emergence of distributed system models,
such as device communication in IoT ecosystems. Several
protocols serve to standardize message exchange patterns

such as MQTT [32], AQMP [33], and ZMTP [34]. With the
presence of queueing mechanism, delivery of data is ensured
to be in order and take place exactly once. Due to its
asynchronous nature and publish-subscribe communication
pattern, a message queue has become a popular middleware
for synchronizing states among dispersed services. A study
[35] leverages message queues for providing consistent
updates across databases located in heterogeneous envi-
ronments. Any change to the database will trigger generation
of event messages for acknowledging relevant parties to
perform local updates corresponding to the new changes.
Apart from data synchronization, message queue is intro-
duced for improving reliability and delivery in data trans-
mission, especially when data production and consumption
rate are inharmonious. A study [36] presents use of message
queue in replacement of relational database in a mailing
system. Traditionally, mail queuing pipeline relies largely on
altering rows in relational databases. To prevent the oc-
currence of operational conflict or bottleneck, the system
must avoid large load generation by limiting the number of
concurrent active users. With introduction of Apache Kafka
[37] as a queuing middleware, tasks beyond capacity limits
are added to a queue and held to be processed later without
interrupting core operation pipeline.

Multiple studies have proposed integration models of
blockchain and message queues. Nowadays, many appli-
cations rely heavily on event-driven processing. To avoid
alteration or insertion of falsified events into the message
stream, blockchain has been introduced for validating au-
thenticity of data exchanged over messaging protocols
[38, 39]. On the other way round, message-oriented mid-
dleware services have been deployed as blockchain’s event
listener. Eventeum [40] is one of the implementations for
Ethereum Blockchain [41] in which all the blocks and
transaction events will be propagated to message bus, and
the bus then exposes REST api to application for further
processing. Other products of message streaming middle-
ware are OCI Streaming service [42] and Amazon Simple
Queue Service (SQS) [43, 44] which offer blockchain event
collection and integration with a number of business ser-
vices, such as user notification (SMS and e-mail) or
streaming events directly to business intelligence or analytics
engines. However, these products only facilitate the out-
going messages from blockchain which have low traffic
density, small chance of bottlenecks, and low error conflicts
in contrast to an inward direction which is one of the
concerns stressed in this paper.

3. Proposed Integration Design of
Blockchain-Based E-Voting Systems

To promote ease of adoption to real-world settings and
enhance overall system resilience, the proposed model
emphasizes design towards generality while ensuring data
protection from end to end. )e first part presents system
topology design and setup of key components. )e later part
introduces system operational procedure comprising voter
authentication, ballot data transmission, and ballot verifi-
cation and storing process.
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3.1. System Overview. In the architecture design (Figure 2),
we assume that voters are not technical experts who can host
or run full blockchain nodes. Voters are assumed to reside off-
chain and possess personal devices (i.e., smartphone or PC)
with Internet connectivity. )e authentication process is
expected to be performed off the chain with local personnel
databasemanaged by the responsible authorities. After a voter
is authenticated, he/she is permitted to submit a voting re-
quest. To follow the principle of directness stated in system
design guidelines [45, 46], point-to-point with no broker
messaging protocol is leveraged to ensure that data are
transmitted to the chain without passing any intermediaries.
In the case that peers are not discoverable within the network
(i.e., peers might be located in different networks and do not
own public IPs), then messaging brokers are required to be
configured as a directory service only for the purpose of
facilitating peer discovery [47]. Once data reach the on-chain
node, integrity of data and authenticity of the sender will be
validated against sets of information records stored on
blockchain states. )e following display the records which
consist of (a) list of eligible token seeds, (b) list of used voting
tokens, (c) list of ballots, and (d) lists of nodes’ public keys.

(c) Ballots
(a) Eligible

Token Seeds Transaction
ID

(d) Nodes’ Public Keys

NODE ID Public Key
(b) Used

Voting Token

TS1
TS2
....

.... ....TSn

TE1 NID1

NID2

NIDn

PKNID1

c1 ∈ {Candidates}
c2 ∈ {Candidates}

cn ∈ {Candidates}

PKNID2

PKNIDn

TE2
.... .... ....
TEn

Selected Candidate

Tx_ID1
Tx_ID2

Tx_IDn

Permissioned blockchain is leveraged in order to prevent
unnecessary flow of data to irrelevant parties. To ensure that
the system can operate with high availability, we leverage the
design of a fault-tolerant blockchain network as proposed in
previous research work [5].

3.2. Key Components. )is proposed design introduces three
key actors as defined below.)ese actors are blockchain client
nodes with additional setup of supplementary services. Prior
to chain initiation, each nodewill be assigned to a specific role.
A public key for each node (PK<NODE_ID>) is required to be
published to the blockchain’s shared records to enable key
lookup among network components. Two-level role-based
permissions (displayed in Table 1) are introduced for defining
nodes’ accessibility to system resources.

3.2.1. Authenticator Node. )is node comprises of two
functional components. )e first part is an authenticating
service, which locally connects to the personal database in

order to provide high-security protection on the data.
Another part is the blockchain interface, which stores the
node’s cryptographic credentials and connects authenticator
to the running blockchain network.

3.2.2. Proxy Voter Nodes. In order to provide anonymity to
the voter, voting token (TE) is proposed to represent voting
eligibility instead of referencing to an actual performer. )e
main tasks of this node are to perform token validation,
initiate peer-to-peer connection with trustworthy clients
(voters), and trigger submission of voting transactions on
behalf of the actual voters. Two main services are imple-
mented in this node: messaging sockets and blockchain
interface service. )is type of node can be set up as a cluster
for load-balancing incoming data packets from clients.

3.2.3. Validator Node. )e validator node is responsible for
verifying the election results by ensuring that the number of
created ballots and used tokens always matches. Also, it
facilitates transaction querying in case voters wish to verify
their ballots. As displayed in Table 1, the node is permitted
only to inspect and query blockchain resources for the
purposes of validation. )us, the node plays no role in
modifying the data due to restrictions of the consensus rules.

3.3. System Flow

3.3.1. Authentication and Token Generation. In the begin-
ning, voters are required to authenticate themselves with an
authenticating service. To access to this service, authenti-
cator node must configure a private connection channel and
provide the configuration to all intended voters. Authen-
tication mechanism and strictness level can vary according
to election regulations, which are usually defined by the
election commission of each campaign. Once a voter is
authenticated, the node then invokes a smart contract for
adding a new voter. )e returned transaction ID will be used
as a token seed (TS). )e seed will be recorded to a
blockchain’s list of eligible token seeds and will also be used
for constructing a voting token (TE). Leveraging asymmetric
signature JSON Web Token (JWT) [48] format, TE’s
structure can be divided into three parts, as displayed in
Figure 3. Payload contains two types of data. )e first type is
system data, for example, token expiration date and time.
)ese data help system prescreen packets in order to reduce
unnecessary load. Another type is custom information. )is
part contains an encrypted TS with proxy voter’s public key
(PKPX). Extending asymmetric key encryption, authenti-
cator’s private key (SKAUTH) is used for signature signing.
In order to validate token authenticity, one must decrypt the
signature part with an authenticator’s public key (PKAUTH),
which is retrievable from the blockchain state.

3.3.2. Ballot Data Transmission. Once voters are authenti-
cated and obtain TE from an authenticator, they need to
establish secure connections to the proxy voter prior to
exchanging confidential data. According to Figure 2, a client
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Table 1: Blockchain permissions categorized by node roles and permission types.

Permission types node name Permission on network resources
Permission on logic

List of eligible tokens List of used token Ballot list Nodes’ public key
Authenticator Create and retrieve transaction R/W — — R
Proxy voter Create and retrieve transaction R R/W R/W R
Validator Retrieve transaction R R R R
∗R means Read Permission; W means Write Permission.
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Figure 2: System design and components setup.

Section Content
Header Base64Encoded({

“alg”: <hashing algorithm>,
“typ” : <type of token>})

Payload Base64Encoded({
//example of system data
“iss”: <issuer>,
“exp”: <expiration time>,

//example of custom data
“identifier_key” : ENC(PKPX, TS) })

Signature HashAlg(
Base64Encoded(Header)+ “ . ” + 
Base64Encoded(Payload), SKAUTH)

Figure 3: Structure of voting token.
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can be seen as a remote peer in distributed network. Since
authentication support in messaging protocols is limited to
device and service level, a voting token is introduced to offer
user-level authentication by embedding in the data frame
along with the message stream. To authenticate connecting
peers at the device level, we leverage handshake mechanism
in CurveCP protocol [49] for exchanging 2 sets of key pairs.
)e first is the permanent (long-term) key pair, which is used
for identifying the data source and for generation of the
transient key pair. )e second is the transient (short-term)
key pair, which is used for encrypting exchanged messages.
To prevent any kind of intercepting attacks, the transient
keys will be destroyed and recreated every time and a
connection session is reestablished. For simplicity in ex-
planation, proxy voter nodes and voters are represented as
server and client, respectively. Let permanent public keys of
client and server be denoted as C and S, while private keys
are denoted as c and s. For transient key pairs, let (S′, s′) and
(C′, c′) denote pairs of short-term public and private keys of
server and client, respectively. All voters in the same
campaign are assumed to share a common (C, c) and have
initial knowledge of server’s public key, S. )e server is
assumed to know voter common public key, C, and possess
its initial key pair (S, s). )e communication scheme is
illustrated in Figure 4.

(1) Connection Validation. Following the CurveCP protocol,
upon connection establishment, each voter must generate
his/her own transient key (C′, ′’), encrypted C′ with C and
send to target end. If the receiver can decrypt the packet, it
can then be certain that the connection is from legitimate
peer and returns encrypted S′ in exchange.)e connection is
now established.

(2) Eligibility Verification and Data Transmission. Goal of
this step (2) is to further assure that connection is initiated
from valid entity in an election campaign. Goal of this step is
to further perform authentication at user-level to ensure that
the connecting clients are eligible to vote. Different mes-
saging patterns are introduced for serving the requirement.
Figure 5 displays a socket setup for each end. Server (proxy
voter) must implement 1 REP socket, 1 PUSH socket, and a
pool of PULL sockets while a client (voter) is required to
implement 1 REQ, 1 PUSH, and 1 PULL socket. Prior to
ballot submission, client must provide proof of voting eli-
gibility by sending REQ’s message that contains TE along
with client’s PULL socket configuration. On receiving the
data, the server then validates integrity of the message and
authenticity of TE by verifying TE’s signature as well as
checking if TE is not expired. If TE is valid, encrypted token
seed will be decrypted using its private key (SKPX).)e result
(TS) will be compared against the blockchain’s list of eligible
token seeds and made sure that TE itself is not in the list of
used tokens. If all conditions are met, the server will find and
reserve available address listening by its PULL sockets. )e
address will be returned to the client for further commu-
nication. For ballot data submission, the PUSH-PULL
pattern is leveraged since this process requires altering
blockchain states which often takes some time for data to be

processed. With PUSH-PULL type configured, the message
queue ensures that any late responses will be captured and
persistently maintained until an intended recipient obtains
the data. To submit voting data, the client constructs a
message containing a selected candidate choice and encrypts
it with the transient key. )e message is then pushed to the
address listening by the server’s provided PULL socket.

3.3.3. Ballot Verification and Storing. On receiving a mes-
sage, the server decrypts data and passes it to a blockchain
interface service to convert into blockchain-compatible
transaction format and sign with SKPX. Once the transaction
is published to the network, it will be validated against
permissions at blockchain network layer and business logic
layer. At the network layer (lower level), permission is
defined for limiting activities that affect system resources or
configurations such as adding new members to the chain or
submitting new transactions to the network. Permission at
business logic layer (higher level) governs individual rights
on invoking specific functions on smart contract. Table 1
displays permissions classified by the node’s roles.

Proxy voter is the only type of node that is allowed to
append ballot transactions to blockchain state. Once the
transaction is recorded to the chain, the corresponding TE
will be added to the used token list, and the transaction ID
will be directly sent via PUSH socket to the client as veri-
fiable evidence. Until the terminating request is fired, PUSH/
PULL sockets ensure that a late blockchain’s response of
transaction ID is successfully delivered to the client’s hands.

4. Implementation

To affirm that the design can satisfy all functional re-
quirements, prototypes were developed by utilizing
Hyperledger Fabric [50], an open-source framework for
developing permissioned blockchains, and ZeroMQ [51], a
messaging library that relies on ZMTP messaging protocol,
for facilitating client-to-node communication.

4.1. Blockchain Network Implementation. Hyperledger ver-
sion 1.4 with Raft ordering service was deployed for de-
velopment of blockchain network. )e network was set up
on 2 different environments: a single-host setting and
multihost setting. For single-host setup, the network was
deployed using Docker [52] which is installed on Ubuntu
16.04 LTS machine with 2 CPU cores 2.80GHz and 12GB of
RAM. An architecture composes of three Raft ordering
nodes and two organizations with single peer and single CA
each. LevelDB is set up as peer’s state database. Formultihost
setup (Figure 6), 4 virtual machines (Ubuntu 18.04, 2 CPU
cores, and 4GB of RAM) are set up as Kubernetes [53]
cluster (1 master node and 3 worker nodes). An architecture
is composed of three Raft ordering nodes and two orga-
nizations with two peers and single CA each. Each node is
deployed as a pod along with its corresponding Cluster IP
service. CouchDB is deployed as peer’s state database, and
pod affinity was configured to ensure that the database is co-
located with its corresponding peer node. Hyperledger
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Fabric SDK is deployed as a separated service to enable
external interaction with the blockchain. )e results after
conducting a performance test on both environment settings
are displayed in the evaluation section.

To restrict the capability of each node’s role in inter-
acting with network resources, we override default config-
uration of Hyperledger Fabric’s Access Control List (ACL)
in order to customize the policy. )e following is a code
snippet that defines permission on creating (write) and
querying (read) transactions in the form of reader/writer set:

Policies:
Writers:
Type: Signature

Rule: “OR(“Authenticator.admin,” “ProxyVoter.
client”)”

Readers:
Type: Signature
Rule: “OR(“Verifier.admin, “Verifier.peer,”

“ Verifier.client”)”

To ensure that business logics on smart contract are
invoked by the authorized entities, built-in attribute-based
access control (ABAC) is used for checking each performer’s
credentials and validating against predefined conditions. For
the purpose of implementation, we import “ClientIdentity”
class from “fabric-shim” library in order to retrieve and
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inspect the credentials of transaction actors. )e following is
a code snippet of the smart contract’s token generation
function. Prior to executing the logic, we perform credential
checking if the requesting entity is an “authenticator.”

const ClientIdentity� require(“fabric-
shim”).ClientIdentity;
function addToken(arguments) {

let cid� new ClientIdentity(stub);
if (cid.assertAttributeValue(“node_name”, “authen-

ticator”){
//add new eligibility token.

}
else{ throw new Error(“Invoking Entity is Unau-

thorized”); }
}

4.2. Message Queue Implementation. ZeroMQ, a brokerless
message-oriented networking library based on ZMTP
protocol, is leveraged for enabling P2P data exchanges. To
make sure that connections are established from/to the
legitimated peers, ZeroMQ authentication protocol
(ZAP) [54] is used for authenticating connections against
a set of known peers’ public keys. In order to obtain the
keys, CurveZMQ [55], a protocol based on CurveCP and

the NaCl cryptographic library, is used for generating
256 bit elliptic curve Curve25519 key pairs.

5. Performance Evaluation and
Security Analysis

)is section is divided into three parts.)e first part presents
security analysis on voting tokens, data exchanging schemes
over messaging protocol, and state alteration in the block-
chain. )e second part provides comparative analysis be-
tween different designs of blockchain-integrated e-voting
models. )e final part presents the performance results of
overall system operation.

5.1. Security Analysis

5.1.1. Security on Voting Tokens. Design of voting tokens
extends the asymmetric signature JWT token format. To
verify authenticity and integrity of the token, one must have
permission according to ACL and ABAC to access the list of
public keys stored on the blockchain. To ensure that voting
claim (TS) can be retrieved only by a designated node, the
data are encrypted with PKPX to prevent nodes other than
proxy voter from accessing. In order to limit the token’s
usage duration and to reduce unnecessary processing load,
“exp” field is used for prescreening packets.
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External Requests
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Figure 6: Blockchain network setup on multihost setting.
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5.1.2. Security on Data Exchanges over Message Queue.
Off-chain data exchange leverages CurveZMQ and ZAP
which present secure data encryption scheme and authenti-
cation mechanism. Introduction of 2 key pairs (permanent
and transient) allows each peer to verify if the connection is
initiated by a known source and to be certain that exchanging
data remain original. Since the transient key is destroyed and
recreated for every new connection, analysing user behaviour
through intercepting and monitoring packets is no longer
feasible. Furthermore, nonce, a random array of arbitrary
numbers, is embedded in every outgoing packet. )erefore,
messages are ensured to be non-replayable. Results from
conducting packet analysis with Wireshark show that the tool
cannot extract any information from captured packets.

5.1.3. Security on Blockchain Network. Supported in Hyper-
ledger Fabric, Access Control List (ACL) is utilized for
defining permissions on network entities at the system level.
)e test was conducted by switching between different roles
and performing transaction submission as well as
attempting to query data from blockchain state.)e result of
mismatch entities to the ACL policy (defined in Table 1)
appears as the following system error.

Error: failed evaluating policy on signed data during
check policy [signature set did not satisfy policy].

In order to validate permission at business logic level,
Attribute-Based Access Control (ABAC) is evaluated with
scenario-based testing, such as letting the proxy voter, who is
allowed to submit transactions according to ACL, and in-
vokes a smart contract function token generation (code
snippet is displayed in the implementation section). )e
result displays a custom error, as follows, since calling this
function is restricted to the authenticator.

Error: Invoking Entity is Unauthorized.
To confirm that Raft ordering service presents linear-

izability to blockchain's state transitions, we deployed
Hyperledger Explorer [56] for monitoring activities in
network (e.g., number of block/transaction creation and size
of local ledger maintained by each peer node). By observing
through each peer’s historical records, the results confirm
that transactions are processed in consecutive manner, there
is no evidence of cyclic behaviour, and the same copy of
ledger is maintained in all peers.

5.2. Comparative Analysis on Blockchain-Integrated E-Voting
Models. An integrated model of blockchain and web service
is found to be the most popular e-voting model at present.
One of the major concerns is an inconsistency in speed of
data production and consumption. Message queues and
HTTP web services are capable of generating requests at
high frequency. By contrast, the capability and speed of
processing transactions by blockchain are limited by the
consensus mechanism. Comparative analysis was conducted
on three different scenarios in order to observe data han-
dling mechanism presented in each design.

Assume that Joe and Mary are eligible voters. Joe uses an
e-voting system that connects to web services, while Mary’s
system is connected to a message queue.

Situation 1. Once users had submitted their votes, the re-
quests were rejected due to unavailability of proxy voter.

In Joe’s case, proxy voter is a web server while Mary’s is
implemented as message queue server. Joe will receive a re-
sponse notifying of server’s unavailability. Sometime later, Joe
needs to retry his submission. As a result, Joe will unexpectedly
obtain privilege in reconsidering his voting choice. For Mary,
her message will remain in the queue on the client side. Once
the server becomes available, her message will be pulled out
from queue for processing. She will receive an acknowl-
edgement once her message has already been processed.

Situation 2. Clients are unavailable after requests have been
submitted.

In this case, Joe and Mary may lose their Internet
connection or encounter unexpected system failure after
they have already submitted their votes. Since the response
from the blockchain is directly sent to Joe’s web browser, the
message will be disregarded due to unavailability of the web
client. Without catching mechanism presented, Joe will not
receive any notification indicating transaction success or
failure. On the contrary, Mary’s response remains in the
queue on the server side. As soon as she becomes available,
her socket will automatically retrieve data (transaction re-
sponse) from the binding socket.

Situation 3. A large number of users are using the system
and generating a large amount of transactions that are
beyond blockchain’s capacity limit. Due to network con-
gestion, two possible cases can occur.

Case 1. Transaction is processed with an unpredictable
delay in returning response.

Due to the synchronous nature of web services, once
request timeout is reached, the web server will terminate
connection with the blockchain and disregard further mes-
sages even though later the blockchain might return a suc-
cessful status (Figure 7). From Joe’s perspective, he has no idea
whether his data have been recorded. As a result, he may retry
submission without noticing that his transactions are now
doubling in record. In addition, there is a possibility that his
second request gains an opportunity to be processed and
recorded before his previous request. For Mary, a message
queue acts as data buffer in order to release data to the chain at
a steady rate and in chronological order. By relieving the
amount of blockchain workload, processing delay and odds of
transaction rejection (Case 2) are expected to be reduced.

Case 2. Transaction is rejected due to blockchain’s pro-
cessing limitation or conflict in altering data state (multiple
transactions try to update on same key address).

In this case, web server will notify Joe with an error
message (Figure 8). In order for his data to be recorded, Joe
needs to compete with others by retrying the submission
until he receives a success response. For Mary in this case, a
message queue will act as a cache which will automatically
resubmit the request until transaction ID that indicates
success is returned (Figure 9). Otherwise, the request
message will not be removed out from queue.
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Enhancing capabilities of blockchain by providing it with
an error handling mechanism, an integrated model of
message queue guarantees that all data packets are delivered
even in the unexpected circumstances.

5.3. Performance Evaluation

5.3.1. Message Queue. Latency and throughput testing was
conducted on a single machine of 4 CPU cores 2.90GHz
with 16GB of memory. Different communication patterns
and socket configurations are deployed to fit different

operational requirements. For voting token validation, we
leverage a Request-Reply pattern in which REQ and REP
sockets were configured at the client and server, respectively.
Displayed as follows, the multipart message is constructed
and sent over tcp://127.0.0.1 : 3000, which is reserved for the
socket’s listening address.

Frame1 Voting Token (TE)

Frame2 Client’s PULL Socket Listening Address

HTTP Clients Blockchain Interface Blockchain

Tx1

Tx2

Processing
Transaction

Response
Discarded

Request Timeout
Connection

Closed

Connection
Closed HTTP Timeout

Timeout Case
Normal Case

Figure 7: Http request handling scheme in the case of connection timeout.

HTTP Clients Blockchain Interface Blockchain

Tx1

Tx2

Processing
Transaction

Request Failure
Connection

Closed

Tx3

Rejection due to
Read/Write Conflict

Transaction Rejection Case
Normal Case

Figure 8: Http request handling scheme in the case of transaction rejection.
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For ballot data submission, we leverage a Push-Pull
pattern in which PUSH and PULL sockets are configured on
the client and server, respectively. A single-framed message
containing voter’s selected candidate ID is sent over the pre-
agreed TCP port.

Frame1 Selected Candidate

For the REQ-REP socket pair, delay is measured in terms of
Round-Trip Time (RTT). )e equation can be written as
RTT� t1+ t2+P, where t1 and t2 are the message transmission
time from sender to receiver and from receiver back to sender,
respectively. P denotes the server processing time, which in this
test is set to be close to zero. )e measuring result shows an
average round-trip time of approximately 168.2917milliseconds.
For the PUSH-PULL socket pair, delay is measured in terms of
latency (L). )e equation can be written as Ln� In−On, where
On denotes the time when n-th message is emitted from PUSH
socket and In denotes the time when the receiving peer obtains
the completemessage data. Average latency in data transmission
between this socket pair is 6.642857milliseconds.

Message throughput can be measured by counting the
number of messages processed within a unit of time. Fig-
ure 10 displays the results after conducting 10 rounds of test
on each socket pair. An average throughput over the REQ-
REP socket is 4,297 messages per second, while the average
of the PUSH-PULL socket is 5,589 messages per second.

5.3.2. Blockchain Network. To measure performance of Raft
in comparison with other types of ordering services sup-
ported in Hyperledger Fabric 1.4, an architecture composing

of 2 organizations with a single peer each was set up.
LevelDB is used as peer’s state database. )e experiment was
conducted on Ubuntu 16.04 LTS with 2 CPU cores 2.80GHz
and 12,288MB of memory. Hyperledger Caliper [57] is
deployed as a performance measuring tool. As displayed in
Table 2, latency in transaction querying of Raft is close to
Solo, a single node ordering service recommended using in
only development environment. For production setting, the
crash fault-tolerant (CFT) multiordering services such as
Kafka and Raft are recommended. According to the results,
Kafka exhibits higher latency due to overhead resulted from
complex Zookeeper ensembles setup. Raft, on the other
hand, outperforms Kafka in both transaction types.

As mentioned in Section 4, two prototyped systems were
developed and deployed on two different settings: on single-
host docker network machine and on multihost Kubernetes
cluster. Hyperledger Caliper is deployed in a separated

BlockchainMQ Clients Blockchain Interface

Tx1

Client1,

Client3

Client2,

Tx2
Tx1

Rejection

Retry

Connection
Closed

Variable Request
Generation Rate

Tx2Tx3

Read/Write
Conflict Rejection

Retry Submission

Consistent Releasing Rate
for Processing

Tx1Tx2Tx3

Response : Transaction ID

Tx3

Tx3
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Figure 9: Data handling scheme in message queue (proposed model) in the case of transaction rejection.
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Figure 10: )roughput results on message queue data exchanges
over REQ-REP and PUSH-PULL socket pairs.
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container/pod located within the blockchain network. Ta-
ble 3 displays transaction processing latency of Raft network
in both settings. )e results show that multihost setting
exhibits larger delay on both transaction types. Several ex-
ternal factors contribute to the delay in multihost include
location of each server in the cluster, network transmission
delay, differences in hardware of underlying physical ma-
chines, and so on. Nevertheless, overall performance is in
acceptable level and can be improved by adjusting network
configuration and/or hardware spec.

6. Conclusion

Exploiting distinct properties of blockchain and message
queue, an integrated model for e-voting is proposed with the
goal to protect voter’s privacy and present transparency and
efficiency in overall procedure. In order to preserve voter
anonymity, a single-use token is introduced for representing
one’s eligibility to vote within a specified time period. In order
to distribute the tokens, generation of short-term and long-
term key pairs following CurveCP protocol allows off-chained
data to be transferred securely to the designated receivers.
Once ballot packets reach blockchain nodes, transactional
actions will proceed corresponding with the pre-agreed
consensus. Role-based permissions are defined to restrict
nodes’ capabilities in accessing and altering blockchain states.

Results after performing scenario-based analysis and
performance testing on the prototypes show that the system
can perform well in production environment. In addition,
introduction of message queue as a data buffering and error
handler exhibits competitive advantages over other block-
chain-integrated patterns. Recently, many countries start
digitalizing their core business processes, and global-wide
development of digital identity infrastructure is expected to
be put into practice and officially accepted as identity rep-
resentation. With the use of digital ID in replacement of
central authentication server, reliability in voter authenti-
cation processes will be enhanced as inputting data from
corrupted sources is no longer permitted.
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,e collaborative demand in the Internet of ,ings (IoT) is becoming stronger. One of the collaborative challenges is the security
of interoperability between different management domains. Although cross-domain access control mechanisms exist in IoT, the
majority of them are based on a trusted third party. In addition, the heterogeneity of multidomain policies makes it difficult for
authority delegation to satisfy the principle of least authority. In this paper, we propose a blockchain-based IoT cross-domain
delegation access control method (CDDAC). ,e delegation-trajectory-on-blockchain strategy proposed enhances the scalability
of the cross-domain delegation system. ,e presented multidomain delegation trajectory aggregation scheme supports the
forensic analysis of the cross-domain delegation system. ,e performance of CDDAC is evaluated in the Ropsten, which is the
Ethereum’s official public blockchain test network. ,e experimental results show that CDDAC has faster delegation verification
speed and higher decision-making efficiency than existing work, demonstrating the lightweight and scalability of the method.

1. Introduction

Internet of,ings (IoT) has been widely used in many fields,
such as smart healthcare [1], smart transport [2], and smart
homes [3]. Among these fields, some scenarios have begun
to trend towards requiring IoT devices from different do-
mains to share data or collaborate, which makes a significant
difference from traditional single-domain applications. In a
traditional single-domain application, IoT devices belong to
the same domain, in which the domain administrator could
manage the devices security policies overall. For example, we
assume that a hospital has only one domain, in which many
IoT devices such as smart connected-beds, wearable ECG
monitors, etc., are deployed to collect patient-related data.
,e domain administrator could define security policies to
manage all the devices in the hospital, to specify which
devices can be accessed by whom and under what cir-
cumstances; for example, a patient’s ECG monitor can be
accessed by his family and nurses. In contrast, in a cross-
domain application, the users, devices, and data belong to

different domains. Many functions require devices and data
shared in multiple domains to be achieved. Assume an
application requirement that “If there is a traffic jam, the
ambulances nearby then get the alarms and some new rec-
ommended navigation routes,” it requires the traffic domain
and the hospital domain to collaborate. Traditional single-
domain access control mechanisms are difficult to meet this
requirement, since each domain administrator cannot
manage the other domain devices.

To fulfil the IoT cross-domain access control require-
ment, Payne et al. [4] connect IoT domains according to
certain agreements to form a virtual alliance. ,ey propose
the National Health Information Network (NHIN) uniting
the IoT domains of multiple hospitals to form a virtual
alliance of medical systems. ,e alliance facilitates a
smoother information flow between doctors and patients
and initially solves the problem of cross-domain access
control. However, this kind of method faces challenges in
cross-domain delegation [5]. Access right delegation is one
of the ways to realize IoT cross-domain connection [6]. Due
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to the heterogeneity of security constraints in IoT domains,
universal authorization protocols are difficult to obtain.
Authorization capabilities are commonly granted to users in
the IoTdomain by special carriers (e.g., the OAuth token, the
secret URL of IFTTT), allowing independent decisions on
whether to transfer access rights to users in another domains
for reasons of convenience or emergency response, what is
called cross-domain delegation. For example, a patient
delegates access right of his wearable ECG monitor to his
families and caregivers. In the case of a fire, the homeowner
needs to delegate the capability to open smart locks to
firefighters, which involves an ad hoc access right delegation.
While decreasing the decision-making pressure of the
trusted central server, delegation mechanism satisfies the
decentralized and dynamic characteristics of IoT, which is
considered an indispensable feature in large-scale IoT
scenarios.

Previous researches have focused on cross-domain
delegation and access control by trusted third parties [7,8],
while trusted third parties are at risk of being attacked [9].
Furthermore, cross-domain key distribution is a challenging
problem [10], and user privacy is more likely to be exposed.
Blockchain, as a decentralized mechanism that does not
require a trusted third-party potential, is seen as an op-
portunity to solve the problem of cross-domain delegation.
Existing blockchain-based methods rely on two kind
strategies of policy-on-blockchain [11–13] and right-on-
blockchain [14,15], both of which can cause difficulties in
policy changing and are constrained by blockchain per-
formance. To address the shortcomings of existing work, a
blockchain-based cross-domain delegation access control
method, CDDAC, is proposed in this paper.

CDDAC leverages the decentralized characteristics of
the blockchain, to ensure the feasibility and security of cross-
domain delegation, and provides evidence for forensic
analysis after malicious events have occurred. Our contri-
butions are as follows:

We propose CDDAC, a cross-domain delegation access
control scheme based on the blockchain. ,e delega-
tion trajectory-on-blockchain strategy makes CDDAC
more flexible and usable than other methods.
Based on CDDAC, we propose a multidomain dele-
gation trajectory aggregation method with goal-di-
rected logging. It supports forensic analysis of intra/
cross-domain delegation and contributes to suspect
validation and accountability after malicious behavior
occurs.
We conduct simulation experiments of CDDAC on IoT
devices. Experiment results show that CDDAC has a
faster token verification speed compared with CapBAC
and BlendCAC. In the meantime, CDDAC can
maintain a high consensus efficiency in the blockchain
system.

,e remainder of this paper is organized as follows. In
Section 2, we describe the work related to the use of
blockchain for cross-domain access control. Section 3
mainly describes the system design of CDDAC. Section 4

describes the multidomain delegation trajectory aggregation
scheme and the basic design of forensic analysis in CDDAC.
Section 5 performs simulation experiments on CDDAC and
analyzes the corresponding experimental results. Section 6
summarizes this paper.

2. Related Work

,e existing blockchain-based cross-domain access control
strategy can be divided into policy-on-blockchain and right-
on-blockchain.

2.1. Policy-on-Blockchain. Writing access control policies
into smart contracts is a common method in blockchain-
based solutions. Novo et al. [10] propose a blockchain-based
IoT access control framework, using a management hub to
manage IoT devices and making decisions in accordance
with the access control policies on the blockchain. But the
access control policies need to be managed in a consistent
way, and the policy definition or changing is complicated. As
a method supporting flexible customization of access control
policies, Ouaddah et al. [11] propose FairAccess, a block-
chain-based access control framework. FairAccess allows
resource owners to define access control or delegation
policies and renew them to the blockchain. When there are
more participants, the cost of policy synchronization will
become unbearable. As a customized solution for cross-
domain access control, IoT Passport proposed by Tang et al.
[12] is a cross-platform blockchain framework, which uses
blockchain authentication, authorization, and trust as the
cornerstone to achieve cross-platform collaboration. How-
ever, the cross-domain policies of IoT Passport are recorded
on the blockchain, which makes policy changing more
expensive. Similarly, Gauhar et al. [16] propose a decen-
tralized blockchain-based IoT access control framework,
xDBAuth, used for single-domain or cross-domain access
control and implemented a platform authentication
mechanism in blockchain. ,e delegation policies of
xDBAuth are saved on blockchain, facing difficulties in
policy changing. In general, for the policy-on-blockchain
strategy, the design of uploading policies to blockchain not
only brings a huge synchronization burden, but also is not
convenient for policy changing, which happens so frequently
in access control systems.

2.2. Right-on-Blockchain. It is a conventional design to
substantively pass access rights, which is used to reduce the
complexity of delegation. Recently, this design has also been
used in cross-domain access control works. Yuan et al. [17]
attribute the challenge of cross-domain access control to
security and consistent delegation policies and non-
bypassable and transitive delegation control. Maesa et al.
[18] propose a blockchain-based access management
framework, which describes the operation of permission
exchange. But the access control policies and rights dele-
gation process are visible publicly on blockchain, which
leaks the privacy of users. A similar study is BlendCAC
proposed by Xu et al. [14]. BlendCAC uses capability tokens
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managed by smart contracts to delete or revoke permissions.
Although the overhead in authentication and token verifi-
cation has been proven acceptable, the delegation process is
much more complex. Nakamura et al. [15] propose a
decentralized and trusted capability-based access control
method. ,e issue is raised about the limitations of
BlendCAC’s entrusted records, and smart contracts are used
to save and manage tokens. But it only designs a new token
and does not solve the problem of poor scalability of such
solutions. In short, for the right-on-blockchain strategy, the
additional restrictions imposed will affect the delegation
freedom, which goes against the original intention of free
delegation.

In conclusion, the strategies of policy-on-blockchain and
right-on-blockchain are difficult to achieve sufficiently
flexible and scalable access control. We improve the above
defects with the help of capability tokens and the strategy of
delegation trajectory-on-blockchain. ,e proposed cross-
domain delegation trajectory aggregation scheme provides
support for forensic analysis. We only store the hash of the
delegated trajectory on blockchain. ,e decision-making
and analysis process are implemented without the block-
chain. Our method does not involve the update of access
control policies on blockchain, which brings a stronger
scalability.

3. System Design

We propose a blockchain-based IoT cross-domain delega-
tion access control method, which is called CDDAC.
CDDAC uses the blockchain to ensure the reliability of the
capability delegation trajectory in each alliance. To ensure
the flexibility of delegation and reduce the complexity of
smart contracts, we delegate the right of access decision-
making to users and domain managers. ,e goal-directed
logging and forensic analysis of the delegation trajectory
provide more security while implementing access control
policies.

CDDAC’s architecture is shown in Figure 1. Similar to
CapBAC [19], we use capability tokens to represent the
access right to be delegated. Intra/cross-domain access re-
quests from token owner will be centralized to the domain
manager. After the legality verification and the access
control policies decision, the delegation topology is gener-
ated and aggregated with the trajectory in the Delegation
Trajectory Database (DTDB). Cross-domain access requests
will be submitted to the managers of other domains; then,
the procedure of cross-domain access will be completed.,e
policy changing is simplified to DTDB updating. ,e DTDB
hash will be packaged and broadcast to all domainmanagers.
After the transaction procedure, the smart contract with the
hash will be redeployed to ensure the reliability of trajectory
data in DTDB.

In this section, we will introduce the system design of
CDDAC, including the capability token structure, domain
manager, and delegation process.

3.1.CapabilityTokenStructure. We design a capability token
structure for CDDAC. ,e classic CapBAC uses nesting
tokens to trace back the root token and verify its legitimacy
to confirm whether the capability is valid. ,is design makes
the size of the capability token increase with the depth of
delegation, which is not scalable for IoT. Due to the size limit
of smart contracts, nested tokens are not suitable for being
used in the blockchain. We find that the token structure is
essentially meant to save the delegation trajectory and
confirm its legitimacy. However, retaining the delegator’s
token in each token is a waste of resources. When the
delegation trajectory is extracted and its reliability is guar-
anteed, a nonnested capability token can be obtained. It will
greatly reduce the size of tokens and the token processing
overhead and make it possible to integrate with the
blockchain. We propose the structure of CDDAC’s capa-
bility token based on the above motivation.

,e capability token is defined as

Capcross � IDA, IDB, Caproot,Trace, ET, C, SignatureC􏼈 􏼉,

SignatureD � f IDA, IDB,Caproot, ET,Trace, C( 􏼁.

(1)

(i) IDA: User A’s identity document
(ii) IDB: User B’s identity document
(iii) Caproot: the token of the root owner with the

capability
(iv) Trace: the delegation trajectory after User A adds

Node B
(v) ET: the validity period of the capability
(vi) C: the blank bits containing context-related in-

formation, or whether the capability can be
delegated

(vii) SignatureC: signature of capability token by do-
main manager

(viii) f: one-way hash function

In the capability token used by CDDAC, ID is used to
identify the virtual/real identity of users and is used by the
delegator to verify the token validity. Caproot is the original
capability token.,e signature of the root user can be used to
verify authenticity. Trace is the capability trajectory that the
delegator knows, which is constructed by the delegator. ,e
domain manager confirms the authenticity of Trace based on
the records saved in the DTDB. It is worth noting that the
Trace in a single capability token is incomplete.,e complete
delegation trajectory is aggregated by the domain manager
based on the Traces in all capability tokens. ET records the
validity period of the capability, which is used to judge the
legality of the capability. C is used to save the context in-
formation, or to mark whether the capability can be dele-
gated. SignatureC is the digital signature of the domain
manager, which means that the token has been received and
the legality has been initially verified.
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3.2. Domain Manager. ,e domain manager (DM) is re-
sponsible for collecting delegated trajectories, updating the
DTDB, and updating the smart contract. All cross-domain
access will be recorded and uploaded to DTDB by the
domain manager, to guarantee the reliability of access with
the help of blockchain.

3.3. Delegation Process. ,e delegate process of CDDAC is
shown in Figure 2. First, the delegator sends a delegation
request to the domain manager and presents the capability
token constructed by itself. ,is step is to ensure that the
domain manager can get a complete delegation trajectory.
After the trajectory and root token are certified to be legal, it
is deemed that the delegation meets the basic security re-
quirements. ,e capability token will be digitally signed and
transmitted to the delegator. ,en, the domain manager will
update the information in DTDB according to the delegation
trajectory of the effective capability token. ,e delegated
trajectory aggregation will be completed by the domain
manager and uploaded to the DTDB. ,e DTDB returns the
new Hash and redeploy the smart contract. ,en, the access
right delegation is completed.

3.4. Intra/Cross-Domain System Implementation

3.4.1. Intradomain System. ,e blockchain is not required
for the intradomain access control system, but the delegation
trajectory stored in DTDB is necessary. Figure 3 shows the
delegated access control method in a single-domain system.
,e root token is issued by the cloud platform. To improve
the scalability of tokens, we use a single-layer structure of
capability tokens and adopt a weakly coupled central
structure, which means that the domain manager only
participates in the issuance procedure of the token, not in the
actual use process of the capability. ,is method guarantees
the freedom of delegation.

,e delegation procedure is the same as described in
Section 3.3. During the delegation process, all delegation
trajectories will be aggregated and stored in DTDB. DM and
DTDB record the delegation trajectory and do not evaluate

the delegation accuracy. When the resource server (RS)
receives an access request with a capability token, it needs to
verify whether the token has been authenticated by the DM.
If the user accesses RS for the first time, RS can request the
DM to verify the security according to the current situation.
For example, a new user shows a capability token and asks to
open the classroom door at 0 : 00. RS judges that the behavior
is abnormal according to the basic access control policies.
,en, it queries the delegation trajectory, sends a warning to
DM, and requests security analysis. RS can receive DM’s
instructions to deal with delegation changes, revocations, or
other events. Context from IoT sensors can also be used for
decision-making.

3.4.2. Cross-Domain System. Figure 4 shows a cross-domain
access control system. We divide the cross-domain system
into four layers according to their functions. ,e Delegation
Layer is composed of users in multiple domains, including
the subject and object of access control. ,e Access Control
Layer consists of multiple-domainmanagers. In Figure 4, the
domain managers of Domain A and Domain B are two
domain servers (DS). ,is layer is mainly responsible for the
collection and cross-domain access control of the multi-
domain system. ,e Trajectory Storage Layer is the DTDB,
which is responsible for the storage of delegate trajectories
and the generation of new hash. ,e Blockchain Layer is the
blockchain, which provides reliability guarantee for the
delegation trajectory [20].

To make a final judgment on the legality, the root token
must exist in each issued capability token. ,erefore, cross-
domain access requires root tokens in other domains, as the
seed of the delegation chain. As shown in Figure 4, if a user
in Domain B wants to access resources in Domain A, the
resources in Domain A must delegate capability to Domain
B. For example, ifAlice issues the Root Token to Bob, Bob can
access Alice’s resources in Domain A and continue to del-
egate the Token αi, so that other nodes in Domain B have the
capability to access the resources. All delegation behavior
described above should be recorded in DTDB.

Blockchain

Sourse Device

Domin A Domin B

Sourse Manager Traget Manager

Target Device

DTDB

Legality Verification

Access Control Policies
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Delegate Topology Generation
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Forward
Legality Verification

Access Control Policies

Delegate Topology Generation
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Figure 1: ,e basic architecture of CDDAC.
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,e basic data structure in smart contract is a six-
tuple〈ID, Statue, URI, Hash, C, SignatureD〉, where the
following hold:

(i) ID: the identity of the domain manager
(ii) Statue: the statue of change, such as access recording

or access, has been successful
(iii) URI: the storage location in DTDB
(iv) Hash: the hash value of DTDB
(v) C: the blank bits containing context-related

information
(vi) SignatureD :f⟶ ID × Statue × URI × Hash × C

is a one-way hash function used as the signature of
the domain manager

,e trajectory modification behavior corresponds to the
domain manager identity by ID. ,e SignatureD also has the
same effect. Statue is the statue of change, which is part of
the goal-directed logging, to facilitate forensic analysis. URI

indicates the data storage location in the DTDB. Hash is to
confirm the integrity of DTDB, and it is also the main
content of the smart contract. C can be used to record the
context information such as time information.

4. Trajectory Aggregation and Forensic Analysis

In this section, we will introduce the multidomain trajectory
aggregation method and the forensic analysis method in
CDDAC.

4.1. Trajectory Aggregation. ,e delegation trajectory is
written into the token by the delegator. Different branch
nodes on the delegation chain do not have a compre-
hensive understanding of the delegation trajectory;
therefore, the domain manager needs to extract and
aggregate the delegation trajectory. We will introduce the
workflow of delegation trajectory aggregation and goal-
directed logging.

4.1.1. Delegation Trajectory Aggregation. As shown in Fig-
ure 5, Users A–D are delegated capability in turn. We find
that the delegate trajectories from Users A, B, C, and D are
not the same.,ey do not entirely contain each other. When
User B delegates the capability to User D, he does not know
that User A has delegated the capability to User C. ,e
inherent information gap in the delegation process leads to
the incompleteness of the delegation trajectory in a single
capability token. ,erefore, the domain manager needs to
collect all the capability tokens, extract the topology of
delegation trajectories, and aggregate them to obtain the
complete delegation trajectory.

,e delegation trajectory may cross multiple domains,
and the domain managers may not know the identity of each
user. Cross-domain access control also faces the challenge of
devices shared by multiple domains, or the free devices.
,ese make it difficult to obtain a complete cross-domain
delegation trajectory. ,erefore, the trajectories submitted
by different domain managers should be aggregated twice
for cross-domain delegation.

4.1.2. Goal-Directed Logging. Goal-directed logging mainly
provides the ability to quickly respond to security incidents.
When a security incident occurs, people usually hope to find
vulnerabilities from the messy resource server logs. Addi-
tional log analysis [21] will extend the existence time of
access control vulnerabilities, causing more serious damage
to the system. In the meantime, relying on the access log that
records the occurrence of access, the system has almost no
dangerous warning functions. ,e dangerous behavior has
occurred at least once when it is recorded.,e importance of
the goal-directed logging is thus reflected.

We propose a goal-directed logging for CDDAC. ,e
delegation trajectory of the cross-domain delegation is saved
in the DTDB. Figure 5 shows the workflow of delegation
trajectory aggregation. ,e node structure of delegation
trajectory in DTDB is [Cap, User, EffectTime, AccessTime].
Among them, [Cap] records the description of the capability.
[User] records the user ID who has used this capability.

1. Token Authentication Request

3. Delegator’s Pubilc Key

4. Server’s Public Key

5. Authenticated Token

2. Ask for Public Key
6. Update Request

8. Aggregated Trajectory

9. Hash

7. Database’s Public Key

10. hash

Delegator

Blockchain

Domain Manager DTDB

Figure 2: Delegation process of CDDAC.
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[EffectTime] records the validity period of the capability.
[AccessTime] records the time when the user uses the ca-
pability. As each cross-domain access will be captured by the
domain manager, all information needed can be obtained
from the data packet. We use this method to achieve goal-
directed logging of CDDAC.

4.2. Forensic Analysis. Due to the uncertainty of the capa-
bility flow, the cross-domain delegation systems are more
likely to suffer security incidents caused by misallocation of
capabilities. Since the capability delegation is determined by
users, we cannot determine whether the delegation con-
forms to the principle of least privilege. It is also difficult to
determine whether the capability delegation is under attack.
,e resource server can only detect the process legitimacy
and passively provide capabilities recorded in the token.
,erefore, the occurrence of security incidents is difficult to
predict. Forensics analysis is particularly important to deal
with such problems. CDDAC provides forensic analysis by
establishing DTDB. In this section, we present the definition
and examples of forensic analysis in CDDAC, including
change warning and record analysis.

4.2.1. Definition. A stable access control scheme can be
defined as a pair〈Γ,Ψ〉, where Γis a set of states and Ψ is the
state-changing policies. ,en, we can describe a forensic
instance as follows:

F � < c,ψ, p, q, π, L>, (2)

where 〈c,ψ〉 is a specific access control system, c ∈ Γ is the
system state and ψ ∈ Ψ is the rule caused the state change; p
is the known past state of the system; q is a query by which
we can get the information of the past state; π is the result of
a forensic analysis; and L is the system logs.

In fact, we can get the past system state from p,
p⟶ ∗

ψ c. ,en, we can establish a state-changing sequence
c1⟶ ψc2⟶ ...⟶ ∗

ψ c as the evidence chain or the
backtracking of errors.We use DTDB to catch the delegation
behaviors as p and save the access logs as L in CDDAC. ,e
DTDB supports multiple query methods q, constructs the
capability trajectory, and finally gives a forensic analysis
result π to users.

4.2.2. Change Warning. In a stable access control system,
there will be fewer transfers, revocations, and modifications
to sensitive capabilities. In other words, any changes to
sensitive capabilities should be considered as threats, and
administrator should be warned. ,e delegation system
transfers the right of delegation capabilities to users, and the
occasional misjudgment of the node brings a number of risks
to the system. We believe that we should pay more attention
to the change of sensitive capabilities, while ensuring the
scalability of the system. ,erefore, we reserve the user’s
delegation right for all capabilities, and the verification right
of sensitive capabilities is given to the domain administrator.
,e specific approach is as follows. First, we divide the set of
sensitive capabilities. For the sensitive delegation trajectory
that we want to closely monitor, when the number of nodes
increases (only the increase of nodes will bring a threat to a
stable system), an early warning will be issued to
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Figure 3: Delegated access control method in a single-domain system.
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administrator, and the legitimacy of the completed dele-
gation trajectory will be checked. If it does not meet the
access control policies, we can revoke the capability at the
first time. We use this method to achieve change warning in
CDDAC.

4.2.3. Suspect Analysis. ,e suspicion analysis is mainly for
the policy allocation errors. ,anks to the change warning
mechanism, we have eliminated the misallocation of ca-
pabilities due to user’s decision-making errors. However, the
following situation is still possible: a “security” capability
actually has the danger to cause a security incident, which is
called the capability configuration error. Capability con-
figuration errors often occur in the actual operation of
system [22,23]. We cannot completely avoid the occurrence
of security incidents. What is important is how to accurately
and quickly conduct suspicion analysis.

In CDDAC, we use the AccessTime stored in the dele-
gation trajectory for suspicion exclusion/conviction.
AccessTime plays a role in goal-directed logging when se-
curity incidents occur. Goal-directed logging only records
things that may be useful for forensic analysis. It has been
expected to greatly reduce the size of log records that require
forensic query [24]. In DTDB, the AccessTime stored by each
node records the operation type and access time, which are
the core information required for forensic analysis. Acces-
sTime is automatically generated in delegated trajectory
aggregation, which avoids additional data reduction work.
We can easily record the location and time of a security
incident and directly query the Cap andAccessTime stored in
the DTDB. ,en, we can evaluate whether the node may
have the capability, whether it does possess the capability,
and whether the capability is used. We can exclude users
from suspicion, or convict users, in need of different
situations.

5. Evaluation

We conduct experiments on the performance of CDDAC
and compare it with existing works.

5.1. Implementation. Domain managers are two laptops
with the following configurations: the CPU is 1.6GHz Intel
Core i5 (4 cores), the RAM is 8GB, and the operating system
is Ubuntu 16.04. Each laptop manages 2 to 8 Raspberry PI 4
Model B as IoT devices. Redis 5.0.8 is used to manage the
delegation trajectory data. Ropsten is used as the blockchain
on the public network, which is the Ethereum’s official
public test network [25]. We use it to evaluate the perfor-
mance of our approach.

5.2. Performance

5.2.1. Token Processing Overhead. To evaluate the token
efficiency of CDDAC, we randomly generate capability
tokens with different delegation depths, to evaluate the token
processing overhead of existing works. We define the token
processing overhead as the time cost of obtaining the

required information from the capability token. Because of
the different token structures and processing flows of each
scheme, the composition of the token processing overhead is
different. In CapBAC, the token processing overhead is the
time, which can be expressed as
􏽐

N
n�1(T

Decryption
n + TVerification

n ), where n is the number of
token layers. In BlendCAC, the token processing overhead
mainly includes the time for querying capability data from
the smart contract and the time for parsing JSON data from
the request. In CDDAC, the total processing time is com-
posed of the decryption time, the verification time, the smart
contract running time, and DTDB querying time. Token
efficiency, which is the token processing overhead, repre-
sents the minimum resource consumption when the capa-
bility is used. High-efficiency tokens are accompanied by
lower resource overhead, which is more suitable for light-
weight IoT devices. It can be known from the calculation
method that the token processing overhead is associated
with the token layers and the number of nodes. Although we
randomly generated the delegation trajectories, there is only
one node at each layer of the capability token. We use this
method to control irrelevant variables. RSA1024 is used for
encryption and signature of all the three schemes. ,e ex-
perimental result is shown in Figure 6.

We compare the token processing overhead of CDDAC
with CapBAC [19] and BlendCAC [14]. CDDAC uses the
proposed single-layer capability tokens, CapBAC uses classic
nested capability tokens, and BlendCAC uses capability tokens
based on smart contract. ,e size of token increases with the
number of layers in the three approaches, but the token
processing procedure is different, which makes the difference
of token processing overhead. Due to its layer-by-layer de-
cryption design, the processing time of CapBAC increases
greatly with the delegation depth, which makes it difficult to be
used in large-scale systems. BlendCAC adopts the right-on-
blockchain strategy. ,e key value of the token is extracted by
the smart contract, so the token processing speed has little to do
with the depth of delegation, which is about 200ms. CDDAC
uses the single-layer capability token, which prevents the ex-
cessive token complexity.,e single verification greatly reduces
the token processing overhead, so the processing time is always
kept to a minimum. It shows that CDDAC’s token design is
more suitable for lightweight IoT devices.

5.2.2. Smart Contract Decision-Making Overhead. ,e de-
cision-making overhead of a strategy is defined as the smart
contract running time, and its changing trend is the man-
ifestation of the scheme scalability. ,e decision-making
cost of a scalable scheme should not increase drastically as
the number of access control policies increases. We corre-
spond policy entry to delegated behavior and evaluate the
smart contract running time of the policy-on-blockchain,
the right-on-blockchain, and the trajectory-on-blockchain
strategies (which is used by CDDAC). ,e experimental
result is shown in Figure 7.

It can be seen that the decision-making overhead of
existing blockchain-based approaches increases as the smart
contract complexity increases. Since the policy-on-blockchain
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strategy writes access control policies by the form of smart
contract, the complexity of smart contract will increase with
the scale of policies, and its decision-making timewill increase
linearly with the number of policies, with the largest slope.
,e right-on-blockchain strategy extracts token attributes and
checks whether the attributes exist in the smart contract, to
make an access control decision. ,e decision-making time
also expands with the expansion of the token scale, but the
slope is smaller than the strategic plan. In trajectory-on-
blockchain strategy, after obtaining the token, an inquiry will
be initiated to DTDB, then decision will be made after ver-
ifying the authenticity. ,is procedure has little relevance to
the number of policies, which brings an excellent scalability to
CDDAC.

5.2.3. Policy Changing Overhead. Policy changing is an
essential feature in an IoT access control system, which is
always completed as a transaction in blockchain-based

schemes. It is defined as the transaction time. We evaluate
the policy changing overhead of three strategies.,e result is
shown in Figure 8.

,e policy changing of the three strategies all involve
the changing of smart contract. It will cost a long time to
redeploy the smart contract, which brings the large cost of
policy changing. ,e average cost is about 12 seconds. In
policy-on-blockchain strategy, smart contracts need to be
rewritten and deployed once a policy is changed, which
enhance the policy changing complexity. ,e right-on-
blockchain strategy modifies the token parameter set in
the smart contract, to change access control policies.
,ere is no need to rewrite the smart contract logic, so the
policy is easier to change. ,e trajectory-on-blockchain
strategy changes the content of DTDB, generates a new
hash, and publishes it to a new smart contract. It has the
lowest policy changing complexity, but it is still limited by
the redeployment overhead of smart contract. When the

ID Statue URI Hash

Domain A Domain B

Alice Bob

Token Root
Assigner ID: Alice
Parent token: None
Trace: Tree1
...
Manager Signature: Domain A

C

D

F

E

Token α1
Assigner ID: Bob
Parent token: Alice
Trace: Tree2
...
Manager Signature: Domain B

N N+3N+2N+1

DS DS

DTDB

Cross -Domain Access

Blockchain
Layer

Trajectory 
Storage 

Layer

Access 
Control 

Layer

Delegation 
Layer

Figure 4: Delegated access control method in cross-domain system.

A

B

D

A

B C

From C

A

B

From B

A

From A

From D
Aggregation

A

B C

D

Access
Records

Delegation TrajectroyDelegation Topology Forensic Analysis Source

A t0~t1

t0~t2

ta0 ta1 tan...

B tb0 tb1 tan...

t0~t1D td0 td1 tdn...

t1~t3C tc0 tc1 tcn...

Figure 5: Workflow of delegation trajectory aggregation.

8 Security and Communication Networks



smart contract redeployment overhead is shortened, the
policy changing overhead of CDDAC will gain a clear
advantage.

5.3. Discussion. Benefiting from the design of extracting
delegation trajectory, the complexity of CDDAC’s capability
token has been simplified, which greatly reduces the token
processing overhead. ,e design of policy-on-blockchain
and right-on-blockchain has been cancelled, which reduces
the complexity of smart contracts, reduces the cost of de-
cision-making, and ensures the high scalability of CDDAC.

In themeantime, the policy changing process of CDDAC has
been simplified. Although the test on the public blockchain
network does not show obvious advantages, when the re-
deployment time of smart contracts is shortened, its effi-
ciency will be reflected. ,e test of CDDAC has proved its
significant progress in token processing overhead and smart
contract decision-making overhead. CDDAC canmaintain a
token processing speed about 30ms and a decision-making
speed of about 110ms. In short, as a delegation-oriented IoT
cross-domain access control system, the lightweight and
scalability of CDDAC show obvious advantages compared
with existing works.
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Figure 6: ,e token processing overhead of the three approaches under different capability token layers.
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6. Conclusion

In this paper, we introduce CDDAC, a blockchain-based IoT
cross-domain delegation access control method. ,e capa-
bility token structure of CDDAC is more suitable for
lightweight devices. ,e adopted trajectory-on-blockchain
strategy greatly enhances the scalability of the system and
has a simpler policy changing process. We propose a
multidomain delegation trajectory aggregation mechanism
to support forensic analysis of intra/cross-domain delega-
tion, which is beneficial to the confirmation and account-
ability of suspicion after malicious behavior occurs. We
evaluate the performance of CDDAC in the Ropsten. ,e
results show that CDDAC has the advantages of lightweight
and scalability compared with similar research. In the future,
we will design a privacy protection mechanism in the
process of cross-domain delegation based on the idea of
CDDAC and combine CDDAC with the alliance chain to
achieve a more complete cross-domain delegation access
control system.
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With the ever-increasing demands on decentralization and transparency of cloud storage, CP-ABE (Ciphertext Policy-Attribute-
Based Encryption) has become a promising technology for blockchain-enabled data sharing methods due to its flexibility.
However, real-world blockchain applications usually have some special requirements like time restrictions or power limitations.
)us, decryption outsourcing is widely used in data sharing scenarios and also causes concerns about data security. In this paper,
we proposed a secure access control scheme based on CP-ABE, which could share contents during a particular time slot in
blockchain-enabled data sharing systems. Specifically, we bind the time period with both ciphertexts and the keys to archive the
goal of only users who have the required attributes in a particular time slot can decrypt the content. Besides, we use time slots as a
token to protect the data and access control scheme when users want to outsource the decryption phase. )e security analysis
shows that our scheme can provide collusion resistance ability under a time restriction, and performance evaluations indicate that
our scheme uses less time in decryption compared to other schemes while ensuring security.

1. Introduction

Traditional blockchain-enabled data sharing schemes usu-
ally assume that CSP (cloud service provider) can be trusted
to keep data confidential. However, this assumption causes
more concerns about the security and integrity of data since
more and more end users tend to outsource the decryption
phase to CSP due to their resource-constrained devices, for
example, more and more smart devices with the duty of data
storage and computation collecting private information
under smart city scenarios [1]. To mitigate users’ concerns
about their data privacy and security, an access control
scheme that can either prevent curious CSP from scanning
data stored on the cloud or disclose nothing during the
outsourcing decryption must be proposed [2].

Attribute-based encryption is considered by scholars as a
novel solution for solving the problems stated above. ABE
was first proposed by Sahai and Waters [3] and further
developed two categories: Ciphertext-Policy ABE (CP-ABE)

and Key-Policy ABE (KP-ABE) [4], depending on whether
the access policies are embedded with the ciphertext or the
user’s private key. ABE can prevent both unauthorized users
and curious servers from accessing the data and support data
owners to encrypt their data before sending them to cloud
servers. In CP-ABE, the access policy is binding with the
ciphertext so that data owners do not need to update the
ciphertext when attributes are changed. )us, CP-ABE is
more suitable for cloud access control environments and can
be deployed in many scenarios.

Besides, time restriction is more and more common
nowadays due to the sensitivity of the data in blockchain-
enabled data sharing systems, such as video content [5] and
personal health record [6]. )e fine-grained access control
has been paid much more attention in attribute-based en-
cryption schemes, but it is still not easy to get the goal of
adding time restrictions in these schemes. Furthermore, the
semitrusted cloud server providers make these issues more
serious as the providers themselves are curious about the
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content stored in the cloud. From the time restriction aspect,
for example, a malicious cloud service provider can easily
predict the policy update or attribute revoke operation of a
company (as a data owner), then the provider can delay the
updating operation for a few hours or even a few minutes to
let the revoked users get the data illegally and shirk its re-
sponsibility to the high latency of the network. Compared
with recent ABE schemes [7], our scheme set time as a part
of the key to examine both the cloud servers and the users. In
this case, the time restriction can be seen as an attribute of
the user and an examined standard on a cloud server.

In this paper, we focus on designing a collusion resis-
tance access control scheme based on ABE and ensuring the
safety of data after decryption outsourcing. We propose a
secure access control scheme based on CP-ABE under time
restrictions. For the above goals, we bind the time slot with
both ciphertexts and secret keys in a blockchain-enabled
data sharing scheme so that only the legal user (which means
satisfying the access policy and the time restriction at the
same time) can decrypt the data. Besides, we use a time slot
as a token to make sure that the outsourcing party cannot get
any information from the calculation phase.

)e main contributions are summarized as follows:

(1) We propose a blockchain-enabled data sharing
scheme based on CP-ABE by binding the time slot
with both ciphertexts and secret keys. In this way,
users must meet any request between attributes and
time slot to decrypt the data.

(2) We propose a method in the multiservers scenario to
prevent a new kind of collusion that a malicious
cloud server provider does not execute the owner’s
update/revoked order in time to gain some time for
revoked users to get the data illegally.

(3) We propose a method to change the time slot in
outsourcing into a token to guarantee that the cal-
culation phase in the outsourcing party will not leak
any information about the data and the access policy.

)e rest of our paper is organized as follows.
Related work is introduced in Section 2. In Section 3, we

first list some preliminaries and then proposed our system
architecture. A detailed scheme is presented in Section 4.We
also propose our collusion resistance updating method in
this section. Security analysis and performance evaluations
are conducted in Section 5. Conclusion and further dis-
cussion are in Section 6.

2. Related Work

Outsourcing is a common solution for power limited devices
to complete the task they could not afford in blockchain-
enabled data sharing schemes [8]. Despite the consideration
of computation and storage, outsourcing services are also
applied to many scenarios such as big data analysis [9],
attack detections [10], machine learning [11]. CP-ABE [12] is
regarded as one of the most practical models for access
control schemes in blockchain-enabled data sharing, for it
not only allows the data owner to define the access policy

from several attribute authorities [13] but also does not need
a trustworthy third party to realize decentralization and
transparency requirements for blockchain [14]. DAC-MACS
(Data Access Control for Multi-Authority Cloud Storage)
designed by Yang et al. [5], is one of the multiauthority
schemes which propose effective and secure data access
control schemes for video content sharing. However, users
are required to transfer their private keys to the cloud for
generating a decryption token for efficiency. A series of
constructions exist to realize fine-grained access control for
data sharing with CP-ABE in different ways. Yang et al.
focused on efficient revocation [15] and multiauthority [12],
respectively. Shi et al. designed a version key mechanism for
direct revocation [16]. Unfortunately, most of the above
schemes did not take time into consideration.

Time is a quite unique factor in some scenarios like
video content sharing [5], online storage service [17], and
weather reporting [18]. It has become an important
prominent factor, especially in blockchain-enabled data
sharing that can even decide the worth of the data.
However, it also raises concerns about data security and
end devices affordability. With the proposal of sharing
time-sensitive data in a particular time period, several ABE
schemes have taken time into consideration. Liu et al. [19]
proposed a time-based proxy reencryption scheme, so that
in a particular time slot, the access policy can control the
access for users. Conversely, with the change of time pe-
riod, data owners need to reencrypt the ciphertext, which is
not suitable for blockchain-enabled data sharing systems.
Yang et al. [5] proposed a time domain multiauthority ABE
method that binds time with ciphertext and secret key, but
computation cost on both data owner and user increases
linearly. Hong et al. [20] designed an access control scheme
based on both time and attributes, where cloud servers play
an important role, including generating a token and
updating ciphertext online at each of the time periods.
However, the time period of this scheme is defined at the
beginning of the system initialization.)us, the time period
cannot fit most of the situations in the real world. As in our
scheme, the time slot information is considered an essential
problem to achieve the goal. Each data owner can define the
time slot on their own demand. Furthermore, we take the
blockchain-enabled data sharing environment into con-
sideration and further combine the collusion resistance
ability with our scheme.

On the other hand, disclosure of private keys increases
the security risks of data such as PHRs (Personal Health
Record) or even the information of the COVID-19 pan-
demic [21]. Liu et al.[6] established a patient-centric
framework in the multiauthority model and used sign-
cryption to guarantee data security. Besides, Li et al. con-
centrate on scalability in access control schemes. In their
scheme, users in the PHR system were divided into various
security domains and different policies would be published
to different domains according to the definition of PHR
owners. ABE as cryptographic primitives were applied and
the rules of encryption and key-distributed were also based
on those primitives. What’s more, they use a hash chain to
ensure forward security. However, the work in [6] just
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applied to the PHR environment and may lose their varieties
of other scenarios.

Revoking is also an important part of attribute-based
encryption in blockchain-enabled data sharing systems, as
authorities must keep the data consistency of each user. )e
first Hybrid Revocable ABE scheme is proposed by Attra-
padung and Imai [22], which allowed data owners to choose
how to revoke an attribute online: direct revocation or an
indirect one. )us, the scheme can take both advantages of
direct and indirect revocation and avoid the disadvantages.
Other schemes like [23], proposed by Sahai et al., solved the
problem of attribute dynamic updating by proposing an
attribute delegation method. Furthermore, they use a seg-
mented secret key to ensure attributes are granted or revoke
that even under a more restrictive access policy. But the
backward security cannot be assured because the scheme
needs to reencrypt the ciphertext so that when a new user
comes to join the system, with the later time slot, he or she
can still decrypt the data. Yang and Jia [13] try to solve the
key escrow problem by putting forward a novel CP-ABE
scheme in which a two-party computation protocol was
executed between Key Generation Center (KGC) and Data
Storage Center (DSC). In the above schemes, we could see
that attribute revocation requests were mostly demanded by
attribute authorities rather than users, or to say revoked
users might not want to request for revocation for many
reasons.

3. System Architecture

In this section, we first introduce the related preliminary
knowledge, then present the system model of our scheme,
and introduce the proposed access control scheme. At last,
we give the security model. For convenience, some notations
are summarized in Table 1.

3.1. Preliminaries

3.1.1. Bilinear Maps. )ere exist two multiplicative cyclic
groups G and GT with prime order p and generator g; e: G ×

G⟶ GT is a bilinear map if and only if the following three
properties are satisfied:

(1) Bilinearity: if ∀u, v ∈ G and x, y ∈ Zp, then we have
e(ux, vy) � e(u, v)xy

(2) Nondegeneracy:e(g, g)≠ 1
(3) Computability: ∀u, v ∈ G , e(u, v) is an admissible

algorithm

3.1.2. Collusion Resistance. A collusion attack [24] in ABE
means two or more entities (users, cloud servers, or even
authorities) can successfully decrypt the data they can not
decrypt individually after some operations like exchange
their secret key or share information with each other.
However, collusions using time restriction have not been
mentioned before. For example, Alice has just been revoked
by the data owner within the current time slot t1 with the
attribute which satisfied the access policy, while Bob is a

curious cloud server provider that stores the ciphertext. It is
obvious that both of them cannot decrypt the ciphertext
individually. However, if they are working together with
each other, Alice can send the data access request at the end
of t1 to Bob, while Bob needs to update the ciphertext at the
beginning of the next time slot t2. However, Bob can respond
to the request of Alice using the ciphertext in t1 while
shifting the blame to network latency. As a result, Alice can
get the decrypt the ciphertext in the time slot she should not
have access right in. )is kind of collusion can be easily
implemented as it is easy to predict the attribute revoke time
for Alice. Our schememust have the ability to resist this kind
of collusion attack in any circumstances.

3.1.3. Time Slot. A time slot is a particular time period
defined by the data owner. )e length of a time slot can be a
day, an hour, or even a minute. However, it is not achievable
for a cloud server to update every ciphertext with the newest
time slot because the overhead of updates increases expo-
nentially. So, it is a good choice for the cloud to update the
ciphertext when they get the access request. On the other
side, the data owner can define the attribute of a user across
different time slots. For example, the time slot defined by the
owner is an hour while the attribute of Alice is granted and
revoked at 9 : 30 and 11 : 30, respectively. For a clear ex-
planation, we call a time slot a decryptable time slot if and
only if a user has the validity completely covered and the
time slot can decrypt the ciphertext.

3.2. SystemStructure. We build our blockchain-enabled data
sharing system with time restrictions as follows. As we
cannot predict the changing trend of user’s attributes, we
divide time into time slots to separate the operation of
attributes. We define time slot as T � n{ | n ∈ 1, 2, . . . , N}.
As shown in Figure 1, the system model is constituted by
four types of entities: cloud server providers (servers in the
cloud), attribute authorities (AAs), data owners (owners),
and data users (users).

Cloud servers play the role of data storing and executing
computation steps in policy updating, users/attributes re-
voking part. Normally, we consider that cloud servers are
curious but honest, which means that cloud server providers
will give their best to get the data stored in the cloud as a
prerequisite of doing what data owners want correctly. As in

Table 1: List of notations.

T Time slot
D Attribute index
Ud Attribute set authorized by AAd

U Universal attribute set, s

CT Ciphertext
gid Global identity
λ Global parameters
Sgid Set of user’s attributes s

Sgid,t Attribute set of global id gid at time t
SKgid,x Secret key of attribute x for user with gid
ϖ A set of random number ∈ Zp

DEK Decryption key
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our model, we consider the situation that cloud servers may
delay the update/revoke computation part for a short period
of time to provide convenience for revoked users to gain data
illegally. We derived this kind of situation into collusion
between the cloud server and revoked users.

For attribute authority (AA for short), each of them is
independent and responsible for granting or revoking at-
tributes of users according to their roles or identities in their
own domains. In our model, we consider that each attribute
is only associated with a single AA (which may suit most of
the situations in reality). However, each AA is in charge of a
different number of attributes.)at is to say, an attribute can
only be authorized by one authority. We will identify the
attributes by the index of the authorities below. For each
authority, we use ϕ: U⟶ D to map all attributes which
belong to the AA to an identifier of the authority. AA can
control the attributes or the structure in its domain. )is
kind of authorizing is required as the attributes changed
periodically. As for time slots, it is not necessary to keep the
length of every time slot the same for the reason that there
may be different demands on time restrictions. In practice,
this kind of requirement may largely reduce the computa-
tion cost on both authorities and data owners.

)e data owner makes the definition of access policy
before the data encryption on his side. Besides, he also makes
a time span to set a time slot first. In the updating phase, the
owner can update the slot or a new tree of time slot changing

(usually not necessary). )e encryption part on owners can
be fast and light-weighted as owners only need to encrypt the
data with the access policy designed by themselves. We
define the ciphertext as CTA,te

. Besides, only those users who
have the attributes satisfying the access control policy in the
time slot te(e ∈ T) can decrypt the data in CTA,te

.
In our system, when a user with gid gains a new attribute

x, a new secret key SKgid,x will be granted at the same time by
corresponding AA. If the user wants to decrypt the data, he
has to obtain the update keys first at this time slot (i.e., UKx,t)
from the authority who can publish the attribute. After that,
the user can compute decryption keys for a time slot t based
on his secret keys and further uses them to decrypt the
ciphertext. In this case, we can guarantee that users can only
get the data in a single time slot because those users who do
not update their attributes with the time slot in the past
cannot satisfy any access control policies in our system.
Considering the time consistency, we use the time slots we
mentioned above to ensure that all entities in our model can
check their current time with time slot at any second they
want.

3.3. SecurityModel. In our scheme, we take these points into
consideration: (1) )e cloud server is curious about the
ciphertext stored in the cloud, and they will try their best to
decrypt them. (2) Cloud servers may send the data (in the
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form of ciphertext) to unauthorized users. (3) Users and
cloud servers may collude with each other. )e security
model is run between a challenger and an adversary A ,
which is defined by the following game with two phases.

Setup. (1) )e challenger first runs GlobalSetup algorithm
and opens the access of GPP to the adversary. (2) A ran-
domly select several AAs to play the role of corrupted AA
and ask them to send their public key PKd to A.

Phase 1. A can request secret keys and update keys only
by repeating the following steps:

(1) SKQuery(gid, x): A sends a secret key request to
those uncorrupted authorities by submitting a tuple
(gid, x) where gid is the unique global identifier of a
user and x is an attribute which is authorized by one
of the uncorrupted authority. After receiving the
queries, the challenger runs SKeyGen algorithm to
return the corresponding secret keys SKgid,x to A.

(2) UKQuery(t, x): at the beginning of a time slot,A can
ask those uncorrupted authorities to update their
attributes or time slot update (if needed) and submit
the pair of (t, x) to be updated by authorities. )e
challenger returns an update key UKx,t to A.

Challenge Phase. A submits two equal length messages
M0 and M1, an access policy A∗ (all attributes in A∗ belongs
to U), a time slot t∗ ∈ T to the challenger. After this, the
adversary should give the public key PKd of all corrupted
authorities whose attributes appear to the challenger. )en,
the challenger flips a coin β ∈ 0, 1{ } and sends to A the
encrypted Mβ using (A∗, t∗).

Phase 2. A can make as many queries as he wants
according to Phase 1.

Guess. A submits a guess β′ for β. )e adversary A will
win the game if β′ � β and satisfies the following demand.

(1) UKQ(t, ∗ ) can only be queried on time slot after the
time of all requests above, which means that the past
time slot period of time in the system cannot be
traced. Also, for any pair (t, x), UKQ phase can be
executed only once because the corresponding au-
thority will not publish the update key after the
beginning of the time slot, which means the initialize
phase in each slot is run by AA executes only once.

(2) For any queried gid, Sgid,t (Sgid,t stands for the set of
gid and t) does not satisfy A∗. )e advantage ofA is
defined as |Pr[β � β′] − 1/2|.

4. Time Slot Access Control Scheme

In this section, we will explain our scheme step by step and
list some algorithms if needed. Based on the algorithms
defined in Section 3. Our scheme contains the four main
phases: System Initialization which runs at the beginning of
the whole system, Key Generation ran by each AA, Data
Encryption phase for data owners to encrypt data with
defined access policy, and Data Decryption ran by Users and
computation outsourcing party. )e workflow of our
scheme is listed in Figure 2.

4.1. System Overview. Phase 1: system initialization: )e
system initialization phase is run at the beginning of the
system and has two steps: Global Setup and Authority Setup.

(1) Global Setup:

GlobalSetup(λ)⟶ GPP
)e input of the global setup phase is the security
parameters and the output is the Global public pa-
rameters GPP which will be used in other phases
later. Set G and GT as a bilinear group of prime order
p with the bilinear group G which has the generator
g. )e global public parameter GPP used for key
generation is published as GPP � (e, H, g, p); here e

is a bilinear paring, and H is a hash function that
maps every gid to elements of the group G.

(2) Authority Setup:
AuthoritySetup(GPP, Ud)⟶ (PKd,MSKd)

Each AA must run a setup algorithm before pub-
lishing authorities. It takes the inputs as the global
public parameters GPP , which outputs in Global-
Setup phase, the attribute domain Ud of the authority
itself.)e output of this phase is themaster secret key
MSKd which is used for the authority itself and the
public key PKd , which sends to users. For any at-
tribute x belongs to the attribute universe, the al-
gorithm chooses the random exponents
αx, βx, cx ∈ Zp. Besides, the algorithm also chooses a
random element for the pseudorandom function F

as the seed to generate the function. For each at-
tribute that can be published by authorities, it
chooses a random number R � F(τx, a) ∈ G (ax

denotes the attributes set of the authorities) and uses
it to generate a secret key for the user. Here, we
denote Ud × T⟶ G to be a hash function that
maps both the attributes of the authorities and time
slots in Ud × T to elements of G. )en, the public
key can be generated as PKd � ( e(g,􏼈

g)αx , gβx , g(1/cx)}x∈Ud
, Hd), where αx, βx, cx are

combined to build the master secret key which is
only kept by the authorities themselves.

So after the initialization phase, we get the global pa-
rameters GPP, public keys PKd , and secret keys MSKd

generated by every authority. Each authority will further use
these keys to generate a secret key for those users in their
attribute domain.

Phase 2: key generation by AA.
SKeyGen(gid, x,GPP,MSKϕ(x))⟶ (SKgid,x)

Every AA runs the key generation algorithm for users in
its domain. Each AA takes the global public parameters GPP,
the master secret key MSKϕ(x) generated on the last phase
along with user’s global identity gid as input and outputs the
secret key for corresponding user as SKgid,x. )e key gen-
eration algorithm is run by AA, and outputs the secret key
SKgid,x , which associates with users’ global identity and the
corresponding attribute. )e algorithm has two steps:

(1) Sets ux,gid � 2hx + countx and adds the pair
(gid, ux,gid) to a Listx (a list of attribute trees for the
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user x with the time restriction) and sets
countx � countx + 1.

(2) )e authority AAϕ(x) sends the secret key SKgid,x to
the user. We have to emphasize that every secret key
for the attribute is only generated after the attribute
is established for the sake of privacy preserving for
user information.

Phase 3: data encryption:
Encrypt(M, te, A,GPP, PKd􏼈 􏼉)⟶ CT
)e encryption phase includes the input part of the

Message M, access control policy A which is based on at-
tributes may from several authorities, the time slot te, the
global public parameters GPP, and the public keys PKd􏼈 􏼉.
)e output of this phase is the ciphertext CT which contains
the access policy A.

Considering the difference in file type and scale, owners
first encrypt their files by using a symmetric encryption
algorithm and use our data encryption method to encrypt
the secret key of the symmetric encryption. In this way, we
could shorten the encrypt message length to reduce the
computation cost on the owner side. In this Phase, M

consists of two parts: one is the symmetric encryption key K

and the other is the ciphertext encrypted by K.A is the access
control policy and PKd􏼈 􏼉 are the set of public keys generated
by the authorities; these public keys are related to the access
policy. )e data owner chooses a random number r ∈ Zp as
the secret and keeps it without anyone else knowing it. After
this, the owner chooses another two random vectors v

⇀, u
⇀

∈∈Zp, and for each index i ∈ 1, 2, . . . , m{ }, it selects another
random oracle r′ ∈ Zp. So, the ciphertext is computed as
follows:

CT � 􏼚􏼚te, (A, ρ), C � M · e(g, g)
e
, Ci,1 � e(g, g)

λi e(g, g)
αρ(i)ri ,

Ci,2 � g
μi g

βρ(i)ri , Ci,3 � g
ri , Ci,3′ � g

1/rx( )􏼒 􏼓
ri

, Ci,4 � Hϕ(ρ(i)) ρ(i), te( 􏼁
ri 􏼛

m

i�1
􏼛.

(1)

)en, the owner stores the ciphertext in cloud servers for
later data sharing.

Phase 4: data decryption by users:
Decrypt(CT,GPP, PKd􏼈 􏼉, DKgid,x,t􏽮 􏽯

x∈S∈gid,t
)

⟶ (M)or⊥
)e decryption algorithm can run by users or out-

sourcing party which depends on user’s choices. When users
want to decrypt by themselves, the input includes the ci-
phertext CTalong with the access policy A, the global public

parameters GPP, the public keys PKD and decryption keys as
DKgid,x,t􏽮 􏽯

x∈S∈gid,t
which is related to the user’s gid and

current time slot. )e algorithm outputs the plaintext M

when the decryption succeeds or a token ⊥ implying de-
cryption fails for some reason. All users with proper attri-
butes can download the ciphertext in which their attributes
meet the demand of the access policy at the specific time slot
te. )e decryption phase must compute the decryption key
first and then decrypt the ciphertext.

ServerAA

GPPGlobal setup

User

AA setup

Encrypt

GPP

Owner

CT

Decrypt

Decrypt

SkeyGen

SKgid,x

SKgid,x

Initialization

Encrypt

Decrypt

Figure 2: Workflow.
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4.1.1. Decryption Key Computation. At the beginning of the
decryption, the user with gid first needs to compute the
decryption key for the current time slot as follows:
DecryptKey(SKgid,x, te)⟶ (DKgid,x,t) or ⊥. In this phase,

the user first checks the attribute set and whether the cor-
responding attribute x as x ∈ Sgid,t exists. If so, the
decryption key can be computed as follows:

DKgid,x,t � Dgid,x,t � Kgid,x,vx
, Dgid,x,t
′ � Evx

􏼐 􏼑
Kgid,x,vx
′

· Kgid,x,vx
″ , Dgid,x,t

″ � Evx
′􏼐 􏼑

Kgid,x,vx
′

􏼠 􏼡. (2)

It is worth noting that if a user has the right attributes
with another time slot t′ later than te they cannot compute
the decryption key either. )is feature has great resistance to
the collusion attacks we mentioned before.

4.1.2. Ciphertext Decryption. After generating the decryp-
tion key with adequatea attributes and time slot, the de-
cryption algorithm goes as follows: Decrypt(CT,GPP,

PKd􏼈 􏼉, DKgid,x,t􏽮 􏽯
x∈Sgid,t

)⟶ (M) or⊥. For any t≠ te or Sgid,t

that cannot satisfy (A, ρ), the algorithm outputs ⊥. For those
users who can be satisfied with conditions above, the decrypt
algorithm goes in two steps. )e first step is to find a I �

i | ρ(i) ∈ Sgid,te
􏽮 􏽯 and compute the corresponding constants
ωi | i ∈ I􏼈 􏼉. For I, compute the following:

Ci �
Ci,1 · e H(gid), Ci,2􏼐 􏼑

e Dgid,ρ(i),te
, Ci,3􏼐 􏼑

·
e Dgid,ρ(i),te
′ , Ci,3′􏼐 􏼑

e Dgid,ρ(i),te
″ , Ci,4′􏼐 􏼑

�
e(g, g)

λi e(g, g)
αρ(i)ri · e H(gid), g

μi g
βρ(i)ri􏼐 􏼑

e g
αρ(i) H(gid)

βρ(i) , g
ri􏼐 􏼑

·
e Rvρ(i)

􏼒 􏼓
αρ(i)cρ(i)rgid,ρ(t),vρ(i)

, g
ri/cρ(i)( 􏼁

􏼒 􏼓

e Rvρ(i)
􏼒 􏼓

αρ(i)cρ(i)rgid,ρ(t),vρ(i)

, g
ri􏼒 􏼓

·
e Hϕ(ρ(i)) ρ(i), te( 􏼁

ςvρ(i) ,trgid,ρ(i),vρ(i) , g
ri/cρ(i)( 􏼁

􏼒 􏼓

e g
ςvρ(i) ,trgid,ρ(i),vρ(i)

/cρ(i)􏼒 􏼓
, Hϕ(ρ(i)) ρ(i), te( 􏼁

ri⎛⎜⎜⎝ ⎞⎟⎟⎠

·

e Rvρ(i)
􏼒 􏼓

cρ(i)rgid′,ρ(i),vρ(i)

, g
ri/cρ(i)( 􏼁

􏼠 􏼡

e Rvρ(i)
􏼒 􏼓

rgid′,ρ(i),vρ(i)

, g
ri􏼠 􏼡

� e(g, g)
λi · e(H(gid),g)

μi .

(3)

And, the last step computes the following:

􏽙
i∈I

C
ωi

i � e(g, g)􏽐i∈Iωiλi · e(H(gid), g)􏽐i∈Iωiμi

� e(g, g)
r
.

(4)

)en, users can recover the symmetric encryption secret
key by K � C/e(g, g)r. After that, users can get the message

by doing a symmetric decryption in which the computation
cost is negligible.

If the user wants to outsource the decryption part to
other computation devices, the first thing to do is to generate
outsourced key and recover the key for decryption. )e user
generates the outsourced key as follows:

OKgid,x,t � Ogid,x,t � Kgid,x,vx
, Ogid,x,t
′ � Evx

􏼐 􏼑
Kgid,x,vx
′ (1/σ)

· Kgid,x,vx
″ , Ogid,x,t

″ � Evx
′􏼐 􏼑

Kgid,x,vx
′ (1/σ)

􏼠 􏼡. (5)

Here, σ ∈ Z∗ is the recover key RK selected by the data
user.

)e second step is run by CSP or computing devices
(they might be a node on the blockchain). After receiving the

Security and Communication Networks 7



OK from the user along with the ciphertext, they will
partially decrypt the ciphertext as follows:

Ci
′ �

Ci,1 · e H(gid), Ci,2􏼐 􏼑

e Ogid,ρ(i),te
, Ci,3􏼐 􏼑

·
e Ogid,ρ(i),te
′ , Ci,3′􏼐 􏼑

e Ogid,ρ(i),te
″ , Ci,4􏼐 􏼑

� e(g, g)
λi/σ( ) · e(H(gid), g)

μi/σ( ).

(6)

After that, they calculate CT′.

CT′ � 􏽙
i∈I

C
ωi

i � e(g, g)􏽐i∈I ωiλi/σ( ) · e(H(gid), g)􏽐i∈I ωiμi/σ( )

� e(g, g)
(r/σ)

.

(7)

)e last phase is executed on the user side. After the user
gets CT′ from outsourcing entities, the user can use RK to
retrieve the plaintext:

De � CT′e(g, g)
− (1/σ)

� e(g, g)
− (1/σ)

􏼐 􏼑e(g, g)
− (1/σ)

� e(g, g)
r
.

(8)

4.2. Updating With Time Restriction. As we mentioned be-
fore, when a user tries to revoke an attribute or applies for a
new attribute from AA, the secret keys associated with his
attributes should be updated either. While in our scheme,
this problem can be replaced by the changing of time slot.
AAϕ(x) needs to run the update key algorithm when re-
ceiving the update request from data owners. )e algorithm
takes the input as the current time slot t, updates attribute
x ∈ Uϕ(x) , and outputs the update key UKx,t.

For example, when a data owner Ud tries to revoke an
attribute xi , he must send an updates request to the AAϕ(x)

which is in charge of xi. )en, AAϕ(x) selects a random set
ϖ ϖ1,ϖ2, . . . ,ϖk􏼈 􏼉 ∈ Zp(􏽐

k
n�1 ϖk � 0) where the numbers in

the random set are equal to the numbers of the attribute
authorities he wants to send to. After this phase, AAϕ(x)

updates the attribute key component ASKK,n for the user Ud

with the attribute xi as ASKK,n
′ � Di � gcn H(i)ci ,

Di
′ � (gci )ϖk .
By using updating algorithm, cloud servers can update

the ciphertext without getting any sensitive information
from the data owner. Meanwhile, only the cloud server
knows about the s′. In this case, the new kind of collusion
attacks between cloud and revoked users can be easily
traced.

5. Security Analysis and
Performance Evaluation

5.1. Security Analysis. As mentioned in the previous sec-
tions, in our scheme, the main difference between our
scheme and Lewko andWaters scheme [25] is we embedded
time slots into both ciphertexts and keys. So, the security of
our scheme lies in the below attacks:

(1) Outsourcing entities try to infer information about
the ciphertext and may compare the ciphertext to
find differences in diverse data owners.
As the outsourcing entities undertake massive pre-
decryption tasks from different users, they may
collect different ciphertext. However, they cannot
infer any information only from those ciphertexts as
each CT has different te, access policy and bilinear
paring.

(2) Users try to predict the data info from the ciphertext,
which they cannot decrypt.
)is attack assumption does not hold either because
first users cannot get any reason about their failure
on decryption but a symbol ⊥.

Despite these attacks, our scheme is similar to the
scheme in [25]. )us, our scheme is secure in the bilinear
group model, which is the same as the proof used in [25]. In
the generic bilinear group model and random oracle model,
there is no adversary that can break our scheme in poly-
nomial time with a nonnegligible advantage in the security
game we mentioned before. Moreover, we will make an
analysis of our scheme from the other three parts: collusion
resistance, data confidentially, and attributes revoke.

5.1.1. Collusion Resistance. )ere may exist several kinds of
collude operations in our model and we will analyze them
one by one. )e first one is collusion between users. For
those users whose attributes cannot meet the demand of
access control policy, it is a common way to combine their
secret keys with each other to get a new key that can decrypt
the ciphertext. However, since the prime order of their secret
key is randomly chosen by authorities, respectively, no
matter what kind of attributes set they ever had, they cannot
get a proper key in any case.

Another case is the collusion between an unauthorized
user with a revoked user with gid1. Users with gid1 may want
the secret key gid2 once had to get a combination of at-
tributes with their own gid1. As mentioned before, this kind
of collusion can not exist either because of the random
oracle.

)e last situation is as we listed in the introduction. For
the traditional method, cloud server providers can forge the
execution time of updating algorithm or even simply pull
back the updating time and pass the buck to serious network
delay. Users can select plural servers with their data stored
and any one of the servers delay his updating does not make
sense to those malicious revoked users. Because that the data
owner can select the servers as his wish, it is nearly im-
possible for a revoked user to make a deal with all servers in
the domain. From this point, we could say that this kind of
collusion can barely exist.

5.1.2. Data Confidentiality. As we mentioned before, not all
the channels are secure in our model. But for the data
transmission part, all of the data are transmitted in ci-
phertext, so we only consider the situation below: the cloud
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server or any user who cannot access the data may get the
tuple (Cipher,CT) at any time slot (here Cipher stands for
the text transformed by plaintext). As the owner encrypts the
plaintext such as symmetric encryption first, the Cipher does
not leak any information about the data. On the other hand,
CT can be decrypted only by those users with appropriate
attributes, so attackers can not find any relations between
Cipher and CT. Furthermore, any user who wants to recover
the time slot or attributes in CT is not possible for the same
reason.

5.1.3. Revocation. )is part is slightly similar to the collusion
resistance part as we mentioned before, and here we only
consider the forward security and backward security of our
scheme. Due to the fact that the time slot is running con-
tinuously, when a new user joins the system and is granted
attributes from the authorities, the time slot match with his
keys cannot be the period before his join. )us, forward
security can be ensured in this way. Similar to the forward
security, when AA wants to revoke attributes of a user, the
ciphertext cannot be decrypted by this user as the ciphertext
is updated with a new time slot and the user cannot get a new
key both with the revoked attributes and the new time slot.

5.2. Performance Evaluation

5.2.1. Experimental Setup. )e simulation platform for our
scheme is Ubuntu 14.04 with an Intel Core (TM) i5-5600U at
2.6GHz and 4GB RAM. )e simulation environment is
JPBC (Java Pairing-Based Cryptography library ver2.0.0)
with 160-bit group order, 512-bit field size.

5.2.2. Algorithm Analysis. In our experiments, we did 10000
trials to limit the error range. We first compare the com-
putation cost on owners. As we can see in Figure 3, the
computation time takes about 10% less than Hur’s scheme

and the DAC-MACS. While in the decryption part, we can
see that the computation time cost is much less. In real-
world scenarios, it is obvious that the operation of down-
loading is much more than updating because data users in
the cloud environment are huge. Meanwhile, as in a cloud-
based system, it is more important to save the computation
cost on the user side as mobile devices are widely used
nowadays.

5.2.3. Attribute Impact. In this section, we try to simulate
the impact on attribute numbers on both the encryption side
and the decryption side. We set the 10 AA with different
attributes from 1 to 20. Specifically, the cost on the de-
cryption side (with both outsourcing and self-decryption)
and the computation on encryption are evaluated in Figure 3
to show the impact on the attribute universe more precisely.
)e experiment shows that both encryption and decryption
costs grow steadily with the rise of attributes number.
Outsourced decryption time on the user side almost stays the
same as no matter how many attributes are in the policy, the
user only needs to compute the paring algorithm for once.
Moreover, we also take the key generation time into con-
sideration. As we can see from Figure 4, our attribute au-
thority private key generation time is still between the DAC-
MACS case and Shi’s scheme, and the attribute authority
private key generation time is proportional to the number of
attributes.

5.2.4. Attribute Update Evaluation. As lots of the scheme
only takes policy updates into consideration, we only
compared our attribute updating algorithm with DAC-
MACS, which have a similar part to ours. With the increase
of the attributes, owners need more time to generate the
update key while the time spent on servers almost stays the
same because the major part of the computation task has
been done on the cloud side. For most situations in reality,
the owner can afford the computation cost.
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From the above aspects, both theoretical analysis and
experiments results show that our scheme can provide time
slot access control and attributes update at the cost of a slight
increase of key generation phase. However, as the key is
generated on AA, it barely has any effect since AA normally
has enough computation power. Moreover, comparing with
the existing schemes, our blockchain-enabled data sharing
scheme has a high level of security of collusion resistance.

6. Discussion and Conclusion

In this paper, we have proposed a collusion-resistant CP-
ABE blockchain-enabled data sharing scheme to achieve
access control under a time restriction. Specifically, we have
proposed this scheme using time slots as a token to bind with
ciphertexts and keys to make sure that only the user with
demanded attributes and in the particular time slot can
decrypt the data. Besides, we considered a new kind of
collusion, which might be common in our daily life that
curious cloud servers may delay the policy update/attribute
revoke algorithm for a short time to let the revoked user get
data illegally. )is kind of collusion is hard to trace because
cloud servers can easily shift their responsibility to other
reasons like network latency and so on. Furthermore, we
used time slots to ensure data security while the decryption
phase is outsourced. Further discussion on our schemes is
about security issues on revocation and collusion resistance.
In the future, we will keep on implementing our scheme and
exploring the access control structures with a time restric-
tion and taking time into consideration in the case of col-
lusion between the revoked user and one of the authorities.
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(e efficiency of fully homomorphic encryption has always affected its practicality. With the dawn of Internet of things, the
demand for computation and encryption on resource-constrained devices is increasing. Complex cryptographic computing is a
major burden for those devices, while outsourcing can provide great convenience for them. In this paper, we firstly propose a
generic blockchain-based framework for secure computation outsourcing and then propose an algorithm for secure outsourcing
of polynomial multiplication into the blockchain. Our algorithm for polynomial multiplication can reduce the local computation
cost to O(n). Previous work based on Fast Fourier Transform can only achieve O(nlog(n)) for the local cost. Finally, we integrate
the two secure outsourcing schemes for polynomial multiplication and modular exponentiation into the fully homomorphic
encryption using hidden ideal lattice and get an outsourcing scheme of fully homomorphic encryption.(rough security analysis,
our schemes achieve the goals of privacy protection against passive attackers and cheating detection against active attackers.
Experiments also demonstrate our schemes are more efficient in comparisons with the corresponding nonoutsourcing schemes.

1. Introduction

As the development of the big data era, there is an increasing
demand for large-scale time-consuming computations.
Fortunately, with the emergence of cloud computing,
computation outsourcing brings convenience to resource-
constrained users. (ey can outsource complex computing
tasks into the cloud by paying a fee and avoiding buying
expensive high-performance hardware. It not only improves
the resource utilization in cloud but also brings economic
benefits to resource-constrained users. Nevertheless, the
attractive computing scheme also causes security issues. A
passive attacker in the cloud may be only curious about the
privacy contained in the user’s outsourced data, while an
active attacker may make malicious damage or forge the
results to sabotage the computation. Even if there is no
attacker, computing errors caused by cloud hardware failure
and software errors, etc. should also be considered.

Furthermore, it should not be a great burden for the user to
check the correctness of the returned results from the cloud;
otherwise, the efficiency benefit of outsourcing will be
nullified. (erefore, the secure and efficient outsourcing of
computations that can not only protect the privacy of users
but also ensure the correct results has become a hot research
topic.

Gentry proposed a homomorphic encryption algorithm
based on ideal lattice [1] for the first time, providing us with
a direction to solve the privacy issues in computation
outsourcing. (e direction is a secure computation out-
sourcing mode: encryption-outsourcing-decryption
(EOD). Even if we use the common EOD model, the device
should also undertake the computations of secret key
generation, encryption, verification, decryption, and so on,
locally. (ese computations are also great burden for the
resource-constrained devices (such as mobile phones and
IoT nodes).
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Blockchain has attractive features such as transparency,
traceability, decentralization, and immutability, which make
it an optimal approach for applications intrinsically with
untrusted natures, such as computation outsourcing. A
central trusted entity is not required for the computation
outsourcing based on blockchain. Information about the
whole data exchange process, computations, users, and
computational nodes is recorded and is traceable in
blockchain. Besides, smart contract can be utilized to dig-
itally facilitate the implementation of whole transaction,
which greatly improves the speed of building applications on
blockchain. However, privacy is still an issue in the com-
putation outsourcing based on blockchain.

Owing to the low efficiency of fully homomorphic en-
cryption algorithms, the general computation outsourcing
mode based on EOD is impractical on the resource-con-
strained devices. In this paper, we will outsource some
complex computations in the fully homomorphic encryp-
tion using hidden ideal lattice (FHEHIL) [2] into a block-
chain framework. (e contributions of this paper can be
summarized as follows:

(1) We propose a framework of blockchain-based
computation outsourcing, in which we can imple-
ment secure outsourcing for FHEHIL. (e frame-
work has a credit-based task allocation strategy,
which will significantly reduce the probability of
malicious nodes participating in computing.

(2) We propose a secure outsourcing algorithm for
polynomial multiplication, which reduces the local
computation cost (including the cost on result
verification) to O(n). Previous work based on the
Fast Fourier Transform (FFT) can only achieve
O(nlog(n)) for the local cost. Besides, the algorithm
can not only detect cheating but also identify
cheating nodes combining with blockchain. (e
result verification in the outsourcing algorithm does
not cause extra burden.

(3) We also extend the secure outsourcing algorithm of
modular exponentiation, in [3], in our blockchain-
based framework. (e two algorithms for polyno-
mial multiplication and modular exponentiation are
employed in FHEHIL as basic operations, and the
FHEHIL implementation on the blockchain-based
framework can have higher efficiency compared with
previous work.

2. Related Work

At present, research studies on secure outsourcing can be
roughly divided into two directions. In one direction, a
general outsourcing mechanism is studied. In this mecha-
nism, a fully homomorphic encryption algorithm is
designed and the EOD model is used to outsource any
computations. After the work of Gennaro et al. [1], great
progress has been made in the field of fully homomorphic
encryption [4–6]. However, the fully homomorphic en-
cryption algorithms have high computational complexity.
Recently, there are many researches to reduce the

computation cost of homomorphic encryption algorithm.
For example, Su et al. accelerated the leveled Ring-LWE fully
homomorphic encryption [7]. (ese research studies mainly
focus on the efficiency of hardware. However, secure out-
sourcing complex computations of fully homomorphic
encryption is a better way to improve efficiency for resource-
constrained devices.

In the other direction, specific outsourcing algorithms are
designed for various scientific computations, e g., modular
exponentiation, solution of large-scale linear equations [8],
bilinear pairings, and extend Euclidean. (e Wei pairing and
Tate pairing in algebraic curves are commonly used in key
establishment and signature schemes in the field of cryp-
tography. However, the computation of bilinear pairings is
time-consuming in resource-constrained devices.(us, many
outsourcing schemes have been proposed [9–11]. To our
knowledge, the scheme in [9] is the most efficient and secure
till now. Because of the wide application in cryptography, the
study on modular exponentiation is also a hot topic of re-
search. Hohenberger and Lysyanskaya [12] proposed a
modular exponentiation secure outsourcing scheme. Chen
et al. [13] further improved its efficiency and verifiability. Ren
et al. [14] proposed a scheme that only protects the privacy of
exponent. Recently, Fu et al. [3] proposed a secure out-
sourcing scheme of modular exponentiation with hidden
exponent and base. It has a stronger checkability. In cryp-
tography, extended Euclidean algorithm is usually used to
calculate modular inverse, which is widely used in RSA en-
cryption algorithm. Similarly, Euclidean algorithm can be
used to find the greatest common factor of two polynomials,
which is commonly used in encryption algorithm based on
Lattice. Zhou et al. [15] proposed the secure outsourcing
algorithm of extended Euclidean algorithm.

Polynomial multiplication is likewise a commonly used
operation in cryptography schemes, error correcting codes,
and computer algebra. (e complexity of polynomial
multiplication is still a major open problem. Using the FFT,
the local computation of polynomial multiplication can
achieve the complexity of O(nlog(n)). Recently, some effi-
cient polynomial multiplication methods based on the FFT
are proposed. Harvey et al. proposed a faster method over
finite fields Zp when the degree of polynomials is less than p

[16]. (e efficiency has been further improved in [17]. For
the hardware utilization, Liu et al. designed a high hardware
efficiency polynomial multiplication on field-programmable
gate array (FPGA) platform [18]. Hsu and Shieh proposed a
method with less addition and multiplication [19] in 2020.
Besides, there are also some research studies on reducing the
space complexity of polynomial multiplication [20, 21].
However, the complexity of some research studies based on
the acceleration of FFT remains at O(nlog(n)). Other
methods using distributed computing to improve hardware
utilization are not applied to the resource-constrained de-
vice. Till now, there are few research studies on the secure
outsourcing of polynomial multiplication.

Due to the characteristics of the blockchain and Bitcoin
[22], there are lots of research studies and applications on
blockchain in recent years including the secure outsourcing.
Lin et al. studied the secure outsourcing for bilinear pairings
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based on blockchain [23]. Zheng et al. [24] proposed a secure
outsourcing scheme for attribute-based encryption on
blockchain. (ere are also some schemes [25, 26] of out-
sourced data integrity verification. (e fairness problem in
blockchain-based secure multiparty computation was also
solved by multiple efforts. For example, Gao et al. [27]
proposed a scheme which realized fairness by maintaining
an open reputation system. (is type of general scheme for
secure multiparty computation can be cumbersome for the
problems in secure outsourcing computation.

Andrychowicz et al. [28] utilized only scripts in Bitcoin
currency to construct a fair protocol for secure multiparty
lotteries, without relying on a trusted third party. Zhang
et al. proposed BCPay in [29] and BPay in [30] to achieve fair
payment for blockchain-based outsourcing services, which
are compatible with the Bitcoin and Ethereum platforms.
However, these frameworks can only provide fairness be-
tween the client and a single server. (ey are applicable to
the outsourcing scenarios where the task is outsourced to a
single server from the client. In the problem of our work, the
computation task needs to be outsourced to multiple
computational nodes simultaneously. (erefore, we propose
a new one, considering the penalty on the cheating nodes,
compensation on the honest nodes, and application of a
credit-based scheme.

3. Notations and Background

3.1. Notations. We use upper case bold letters for matrices
and det(M) for the determinant of matrix M. Lower case
bold letters represent vectors (eg., v � [v1, . . . , vn]), where vi

is the ith element in v. We denote polynomial by lower case
italics (eg., f(x)). For a rational number r, round(r) rep-
resents the nearest integer to r. (e rational vector v can also
be rounded to round(v) � [round(v1), . . . , round(vn)]. We
use v(x) for the polynomial form of the vector v. We use
v1 × v2 for polynomial multiplication (v1 × v2 � (v1(x) × v2
(x))modf(x)) on the ring. We use |v| for the norm of v and
|S| for the base of set S. We use v ∘w for correlation
(v ∘w � [v1 ∗w1, . . . , wn]). We use R(v, f) for the rotation
matrix of v whose ith row is the coefficients of
v(x) × x(i− 1)modf(x). We use xgcd(a(x), b(x)) for the
extended Euclidean algorithm on a(x) and b(x). deg(f(x))

represents the degree of f(x). We use Fv to denote the
coefficient set of Discrete Fourier transform (DFT) of v and
F−

v for the coefficient set of inverse DFT of v.

3.2. Fully Homomorphic Encryption Using Hidden Ideal
Lattice. (e FHEHIL scheme [2] is described in Algorithm 1,
including the components of key generation, encryption,
and decryption. (e related parameters are shown in
Table 1.

As shown in Algorithm 1, it is obvious that polynomial
multiplication is the primary computation in encryption and
decryption. (erefore, our proposed algorithm for the se-
cure outsourcing of polynomial multiplication can be di-
rectly applied. As for the key generation, the computing
burden is from Step 7, 9, and 11. (e main computational

cost of Step 7 is on computing the determinant of matrix V.
(e most time-consuming operation in Step 9 is polynomial
multiplication. Step 11 computes the inverse of polynomial.
Below, we will analyze the detailed computations in Step 7
and 11 and demonstrate that polynomial multiplication and
modular exponentiation are themain types of computations,
which are the two improvement aims of this paper.

3.2.1. (e Method of Computing d in Algorithm 1.
Because of the characteristic of V, computing the deter-
minant of matrix V needs only log(n) times of polynomial
multiplication using the method in [31]. d is the free item of
g(z) � 􏽑

n−1
i−0 (v(pi) − z). (us, d � 􏽑

n−1
i�0 v(pi), where pi is

the root of f(x) � 0 in the complex domain and they satisfy
equation (2). Due to equation (2), we have
d � 􏽑

n−1
i�0 v(pi) � 􏽑

n/2−1
i�0 v(pi)v(−pi) � 􏽑

n/2−1
i�0 a(pi). (us,

the computation of d mainly involves polynomial multi-
plications and modular exponentiations.

3.2.2. (e Method of Computing w in Algorithm 1 When d Is
a Prime. In the algorithm of FHEHIL, if d is a prime, we
can obtain w by performing xgcd(v, f) once. (e ex-
tended Euclidean algorithm computes xgcd(a(x), b(x))

to get u(x), v(x), and d(x), satisfying u(x) × a(x) + v(x)

× b(x) � d(x). (e specific procedures of secure out-
sourcing for extended Euclidean algorithm [15] are
summarized in Algorithm 2. It can be seen that the local
computations of this algorithm consist of mostly modular
exponentiation and polynomial multiplications. Detailed
analysis of Algorithm 2 can be found in [15].

3.2.3. (e Method of Computing w in Algorithm 1 When d Is
Not a Prime. When d is not a prime, the fastest method to
calculate polynomial inverse at present is Gentry’s method in
[31]. (e method is based on fast Fourier transform and
halves the number of terms in each step to offset the
doubling of the bit length of the coefficients. (is method
relays on f(x) � xn+1, where n is a power of 2.(emethod is
analyzed as follows.

Firstly, the second coefficient (g1) of polynomial g(z) �

􏽑
n−1
i�0 (v(pi) − z) can be computed, where pi is the ith root of

f(x) � 0 in the complex domain. We can get w0 � (g1/n).
Secondly, v′(x) � x × v(x)modf(x) can be constructed.
(en, the second coefficient g1′) of polynomial
g′(z) � 􏽑

n−1
i�0 (v′(pi) − z) can be computed. We can get

w1 � (g1′/n). Finally, other coefficients of w can be computed
by

w1

w0
�

w2

w1
� · · · �

wn−1

wn−2
, (1)

pi +
nj

2
􏼒 􏼓

2i

� − p
2i

i
􏼒 􏼓 nj �

n

2j
􏼠 􏼡. (2)

Since n is a power of 2 in f(x), the roots satisfy equation
(2). In the process of computing coefficients g1 and g1′, the
major computations are also polynomial multiplications and
modular exponentiations.
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4. The Framework of Blockchain-Based
Computation Outsourcing

(is section introduces a blockchain-based computation
outsourcing framework. (e overall system model is illus-
trated in Figure 1, and the related symbols are described in
Table 2. In Figure 1, we assume that, at least, one trusted
third party is available to implement the smart contract.(is
is a generic model on which a variety of computational tasks
can be implemented, including the tasks of secure out-
sourcing of polynomial multiplication and modular expo-
nentiation. (e two specific tasks will be given in details in
the rest of this paper.

4.1. Registration. Users and computational nodes need to
register before joining the network. (ey need to pay
deposits in advance, the amount of which needs to be
greater than a specified threshold or they will be rejected.
(e smart contract initializes the same credit score to all

new nodes and users. After registration, information of
users and computational nodes is written to the smart
contract. (e specific function is shown as Algorithm 3. In
this algorithm, addr[p] is the deposit account of node p in
the smart contract. Node p’s asset privacy is protected
because it is unnecessary for him to expose his total asset to
the smart contract.

4.2. Computational Service. User p posts computing tasks,
data, and rewards of each task to the smart contract. If the
account balance of p is insufficient for the computations,
smart contract refuses this service and reduces the credit
score of p, to prevent malicious users from attacking the
smart contract by constantly sending tasks that they cannot
afford to. After the smart contract accepts the tasks of p, the
user’s computing tasks are stored in the task queue and wait
for the selection of computational nodes.

To achieve a high benefit, the computational nodes will
be active to undertake computing tasks. If multiple com-
putational nodes select the same task at the same time, the
node with the highest credit score will win the task. Nodes
that undertake the computing task should submit the results
after completing. If any computational node cannot finish
on time, it will be added to the dishonest set. If all com-
putational nodes can submit the results on time, the smart
contract sends the results to user and initiates the period of
dispute resolving. During this period, the user needs to verify
the results locally and notify the smart contract whether the

Input: ζ, c, η, t, n

Output: SK � d, w{ }, PK � [p1, . . . , pt]

(1) function KEY GENERARTION (ζ, c, η, t, n)

(2) generate a random vector v satisfying v ∈ Zn, 2c− 1 < |v|< 2c, 􏽐
n−1
i�0 vi mod 2 � 1􏽮 􏽯

(3) generate t− 1 random vectors [g1, . . . gt−1] satisfying gi ∈ Zn, 2n− 1 < [gi]< 2n􏼈 􏼉

(4) generate a random vector gt satisfying gt ∈ Zn, [gi]< 2n, 􏽐
n−1
i−0 gt|i|mod 2 � 1􏽮 􏽯

(5) generate t− 1 random vectors [r1, . . . , rt−1] satisfying ri ∈ 0, 1, −1{ }n, |ri|< ζ􏼈 􏼉

(6) generate a random vector rt satisfying rt ∈ 0, 1, −1{ }n, |rt|< ζ, 􏽐
n−1
i�0 rt|i|mod 2 � 1􏽮 􏽯

(7) f(x)⟵xn + 1; V⟵R(v, f); d⟵ |det(V)|

(8) for i � 1⟶ t do
(9) pi⟵gi × v + ri

(10) end for
(11) Get w satisfying w × v � d mod f
(12) return SK � d, w{ }, PK � [p1, . . . , pt]

(13) end return
(14) function ENCRYPTION (PK � [p1, . . . , pt], plaintext)
(15) generate t− 1 random integer vectors [s1, . . . , st−1] satisfying 􏽐

n−1
j�0si[j]mod 2 � 0

(16) generate a random vector st satisfying 􏽐
n−1
j�0st[j]mod 2 � plaintext

(17) generate a random vector st+1 satisfying 􏽐
n−1
j�0st+1[j]mod 2 � 0

(18) ψ⟵ 􏽐
t
i�1 si × pi + st+1

(19) return ψ
(20) end function
(21) function DECRYPTION (SK � (d, w),ψ)

(22) ψ′⟵ round(ψ × w/d)

(23) plaintext⟵ψ′(1)mod2
(24) return plaintext
(25) end function

ALGORITHM 1: Fully homomorphic encryption using hidden ideal lattice.

Table 1: Parameters in the FHEHIL algorithm.

Parameters Implication
ζ (e norm of random noise vector
c (e bit length of norm of generating polynomial

η (e bit length of norm of the random multiplier
vector

t (e number of vectors contained in the public key
n (e dimension of the hidden lattice (power of 2)
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results are accepted or not. If the period of dispute ends and
there is no feedback received from the user, the smart contract
assumes that the computations succeed and performs the
reward and charge operations. If the user does not accept the
results in the feedback, the smart contract will verify the
results by itself.(e specific function is shown as Algorithm 4.

4.3.VerificationandPayment. If the user does not accept the
computing results, the smart contract will perform verifi-
cation operations to find dishonest nodes or users. In the

verification, he will simulate all computations required by
the user on the encrypted data uploaded by the latter. (is
means he will repeat exactly every step the computational
nodes have carried out, so as to find which step is not correct
and who is cheating. Decryptions are not required in the
simulation, and thus, the data privacy of the user is
protected.

To complete the verification, the smart contract should
be equipped with the same function modules as those of the
computational nodes. For example, in the secure out-
sourcing of polynomial multiplication, a function should be

Blockchain

User 1. Registration 1. Registration

2. Task upload 3. Task allocation

5. Return result 5. Result upload
6. Verfication
and payment

Smart contract

Computational nodes

Figure 1: (e framework of blockchain-based computation outsourcing.

Table 2: Symbols in the framework of blockchain-based computation outsourcing.

Symbol Implication
addr[p] (e account address of p

User/node (e set of users/computational nodes
Rep[p] (e reputation of p

Task (e queue of published tasks
Allocated (e queue of allocated tasks
Data (e queue of published data
Time (e set of the latest result return time
Dishonest/honest (e set of dishonest/honest nodes
Result (e set of results
Δb (e amount of economic punishment
Δc (e amount of credit punishment/reward
Δt (e longest computing time consumption

Input: a(x), b(x)

Output: v(x), v(x), d(x)

(1) generate r(x) and a ∈ Z randomly
(2) f(x)⟵ a(αx), g(αx)⟵ b(x)

(3) a′(x)⟵ r(x) × f(x), b′(x)⟵ r(x) × g(x)

(4) a″(x)⟵u11(x) × a′(x) + u12(x) × b′(x), b″(x)⟵ u21(x) × a′(x) + u22(x)b′(x)

(5) send a″(x) and b″(x) to computational node
(6) get u″(x), v″(x) and d″(x) from computational mode
(7) verify a″(x) × u″(x) + b″(x) × v″(x) � d″(x); deg(u″(x))< deg(b″(x))/d″(x); deg(v″(x))< deg(a″(x))/d″(x);

(8) u(x)⟵ αdeg(d″(x))− deg(r(x))(u11(α− 1x) × u″(α− 1x) + u21(α− 1x) × v″(α− 1x))

(9) v(x)⟵ αdeg(d″(x))− deg(r(x))(u12(α− 1x) × u″(α− 1x) + u22(α− 1x) × v″(α− 1x))

(10) d(x)⟵ αdeg(d″(x))− deg(r(x))d″(α− 1x)/r(α− 1x)

ALGORITHM 2: Securely outsource the extended Euclidean algorithm.

Security and Communication Networks 5



added into the smart contract to simulate the FFT/IFFT
operations on the data uploaded by the user in case of
disputes.

(e dishonest nodes and users will be put into the
dishonest set. If no one is put into the dishonest set, the user
will pay the reward to all participating nodes. Otherwise,
cheating nodes will be penalized and the honest nodes will
be compensated. (e credit score of the participating nodes
that have correctly completed their tasks will increase,
while the credit score of the malicious nodes will decrease.

When the account balance of a node is lower than the
threshold value or its credit score is reduced to zero, the
system will remove it. (e specific function is shown as
Algorithm 5.

A malicious user with enough balance may constantly
initiate transactions, aiming to increase the burden of the
smart contract. However, he cannot refuse to pay because his
deposit account is managed by the smart contract. By setting
up a suitable threshold in the registration, sooner or later his
balance will be used up by his attack.

(1) function Registration(p, role)
(2) if the balance of addr[p]≥ the threshold then
(3) if role� user then
(4) put addr[p] into User
(5) else
(6) put addr[p] into Node
(7) end if
(8) Rep[p]⟵ Default credit value; state⟵ true
(9) else
(10) state⟵ false
(11) end if
(12) return false
(13) end function

ALGORITHM 3: Registration.

(1) function TASK UPLOAD (user, tasks, data, price)
(2) if the balance of addr[user]≥ |tasks| ∗ price then
(3) put tasks into Task; put data into Data
(4) else
(5) Rep[user]⟵Rep[user] − ∆c
(6) end if
(7) end function
(8) function TASK ALLOCATION (nodes, task)
(9) if task≠ALLOCATED then
(10) sort the nodes with their credit descending; send task and Data[task] to nodes [0]
(11) put task into ALLOCATED; Time[task]⟵current time +∆t
(12) end if
(13) end function
(14) function RESULT UPLOAD (node, task, result)
(15) if current time<Time[task] then
(16) put node into Honest; Put result into result
(17) else
(18) put node into Dinhonest
(19) end if
(20) end function
(21) function RESULT UPLOAD(node, task, result)
(22) if Dishonest� 0 and |Result|� |Task| then
(23) send Result to user; Wait for the feedback from user
(24) end if
(25) call verification and payment
(26) end function

ALGORITHM 4: Computational service.
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4.4. Security Analysis. Both the malicious user nodes and
computational nodes can launch attacks to the framework,
but their strategies are different. (e malicious user nodes
could launch a DDoS attack. A malicious computational
node could destroy the computation by returning forged
results or not returning any result.

(e user nodes could employ two ways to launch a DDoS
attack. One is to continuously publish the tasks that the user
actually cannot afford to; the other is to maliciously inform
the smart contract that the results are not accepted during
the dispute resolving period. For the first attack, the smart
contract will refuse to add the computing tasks and data to
the queue and reduce the credit score of the user. Moreover,
when the node’s credit score drops below 0, the node will be
removed. We can increase Δc in the function of TASK
UPLOAD to remove malicious users as soon as possible. For
the second attack, the smart contract has to simulate the
computations of all nodes participating in the outsourcing
according to the data and records. (is attack has a greater
impact on the smart contract, but it brings more loss to the
attackers (including the financial punishment). Similarly, we
can increase Δb in Algorithm 5 to mitigate the impact on
smart contracts.

(e computational nodes also have two ways to deploy
attack: returning forged results or not returning any result.
(e cost of both attacks is the same (in financial and credit
punishment). Since forged results render the smart contract
to simulate the computations of all nodes, rational compu-
tational nodes prefer to attack by returning forged results,
rather than return nothing. Similarly, we can increase Δb and
Δc in Algorithm 5 to mitigate the impact on smart contracts.
(e proposed framework adopts a task allocation strategy
based on credit scores.Whenmalicious nodes are found, their
credit score is reduced, and their probability of obtaining
computing tasks in the next time is also reduced. We assume
there are enough computational nodes which are willing to
return correct results to fulfil the requirement of outsourcing,
under the incentives of achieving financial and credit reward.

4.5. Compatibility Analysis. We know that the Bitcoin script
is not Turing-complete, and Ethereum has a complete
programming language on the blockchain to execute more
complex smart contracts. It is easy to see that our framework
is compatible with opcodes allowed by the Ethereum
blockchain. Since the function of Verification and Payment
(Algorithm 5) involves loops, which are not allowed by the
Bitcoin script, our framework is not compatible with opc-
odes of the Bitcoin blockchain.

5. Polynomial Multiplication and Modular
Exponentiation SecureOutsourcing Algorithm

5.1. PolynomialMultiplication SecureOutsourcingAlgorithm.
(e computational complexity of traditional polynomial
multiplication is O(n2), which is reduced to O(nlog(n)) by
the FFT. In this section, we employ secure outsourcing to
further reduce the local computational complexity to O(n).
(e outsourcing is implemented in our proposed framework
of blockchain-based secure computation outsourcing. (e
main idea of our algorithm is as follows. Firstly, the Fourier
transform of the polynomial coefficients are securely out-
sourced. Secondly, correlation operation on the results of the
Fourier transform is locally performed. Finally, the inverse
Fourier transform on result of the correlation operation are
securely outsourced. (e specific process of our algorithm is
shown as Algorithm 6.

5.1.1. Description. In Algorithm 6, the input polynomials are
f(x) � a0 + a1x + · · · + an−1x

n− 1 and g(x) � b0 + b1x +

· · · + bn−1x
n− 1. (e output is t(x) � f(x) × g(x)

� c0 + c1x + · · · + c2n−1x
2n− 1. For convenience, polynomials

are replaced with vectors of polynomial coefficients
(a � [a0, a1, . . . , an−1], b � [b0, b1, . . . , bn−1], and
c � [c0, c1, . . . , c2n−2]). Besides, Wm

n � e− 2πjm/n, in this
section. We use 6p computational nodes in this algo-
rithm, where p is a parameter associated with the

(1) function VERIFICATION AND PAYMENT (feedback, Result, Honest, user, price)
(2) if feedback≥ user or (feedback�NULL and |Result|� |Task|) then
(3) addr[user]⟵ addr[user]-[Honest]∗ price
(4) for i� 1⟶|Honest| do
(5) Rep[nodei]⟵ Rep[nodei] +∆c; addr[nodei]⟵addr[nodei] + price
(6) end for
(7) else
(8) stimulate all computations and put dishonest user or nodes into Dishonest
(9) t⟵ ∆b∗ [IDishonest]
(10) for i� 1⟶|Dishonest| do
(11) Rep[nodei]⟵Rep[nodei] +∆c; addr[nodei]⟵ addr[nodei]−∆b
(12) end for
(13) for i� 1⟶|Honest|do
(14) Rep[nodei]⟵ Rep[nodei] +∆c; addr[nodei]⟵ addr[nodei] + t/|Honest|
(15) end for
(16) end if
(17) end function

ALGORITHM 5: Verification and payment.
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number of computational nodes. (ere are six steps in the
algorithm:

(1) Six parameters are picked randomly, three of which
are i, j, β, s.t.0≤ n − 1, 0≤ j≤ n − 1 and 0≤ β≤ 2n − 2.
(e other three are k1, k2, k3∈RZ. We define that
L(i, k, n): Z3⟶ Zn can generate one n-dimensional
vector in which the ith element is k, and all the other
elements are zeros. We define that
T(v, r): z(n∗2)⟶ Z(n∗p) can generate a random
matrix W � [w1,w2, . . . ,wp] satisfying
v � 􏽐

p

i�1 wi + r. (en, the user generates
r1 � L(i, k1, n), r2 � L(j, k2, n), r3 � L(β, k3, 2n),
V � T(a, r1), U � T(a, r1), Z � T(b, r2), and
S � T(b, r2). In this way, onemust know r1 to recover
a from V or U and know r2 to recover b from Z or S.

(2) (e user uploads the data (V, U, Z, and S) and task
requirement (i.e., FFT) to smart contract, by the
function TASK UPLOAD. (e smart contract calls

the function TASK ALLOCATION and distributes
the vectors in V, U, Z, and S to Z and 4p compu-
tational nodes. After receiving the vectors, the
computational nodes perform the Fourier transform
on the received vectors and call the function RE-
SULT UPLOAD. (e smart contract collects the
results and returns [Fv1, . . . , Fvp], [Fu1, . . . , Fup],
[Fz1, . . . , Fzp], and [Fs1, . . . , Fsp] to the user by
calling the function RETURN RESULT. Meanwhile,
the user locally computes Fr1 Fr2 and F−

r1 which are
Fourier transform of r1 and r2 and inverse Fourier
transform of r3, respectively. Because there is only
one nonzero coefficient in r1, as well as r2and r3, we
simplify the DFT/IDFT, as shown in the DFTRV/
IDFTRV functions in Algorithm 6.

(3) (e user verifies equations (3) and (4). If they are
valid, the user computes Fa � 􏽐

p
i−1 Fa + Fr1 + Fb,

Fb � 􏽐
p
i−1 Fzi + Fr2, and Fc � Fa ∘Fb:

Input: a,b
Output: c � a × b
(1) function DISCRETE FOURIER TRANSFORM FOR RESERVED VECTOR (DFTRV) (r, i)
(2) n⟵ the length of r
(3) base⟵Wi

n

(4) Fr[0]⟵ ri

(5) for j � 1⟶ n − 1 do
(6) Fr[j]⟵Fr[j − 1]∗ base
(7) end for
(8) return Fr
(9) end function
(10) function INVERSE DISCRETE FOURIER TRANSFORM FOR RESERVED VECTOR(IDFTRV) (r, i)
(11) n⟵ the length or r
(12) base⟵W−i

n

(13) F−
r [0]⟵ ri

(14) for j � 1⟶ n − 1 do
(15) F−

r [j]⟵F−
r [j − 1]∗ base

(16) end for
(17) return F−

r
(18) end function
(19) (e user picks random parameters i, j, β, k1, k2, k3, and generates
(20) r1⟵L(i, k1, n), r2⟵ L(j, k2, n), r3⟵L(β, k3, 2n),

(21) V⟵T(a, r1),U⟵ (a, r1),Z⟵T(b, r2), S⟵T(b, r2);

(22) (e user calls TASK UPLOAD locally and uploads U,V,Z, Sto the smart contract;
(23) (e smart contract calls TASK ALLOCATION and sends vectors in U,V,Z, Sto 4p nodes;
(24) (e computational nodes compute [Fv1, . . . ,Fvp], [Fu1, . . . ,Fup], [Fz1, . . . ,Fzp], [Fs1, . . . ,Fsp], and call RESULT UPLOAD;
(25) (e smart contract calls RETURN RESULT;
(26) (e user computes Fr1⟵DFTRV(r1, i),Fr2⟵DFTRV(r2, j),F−

r3
⟵ IDFTRV(r3, β), and verifies equations (3) and (4)

locally;
(27) (e user computes Fa⟵ 􏽐

p

i�1 Fvi + Fr1,Fb⟵􏽐
p

i�1 Fzi + Fr2, Fc⟵Fa ∘Fb;

(28) (e user generates D⟵T(Fc, r3),E⟵T(Fc, r3), calls TASK UPLOAD locally and uploads D,E to the smart contract;
(29) (e smart contract calls TASK ALLOCATION and sends vectors in D,E to 2pnodes;
(30) (e computational nodes compute [F−

d1
, . . . , F−

dp
], [F−

e1
, . . . ,F−

ep
], and call RESULT UPLOAD;

(31) (e smart contract calls RETURN RESULT;
(32) (e user computes c⟵ 􏽐

p
i�1 F

−
di

+ F−
r3

, and verifies equations (5)–(7) locally;
(33) (e user sends feedback to the smart contract;
(34) (e smart contract calls VERIFICATION AND PAYMENT.

ALGORITHM 6: Secure outsourcing of polynomial multiplication.
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􏽘

p

i−1
Fvi�

?
􏽘

p

i−1
Fui, (3)

􏽘

p

i−1
Fzi�

?
􏽘

p

i−1
Fsi. (4)

(4) (e user generates D � T(Fc, r3) and E � T(Fc, r3)
and uploads them with the task requirement (i.e.,
IFFT) to smart contract, by the function TASK
UPLOAD. Calling the function TASK ALLOCA-
TION, the smart contract distributes the vectors inD
and E to 2p computational nodes.

(5) After receiving the vectors, the computational nodes
perform the inverse Fourier transform on the re-
ceived vectors and return [F−

d1, . . . ,F−
dp] and [F−

e1,

. . . ,F−
ep] to smart contract by the function TASK

UPLOAD. Smart contract returns them to the user
by calling the function RETURN RESULT.

(6) (e user computesc � F−
rs + 􏽐

p
i�1 F

−
d1
, selects two

integers m, l∈R 0, . . . , 2n − 2{ } randomly, and verifies
equations (5)–(7). If they are valid, the computing
succeeds; otherwise, the computing fails. (e user
sends a message to the smart contract. (en, the
latter calls the function VERIFICATION AND
PAYMENT:

􏽘

p

i�1
F−
di �

?
􏽘

p

i�1
F−
ei ,

(5)

􏽘

p

i�0
aibl−i �

?
􏽘

2n−2

i�0
W

−li
2n−1Fc[i], (6)

􏽘

2n−2

i�0
W

mi
2n−1ci �

? Fc[m]. (7)

In Algorithm 6, if any verification fails, the user will
report a cheating and the algorithm will come to an end.

Figure 2 demonstrates the procedures and data com-
munications in the six steps of Algorithm 6.

5.1.2. Correctness and Complexity. Because 􏽐
p
i�0 vi + r1 � a

and 􏽐
p

i�0 zi + r2 � b and the Fourier transform is a linear
transform, we can have 􏽐

p

i�0 Fv1 + Fr1 � Fa and
􏽐

p

i�1 Fz1 + Fr2 � Fb. We get Fc � Fa ∘Fb. Because of the
convolution theorem, F−

Fc � F−
Fa∘Fb � a × b � c.

Using the DFTRV/IDFTRV in Algorithm 6, computing
Fourier transform of r1, r2 and inverse Fourier transform of rs

needs 4n multiplications. Because of the characteristics of
r1,r2, and r3, only one multiplication is needed to compute
each term in Fr1,Fr2, and F

−
rs. Computing Fa and Fb needs 2pn

additions. Computing Fc needs 2n multiplications. (e ver-
ification of equations (3)–(5) takes 6(p − 1)n additions. 6(p −

1)n additions are needed to compute c. (e final verification
(equations (6) and (7)) needs l + 2n multiplications. To sum
up, we need l + 8n multiplications and 10pn − 6n additions.

(e local complexity of multiplication in this algorithm is
O(n), and the local complexity of addition is O(n). (erefore,
the local complexity of this algorithm is O(n).

5.1.3. Security against Passive Attackers. A participant may
be a passive attacker. Passive attackers will follow the scripts
of the algorithm while exploiting the intermediate infor-
mation to breach the privacy of polynomials. In the fol-
lowing, we analyze the security of our algorithm against
passive attackers.

(e algorithm should protect the privacy of f(x), g(x),
c, and Fc. As it is known to all, when all nodes collude, the
passive attackers can get the most information, and the
security of privacy is the lowest.

Since the operations on f(x) and g(x) are consistent,
the risks of privacy leakage of them are the same.We analyze
the security of f(x) in the worst case, i e., collusion of all
nodes. When all the computational nodes collude, they can
guess a set of values [a0′, a1′, . . . , an−1′], in which n − 1 values
are consistent with the true coefficients of f(x), while one
value is not. Because of r1, they even do not know the
position of the false value. (ey still have to make a brute-
force guessing. If ai ∈ D, where the base of D is m, the
attackers should traverse all possibilities by taking m dif-
ferent values for each coefficient. In this case, the attackers
have to make mn attempts to get f(x). However, ai ∈ Z in
FHEHIL. (en, m⟶∞, and the attackers cannot get
f(x).

Fc and c are also privacy-protected. For the security of
Fc, when all the computational nodes collude, the passive
attackers can guess a set of values F1

c[0], F1
c[1],

. . . , F1
c[2n − 2], in which 2n − 2 values are consistent with

the true coefficients of Fc, while one value is not. However,
the existence of r3 shows that passive attackers do not know
the position of the false value. (e only way to attack is by
making a brute-force guessing. Same as a and b, the domain
of the coefficients of Fc is infinite. (erefore, the attackers
cannot get Fc. For the security of c, on the one hand, the
attackers cannot compute c using inverse Fourier trans-
form without knowing Fc. On the other hand, it is easy to
see that when lacking F−

ra, attackers cannot get c which is
equal to 􏽐

p

i�1 F
−
di + F−

rs.

5.1.4. Security against Active Attackers. A participant may
also be an active attacker. Active attackers will inject false
computations into the algorithm to tamper with the whole
process. In the following, we analyze the security of our
algorithm against active attackers.

Active attackers may return forged values to damage
computing. To damage computing without being detected,
attackers prefer to make minimal changes on results. In
Algorithm 6, it is easy to see that the lowest risk way for
computational nodes to cheat is to tamper with only one
item of the results returned to the user, while the other items
are correct.

(ere is one way to cheat in the process of securely
outsourcing Fourier transform. For example, the nodes of
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computing the DFT of f(x) perform honestly, while the
nodes of computing the DFT of g(x) do not. One node nj

changed the ith term in Fzj and another node nk
′ also changed

the ith term in Fsk. (is way of cheating can nullify the
verification at equations (3) and (4) and damage the result of
Fb, whereas the error in the ith term of Fb will be propagated
to Fc[i] and every term of c. Equation (6) computes the
correct c1 � 􏽐

l
i�0 aibl−i and the false cl

′ � 􏽐
2n−2
i�0 W−li

2n−1Fc[i].
Since Fc[i] is false, cl

′ is not equal to cl for any random l. (e
verification at equation (6) can certainly detect this cheating.

(ere is the other way to cheat in the process of se-
curely outsourcing the inverse DFT of Fc. One node nj

changed the ith term in F−
dj and another node nk

′ also
changed the ith term in F−

ek . In this way, we can nullify the
verification at equation (9) and return a false item ci. (e
false item ci causes that Fc

′[m] � 􏽐
2n−2
i�0 Wmi

2n−1ci is also a false
value in equation (7). Fc′[m] will not be equal to Fc[m], for
all 0≤m≤ 2n − 2. (e verification at equation (7) can
certainly detect this way of cheating.

5.2. Secure Outsourcing of Modular Exponentiation. To the
secure outsourcing of modular exponentiation, we extend the
algorithm in [3] and apply it to the blockchain. In our ex-
tension, six modular exponentiation pairs are outsourced to
six computational nodes, instead of a single cloud, aiming to
protect against possible attacks on small discrete logarithms.
(e process is shown as Algorithm 7.(e input is two integers.
(e output is ud, where u is the base and d is the exponent. In a
similar way to Figure 2, Algorithm 7 can be implemented in
the framework of Blockchain-based computation outsourcing,
but we omit it due to limitation of space.

5.2.1. Correctness and Complexity. It is easy to prove that the
algorithm is correct from equations (8) and (9). In the
process of parameter generation, there are two exponenti-
ations, two divisions, and two multiplications. Two expo-
nentiations and six multiplications are involved during the
verification. Compared with the exponentiation, the
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Figure 2: Blockchain-based secure outsourcing of polynomial multiplication.
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complexity of multiplication and division can be ignored.
However, in the algorithm, the exponents are e and t1 which
are much smaller than the original exponent d through the
transformation of t1 � d − k1e. (erefore, local complexity
will be greatly reduced:

v
k1
1 w

l1
1 g1w

k2
1􏼐 􏼑

t1
� v

k1
1 g

t1
1 w

l1
1 w

k2
1􏼐 􏼑

t1
� v

k2
1 g

t2
1 w

l1+k2t1
1 � g

d
1w

d
1 � v

d
, (8)

v
k1
2 w

l1
2 g2w

k2
2􏼐 􏼑

t1
� v

k1
2 g

t1
2 w

l1
2 w

k2
2􏼐 􏼑

t1
� v

k2
2 g

t2
2 w

l1+k2t1
2 � g

d
2w

d
2 � v

d
. (9)

5.2.2. Security. (e only way to pass the verification is that
the six computational nodes perform correctly. (e forged
results of active attackers cannot pass the verification in Step
8. (e user only needs to know whether the results are
correct or not, and the smart contract can detect the cheating
nodes according to the records.

We analyze the security against passive attackers in the
worst case, i e., the conspiring of six computational nodes.
(e exponents k1, l1, and k2 are visible for attackers, while
the other exponents t1, d, and e are not. (e bases v1, v2, w1,
and w2 are visible for attackers, while g1, g2, and e are not.
We discover that the privacy of u may leak in [3], which
sends six pairs to a single node in the cloud. In [3], the base
and exponent are about 1000 bit, while the parameters
including g1, g2, e, k1, and k2 are only 64-bit long, to reduce
the overhead of local computation. (e shorter bit length of
parameters may promote an easier attack on the small
discrete logarithms. In this kind of attack, an attacker in the
cloud can exhaust x so that w∗1 ∗ v1 � w∗2 ∗ v2. (en, e is
breached. (e attacker then exhausts g, satisfying ge � v1.
Finally, the cloud can obtain u by w1 ∗g.

We solve this attack by distributing six modular expo-
nentiation pairs to six computational nodes, which increases
the difficulty of the above attack.

6. Results and Discussion

In this section, we conduct three types of experiments.
Firstly, we evaluate the efficiency of the secure outsourcing
of polynomial multiplication in various numbers of poly-
nomial multiplications and compare it with the traditional
nonoutsourcing method using FFT. Secondly, we evaluate

the efficiency of the secure outsourcing of polynomial
multiplication by varying the numbers of items and bit
length of coefficients and also compare it with the non-
outsourcing method. Finally, we complete the secure out-
sourcing for FHEHIL in blockchain, analyze the time
consumption of each step, and compare it with the non-
outsourcing method. (e experiments are simulated on two
machines with Intel Core i7 processor running at 2.90GHz
and 16G memory as a cloud server and Intel Core i5 pro-
cessor running at 1.80GHz and 8G memory as a local user.
(e communication bandwidth is 20Mbps.

6.1. (e Evaluation of Secure Outsourcing of Polynomial
Multiplication. We make experiments to evaluate the effi-
ciency of the secure outsourcing algorithm for polynomial
multiplication. We implement this experiment using Py-
thon3 language.

We compare the secure outsourcing of polynomial
multiplication with the nonsourcing algorithm on time
consumption with different numbers of polynomial multi-
plication, in which n � 1024, p � 3, and all the coefficients
are 512-bit long. As demonstrated in Figure 3, it is easy to see
that when the number of polynomial multiplications is less
than 60, the efficiency of the outsourcing scheme is lower
than the nonoutsourcing scheme due to the communication
time consumption. However, when the number of poly-
nomial multiplications increases above 60, the efficiency of
the outsourcing scheme becomes higher than the non-
outsourcing scheme. When the number of polynomial
multiplications is less than 300, the bottleneck of the out-
sourcing scheme is the time consumption on nodes’ com-
putations and interactions. When the number of polynomial

Input: u, d

Output: ud

(1) (e user generates random parameters g1, g2, e, k1, k2 ∈ Z,

(2) and computes v1⟵ge
l , v2⟵ge

2, w1⟵ (u/g1), w2⟵ (u/g2),

(3) t1⟵ d − k1e, l1⟵ d − k2t1;

(4) (e user uploads (k1, v1), (k1, v2), (l1, w1), (k2, w1), (l1, w2), (k2, w2) to the smart contract;
(5) (e smart contract distributes (k1, v1), (k1, v2), (l1, w1), (k2, w1), (l1, w2), (k2, w2) to 6 computational nodes;
(6) (e computational nodes compute ba after receiving (a, b) and return results to the smart contract;
(7) (e user gets v

k1
1 , v

k1
2 , w

l1
1 , w

k2
1 , w

l1
2 , w

k2
2 from the smart contract;

(8) (e user verifies v
k1
1 w

l1
1 (g1w

k2
1 )t1 � v

k1
2 w

l1
2 (g2w

k2
2 )t1 .

(9) If the verification is valid, ud⟵ v
k1
1 w

l1
1 (g1w

k2
1 )t1

ALGORITHM 7: Secure outsourcing of modular exponentiation.
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multiplications becomes larger, the bottleneck is the time
consumption on local computation.

We make another type of experiments to analyze the
influence of number of terms and bit length of coefficients on
the efficiency of secure outsourcing of polynomial multipli-
cation. We count the time consumption of 400 random
polynomial multiplications, with the number of polynomial
items varying from 50 to 1000, and the item bit length varying
from 50 to 1000. Figure 4(a) demonstrates that the time
consumption increases with the increase of items of poly-
nomials and bit length of coefficients. Moreover, the number
of terms has a more obvious effect on time consumption.
Besides, compared with the nonoutsourcing polynomial
multiplication, our method always has a higher efficiency
under all scales of data, as shown in Figure 4(b).

6.2. (e Evaluation of Blockchain-Based Secure Outsourcing
Scheme of FullyHomomorphic EncryptionUsingHidden Ideal
Lattice. We employ the relevant security parameters rec-
ommended in [2], i.e., n � 1024, t � 310, and p � 3. Our
outsourcing scheme consists of the local user’s program and
the computational nodes’ program. Our outsourcing scheme
is compared with the nonoutsourcing scheme.(e programs
are written in Python3, and the smart contract based on the
Ethereum platform is written in Solidity. (e smart contract
interacts with computational nodes’ program and local
program by the interface provided by Web3.

Figure 5 demonstrates the running time at all stages of
the two schemes. (is figure does not display the time
consumption on generating parameters in the FHEHIL
because that is not what we are improving. In the process of
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computing w efficiency is slightly improved. Compared with
the non-sourcing scheme, our scheme saves about 2.6 s. (e
overall time consumption is improved by about 40.7% (the
unmarked areas in Figure 5 are the communication time
consumption for interacting with the blockchain). Table 3
shows the detailed time consumption of different entities
(user, smart contract, and computational nodes) in different
stages (verification, communication, DFTRV/IDFTRV,
FFT/IFFT, and other computations) for Key Generation.
Table 4 shows the detailed time consumption of different
entities in different stages for encryption.

(e time consumption of decryption is not shown in
Figure 5. Since there is only one polynomial multiplication,
the time consumption of communication is dominant in the
process of decryption, as illustrated in Figure 3. (erefore,
the time consumption of outsourcing decryption (0.379 s) is
larger than the nonoutsourcing decryption (0.103 s).

7. Conclusions

In this paper, we propose a secure outsourcing algorithm
for polynomial multiplication that reduces the local
complexity to O(n). According to security analysis, our
algorithm is secure against passive and active attackers. We
also propose a framework for blockchain-based compu-
tation outsourcing. It has a credit-based task allocation
strategy, which significantly reduces the probability of
failed computations. Using this framework, we implement
the secure outsourcing of FHEHIL, in which the basic
computations including polynomial multiplication and
modular exponentiation can be securely outsourced by our

proposed algorithms. (e security analysis and experi-
mental results show that our proposed outsourcing
schemes are secure and efficient. In the future, we will apply
the secure outsourcing of FHEHIL into some practical
secure computation problems, such as the millionaire
problem, and set operation problems.

Data Availability

(e data used to support the findings of this study are
available from the corresponding author upon request.

Disclosure

(e conference version of this paper has been published in
the 21st International Conference on Parallel and Distrib-
uted Computing, Applications, and Technologies (PDCAT
2020).

Conflicts of Interest

(e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

(is work was supported by the Key-Area Research and
Development Program of Guangdong Province (No.
2020B010164003), the Science and Technology Program of
Guangzhou, China (No. 201904010209), and the Science and
Technology Program of Guangdong Province, China (No.
2017A010101039).

Table 3: Details of time consumption in key generation.

Verification (s) DFTRV/IDFTRV (s) Communication (s) Others (s) FFT/IFFT (s)
User 0.37 0.89 0.46 0.58 0
Smart contract 0 0 1.01 0 0
Computational nodes 0 0 0.52 0 0.19
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Figure 5: Time consumption on stages of the outsourcing and nonoutsourcing schemes.

Table 4: Details of time consumption in encryption.

Verification (s) DFTRV/IDFTRV (s) Communication (s) Others (s) FFT/IFFT (s)
User 0.24 0.93 0.43 0.11 0
Smart contract 0 0 0.99 0 0
Computational nodes 0 0 0.37 0 0.20
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With the rapid growth of data, limited by the storage capacity, more and more IoTapplications choose to outsource data to Cloud
Service Providers (CSPs). But, in such scenarios, outsourced data in cloud storage can be easily corrupted and difficult to be found
in time, which brings about potential security issues. *us, Provable Data Possession (PDP) protocol has been extensively
researched due to its capability of supporting efficient audit for outsourced data in cloud. However, most PDP schemes require the
*ird-Party Auditor (TPA) to audit data for Data Owners (DOs), which requires the TPA to be trustworthy and fair. To eliminate
the TPA, we present a Public Mutual Audit Blockchain (PMAB) for outsourced data in cloud storage. We first propose an audit
chain architecture based on Ouroboros and an incentive mechanism based on credit to allow CSPs to audit each other mutually
with anticollusion (any CSP is not willing to help other CSPs conceal data problems).*en, we design an audit protocol to achieve
public audit efficiently with low cost of audit verification. Rigorous analysis explains the security of PMAB using game theory, and
performance analysis shows the efficiency of PMAB using the real-world dataset.

1. Introduction

With the rapid technological advancements in Internet of
*ings (IoT), more terminals and better transmission effi-
ciency also mean that mass data is generated while providing
more convenience [1]. Massive terminal data and limited
storage capacity make these IoT applications have to turn to
Cloud Service Providers (CSPs) to obtain professional data
storage support as Data Owners (DOs). In other words,
technological advancements promote the integration of
cloud services and IoT. In particular, cloud services are
located in the data layer of IoT and interact with application
servers to provide data services [2].

However, cloud services not only provide convenience
for IoT but also challenge the privacy and security of data
generated by terminals [3, 4]. As the data is stored in the
cloud, the Data Owner will lose the strong control over the
data. CSPs may be damaged by external threats, such as

hacking or natural disasters, and even they may tamper with
data for their own benefit. *ese external and internal at-
tacks can damage the integrity of remote data [5]. If the
integrity of data cannot be audited in time, with the damaged
data being used for key calculation or operation, incalculable
disaster will be triggered. *e remote outsourcing data audit
technology can assure the data integrity with only a small
amount of interaction, which can just solve the above-
mentioned security problems.

In 2008, Ateniese et al. [6] first proposed a partially
dynamic Provable Data Possession (PDP) protocol. As a
classic remote outsourcing data audit technology, PDP later
developed the characteristics of dynamic audit, batch veri-
fication, and public audit [7–11].*e traditional public audit
involves the interaction between multiple parties, which
leads to the trust problem. For example, centralized storage
makes audit results easy to be tampered with, TPA may help
CSPs conceal data problems for profit, and so on.
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*e problem of multiparty trust in traditional data in-
tegrity audit makes it an inevitable trend to integrate
blockchain technology into data integrity audit [12]. Yue
et al. [12] and Liu et al. [13], respectively, proposed the
prototype of data integrity audit framework combining IoT
and P2P cloud storage environment with blockchain, but its
application scenarios are relatively limited. Yu et al. [14]
used blockchain for audit proof storage, and the Data Owner
completed the audit of data integrity by verifying the audit
proof stored on blockchain. Xu et al. [15] used blockchain to
arbitrate disputed audit results. Huang et al. [16] completed
verification of audit tasks and record of dynamic operations
through representative nodes of the consortium chain built
by PBFT consensus. Lu et al. [17] used Fabric (Consortium
Blockchain) to store audit records and proposed a reputation
system for TPA. TPA is an entity that makes profit through
audit. *e remuneration paid by DOs to TPA must be less
than the actual value of the audited data; otherwise, the audit
will be meaningless. *erefore, TPA is easy to be bribed by
the benefits (more than audit remuneration but less than
data value) paid by malicious CSP. In this case, collusion
attacks are difficult to avoid.

Fan et al. [18] proposed an automated audit architecture
based on Ethereum (Common Blockchain), which uses smart
contracts to perform audit tasks and pay related compensation.
Although Common Blockchain can effectively avoid collusion
attacks because of its large scale of consensus nodes and ef-
fective incentive mechanism, it is difficult to reach an ac-
ceptable execution efficiency under larger-scale audit
verification. Despite the fact that Consortium Blockchain is
more efficient, there still exists the nothing-at-the-attack [19].
Without an effective incentive mechanism, collusion attacks
will not be well resisted. PMAB is based on Consortium
Blockchain and ensures mutual supervision through effective
credit-based incentive mechanism, which strengthens the su-
pervision of CSPs while auditing data. In [18], Verifiable Delay
Function (VDF) is used to realize automatic audit; that is, the
system automatically generates secure random source to
generate audit challenge without DOs’ participation, which
further reduces the cost of DOs. However, the security of the
random source comes from the continuous computing power
consumption, which is not efficient enough. *erefore, due to
the lack of customized blockchain design for audit protocol, the
existing schemes still suffer from excessive overheads and
collusion attacks.

To tackle the above challenges, we propose a Public
Mutual Auditing Blockchain (PMAB) for outsourced data in
cloud storage to solve collusion attacks in the public audit
scheme, greatly reduce the audit cost, and improve the audit
efficiency. *e contributions of this paper can be summa-
rized as follows:

(i) We present a customized blockchain architecture
PMAB for public audit, which enables all CSPs to
automatically audit each other through audit con-
tract and releases DOs from data audit cost

(ii) We propose a credit-based incentive mechanism to
resist collusion attacks while quantifying behaviors
of entities

(iii) We put forward a consensus for PMAB that
combines an efficient public audit protocol. After
rigorous security and performance analysis, our
scheme can achieve expected security goal and audit
efficiency significantly ahead of existing schemes

*e outline of this paper is as follows: we first introduce
the background knowledge, the system model, threat model,
and design goals. In the latter, we describe the concrete
constructions of PMAB and audit protocol. After that, se-
curity and performance analyses are detailed. Finally, the
summary and future work of this paper are presented.

2. Preliminaries

2.1. Ouroboros. Ouroboros is a kind of blockchain con-
sensus based on Proof of Stake (PoS), which was proposed by
Kiayias et al. [20] and proved secure. It uses Publicly
Verifiable Secret Sharing Scheme (PVSS) [21] to generate
antibiased random numbers as random source of the rep-
resentative election algorithm Follow the Satoshi (FTS), so
that the candidate can be elected as the representative node
with a certain probability, which is equal to the proportion of
the candidate’s stake to the overall stake of all candidates.

3. Problem Statement

3.1. System Model. PMAB considers a public data audit sce-
nario for outsourced data in cloud storage, which is mainly
composed of Data Owner (DO), Cloud Service Providers
(CSPs), and Regulator (R) as shown in Figure 1. Audit chain
and credit chain are two distributed ledgers maintained by
CSPs and R, which, respectively, record audit information and
credit of each entity. After outsourcing data to CSPs, DO (e.g.,
an IoT application collects data via their terminals) generates
the audit contract with CSPs and R (Steps 1 and 2). In public
audit, the audited CSP provides proof to the audit chain
according to the challenge (Steps 3 and 4); then some CSPs
complete audit verification and credit settlement under the
supervision of R (Step 5). Finally, DO can obtain audit and
credit settlement results through these two distributed ledgers
(Step 6).*e specific roles of all entities in PMAB are described
as follows:

(i) DO has limited communication, computation, and
storage resources. It outsources data to CSPs and
achieves public audit with PMAB

(ii) CSP provides DOs with significant storage space
and computation capability. It is also responsible for
maintaining two distributed ledgers, while
responding proof to challenges and completing
public audit

(iii) R is also responsible for maintaining two distributed
ledgers while supervising public audit process and
administrating PMAB

3.2. 3reat Model. PMAB considers that some corrupted
CSPs will try to bribe other CSPs to conceal their data
problem in audit verification. DO is honest but curious; it
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will try to obtain the identity and audited outsourcing data of
other DOs based on the audit information from audit chain.
R is assumed to be a trustworthy regulatory agency that
supervises cloud storage services.

3.3. DesignGoals. To achieve secure and efficient automated
data audit under the above threat model, PMAB should
achieve the following goals about anticollusion, privacy
preserving, efficiency, automated audit, and dynamic audit:

Anticollusion. PMAB should prevent corrupted CSPs
from passing audit verification through collusion
attacks
Privacy Preserving. Except for R, CSP, and DO par-
ticipating in the audit contract, all other entities cannot
obtain the specific identity and outsourced data in-
formation of the DO
Antiforgery. *e audit proof forged by malicious CSP
cannot pass the audit verification
Antireplace. For malicious CSP, when generating audit
proof, it cannot use the combination of intact data block
related information to get the proof of damaged data block
Efficiency. *e average cost of batch audit in the audit
protocol of PMAB should be limited to a very low and
constant level, and the overall verification and the consensus
time of PMAB should be controlled within a limited time
Automated Audit. PMAB should achieve automatic
audit periodically based on audit contracts
Dynamic Audit. *e remote data that is modified dy-
namically can be audited timely and effectively

4. Public Mutual Audit Blockchain

4.1. Design Overview of PMAB. As the analysis above, all
public audit schemes based on blockchain cannot audit
efficiently and resist collusion attacks at the same time.

In PMAB, we innovatively use the mutual audit between
CSPs instead of TPA’s audit. According to the game theory,
we design an incentive mechanism based on credit, so that
no CSP is willing to help other CSPs conceal data problems.
Furthermore, based on Ouroboros [20], we design an audit
protocol that combines with the blockchain consensus to
efficiently and automatically complete public audits.

*erefore, the description of PMAB is mainly divided
into two parts: basic blockchain structure and audit protocol.

4.2. Basic Blockchain Structure of PMAB. Blockchain archi-
tecture is the basic design of PMAB, which is mainly composed
of two parts, namely, credit chain and audit chain. In this part,
we will introduce the core of credit chain (i.e., the incentive
mechanism) and the basic data structure in audit chain.

4.2.1. Incentive Mechanism. Incentive mechanism is the
power source and security cornerstone of blockchain system.
*e credit value credit is the core of PMAB incentive
mechanism, which mainly comes from CSPs’ initial Credit,
deposit, and audit remuneration reward paid by DOs. *e
candidate node with higher credit is more likely to be elected
as a representative node. Moreover, the credit lost by col-
lusion will outweigh the creditgained, and rational CSPs will
conduct honest audits to maximize benefits. Some key
concepts related to creditare described below:

(i) initial Credit. When each CSP joins PMAB, it needs
to pay some deposits in exchange for initial Credit,
which will be confiscated when the malicious be-
havior of this CSP is found. Only when initial Credit
reaches the threshold can it become a candidate
node.

(ii) deposit. When the audit contract is constructed, the
CSP needs to mortgage deposit, of which
dataValue and penalty are equal in half.
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(iii) dataValue. As the compensation that CSP pays to
DO when audit fails, it represents the value of data.

(iv) penalty. As a fine for the malicious behavior of CSP
when being audited.

(v) bonusPool. All forfeited initial Credit and penalty
will be put into bonusPool, and the honest CSPs
participating in the audit will divide up bonusPool.

4.2.2. Block and AuditContract. Block and AuditContract

are basic data structure in audit chain. Block stores the
contents and results of each audit. AuditContract keeps the
specific information of each audit task.*e whole contract is
stored in R, the associated DO, and CSP, all CSPs just keep
conHeader, which determines the audit task information of
each consensus.

*e structures of Block and AuditContract are shown in
Figures 2(a) and 2(b). Descriptions of key fields are as
follows:

(i) nonce. A random value obtained by PVSS [21] in
Ouroboros [20] is used as random source for this
audit

(ii) proof. All audit proofs collected by the repre-
sentative node during the audit

(iii) auditCons. *e collection of audit tasks covered in
this audit

(iv) verResult. *e results of this audit
(v) ConPk. *e public key to be used in the audit

verification
(vi) auditRate. *e proportion of audited data to

outsourced data
(vii) Rproof. A proof of the overall stored data provided

by R

4.3. High Description of Audit Protocol. *is part focuses on
the audit protocol of PMAB, which is divided into Setup
phase and Audit phase. *ere are system parameters ini-
tialization and audit preparation in Setup phase. Audit phase
includes the generation and verification of audit proof, as
well as credit settlement. In addition, in order to verify the
remote data of dynamic operation in time, PMAB supports
dynamic audit.

4.3.1. Setup Phase. In this phase, the system parameters are
first initialized in KeyGen. *en CSPs join PMAB in Sys-
temIni. After DO preprocesses files which will be outsourced
and uploads them to CSP in FileToCSP, the AuditContract is
constructed by DO, CSP, and R in AuditConGen.

KeyGen. With a security parameter λ, two elliptic curve
groups G1 and G2 and a multiplicative group GT of the large
prime order p, a bilinear pairing e: G1 × G2⟶ GT, a field
Zp of residue classes modulo p, two random generators
g1 ∈ G1 and g2 ∈ G2, a pseudorandom permutation (PRP)
π(·), and a pseudorandom function (PRF) f(·) are picked.

SP � G1, G2, GT, g1, g2, e, π, f􏼈 􏼉. (1)

Furthermore, for the convenience of expression, σϵ(·) is
used to represent a signature signed by entity ϵ and IDϵ is
used to represent the unique identicator of entity ϵ.

SystemIni. After the new CSP exchanges initialCredit (Icr)

from R, R broadcasts new node access notification NAN �

(t, IDCSP, CSPaddress, Icr, σR(NAN)) to all CSP nodes, where
t is the timestamp and CSPaddress is the network address of
new CSP. After receiving the NAN, other CSP nodes es-
tablish the connection with new node.

FileToCSP. Assuming that the file that DO needs to store isF,
DO divides Finto following data blocks:F � m1, m2, . . . ,􏼈

mi, . . . , mn}, i ∈ [1, n], mi ∈ Zp. DO generates a random
parameter ωF ∈ Z∗p for F, thereby obtaining the verification
random number set RF � ri􏼈 􏼉, i ∈ [1, n], where ri � fωF

(i).
*en sk � α ∈ Z∗p is randomly selected as audit private key;
thereby BLS homomorphic verification tags σi � (g

(mi+ri)
1 )α

for each data block mi are generated, thereby obtaining a tag
set σ � σi􏼈 􏼉, i ∈ [1, n]. Finally, DO sends a tag collection
message TC � t, F, σ, σDO(TC)􏼈 􏼉 to the CSP that stores
outsourced data.

AuditConGen. Assuming that DO and CSP have negotiated
deposit, auditRate, auditTime, and other information for
AuditContract, DO generates audit public key ConPk � gα

2
and sends RF to R. After R generatesRproof � g

(r1+r2+...+rn)
1 ,

CSP fills all information in the AuditContract,
especiallysign � σCSP|DO|R(AuditContract). *en DO can
delete F and σ locally. After receiving con � (t, IDR,

ConHeader, σR(con)), each CSP stores ConHeader in local
contract collection Con.

4.3.2. Audit Phase. *is part mainly focuses on the detailed
process of data audit. Before each round of audit, the CSP
whose initialCre di t reaches the threshold will participate
in representative election as a candidate. After PVSS and
FTS [17, 18], we get random source Random and a rep-
resentative Rep, and other candidates become endorsers
Endo. After the audited CSP obtains the audit proof P

through ProofGen based on Random, PMAB completes the
audit consensus and appends Block to audit chain in
AuditConsensus. After CreSettlement, audit result verResult

is added to audit chain and credit is updated to credit chain.
Finally, DO can obtain audit results related to itself from
audit chain. For ease of understanding, the following de-
scription is based on a scenario, where a CSP is audited by
multiple DOs.

ProofGen. After obtaining the random Source Random, each
CSP checks whether it needs to be audited this round based
on local contract collection Con. If it does, the corresponding
challenge set chal will be calculated according to Random,
and the audit proof set P will be generated.

CSP first generates two keys k1 � fRandom(height)
andk2 � fRandom(height + 1). *e audit contract set
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ConCache � Contractj􏽮 􏽯
j∈[1,K]

that needs to be executed by
the CSP in this round is generated, where K represents the
number of audit contracts in ConCache. According to
auditRatej of Contractj in ConCache and the actual size nj

of the audited file, the number of challenged blocks for
this audit contract zj is computed as zj � 􏽬auditRatej × nj􏽭.
Furthermore, the challenge set of current round
Chal � chalj􏽮 􏽯

j∈[1,K]
of the CSP is obtained, where

chalj � il, vl􏼈 􏼉, il � πk1
(l), vl � fk2

(l), l ∈ [1, zj]. CSP then
calculates the tag proof TPj � 􏽑chalj

σvl

il
and the data block

proof DPj � g
􏽐chalj

mil
·vl

1 corresponding to each chalj, thereby
forming the tag proof setΦ � 􏽑ChalTPj􏽮 􏽯 and the data block
proof set μ � DPj􏽮 􏽯

j∈[1,K]
. Finally, the proof set P � Φ, μ􏼈 􏼉 of

the CSP is obtained.

AuditConsensus. As shown in Figure 3 an audit consensus is
conducted after ProofGen. First, the audited CSP sends its
own proof message proof � t, P, σCSP(proof)􏼈 􏼉 to Rep and
Endo nodes. Rep packs received proof into a message
proofs � t, P{ }, σRep(proofs)􏽮 and broadcasts it to all Endo

nodes, where N represents the number of nodes that need
to execute audit contracts. After receivingproofs, Endo
nodes compare it to proof they received; if proof is
included in proofs, they will pack the message response �

t, proofs, σEn do(response)􏼈 􏼉 and send it to Rep. After col-
lecting allresponse, Rep packs the message RproofRequest �

t, responses􏼈 􏼉s∈[1,N], σCSPRep
􏼚 (Rproof Request)} and sends it

to R. To verify RproofRequest, R compares proofs of all
response in RproofRequest. If they are the same, R will
calculate the random number proof proofR � ξs􏼈 􏼉s∈[1,N]

required for this round of proof consensus, where

ξs � RPj � g
􏽐chalj

ril
·vl

1􏼨 􏼩
j∈[1,K]

, and then package message

RproofResponse � t, proofR, σR􏼈 (RproofResponse)} and
send it to Rep.

*en, Rep fills RproofRequest|RproofResponse in
proofs, ConCache in auditCons, Random in nonce, and so
on while generating a new Block.

Finally, Block is broadcast to all CSPs and R.

CreSettlement. After AuditConsensus, all Endo and Rep

nodes verify the proof P to audit the outsourced data. *e
verification operation is to verify whether the following
equation holds for audited CSP.

e Φ, g2( 􏼁 � 􏽙
ConCache

e DPj · RPj, ConPkj􏼐 􏼑. (2)

If it holds, Ver � true; otherwise, Ver � false.
*en message verify � t, Ver, σRep/En do(verify)􏽮 􏽯 is sent
to R.

After receiving all verify, R verifies whether there are
different verification results. If all verify are the same,
verification result set RVer and the malicious nodes set Mal

will be empty (i.e, all Endo and Rep are honest); otherwise, R
will use equation (2) to further verify proofs for the dispute
and then get RVer � verifys􏼈 􏼉s∈[1,A] and Mal �

IDEndos/Reps
􏽮 􏽯

s∈[1,M]
, where A represents the number of

disputed proofs and Mrepresents the number of malicious
nodes. After receiving ack � Vers􏼈 􏼉s∈[1,N], RVer, Mal,􏽮

t, σR(ack)} from R, all nodes put it into verResult of the
corresponding Block in audit chain.*en all CSPs and Rwill
conduct credit settlement based onack. First, the total re-
ward totalReward of all executed audit contracts in
ConCache is calculated and put in bonusPool, and the DO in
the audit contract is compensated for data corruption. If
dataValue, Mal is not empty, all initialCre di ts of the CSP
and penalty in the corresponding audit contract involved
are put into bonusPool. Finally, credit in bonusPool will be

R

Rep

Endo

proof proofs response Block

CSP

Endo

proofR

Figure 3: *e process for generating new Block.
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AuditContract
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ConHeader
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auditTime

sign

ConPk

(b)

Figure 2: *e structure of Block and AuditContract. (a) *e structure of Block. (b) *e structure of AuditContract.
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obtained by virtuous Endo and Rep (Rep can get an extra
part).

To prove the correctness of audit process, equation (2)
can be derived as follows:

e Φ, g2( 􏼁 � e 􏽙
Chal

􏽙
ChalJ

g
mil

+ril
􏼐 􏼑
1

⎛⎝ ⎞⎠

αj

⎛⎝ ⎞⎠

vl

, g2
⎛⎜⎝ ⎞⎟⎠

� 􏽙
ConCache

e 􏽙
chalj

g
mil

+ril
􏼐 􏼑
1

⎛⎝ ⎞⎠

vl

, g
αj

2
⎛⎜⎜⎝ ⎞⎟⎟⎠

� 􏽙
ConCache

e g

􏽘
chalj

mil
·vl+ 􏽘

chalj

ril
·vl

, ConPkj

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� 􏽙
ConCache

e DPj · RPj, ConPkj􏼐 􏼑.

(3)

4.3.3. Dynamic Audit. EMAB supports dynamic auditing;
that is, it supports DO in auditing data after dynamical
operations, which mainly consist of insertion, modification,
and deletion. *e details are described below.

(i) Insertion. Suppose that DO wants to insert a data
block mj in file F, j is the index position to be
inserted, and 1≤ j≤ n + 1, where nrepresents the
number of data blocks of origin F. DO updates the
local FIT data (the auxiliary data linked list corre-
sponding to file F) and inserts the new node (Bj �

n + 1, rj � fωF
(n + 1)) into the j − th position of

FIT. DO calculates the BLS-HVT σj � (g
(mj+rj)

1 )α of
mj and sends the message insert �

t, j, mj, σj, σDO(insert)􏽮 􏽯 to the CSP to help update
mj and σj. *e message up da teRproof �

t, j, rj, σDO(up da te􏽮 Rproof)} is sent to R to help
update RF.

(ii) Modification. Suppose that DO wants to update the
data block mj in file F. *e message up da te �

t, j, mj, σj, σDO(update)􏽮 􏽯 is sent to the CSP to help
it update the data block mj and BLS-HVT σj, where
σj � (g

mj+rj

1 )α.
(iii) Deletion. Suppose that DO wants to delete data

block mj in file F. DO moves the j − th node in F’s
FIT to the end of the chain and sets its Bj to −1. *e
message de lete � t, j, σDO(delete)􏼈 􏼉 is sent to CSP
to help it delete the corresponding data block mj

and BLS-HVT σj. *e message
de leteRproof � t, j, σDO(deleteRproof)􏼈 􏼉 is sent
to R to help it delete the corresponding random
number element rj.

All dynamic operation records are stored in the dynamic
operation domain of corresponding audit contract after all
participants sign. In the following audit consensus, all new
data will be applied.

5. Security Analysis

In this part, we mainly analyze anticollusion, privacy pre-
serving, antiforgery, and antireplace described in Section 3.3.

5.1. Anticollusion. PMAB can resist collusion attacks from
consensus nodes (Rep and Endo). Colluding nodes cannot
deceive R by sending wrong verify to bypass corrupted data
blocks. *ey definitely betray each other because honest
behavior is more profitable than collusion.

Because consensus nodes will send verify to R at the
same time in each round of audit consensus, this process can
be regarded as a static and complete information game. For
simplicity, we take two consensus nodes, namely, player1
and player2, for example. Suppose that v1 and v2 are
dataValue of player1 and player2, respectively, p1 and p2
are initialCredit (and penalty) of player1 and player2
(v1 <p1, v1 <p2, v2 <p1, v2 <p1), m, (0<m< v2) is the cost
of bribery, and u is the reward of audit.

*e game elements are as follows:

(i) players player1, player2􏼈 􏼉

(ii) strategy honest, malicious{ }

(iii) utility Profit matrix when both players have data
problems and only player2 has data problems as
Tables 1 and 2 show, respectively

When both players have data problems, for player2, it is
easy to know u − v2 > u − p2 − v2 andp1 + u − v2 > u, so
honest must be the dominant strategy of player2. Similarly,
it is easy to know that for, player1, honest is also the
dominant strategy. So, the Nash equilibrium point in this
case falls in case (honest, honest). *erefore, in this case, no
collusion problem occurs. When only player2 has data
problems, for player2, it is easy to know u − v2 > u − p2 − v2
and p1 + u − v2 > u − m , so honest must be the dominant
strategy of player2. For player1, it is easy to know u> u − p1
and P2 + u> u + m, so honest must be the dominant strategy
of player1. So the Nash equilibrium point in this case falls in
case (honest, honest). *erefore, in this case, no collusion
problem occurs.

*e situation of more players is similar to the situation of
two players. In summary, PMAB can avoid collusion problems.

5.2. Privacy Preserving. Apart from R and audited CSP, all
other CSPs cannot obtain the relationship between audit
tasks and DOs from Con, and the specific data block in-
formation from P, that is, PMAB, can protect DO’s identity
privacy and data privacy.

Identity Privacy Protection. All ConHeader are stored in
CSPs’ local contract collection Con. Only the audit public key
ConPk in ConHeader is associated with DO, but ConPk of
eachConHeader ofDO can be different. If there is no duplicate
ConPk, it is impossible to get the association between ConPk

and DO. So the privacy of the DO’s identity is protected.
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Data Privacy Protection. In the audit consensus, it is difficult
for the consensus nodes to obtain 􏽐chalj

mil
· vl from DPj �

g
􏽐chalj

mil
·vl

1 because of DLP. Moreover, even if 􏽐chalj
mil

· vl is
given, the specific information of mil

cannot be solved out
without knowing the number of mil

· vl. *erefore, PMAB
can ensure that consensus nodes cannot obtain the data
information of the audit data during the verification process,
which protects data privacy.

5.3. Antiforgery. If the data block mi within chal has been
modified to mi + offi by the CSP, where offi denotes the
modification part, to adapt the new DP∗, a new TP∗ should
be computed as follows:

TP
∗

� 􏽙
chal

g
mil

+ril
+offil

1􏼒 􏼓
sk

􏼠 􏼡

vl

� 􏽙
chal

g
mil

+ril

1􏼒 􏼓
sk

· g
offil

1􏼒 􏼓
sk

􏼠 􏼡

vl

� 􏽙
chal

σvl

il
· g

sk·􏽘
chal

offil
·vl

1

� TP · g

sk·􏽘
chal

offil
·vl

1 .

(4)

Because this CSP only owns TP, it needs to know sk for
obtaining TP∗. However, sk is a private key of the DO. In our
assumption, sk cannot be obtained by others. Hence, the audit
proof cannot be forged by a CSP, and PMAB can resist forgery
attack.

5.4. Antireplace. Suppose that a corrupted data block mj has
been checked, and two data blocks mj1

andmj2
are intact. To

obtain the HVTof mj, the correct combination of σj1
and σj2

should be found. Since σj1
� (g

(mj1+rj1)a

1 )sk, σj2
�

(g
(mj2+rj2)

1 )sk, a CSP sets that
σ∗j � σ

αj1
j1

· σ
αj2
j2

� g
mj1+rj1􏼐 􏼑

1
⎛⎝ ⎞⎠

sk

⎛⎜⎝ ⎞⎟⎠

αj1

· g
mj2+rj2􏼐 􏼑

1
⎛⎝ ⎞⎠

sk

⎛⎜⎝ ⎞⎟⎠

αj2

� g
αj1 · mj1+rj1􏼐 􏼑+αj2 · mj2+rj2􏼐 􏼑
1

⎛⎝ ⎞⎠

sk

,

(5)

where αj1
, αj2
∈ Zp. If σ∗j is to be equal to σj, αj1

· (mj1
+

rj1
) + αj2

· (mj2
+ rj2

) � mj + rj must be satisfied. In order to
meet this requirement, rj1

, rj2
, and rj must be known. But

CSP cannot get them based on the information it already
has. For example, if g1, mj, and (g

(mj+rj)

1 )sk are known, it is
required to solve rj. rj is unknown, so rj + mj is also un-
known. If g1 is given, solving rj + mj from (g

(mj+rj)

1 )sk is a
DLP problem. So in polynomial time the probability of
solving rj is negligible.

Similarly, solving rj1
and rj2

is the same as solving rj. So
replace attack from CSP can be resisted in EMAB.

6. Performance Analysis

In this part, we focus on the theoretical and experimental
analyses of PMAB’s performance through comparing them
with similar schemes: Dredas [18], Fabric [17], and CAB
[16]. *e notations used in the performance analysis are
shown in Table 3.

6.1. 3eoretical Analysis. *e comparison of entities’ com-
putation cost with Dredas [18], Fabric [17], and CAB [16],
also supporting public audit by blockchain, is shown in
Table 4.

Computation overheads are mainly distributed in Fil-
eToCSP, ProofGen, and AuditConsensus in the comparison.
In order to provide the reference for comparison, we test
1000 times and then obtain the average cost of each oper-
ation; that is, H � 18.98ms, E � 9.64ms, P � 4.63ms, and
M � 2.51ms. From Table 4, we can see that the DO and
consensus node in the PMAB cost much less. Firstly, in
FileToCSP, DO generates tags for all data blocks to be
uploaded. In this part, compared with all other schemes,
nH + nM operations are avoided in PMAB. *en, in
ProofGen, audited CSP computes challenges and corre-
sponding proofs. In this part, zM − E operations are avoided
in PMAB, compared with other fastest schemes. Finally, in
AuditConsensus, the smart contract in Dredas [18], the TPA
in Fabric [17], or each consensus node in CAB [16] and
PMAB verifies the correctness of proofs. Proof verification is
the core part of public audit, and it is also the efficiency
bottleneck of the whole public audit. In this part, the ver-
ification cost of Fabric and CAB increases linearly, while the
verification cost of Dredas [18] and PMAB remains at a

Table 1: Profit matrix when both players have data problems.

player2

honest malicious

player1
honest u − v1, u − v2 p2 + u − v1, u − p2 − v2

malicious u − p1 − v1, p1 + u − v2 u, u

Table 2: Profit matrix when only player2 has data problems.

player2

honest malicious

player1
honest u, u − v2, p2 + u, u − p2 − v2

malicious u − p1, p1 + u − v2 u + m, u − m
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lower and constant level, and furthermore PMAB avoids
2E + M operations compared with Dredas [18].

6.2. Experimental Analysis. We evaluate performance of
PMAB by conducting several experiments using JDK 1.8 on
Ubuntu 16.04 system equipped with Intel Core i5-8400 CPU
at 2.3GHz and 4GB RAM. We also use Docker to virtualize
different nodes. WebSocket and Netty are used for TCP and
HTTP communication, respectively. All pairing operations
and related calculations on an elliptic curve are implemented
with JPBC library v2.0.0 and type A pairing parameters, in
which the group order is set to 160 bits and the base field
order is 512 bits. *e signature algorithm is implemented by
the identity-based signature in [22] with JPBC library. *e
hash algorithm implemented is SHA-512 in BouncyCastle
library. *e encryption and decryption algorithm uses RSA-
1024 in the security library JCE (Java Cryptography Ex-
tension) of Java. *e test datasets stem from China-Brazil
Earth Resources Satellite (CBERS) on Amazon Web Service
(AWS). *e image files in CBERS are converted to Cloud
Optimized GeoTIFF format in order to optimize its use for
cloud-based applications. Each test file is divided into 10,000
4KB data blocks. According to LFT (Loss Function *eory)
presented in [12], the optimal balance between the high
detection probability and the low verification cost can be
achieved by challenging a limited number of data blocks.
*erefore, the sample size of data blocks in our experiments
is changed from 50 to 500.

FileToCSPTime. Figure 4 shows the computation cost of DO
in FileToCSP. With the sample size increasing, it is obvious
that the growth rate of FileToCSP’s computation cost in
PMAB (0.91 s∼8.85 s) is less than half as much as other
schemes (1.85 s∼18.21 s).

ProofGenTime. Figure 5 shows audited CSP’s computation
cost during generating audit proof. Dredas [18] takes sig-
nificantly more time (1.81 s∼18.04 s) because there are many
heavy operations such as H and E on G in the proof

generation, while the proof generation times of PMAB and
the remaining schemes are almost the same (0.45 s∼4.54 s).

AuditVerifyTime. Figure 6 shows the verification time of the
TPA in Fabric [17] and the consensus node in Dredas [18],
CAB [16], and PMAB spend, respectively, where the

Table 3: Notation definitions of performance analysis.

Notation Description
H Hash function mapping a string to a point on G1 and G2.
E Modular exponentiation on G1 and G2.
P Bilinear pairing operation of e.
M Point multiplication on G1 and G2.
n *e total number of data blocks outsourced.
z *e number of challenged data blocks.

Table 4: Comparison of computation cost.

Schemes DO CSP TPA Consensus node
Dredas nH + 2nE + nM zH + (2z + 1)E + 2(z − 1)M — 2E + 2P + 2M

Fabric nH + 2nE + nM zE + (2z − 1)M 2P + (z + 1)E + zM —
CAB nH + 2nE + nM zE + (2z − 1)M — zH + (z + 1)E + 3P + zM

PMAB 2nE (z + 1)E + (z − 1)M — 2P + M
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verification time of Dredas [18] and PMAB ranges from
0.019 s to 0.034 s and the verification time of Fabric [17] and
CAB [16] ranges from 1.36 s to 13.44 s. It is obvious that
there is a linear relationship between the number of chal-
lenged blocks and the verification time of Fabric [17] and
CAB [16], while the verification times of Dredas [18] and
PMAB tend to be 27ms and 20ms, respectively. *anks to
less expensive operations such as H and E, our verification
cost is more acceptable to each involved verifier compared
with other schemes.

BatchAuditTime. In Figure 7, we compare the batch auditing
with Dredas [18], Fabric [17], and CAB [16] under the
condition that each DO challenges the same CSP with 250
data blocks in a challenge set. *e average audit time of
Dredas [18] and PMAB ranges from 0.007 s to 0.028 s, and
the average audit time of Fabric [17] and CAB [16] ranges
from 6.679 s to 6.83 s. It is obvious that, with the increase in
the number of aggregated audit tasks, the average audit time
cost of Fabric [17] and CAB [16] fluctuates between 6.8 s and
6.9 s, while Dredas [18] and PMAB tend to 0.02 s and 0.005 s,
respectively. PMAB is four times faster than the fastest of
other schemes in average audit time of the batch audit.
Considering that the single validation time of PMAB in
Figure 6 is only one-third faster than that of Dredas [18], our
batch audit efficiency is higher.

RandomGenTime. In each consensus of the blockchain, a
random source will be obtained to complete the current
round of audit tasks, that is, automatic audit. *e random
sources in Dredas [18] are generated by a verifiable random
function (VRF). In order to ensure the freshness and security
of the generated random source, CSP needs to execute VRF
by taking the nonce of the new Ethereum block as a seed,
until the block is fully confirmed by the Ethereum network;
that is, the block cannot be tampered with afterwards. *en
the VRF is terminated, and the corresponding random
source is obtained. *e smart contract verifies the validity of
the random source before using it. However, the validation
process can be divided into K parallel tasks by using K

process states provided by CSP, so the validation time is
(1/K) of the generation time. According to [23], the average
time to generate a new block in Ethereum is 14 s. Generally,

eight blocks are generated before the block is confirmed by
the network, so it takes at least 112 s to get the random
source. Assuming K � 100, that is, there are 100 parallel
verification processes, the verification takes nearly 2 s.
*erefore, the random source generation time of Dredas [18]
is constant at 114 s. In the random source generation process
of our scheme, each consensus node has to send and process
2(n − 1) messages (n is the number of consensus nodes) and
do n hash operations and n − 1 encryption operations. If a
node does not send open, each node should decrypt
Ei(openi) it receives to solve this case. Figure 8 shows the
comparison between PMAB and Dredas [18] in terms of the
random source generation time, where the time cost of
PMAB ranges from 0.25 s to 3 s and the time cost of Dredas
[18] is always 114 s. *e time cost of our random source
generation method (PVSS [21]) increases linearly and slowly
with increase in the number of consensus nodes. We roughly
estimate that it will take more than 3000 consensus nodes to
spend as much random source generation time as Dredas
[18]. However, PMAB uses the threshol d of initialCre di t

to limit the number of consensus nodes. Only a few con-
sensus nodes are required to complete PVSS [21] and audit
consensus. *erefore, PMAB’s random source generation is
more efficient.

ParallGenProof. In the face of large-scale audit case,
according to the formation processes of Φ andμ, our pro-
tocol in PMAB actually supports parallel generation and
aggregation of audit proofs employing MapReduce principle
[24]. CSP will divide the whole task of proof generation into
small tasks of the same scale for parallel execution and then
aggregate the results of single tasks. We set 10 audit tasks as a
group and make CSP process the audit proof generation
process in parallel, testing the change of proof generation
time when the number of audit tasks grows from 100 to
1000, in which 250 data blocks were questioned for each
audit task. As shown in Figure 9, it is clear that when CSP is
faced with a large number of requests, it proves that the
generation time is nearly constant (22.68 s) and does not
affect the consensus overhead of PMAB.

ConsensusTime. As shown in Figure 10, we test the time
variation of PMAB’s AuditConsensus per round as the
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number of CSPs increased (from 20 to 200). Each CSP node
has 1000 audit tasks and each audit task challenged 250 data
blocks. It is obvious that the time of PMAB’s audit consensus
tends to be constant (27.03 s) with the increase of the
number of CSPs, since only a limited number of consensus
nodes are needed to complete the audit consensus (the
number of consensus nodes in this experiment is limited to
less than 100). *erefore, PMAB has strong scalability and
stability.

7. Conclusions

In this paper, PMAB for outsourced data in cloud storage
was proposed. In PMAB, in order to achieve the goal of
automatic audit safely, we constructed an audit chain ar-
chitecture based on Ouroboros [20] and an incentive
mechanism based on credit to allow CSPs to audit each other
mutually with anticollusion. In addition, an audit protocol
was designed to achieve public audit efficiently with low cost
of audit verification. Security and performance analyses
showed that PMAB achieves great audit efficiency and se-
curity goals. In future work, we will aim to research more
specific incentive mechanism quantitative design and effi-
cient problem positioning in batch audit.
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Notoriously, immutability is one of the most striking properties of blockchains. As the data contained in blockchains may be
compelled to redact for personal and legal reasons, immutability needs to be skillfully broken. In most existing redactable
blockchains, fine-grained redaction and effective deletion of harmful data are mutually exclusive. To close the gap, we propose a
fine-grained and controllably redactable blockchain with harmful data forced removal. In the scheme, the originator of the
transaction has fine-grained control over who can perform the redaction and which portions of the transaction can be redacted.
(e redaction transaction is performed after collecting enough votes from miners. All users can provide the index of the block
containing the harmful data to receive rewards, which are borne by the malicious user who initially posted the data. Miners can
forcibly remove the harmful data based on the index.(emalicious user will be blacklisted if the reward is not paid within a period
of time, and any transaction about such user will not be performed later. In addition, the scheme supports the redaction of
additional data and unexpended transaction output (UTXO) simultaneously. We demonstrate that the scheme is secure and
feasible via formal security analysis and proof-of-concept implementation.

1. Introduction

(e first application of blockchains is Bitcoin [1, 2], which
has revolutionized the financial industry. Ever since, hun-
dreds of such cryptocurrencies rise which do not rely on a
central trusted authority. (e applications of blockchains go
far beyond their use in cryptocurrencies [3–6]. Recently,
blockchains have entered numerous domains of applica-
tions, such as supply chains, digital twins, insurance,
healthcare, or energy. In brief, a blockchain is a decen-
tralized, distributed, potentially public, and immutable log of
objects.

Blockchains can be of different types. (ey can be public
as Bitcoin or Ethereum, where the consensus protocol is
executed between many pseudonymous participants. Here,
the blockchain can be read and written by everyone. Such
public blockchains can also be viewed as permissionless
because everyone can join the system, participate in the

consensus protocol, and establish smart contracts. Block-
chains, however, can also be private (also called enterprise or
permissioned blockchains) such as Hyperledger, Ethereum
Enterprise, Ripple, or Quorum. Here, all the participants and
their (digital) identities are known to one or more trusted
organizations. Actors have write and read permissions. Such
private blockchains can thus be viewed as permissioned
because they restrict the actors who can contribute to the
consensus on the system state to validate the block trans-
actions. Once an object (such as a block or a transaction) is
included in the blockchain (be it private or public), it is
persisted and cannot be altered ever again. While immu-
tability is a crucial property of the blockchain, it is often
desirable to allow breaking the immutability for personal
and legal reasons.

(e debate about the immutability of the blockchain
becomes more acute due to the adoption of the General Data
Protection Regulation (GDPR) by the European Union
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(EU). Several provisions of the GDPR are essentially in-
compatible with the immutable blockchains. In particular,
the GDPR imposes that the data have the right to be for-
gotten, while blockchains such as Bitcoin and Ethereum do
not allow to remove any data [7]. In addition, by using the
immutability of a blockchain, malicious users can broadcast
illegal or harmful data, such as (child) pornography and
violence information around the world by spending a small
fee. (e data will be permanently stored and cannot be
modified after they are stable on the chain. It is an enormous
challenge for law enforcement agencies such as Interpol
[8, 9]. One idea is to “filter” all incoming data to check for
malicious content before inserting the data into the chain.
However, the recent work of Matzutt et al. [10] showed that
the above idea is not feasible. Hence, how to skillfully break
the immutability of blockchains is an important and urgent
problem to be solved.

To solve the above problem, Ateniese et al. [11] first
introduced the concept of redactable blockchain and pro-
posed an elegant solution based on chameleon hash func-
tions [12]. (e solution addresses the redaction problem of
blockchains at the block level, which is coarse grained.

(e redactable blockchain shouldmeet the following two
properties: (1) the originator of a transaction can specify a
fine-grained access control policy about who can modify the
transaction and which portions of the transaction can be
redacted; (2) the harmful information contained in the
previous block can be removed. Unfortunately, there is no
redactable blockchain that meets both requirements.

In this paper, we explored how to effectively realize the
fine-grained redactable blockchain. Our thought for real-
izing fine-grained redaction and effective deletion of
harmful data simultaneously is shown in Figure 1. In order
to support fine-grained access control, a promising way is
to adopt the policy-based chameleon hash function (PCH)
[13], which allows the originator of a transaction to specify
a fine-grained access control policy about who can modify
the transaction. However, it may incur the following issue
by adopting the PCH. (e malicious originator of the
transaction may design an access policy that only allows
him/her to modify the transaction to store undeletable
harmful information in a blockchain. (is does not satisfy
the second property. To solve the above problem, we try to
combine the technology proposed in [14]. (e technology
allows all users to create removal transactions by spending
some transaction fees. Miners then vote on the transaction,
and the harmful information is removed if enough votes are
collected within a period of time. Obviously, this does not
motivate users to actively remove harmful information
from the chain because the user is not only rewarded for
doing so but also needs to spend transaction fees. In order
to motivate users, in this paper, the users create removal
transactions without spending transaction fees. If the
transaction passes the verification, the originator will ob-
tain the reward paid by the malicious user who posted the
harmful information. In addition, this technique only
supports the deletion of additional information in the block
and needs to store some “old state,” that is, the hash value of
the original transaction.

In practice, the redactable blockchains should meet the
following three properties: (1) the originator of a transaction
can specify a fine-grained access control policy about who
can modify the transaction and which portions of the
transaction can be redacted; (2) the harmful information
contained in the previous block can be removed; (3) the data
type that can be redacted is various. In order to support the
redaction of various data types, we adopt the idea of the
scheme in [15]. In this paper, the blockchain protocol not
only supports removing additional information of the block
but also redacting UTXO in the transaction. In order to
reduce the storage space, we try to adopt a policy-based
sanitizable signature [16]. However, in this way, the number
of blocks of the signed data cannot be changed, and the set of
inadmissible blocks needs to be stored. To solve this
problem, we propose an improved policy-based sanitizable
signature which allows that the number of blocks of the
message m can be changed.

1.1. Contributions. In this paper, we first explore how to
effectively realize the fine-grained redaction of blockchains
while removing the harmful data. We then propose a fine-
grained and controllably redactable blockchain protocol
with harmful data forced removal. In a nutshell, the con-
tribution of this paper can be summarized as follows:

(i) We propose a fine-grained and controllably
redactable blockchain protocol with harmful data
forced removal. Our scheme not only supports the
usual redaction of transactions but also the forced
removal of harmful information in the blockchain.
(e originator of the transaction can specify a fine-
grained access control structure about who can
redact the transaction and which portions of the
transaction can be redacted. Authorized users may
spend transaction fees to initiate a redaction
transaction to redact the above transaction. Any
user can initiate a transaction that contains the
index of the block included harmful information
without spending transaction fees. If the block does
contain the harmful information, the miner who
creates the new block can forcibly delete the harmful
information. (us, the harmful data can be re-
moved; even the malicious users specify an access
control that only they can modify the data. (e user
who provided the index of the block can receive the
reward which is borne by the malicious user who
initially posted the data. (e malicious user will be
blacklisted if the rewards are not paid within a
period of time, and any transaction about the user
will not be performed later. Furthermore, the
scheme supports not only the redaction of addi-
tional data but also UTXO, i.e., unspent transaction
outputs.

(ii) We present an improved policy-based sanitizable
signature scheme, which is based on the scheme in
[16]. In our scheme, the number of blocks of the
signed data can be changed, and the set of
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inadmissible blocks does not need to be stored.
Users who satisfy the access control policy can
modify the portions of the signed data that are
allowed to be modified. (e authorized users can
generate the valid signatures for the modified data
without interacting with the original signer. (e
data owner does not need to collect the identities of
the candidate authorized users in advance as the
proxy signature schemes would require.

(iii) We demonstrate that the proposed scheme is secure
and feasible via formal security analysis and proof-
of-concept implementation. Specifically, we im-
plement a full-fledged blockchain system, which
achieves all the basic functionalities of Ethereum
Enterprise. Separately, the blockchain system, in-
cluding a subset of Ethereum Enterprise’s script
language, allows the authorized user to redact the
transaction and the miner to delete the harmful
data. We evaluate the performance of the block-
chain system for chain validation in different sce-
narios. (e results show that the redactable
blockchain protocol produces only an insignificant
(no more than 3.8%) overhead compared to the
immutable blockchain.

1.2. Related Work. (e concept of sanitizable signature was
introduced by Ateniese et al. [17]. A sanitizable signature
scheme allows a sanitizer to update the signed data without
interacting with the original signer. In order to ensure the
security of the scheme, two necessary security requirements
are defined in their scheme: (1) unforgeability, that is, only
authorized sanitizers can generate the new valid signatures
for the updated data; (2) transparency, that is, the updated
data and their signatures are indistinguishable from the
original information and corresponding signatures.

Unfortunately, they did not give a complete definition of the
sanitizable signature nor did they provide the formal security
analysis. Brzuska et al. [18, 19] provided the formal defi-
nition of sanitizable signatures and gave the formalized
definition of the basic security requirements. (ey intro-
duced five formal security requirements, unforgeability,
immutability, privacy, transparency, and accountability, and
analyzed the relationships between these security require-
ments. Canard et al. [20] proposed a generic construction of
the trapdoor sanitizable signature. In this scheme, the
sanitizer can generate the valid signature for the updated
data after receiving the trapdoor key from the original
signer. Using an accountable chameleon hash, Lai et al. [21]
proposed an accountable trapdoor sanitizable signature.
However, neither of the above two schemes gives the
concrete construction of the sanitizable signature. After that,
many concrete sanitizable signature schemes were proposed
[22–24]. All of the above sanitizable schemes are not suitable
for blockchain rewriting since none of the aforementioned
schemes support fine-grained control over candidate
sanitizers.

Attribute-based encryption schemes can provide fine-
grained access control [25–27]. In order to provide fine-
grained access control, some attribute-based sanitizable
signature schemes are proposed [16, 28–30]. (e scheme in
[28] did not give the specific construct of the attribute-based
sanitizable signature.(e scheme in [29] did not support the
expressive access structure. (e scheme in [30] only pro-
vided an all-or-nothing solution for data modification. (e
number of blocks of the signed data cannot be changed, and
the set of inadmissible blocks needs to be stored in [16]. In a
real environment of blockchain rewriting, the number of
blocks of the transaction may be changed, and the set of
inadmissible blocks does not need to be contained in its
signature. (erefore, in this paper, we improve the policy-
based sanitizable signature scheme [16] and propose an

Constructing a redactable blockchain that meets the following three properties:
(1) The originator of a transaction can specify a fine-grained access control policy about who can modify the

transaction and which portions of the transaction can be redacted
(2) The harmful information contained in the previous block can be removed

(3) The data type that can be redacted is various

Goal
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Figure 1: (e flowchart of the idea.
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improved policy-based sanitizable signature. In this paper,
the number of blocks of the signed data can be changed, and
the set of inadmissible blocks does not need to be stored.
Furthermore, we present a fine-grained and controllably
redactable blockchain protocol with harmful data forced
removal based on the improved policy-based sanitizable
signature scheme.

1.3. Organization. (e rest of this paper is organized as
follows. In Section 2, we briefly review the preliminaries
required in this paper. (e system model and design goals
are given in Section 3. In Section 4, we introduce the
proposed improved policy-based sanitizable signature
scheme. We describe the proposed blockchain protocol in
Section 5. In Section 6, we introduce the security analysis of
the proposed protocol. We evaluate the performance of the
proposed protocol in Section 7. Finally, we come to the
conclusion in Section 8.

2. Preliminaries

2.1. Notions. We list the notations used in our scheme in
Table 1.

2.2. Access Structure. A collection A ∈ 2U\ ∅{ } is an access
structure on U, where U denotes attributes’ universe. If a set
is contained in A, it is the authorized set. Otherwise, it is an
unauthorized set. A collection A is monotone if C ∈ A for
∀B, C ∈ A and B⊆C.

2.3. Public Key Encryption. A public key encryption scheme
Π consists of the following five algorithms:

(i) PPGenΠ(1κ): this algorithm takes the security pa-
rameter κ as the input and outputs the public pa-
rameters PPΠ.

(ii) KGenΠ(PPΠ): this algorithm takes the public pa-
rameters PPΠ as the input and outputs the public
and private key (pkΠ, skΠ).

(iii) EncΠ(pkΠ, m): this algorithm takes the public key
pkΠ and the message m as the input and outputs a
ciphertext c.

(iv) DecΠ(skΠ, c): this algorithm takes the private key
skΠ and the ciphertext c as the input and outputs the
message m.

(v) KVrfΠ(skΠ, pkΠ): this algorithm takes the public
and private key (pkΠ, skΠ) as the input and outputs
1 if skΠ belongs to pkΠ. Otherwise, it outputs 0.

(e detailed definition of correctness and security of the
public key encryption (PKE) is given in [16]. In this paper,
we require correctness and IND-CCA2 security for PKE.

Definition 1. (Π IND-CCA2 security). A public encryption
scheme Π is IND-CCA2 secure [16] if for any probabilistic
polynomial-time (PPT) adversaryA, there exists a negligible
function ] such that

Pr ExpIND−CCA2
A,Π (k) � 1􏽨 􏽩 −

1
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤ ](k). (1)

(e corresponding experiment is depicted in Figure 2.

2.4. Digital Signature. A digital signature scheme Σ consists
of the following four algorithms:

(i) PPGenΣ(1κ): this algorithm takes the security pa-
rameter κ as the input and outputs the public pa-
rameters PPΣ.

(ii) KGenΣ(PPΣ): this algorithm takes the public pa-
rameters PPΣ as the input and outputs signer’s
public and private key (pkΣ, skΣ).

(iii) SignΣ(skΣ, m): this algorithm takes the private key
skΣ and the message m as the input and outputs the
signature σ.

(iv) VerfΣ(pkΣ, m, σ): this algorithm takes the public
key pkΣ, the message m, and the signature σ as the
input and outputs 1 if σ is valid. Otherwise, it
outputs 0.

(e formal security definition of the digital signature is
given in [16]. In this paper, we require correctness and
existential unforgeability (eUNF-CMA) for the digital
signature.

Table 1: Notations.

Notation Meaning
A A monotone collection
U (e attributes’ universe
Π A public key encryption scheme
k (e security parameter
PPΠ (e public parameters of Π
(pkΠ, skΠ) (e public and private key of Π
m (e message
c (e ciphertext
Σ A digital signature scheme
PPΣ (e public parameters of Σ
(pkΣ, skΣ) (e signer’s public and private key in Σ
σ (e signature in Σ
L A NP-language
Ω A noninteractive proof system for L

crsΩ A common reference string
x (e statement
ω (e corresponding witness
π (e proof
PPPCH (e public parameters of PCH
(skPCH, pkPCH) (e master key pair of PCH
S (e set of attributes
skS (e user’s secret key in PCH
h (e hash value
r (e randomness
m′ (e modified message
r′ (e new randomness
PPP3S (e public parameters of P3S
(skP3S, pkP3S) (e master key pair of P3S
(sksigP3S, pk

sig
P3S) (e signer’s key pair in P3S

(sksanP3S, pk
san
P3S) (e sanitizer’s key pair in P3S

M (e description of modification
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Definition 2. (Σ unforgeability). A digital signature scheme
Σ is unforgeable [16] if for any PPTadversaryA, there exists
a negligible function ] such that

Pr ExpeUNF−CMA
A,Σ (k) � 1􏽨 􏽩

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ ](k). (2)

(e corresponding experiment is depicted in Figure 3.

2.5. Noninteractive Zero-Knowledge Proof (NIZK). Let
L � x|∃ω: R(x, w) � 1{ }, where L is a NP-language with
associated witness relation R. A noninteractive proof system
Ω for the language L consists of the following three
algorithms:

(i) PPGenΩ(1κ): this algorithm takes the security pa-
rameter κ as the input and outputs the common
reference string (CRS) crsΩ.

(ii) ProveΩ(crsΩ, x,ω): this algorithm takes CRS crsΩ,
the statement x, and the corresponding witness ω as
the input and outputs the proof π.

(iii) VerifyΩ(crsΩ, x, π): this algorithm takes CRS crsΩ,
the statement x, and the proof π as the input and
outputs 1 if π is valid. Otherwise, it outputs 0.

(e security of the noninteractive zero-knowledge proof
(NIZK) is given in [16]. In this paper, we require com-
pleteness for NIZK. In addition to completeness, we require
two standard security notions for zero-knowledge proofs of
knowledge: zero knowledge and simulation-sound extract-
ability. We define them analogous to the definitions given in
[16]. Informally speaking, zero knowledge says that the
receiver of the proof π does not learn anything except the
validity of the statement.

Definition 3. (completeness). A noninteractive proof system
is called complete if for all k ∈ N, crsΩ←rPPGen(1k), x ∈ L,
ω such that R(x,ω) � 1, π←rProveΩ(crsΩ, x,ω), it holds
that VerifyΩ(crsΩ, x, π).

2.6. Policy-Based Chameleon Hashes. A policy-based cha-
meleon hash (PCH) allows the user, who owns attributes’ set
that satisfied the access structure, to compute a hash collision
[13]. Specifically, a PCH contains the following six PPT
algorithms:

(i) PPGenPCH(1κ): this is the public parameters’ gen-
eration algorithm. It takes the security parameter κ
as the input and outputs the public parameters
PPPCH.

(ii) MKeyGenPCH(PPPCH): this is the master key gen-
eration algorithm. It takes the public parameter
PPPCH as the input and outputs the master key pair
(skPCH, pkPCH).

(iii) KGenPCH(skPCH,S): this is the user’s secret key
generation algorithm. It takes the master secret key
skPCH and the set of attributes S⊆U as the input and
outputs the user’s secret key skS.

(iv) HashPCH(pkPCH,A, m): this is the hash algorithm. It
takes the master public key pkPCH, the access
structure A ∈ 2U\ ∅{ }, and the message m as the
input and outputs the hash value h and the ran-
domness r.

(v) VerifyPCH(pkPCH, m, h, r): this is the verification
algorithm. It takes the master public key pkPCH, the
message m, the hash value h, and the randomness r

as the input and outputs a bit b � 1 if h and r are
valid. Otherwise, b � 0.

(vi) AdaptPCH(pkPCH, skS, m, m′, h, r): this is the adap-
tion algorithm. It takes the public key pkPCH, the
user’s secret key skS, the message m, the modified
message m′, the hash value h, and some randomness
r as the input and outputs a new randomness r′.

(e detailed definition of correctness and security of the
policy-based chameleon hash is given in [13].

2.7. Policy-Based Sanitizable Signature. A policy-based
sanitizable signature (P3S) allows the user, who owns at-
tributes’ set that satisfied the access structure, to modify the
data and generate the valid signatures for the modified data
[16]. Specifically, a P3S contains the following ten PPT
algorithms:

(i) ParGenP3S(1λ): this is the public parameters’
generation algorithm. It takes the security pa-
rameter λ as the input and outputs the public
parameters PPP3S.

(ii) SetupP3S(PPP3S): this is the master key generation
algorithm. It takes the public parameters PPP3S as
the input and outputs the master key pair
(skP3S, pkP3S).

Figure 2: Π IND-CCA2 security.

Figure 3: Σ unforgeability.
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(iii) KGenSigP3S(PPP3S): this is the signer’s key pair
generation algorithm. It takes the public param-
eters PPP3S as the input and outputs the signer’s
key pair (sksigP3S, pk

sig
P3S).

(iv) KGenSanP3S(PPP3S): this is the sanitizer’s key pair
generation algorithm. It takes the public param-
eters PPP3S as the input and outputs the sanitizer’s
key pair (sksanP3S, pk

san
P3S).

(v) SignP3S(PPP3S, sk
sig
P3S, m, A,A): this is the signing

algorithm. It takes the public parameters PPP3S, the
signer’s secret key sksigP3S, the message m, the de-
scription of admission A, and the access structure
A as the input and outputs a signature σ.

(vi) AddSanP3S(skP3S, pksanP3S,S): this is the secret san-
itizing key generation algorithm. It takes the
master secret key skP3S, the sanitizer’s public key
pksanP3S, and the set of attributes S as the input and
outputs the secret sanitizing key skS for the
sanitizer.

(vii) VerifyP3S(pkP3S, pk
sig
P3S, σ, m): this is the verification

algorithm. It takes the master public key pkP3S, the
signer’s public key pksigP3S, the signature σ, and the
corresponding message m as the input and outputs a
bit b � 1 if the signature σ is valid. Otherwise, b � 0.

(viii) SanitizeP3S(pkP3S, pk
sig
P3S, sk

san
P3S, skS, σ, m, M): this is

the new signature generation algorithm. It takes
the master public key pkP3S, the signer’s public key
pksigP3S, the sanitizer’s secret key sksanP3S, the secret
sanitizing key skS, the signature σ, the corre-
sponding message m, and the description of
modification M as the input and outputs the new
signature σ′ for the modified message m′.

(ix) ProofP3S(pkP3S, sk
sig
P3S, σ, m): this is the proof gen-

eration algorithm. It takes the master public key
pkP3S, the signer’s secret key sk

sig
P3S, the signature σ,

and the corresponding message m as the input and
outputs the proof πP3S.

(x) JudgeP3S(PPP3S, pkP3S, pk
sig
P3S, σ, m, πP3S): this is the

proof verification algorithm. It takes the public
parameter PPP3S, the master public key pkP3S, the
signer’s public key pksigP3S, the signature σ, the
corresponding message m, and the proof πP3S as
the input and outputs a bit b � 1 if the proof πP3S is
valid. Otherwise, b � 0.

(e detailed definition of correctness and security of the
policy-based sanitizable signature is given in [16].

2.8. Blockchain Protocol. Let Γ denote an immutable
blockchain protocol such as Ethereum Enterprise.(e nodes
in the blockchain protocol obtain their local chain C based
on a common genesis block. (e nodes in the blockchain
protocol collect transactions in the whole blockchain eco-
system and then package these transactions into a new block.
(e chain becomes longer as nodes agree on a new block.
Nodes can access the blockchain protocol through the fol-
lowing interfaces.

(i) C′,⊥􏼈 􏼉←Γ · updateChain: returns the chain C′ if it
is the longer and the valid chain in the blockchain
ecosystem. Otherwise, it returns ⊥.

(ii) 0, 1{ }←Γ · validateChain(C): takes the chain C as
the input and outputs 1 iff the chain is valid
according to the public set of rules.

(iii) 0, 1{ }←Γ · validateBlock(B): takes the block B as the
input and outputs 1 iff the block is valid according to
the public set of rules.

(iv) Γ · broadcast(x): takes the transaction x as the input
and broadcasts it to all nodes in the blockchain
ecosystem.

3. Problem Formulation

3.1. SystemModel. As shown in Figure 4, the system model
of the proposed redactable blockchain protocol consists of
four entities: the trusted authority (TA), the miners, the
users, and the authorized users. Note that the model in this
paper is similar to the model in [13]. It is more applicable to
permissioned blockchains, such as Hyperledger, Ethereum
Enterprise, Ripple, and Quorum.

(i) Trusted authority (TA): trusted authority (TA) is
fully honest and responsible for generating the
signing private key for users who posted the
redactable transaction, issuing the attributes and
attributes’ key for authorized users, and sending
keys to miners.

(ii) Miners: miners are fully honest and have powerful
computing resources. (ey are responsible for
packaging transactions in the network to generate
the new block and removing harmful information
from the previous blocks.

(iii) Users: users may be malicious. (ey can post the
usual transaction or the transaction containing
the index of the block which includes harmful
information to the network. Users get fine-
grained control over which users can redact their
usual transaction and which portions of the
transaction can be redacted. (e malicious users
may specify an access structure that only allows
themselves and their conspirators to redact the
transaction.

(iv) Authorized users: the authorized users are semi-
honest in the sense that they can modify the por-
tions of the transaction that are allowed to be
modified and generate the new valid signatures for
the updated data that are indistinguishable from the
signatures that the originator generated for the
original transaction.

3.2. Design Goals. In order to realize a “healthy” blockchain
protocol, the proposed fine-grained and controllably
redactable blockchain with harmful data forced removal
should satisfy the following properties:
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(i) Controlled redaction: only authorized users can
redact the portions of the transaction that are
allowed to be redacted.

(ii) Accountability: the authorized user who redacts the
transaction can be tracked.

(iii) Correctness: correctness ensures that the redacted
blockchain is “healthy.” Specifically, a “healthy”
blockchain should meet the following characteristics:

(a) Chain growth: let C1 and C2 denote two chains
possessed by two honest users at rounds r1 and
r2, respectively. (en, len(C2) − len(C1)≥ τ·

(r2 − r1), where τ is the speed coefficient and
r2 > r1.

(b) Chain quality: generally speaking, the chain
quality says that the ratio of adversarial blocks in
any segment of a chain held by an honest party
is no more than a fraction 0< μ≤ 1, where μ is
the fraction of resources controlled by the
adversary.

(c) Editable common prefix: the usual common
prefix says that if C1 and C2 are two chains
possessed by two honest users at rounds r1 and
r2, for r2 > r1, C1 is a prefix of C2. It can be
formally denoted as Ck

1 ≤C2, where Ck
1 is the

chain obtained by removing the last k blocks
from C1, k ∈ N is the common prefix parameter.
Note that the proposed editable blockchain
inherently does not satisfy the common prefix.
Suppose the voting phase for the redaction
transaction T∗i is still on at round r1. At round
r2, the voting phase is complete, and T∗i replaces
Ti, i.e., the redacted block B∗i replaces Bi. In Ck

1,
the i-th block is Bi instead of B∗i as in C2. (us,
Ck
1 is not the common prefix of C1 and C2. We

extend this definition. (e chains C1 and C2
satisfy one of the following:

(1) Ck
1 ≤C2

(2) (e voting phase is complete, and B∗i replaces
Bi if B∗i ∈ C

(r2−r1)+k
2 , B∗i ∉ Ck

1

3.3. Breat Model

Definition 4. (controlled redaction). Controlled redaction
ensures that only authorized users can redact the portions of
the transaction that are allowed to be redacted. In order to
formally describe the controlled redaction, we introduce a
game between the challenger C and the adversary
A � (A1,A2). Here, we consider two adversaries. One of
the adversaries is the adversaryA1, who does not possess the
attributes’ set which satisfies the access control policy.
Another is the adversary A2, who tries to redact the in-
admissible portions of the transaction. In order to show how
A1 and A2 attack the redactable blockchain protocol, we
introduce the game between the challenger C and adver-
saries A1 and A2, respectively.

Firstly, we describe the game between the challenger C
and the adversary A1. Trusted authority (group manager) is
viewed as a challenger C, and the unauthorized user is
viewed as an adversaryA1. (is game includes the following
phases:

(i) Setup phase: the challenger C runs the ParGenP3S
and SetupP3S algorithm to generate the public pa-
rameters PPP3S and the master private/public key
pair (skP3S, pkP3S). (en,C holds the master private
key skP3S locally. Finally, C sends the master public
key pkP3S and the public parameters PPP3S to the
adversary A1.

(ii) Query phase:

(a) KGenSanP3S queries: the adversary A1 queries
sanitizer’s private/public key pair for the public
parameters PPP3S. C runs KGenSanP3S algo-
rithm and returns the private/public key pair
(x2, y2) to A1.

(b) Sign queries: the adversary A1 queries the
signature for the master public key pkP3S, the
signature for the transaction m, the set of ad-
missible blocks A, and the access structure A.C
runs KGenSigP3S to generate the signing key and
then runs Sign algorithm to produce the

UsersAuthorized users

· · · · · · · · ·

Miners

Redaction transaction

Network

New block

Trusted authority
(TA)

KeysKeys
Keys

Figure 4: (e system model.
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signature σ. Finally,C returns the signature σ to
A1.

(c) AddSanP3S queries: the adversaryA1 queries the
sanitizer’s attribute key for skP3S, pk

San
P3S, and the

attributes’ set S such that A(S) � 0. C runs
AddSanP3S algorithm and returns the sanitizer’s
attribute key skS←(σskS, skS′) to A1.

(d) VerifyP3S queries: the adversary A1 queries the
verification result for pkP3S, pk

Sig
P3S, σ, and m. C

runs VerifyP3S algorithm and returns the result
to A1.

(e) SanitizeP3S queries: the adversaryA1 queries the
sanitizable signature for pkP3S, pk

Sig

P3S, skSan
P3S, skS,

m, σ, and m′. C runs SanitizeP3S algorithm and
returns the new signature σ′ to A1.

(f ) ProofP3S queries: the adversary A1 queries
(πP3S, pk) for pkP3S, sk

Sig
P3S, σ, and m. C runs

ProofP3S algorithm and returns (πP3S, pk) to
A1.

(g) JudgeP3S queries: the adversary A1 queries the
judge result for pkP3S, sk

Sig
P3S, σ, and m. C runs

JudgeP3S algorithm and returns the result toA1.

(iii) Challenge phase: the adversary A1 adaptively
chooses the authorized user’s attributes’ set S

(A(S) � 0). (en,A1 runs SanitizeP3S algorithm to
generate the challenged signature σ∗ for the chal-
lenged transaction m∗. Finally, the adversary A1
sends (S, m∗, σ∗) to C.

(iv) Verify phase: the adversary A1 performs polyno-
mial queries as in the query phase. Consider the
adversary A1 has made L queries, and let
Q � skS,S, mi, Ai,Ai, σi􏼈 􏼉

[|Q|]
i�1 denote the set of in-

formation obtained through these queries. C runs
VerifyP3S(pkP3S, pk

Sig
P3S, A,A, m∗, σ∗) algorithm and

outputs a bit b0. If b0 � 1, C checks whether there
exists an i ∈ [|Q|], σ∗) such thatA(S) � 0. If there is
such an i, the challenger C outputs b1 � 1. Other-
wise, C outputs b1 � 0.

We say that the adversaryA1 wins if b1 � 1. In the above
game, we want to show that the adversaryA1, who does not
possess the attributes’ set S such that A(S) � 0, should not
generate the new valid witness for the transaction. (e
adversary’s goal is to correctly generate the valid signature σ′
for the transaction m∗. We set the advantage of a polyno-
mial-time adversary A1 in this game to be Pr[b1 � 1]. We
say the proposed scheme satisfies the unforgeability of the
signature if for any polynomial-time adversary A1, Pr[b1 �

1]< (1/poly(n)) for sufficiently large n, where poly stands
for a polynomial function.

(en, we describe the game between the challenger C
and the adversaryA2. Trusted authority (group manager) is
viewed as a challenger C, and the authorized user is viewed
as an adversaryA2. (is game includes the following phases:

(i) Setup phase: the challenger C runs the ParGenP3S
and SetupP3S algorithm to generate the public pa-
rameters PPP3S and the master private/public key
pair (skP3S, pkP3S). (en,C holds the master private

key skP3S locally. Finally, C sends the master public
key pkP3S and the public parameters PPP3S to the
adversary A2.

(ii) Query phase:

(a) KGenSanP3S queries: the adversary A2 queries
sanitizer’s private/public key pair for the public
parameters PPP3S. C runs KGenSanP3S algo-
rithm and returns the private/public key pair
(x2, y2) to A2.

(b) Sign queries: the adversary A2 queries the
signature for the master public key pkP3S, the
signature for the message m, the set of admis-
sible blocks F, and the access structure A. C
runs KGenSigP3S to generate the signing key and
then runs Sign algorithm to produce the sig-
nature σ. Finally, C returns the signature σ to
A2.

(c) AddSanP3S queries: the adversaryA2 queries the
sanitizer’s attribute key for skP3S, pk

San
P3S, and the

attributes’ set S such that A(S) � 1. C runs
AddSanP3S algorithm and returns the sanitizer’s
attribute key skS←(σskS, skS′) to A2.

(d) VerifyP3S queries: the adversary A2 queries the
verification result for pkP3S, pk

Sig
P3S, σ, and m. C

runs VerifyP3S algorithm and returns the result
to A2.

(e) SanitizeP3S queries: the adversaryA2 queries the
sanitizable signature for pkP3S, pk

Sig
P3S, sk

San
P3S, skS,

m, σ, and m′. C runs SanitizeP3S algorithm and
returns the new signature σ′ to A2.

(f ) ProofP3S queries: the adversary A2 queries
(πP3S, pk) for pkP3S, sk

Sig
P3S, σ, and m. C runs

ProofP3S algorithm and returns (πP3S, pk) to
A2.

(g) JudgeP3S queries: the adversary A2 queries the
judge result for pkP3S, sk

Sig
P3S, σ, and m. C runs

JudgeP3S algorithm and returns the result toA2.

(iii) Challenge phase: the adversary A2 adaptively
chooses the authorized user’s attributes’ set S

(A(S) � 1). (en,A2 runs SanitizeP3S algorithm to
generate the challenged signature σ∗ for the chal-
lenged message m∗ which does not contain all in-
admissible blocks. Finally, the adversary A2 sends
(S, m∗, σ∗) to C.

(iv) Verify phase: the adversary A2 performs polynomial
queries as in the query phase. Consider the adversary
A2 has made L queries, and let
Q � skS,S, mi, Ai,Ai, σi􏼈 􏼉

[|Q|]

i�1 denote the set of in-
formation obtained through these queries. C runs
VerifyP3S(pkP3S, pk

Sig
P3S, A,A, m∗, σ∗) algorithm and

outputs a bit b0. If b0 � 1, C checks whether there
exists an i ∈ [|Q|], m∗ which does not contain all
inadmissible blocks. If there is such an i, the challenger
C outputs b1 � 1. Otherwise, C outputs b1 � 0.

We say that the adversaryA2 wins if b1 � 1. In the above
game, we want to show that the adversary A2, who redacts
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the inadmissible blocks, should not generate the new valid
signature. (e adversary’s goal is to correctly generate the
valid signature σ′ for the message m∗. We set the advantage
of a polynomial-time adversary A2 in this game to be
Pr[b1 � 1]. We say the proposed scheme satisfies controlled
redaction if for any polynomial-time adversary A2, Pr[b1 �

1]< (1/poly(n)) for sufficiently large n, where poly stands
for a polynomial function.

Definition 5. (accountability). We say that the proposed
fine-grained and controllably redactable blockchain with
harmful data forced removal satisfies accountability if TA
can extract signer’s identity from any valid transaction’s
signature with nonnegligible probability.

4. The Improved Policy-Based
Sanitizable Signature

4.1. Algorithm Definition. Let PCH denote a policy-based
chameleon hash, Ω label a simulation-sound extractable
noninteractive zero-knowledge proof (NIZK) system, f be a
one-way function, Π denote an IND-CCA2-secure public
key encryption scheme, and Σ be an eUNF-CMA-secure
signature scheme. Specifically, the improved policy-based
sanitizable signature is described as follows:

(i) ParGenP3S(1κ): it takes a security parameter κ as
the input and outputs PPP3S � (crsΩ,PPΠ,PPΣ,
PPPCH, f, h), where PPΠ←PPGenΠ(1κ), crsΩ←
PPGenΩ(1κ), PPΣ←PPGenΣ(1κ), PPPCH←
PPGenPCH(1κ), f: Df⟶ Rf is a one-way
function, and H is a cryptographic hash function.

(ii) SetupP3S(PPP3S): it takes PPP3S as the input and
outputs
(skP3S, pkP3S)←(skPCH, skΣ), (pkPCH, pkΣ), where
(skPCH, pkPCH)←MKeyGenPCH(PPPCH) and
(skΣ, pkΣ)←KGenΣ(PPΣ).

(iii) KGenSigP3S(PPP3S): it takes PPP3S as the input and
outputs (skSigP3S, pk

Sig
P3S)←((x1, skΣ′, skΠ), (y1, pkΣ′,

pkΠ)), where x1←Df, y1←f(x1), (skΠ, pkΠ)←
KGenΠ(PPΠ), and (skΣ′, pkΣ′)←KGenΣ(PPΣ).

(iv) KGenSanP3S(PPP3S): it takes PPP3S as the input and
outputs (x2, y2), where x2←Df and y2←f(x2).

(v) SignP3S(pkP3S, sk
Sig
P3S, m, A,A): it takes pkP3S, sk

Sig
P3S,

the message m, the set of admissible blocks A, and
the access structureA as the input and outputs ⊥ if
A � ∅. Otherwise, it outputs σ←(h, r, A, σm,

A, π, c), where (h, r)←HashPCH(pkPCH, m,A),
σm←SignΣ(skΣ′, (pkP3S, pk

Sig
P3S, A, H(i‖m!A), h,A)),

c←EncΠ(pkΠ, y1), and π←ProveΩ (x1, x2,􏼈 skΠ,
σskS)): (y1 � f(x1)∧ c � EncΠ(pkΠ, y1)∧KVrfΠ
(skΠ, pkΠ) � 1)∨(y2 � f(x2)∧ c � EncΠ(pkΠ, y2)

∧VerfΣ(pkΣ, (y2, pkP3S), σskS) � 1)}(l). Note that
l � (PPP3S, pkP3S, pk

Sig
P3S, h, r,

m, A,A, H(i‖m!A), σm, c).
(vi) AddSanP3S(skP3S, pk

San
P3S,S): it takes skP3S, pkSanP3S,

and the attributes’ set S as the input and outputs
the sanitizing key skS←(σskS, skS′), where σskS←

SignΣ(skΣ, (pkSanP3S, pkP3S)) and skS′←KGenPCH
(skPCH,S).

(vii) VerifyP3S(pkP3S, pk
Sig
P3S, σ, m): it takes pkP3S, pk

Sig
P3S,

σ, and m as the input and outputs 1 if π and σm are
valid, VerifyPCH(pkPCH, m, r, h) � 1, and H(i‖m!A)

can be computed from the message m. Otherwise,
it outputs ⊥.

(viii) SanitizeP3S(pkP3S, pk
Sig
P3S, sk

San
P3S, skS, m, σ, m′): it

takes pkP3S, pk
Sig
P3S, sk

San
P3S, skS, m, σ, and m′ as the

input. If σskS or σ is not valid, it outputs ⊥.
Otherwise, the sanitizer computes r′←
AdaptPCH(pkPCH, skS, m, m′, h, r), c′←EncΠ
(pkΠ, y2), and π′←ProveΩ (x1, x2, skΠ, σskS):􏽮

(y1 � f(x1)∧ c′ � EncΠ(pkΠ, y1)∧KVrfΠ(skΠ,
pkΠ) � 1)∨(y2 � f(x2)∧ c′ � EncΠ(pkΠ, y2)∧
VerfΣ(pkΣ, (y2, pkP3S), σskS) � 1)}(l). Note that l �

(PPP3S, pkP3S, pk
Sig
P3S, h, r′, m′,

A,A, H(i‖m!A), σm, c′). (en, the sanitizer sets
(σ′, m′)←((h, r′, A, σm,A, π, c′), m′). If (σ′, m′) is
not valid, this algorithm outputs ⊥. Otherwise, it
outputs (σ′, m′).

(ix) ProofP3S(pkP3S, sk
Sig
P3S, σ, m): it takes pkP3S, sk

Sig
P3S, σ,

and m as the input and outputs (πP3S, pk), where
pk←DecΠ(skΠ, c), πP3S←ProveΩ (skΠ, x1): pk �􏼈

DecΠ(skΠ, c)∧KVrfΠ(skΠ, pkΠ) � 1∧y1 � f (x1)}

(l), and l � (PPP3S, pkP3S, pk
ig
P3S, σ, pk, m).

(x) JudgeP3S(pkP3S, pk
Sig
P3S, pk, πP3S, σ, m): it takes pkP3S,

pkSigP3S, pk, πP3S, σ, and m as the input. If σ and πP3S
are valid, it outputs 1. Otherwise, it outputs 0.

(e improved policy-based sanitizable signature replaces
the inadmissible block set m!A in [16] with H(i‖m!A) to allow
that the number of blocks of the message m can be changed,
and the set of inadmissible blocks does not need to be stored.
Here, m!A denotes the set of blocks that are not allowed to be
modified. (e security definition and analysis are given in
Appendixes A and B, respectively.

5. The Proposed Protocol

5.1. AnOverview. (e workflow of the proposed blockchain
protocol can be described as follows. Firstly, users can
generate a local chain C based on the common genesis block
genesis and initialize the redaction transaction list R, the
removal transaction list D, the penalty payment transaction
list P, and the blacklist L to be empty. After that, users run
Γ · updateChain to obtain the longest chain in the blockchain
network. When the user wants to redact the previous
transaction, he/she first broadcasts a redaction transaction
by spending some transaction fees. (e transaction will be
added to the list R if it is valid. (e miners vote on the
transaction. (e transaction can be executed if enough votes
are collected within a period of time as shown in Figure 5.
When a user finds harmful information contained in a block,
he/she creates a removal transaction containing the index of
the block without spending transaction fees. Miners create
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new blocks that contain at least one transaction in D and one
in P if they are not empty. (e miner removes the harmful
information from the block according to the provided index.
Meanwhile, the miner generates a penalty payment trans-
action added to P as shown in Figure 6. (e transaction will
be removed from list P after the penalty is paid by the
malicious user. If the malicious user fails to pay the penalty
within a period of time, he/she will be added to the blacklist
L. After that, all transactions relating to the malicious user
will never be performed.

5.2. Description of the Proposed Protocol. (e proposed
blockchain protocol runs in a sequence of rounds r and
consists of the following six algorithms (Figures 7–10):

(i) Initialization: get the local chain C←genesis, where
genesis denotes a common genesis block. Set round
r←1, and initialize empty lists R, D, P, and L.

(ii) Chain update: at the beginning of each round r,
users run C′,⊥􏼈 􏼉←Γ · updateChain to get the lon-
gest chain C′ in the blockchain network.

(iii) Propose a redaction: the user proposes a redaction
of the transaction TA by spending some transaction
fees.

(a) Firstly, the user creates a redaction transaction
redactT using the new transaction T∗A as shown
in Figure 7. In this process, the improved policy
sanitizable signature is used to generate the
witness for the transaction. We can see from
Figure 7 that the hash values h for TA and (T∗A)

are the same. (erefore, the hash value of this
block will not be changed after redacting the
transaction.

(b) (en, he/she runs Γ · broadcast(T∗A) to broad-
cast the redacted transaction to the blockchain
network.

T∗

A

R

PREV_H TS

T∗

k

T∗

l

A A∗

Voting period

Propose redaction

H (T∗

A)H (T∗

A)H (T∗

A)

TX_ROOT

H (A||B)

B C D

H (C||D) H (A||B)

B C D

H (C||D)

NONCE

PREV_H TS

TX_ROOT NONCE

(a)

T∗

k

T∗

l

A∗ A∗

H (T∗

A)H (T∗

A)H (T∗

A)

R

Voting period: accept

PREV_H TS

TX_ROOT NONCE

PREV_H TS

TX_ROOT NONCE

H (A||B)

B C D

H (C||D) H (A||B)

B C D

H (C||D)

T∗

A

(b)

Figure 5:(e redaction of the transaction. (a) Proposing a redaction A∗ for a transaction A. (b) After a successful voting phase, A∗ replaces
A in the chain.
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(c) Finally, miners add the transaction rdactT to
the list R if the data τ2 are UTXO. Otherwise, the
transaction is discarded.

(iv) Propose a removal of harmful information when the
user finds that the transaction TD, contained in the
block with the index I, has the harmful information.

(a) Firstly, as shown in Figure 8, the user creates a
removal transaction removeT, which does not
cost transaction fee and contains the block’s
index I and the transaction TD.

(b) (en, he/she broadcasts the transaction
removeT.

D

PREV_H TS

TX_ROOT NONCE

T∗k

T∗l

D∗

Step 1: propose a harmful information
removing transaction

TD

TD

P

TD

Step 2: contained in the new block if
the transaction is valid

TP

TP

Step 3: generate a penalty payment
transaction added to P

Step 4: remove the harmful
information from the block

H(A||B) H(C||D)

A B C

Figure 6: (e removal of harmful information.

T∗A

Witness: h, r,...

TA

in: .......

Out-script 1: τ1
Amount: α1

Out-script 2: τ2

Witness: h, r′,...

in: .......

Out-script 2: τ∗2

Witness: ......

redactT

in: .......

Out-script: TA, T∗A

Out-script 1: τ1
Amount: α1

Figure 7: (e transaction redactT.

Witness: ......

remove T

in: .......

Out-script: TD, I

Figure 8: (e transaction removeT.

Witness: ......

TP

in: .......

Out-script: pen, ad

Figure 9: (e transaction penatlyT.
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(c) (e transaction removeT will be added to the
list D if the block I does contain the harmful
information. Meanwhile, the penalty payment
transaction TP will be created and added to the
list P. As shown in Figure 9, the transaction TP

contains the amount of the penalty pen and the
address ad of the malicious user who posts the
harmful information. (e transaction TP will be
removed from the list P after the malicious user
pays the penalty.

(v) Redacting the chain:

(a) For the candidate transaction TA in the list R,
the miner substitutes it with the new transaction
T∗A if the voting process on it has been com-
pleted and enough votes v≥ ρ have been col-
lected within a period of time t.(e transaction
TA is discarded if the votes v< ρ within a period
of time t. If the voting on TA is still in progress,
nothing will be done. Here, ρ denotes the
threshold of votes and can be specified by
consensus among all users in the blockchain
network.

(b) For the candidate transaction TD in the list D,
the miner removes the harmful information
from TD which is contained in the block with
the index I.

(c) For the candidate transaction TP in the list P,
the miner first verifies whether the malicious
user pays the penalty within a period of time t1.
If the malicious user pays the penalty, the
transaction is removed from P. If the malicious

user does not pay the penalty within a specified
period of time, the user is added to the blacklist
L, and the transaction TP is removed from the
list P.

(vi) Creating a new block: the miner collects all trans-
actions from the network for the r − th round and
builds a new block B which meets the following
conditions:

(a) It contains at least one transaction in D and one
in P if they are not empty.

(b) It contains a vote H(TA) on the candidate
transaction in the listR if the voting on TA is still
in process and the miner is willing to endorse.

(c) All transactions contained in it comply with the
usual transaction rules in the Ethereum En-
terprise blockchain, and the validation process
is shown in Figure 10.

Finally, if all blocks contained in the local chain C satisfy
Γ · validateBlock(B) � 1 and Γ · validateChain(C) � 1, the
miner extends the local chain C←C‖B and broadcasts the
extended chain to the blockchain network.

6. Security Analysis

In this section, we analyze the security of the fine-grained
and controllably redactable blockchain protocol with
harmful data forced removal in terms of correctness, con-
trolled redaction, and accountability.

Theorem 1 (correctness). The correctness of a blockchain
consists of the following three aspects:

(1) Chain growth: if the based immutable blockchain
protocol Γ satisfies chain growth, the extended editable
blockchain protocol Γ′ also satisfies chain growth.

(2) Chain quality: if the based immutable blockchain
protocol Γ satisfies chain quality, the extended edit-
able blockchain protocol Γ′ also satisfies chain growth
for any ρ> μ. Here, ρ denotes the ratio of blocks
containing the votes of the redacted transaction within
a period of time.

(3) Common prefix: if the based immutable blockchain
protocol Γ satisfies the common prefix, the extended
editable blockchain protocol Γ′ also satisfies the
common prefix.

Proof.

(1) Chain growth: we note that the redaction in Γ′
cannot reduce the length of the chain C by removing
a block from the chain. (us, the redact operations
have no effect on the length of the chain. In con-
clusion, Γ′ satisfies chain growth if Γ satisfies chain
growth.

(2) Chain quality: suppose the adversary A posts a
malicious redaction transaction T∗i for the previous

Received transaction T

Address ad contained in T is 
in L?

Yes Discard T

T is in R? Yes

T depends on the 
redacted data?

T is minded 
to chain?

Assume T is valid,
process as usual

Yes

Yes

No

No

No

Process T
as usual

No

Figure 10: (e verification of the received transaction T.
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transaction Ti. A mines at most μ ratio of blocks in
the voting phase because the adversary only has μ
computational power.(us, T∗i cannot be performed
due to ρ> μ. In conclusion, only the honest redaction
transaction T∗i can be performed and added to the
chain.

(3) Common prefix: if the chain C2 is not redacted, Γ′
runs as the immutable blockchain Γ. (us, Γ′ satisfies
the common prefix. If the chain C2 is redacted and
the redacted block B∗i replaces Bi in C2, the voting
phase for the block B∗i is completed, and enough
votes are received. In conclusion, the extended ed-
itable blockchain protocol Γ′ also satisfies the
common prefix. □

Theorem 2 (controlled redaction). In the proposed scheme,
for each PPTadversaryA, it is computationally infeasible to
generate a valid signature for the redacted transaction.

Proof. To prove this theorem, we consider two types of
adversaries. One of the adversaries is the adversary A1 who
does not possess the attributes’ set which satisfies the access
control policy. Another is the adversary A2, who tries to
redact the inadmissible portions of the transaction. In order
to show how A1 and A2 attack the redactable blockchain
protocol, we introduce the two games between the chal-
lengerC and adversariesA1 andA2, respectively. Firstly, we
define a game between the challenger C and the adversary
A1.

Game 1: in Game 1, both the challenger C and the
adversary A1 perform as defined in the security definition.

(i) Setup phase: the adversaryA1 does as in the “(reat
Model.”

(ii) Query phase: the adversary A1 does as in the
“(reat Model.”

(iii) Challenge phase: the adversary A1 adaptively
chooses the authorized user’s attributes’ set S

(A(S) � 0). (en,A1 runs SanitizeP3S algorithm to
generate the challenged signature σ∗ for the chal-
lenged transaction m∗. Finally, the adversary A1
sends (S, m∗, σ∗) to C.

(iv) Verify phase: the adversary A1 performs polyno-
mial queries as in the query phase. Consider the
adversary A1 has made L queries, and let
Q � skS,S, mi, Ai,Ai, σi􏼈 􏼉

[|Q|]
i�1 denote the set of in-

formation obtained through these queries. C runs
VerifyP3S(pkP3S, pk

Sig
P3S, A,A, m∗, σ∗) algorithm and

outputs a bit b0. If b0 � 1, C checks whether there
exists an i ∈ [|Q|], σ∗) such thatA(S) � 0. If there is
such an i, the challenger C outputs b1 � 1. Other-
wise, C outputs b1 � 0.

Suppose b1 � 1, that is, the adversaryA1 wins, we can say
that the adversaryA1 breaks the security of the policy-based
sanitizable signature because the adversary’s goal is to
correctly generate the valid signature σ′ for the transaction
m∗. According to the security of the policy-based sanitizable

signature (unforgeability), the probability of each adversary,
who does not possess the attributes’ set S such that
A(S) � 0, is negligible.

(en, we define a game between the challengerC and the
adversary A2.

Game 2: in Game 2, both the challenger C and the
adversary A2 perform as defined in the security definition.

(i) Setup phase: the adversaryA2 does as in the “(reat
Model.”

(ii) Query phase: the adversaryA2 does as the adversary
A2 in the query phase.

(iii) Challenge phase: the adversary A2 adaptively
chooses the authorized user’s attributes’ set S

(A(S) � 1). (en, A2 runs SanitizeP3S algorithm to
generate the challenged signature σ∗ for the chal-
lenged message m∗ which does not contain all in-
admissible blocks. Finally, the adversary A2 sends
(S, m∗, σ∗) to C.

(iv) Verify phase: the adversary A2 performs polyno-
mial queries as in the query phase. Consider the
adversary A2 has made L queries, and let
Q � skS,S, mi, Ai,Ai, σi􏼈 􏼉

[|Q|]

i�1 denote the set of in-
formation obtained through these queries. C runs
VerifyP3S(pkP3S, pk

Sig
P3S, A,A, m∗, σ∗) algorithm and

outputs a bit b0. If b0 � 1, C checks whether there
exists an i ∈ [|Q|], m∗ which does not contain all
inadmissible blocks. If there is such an i, the
challenger C outputs b1 � 1. Otherwise, C outputs
b1 � 0.

Suppose b1 � 1, that is, the adversaryA2 wins, we can say
that the adversaryA2 breaks the security of the policy-based
sanitizable signature because the adversary’s goal is to
correctly generate the valid signature σ′ for the transaction
m∗. According to the security of the policy-based sanitizable
signature (immutability), the probability of each adversary,
who redacts the inadmissible blocks, is negligible.

In conclusion, the proposed blockchain protocol ach-
ieves controlled redaction. In other words, only authorized
users can redact the admissible portions of the transaction
Ti. □

Theorem 3 (accountability). In the proposed blockchain
protocol, trusted authority (group manager) can extract the
identity of the originator of the transaction or the authorized
user from any valid witness with nonnegligible probability.

Proof. We prove accountability by a sequence of games.

(i) Game 0: as Game 0 in [16].
(ii) Game 1: as Game 0, but we replace crsΩ with the one

generated by (crsΩ, τ)←SIM1(1κ), i.e., the simula-
tor SIM1 takes the security parameter 1κ as the input
and then outputs (crsΩ, τ). Finally, the challengerC
keeps the trapdoor τ and starts simulating all proofs.

(iii) Assume towards contradiction that the adversary
behaves differently. We can then build an adversary
B which breaks the zero-knowledge property of the
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underlying proof system. (e reduction works as
follows. Our adversaryB receives crsΩ from its own
challenger and embeds it into PPP3S and generates
all other values honestly. All proofs are then gen-
erated using the oracle provided and embedded
honestly. (en, whatever A outputs is also output
by B. |Pr[S0] − Pr[S1]| is negligible, where Pr[SX]

denotes the advantage of the adversary in Game X.
Note that this also means that all proofs are now
simulated, even though they still prove valid
statements.

(iv) Game 2: as Game 1, but we replace crsΩ with the one
generated by (crsΩ, τ, ξ)←ξ1(1κ), i.e., the simulator
ξ1 takes the security parameter 1κ as the input and
then outputs (crsΩ, τ, ξ). Finally, the challenger C
keeps the trapdoors τ and ξ. Let E2 be the event that
A can distinguish this replacement with non-
negligible probability. Moreover, note that, by
definition, crsΩ is exactly distributed as in the prior
hop.

(v) As we only keep one additional value, i.e., ξ, this is
only an internal change. |Pr[S1] − Pr[S2]| is
negligible.

(vi) Game 3: as Game 2, but we abort if the adversary
outputs valid (pk∗, m∗, σ∗) for which we cannot (as
the holder of skSigP3S ) calculate pk which makes
JudgeP3S(pk

∗, pkSigP3S, pk, πP3S, σ∗, m∗) output 0. Let
this event be E3.
If E3 occurs, we have a bogus proof π contained in
σ∗ as it proves a false statement. (us, B proceeds
as in the prior game (doing everything honestly, but
using simulated proofs and simulated crsΩ) and can
simply return the statement claimed to be proven by
π and π itself. |Pr[S2] − Pr[S3]| is negligible.
In conclusion, the proposed blockchain protocol
achieves accountability. □

7. Performance

In this section, we first give functionality comparison among
our redactable blockchain protocol and several related
redactable blockchain protocols [11, 13–15]. (en, we an-
alyze the computational burden of our redactable blockchain
protocol through several experiments.

7.1. Functionality Comparison. We give functionality com-
parison among our scheme and the related schemes
[11, 13–15]. As shown in Table 2, our scheme is the only one
that satisfies all of the following properties: fine-grained
access control, controllable edit, accountability, and sup-
porting the redaction of both additional information and
UTXO. (e schemes in [11, 14] cannot support fine-grained
access control. (e scheme in [13] cannot effectively support
harmful data deletion. All of these related redactable
blockchain protocols cannot support controllable edit, ac-
countability, and the editing of both additional information
and UTXO.

7.2. Proof-of-Concept Implementation. To evaluate the
practicality of the proposed blockchain protocol, we im-
plement a full-fledged blockchain system in Python 3.5.3,
which is carried out on a desktop with an Intel Core (TM) i5-
4300 CPU @ 2.13GHz and 8.0GB RAM.

(e blockchain system can achieve all the basic func-
tionalities of Ethereum Enterprise. Separately, the block-
chain system, including a subset of Ethereum Enterprise’s
script language, allows the authorized user to redact the
transaction and theminer to delete the harmful data.We rely
on the PoW consensus mechanism as Ethereum Enterprise
does.

We evaluate the performance of the blockchain system
for chain validation in different scenarios. In order to
measure the cost time of chain validation, we validate
chains containing different number of blocks and re-
daction transactions. A new chain is created and validated
50 times in each experiment, and the cost time of chain
validation is the arithmetic mean of the run time of all
runs. Each chain consists of up to 50,000 blocks, which
approximate a one-year snapshot of the Ethereum En-
terprise. Each block includes 1000 transactions
(Figures 11–14).

(i) Overhead Compared to the Immutable Blockchain.
In order to evaluate the overhead of the redactable
blockchain protocol with no redactions per-
formed compared to the immutable blockchain,
in the series of experiments, the length of chains
ranges from 10,000 to 50,000 blocks. As shown in
Figure 11, the redactable blockchain protocol has
only a more tiny overhead than the immutable
blockchain. With the increase of the length of the
chain, the overhead is smaller. (e reason is that
the only extra step of the redactable blockchain is
to check if any votes are contained in the new
block. (e run time of this step is negligible
compared to the time of chain validating when the
length of the chain is larger enough.

(ii) Overhead by the Number of Redactions. In order to
evaluate the overhead of the redactable blockchain
protocol with the increasing number of redactions
compared to the redactable blockchain with no
redaction, in the series of experiments, the number
of redactions ranges from 1000 to 5000. As shown in
Figure 12, the overhead is linear in the number of
redactions because we need to collect the votes for
the redaction in the voting phase.

(iii) Overhead by the Number of Removals. In order to
evaluate the overhead of the redactable blockchain
protocol with the increasing number of removals
compared to the redactable blockchain with no
removal, in the series of experiments, the number of
removals ranges from 1000 to 5000. As shown in
Figure 13, the overhead is linear in the number of
removals because the miner generating the new
block needs to remove the harmful information
from the previous block.
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(iv) Overhead by the Voting Parameter ρ. In order to
evaluate the overhead of the redactable block-
chain protocol with different voting periods, in
the series of experiments, we set that the number
of redactions is 1000, and the threshold ratio of
the votes is ρ≥ (1/2). As shown in Figure 14, the
overhead is small and is most linear in the voting
period.

8. Conclusions

In this paper, we proposed a fine-grained and controllably
redactable blockchain with harmful data forced removal.
Our scheme not only supports the usual redaction of
transactions but also the forced removal of harmful infor-
mation in the blockchain. (e originator of the transaction

Table 2: Comparison of functionality among our redactable blockchain protocol and related protocols.

Protocols Fine-grained access control Controllable edit Harmful data deletion Accountability Data type
[11] × × √ × Additional information
[13] √ × × × Additional information
[14] × × √ × Additional information
Ours √ √ √ √ Additional information and UTXO
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could specify a fine-grained access control structure about
who could redact the transaction and which portions of the
transaction could be redacted. Any user could initiate a
transaction that contains the index of the block which in-
cluded harmful information without spending transaction
fees. If the harmful information is contained in a block, it
was forced to be deleted by the miner who created the new
block. (e user who provided the index of the block could
receive the reward which was borne by the malicious user.
(e malicious user would be blacklisted if rewards were not
paid within a period of time, and any transaction about the
user would not be performed later. Furthermore, the scheme
supported not only the redaction of additional data but also
UTXO. Finally, we demonstrated that the scheme was secure
and feasible via formal security analysis and proof-of-con-
cept implementation.

Note that the proposed fine-grained and controllably
redactable blockchain protocol with harmful data forced
removal is suitable for permissioned blockchains, such as
Hyperledger, Ethereum Enterprise, Ripple, and Quorum.
(ere is another type of blockchain called permissionless
blockchain, such as Bitcoin and Ethereum. Constructing the
redactable permissionless blockchain protocol is a challenge
and an interesting open problem. In our future work, we will
also focus on designing more sophisticated solutions to the
redactable permissionless blockchain protocol.

Appendix

A. Security Definition of the Improved Policy-
Based Sanitizable Signature

In the following, we give the security definition of the im-
proved policy-based sanitizable signature. Due to the limited
space, we select several security aspects to highlight, and the
rest of the security aspects can be seen in [16].

Definition 6. (unforgeability). In order to formally describe
the unforgeability of the signature, we introduce a game be-
tween the challenger C and the adversaryA to show how the
adversary A is against the unforgeability of the signature.
Trusted authority (groupmanager) is viewed as a challengerC,
and the unauthorized user is viewed as an adversaryA in our
security definition. (is game includes the following phases:

(i) Setup phase: firstly, the challenger C runs the
ParGenP3S and SetupP3S algorithm to generate the
public parameters PPP3S and the master private/
public key pair (skP3S, pkP3S). (en, C holds the
master private key skP3S locally. Finally,C sends the
master public key pkP3S and the public parameters
PPP3S to the adversary A.

(ii) Query phase:

(a) KGenSanP3S queries: the adversary A queries
sanitizer’s private/public key pair for the public
parameters PPP3S. C runs KGenSanP3S algo-
rithm and returns the private/public key pair
(x2, y2) to A.

(b) Sign queries: the adversary A queries the sig-
nature for the master public key pkP3S, the
signature for the message m, the set of admis-
sible blocks A, and the access structure A. C
runs KGenSigP3S to generate the signing key and
then runs Sign algorithm to produce the sig-
nature σ. Finally,C returns the signature σ toA.

(c) AddSanP3S queries: the adversary A queries the
sanitizer’s attribute key for skP3S, pk

San
P3S, and the

attributes’ set S such that A(S) � 0. C runs
AddSanP3S algorithm and returns the sanitizer’s
attribute key skS←(σskS, skS′) to A.

(d) VerifyP3S queries: the adversary A queries the
verification result for pkP3S, pk

Sig
P3S, σ, and m. C

runs VerifyP3S algorithm and returns the result
to A.

(e) SanitizeP3S queries: the adversary A queries the
sanitizable signature for pkP3S, pk

Sig
P3S, sk

San
P3S, skS,

m, σ, and m′. C runs SanitizeP3S algorithm and
returns the new signature σ′ to A.

(f ) ProofP3S queries: the adversary A queries
(πP3S, pk) for pkP3S, sk

Sig
P3S, σ, and m. C runs

ProofP3S algorithm and returns (πP3S, pk) toA.
(g) JudgeP3S queries: the adversary A queries the

judge result for pkP3S, sk
Sig
P3S, σ, and m. C runs

JudgeP3S algorithm and returns the result to A.

(iii) Challenge phase: the adversary A adaptively
chooses the authorized user’s attributes’ set S

(A(S) � 0). (en, A runs SanitizeP3S algorithm to
generate the challenged signature σ∗ for the chal-
lenged message m∗. Finally, the adversary A sends
(S, m∗, σ∗) to C.

(iv) Verify phase: the adversaryA performs polynomial
queries as in the query phase. Consider the ad-
versary A has made L queries, and let
Q � skS,S, mi, Ai,Ai, σi􏼈 􏼉

[|Q|]

i�1 denote the set of in-
formation obtained through these queries. C runs
VerifyP3S(pkP3S, pk

Sig
P3S, A,A, m∗, σ∗) algorithm and

outputs a bit b0. If b0 � 1, C checks whether there
exists an i ∈ [|Q|], σ∗ such that A(S) � 0. If there is
such an i, the challenger C outputs b1 � 1. Other-
wise, C outputs b1 � 0.

We say that the adversary A wins if b1 � 1. In the above
game, we want to show that the adversary A, who does not
possess the attributes’ set S such that A(S) � 0, should not
generate the new valid signature. (e adversary’s goal is to
correctly generate the valid signature σ′ for the message m∗.
We set the advantage of a polynomial-time adversary A in
this game to be Pr[b1 � 1]. We say the proposed scheme
satisfies the unforgeability of the signature if for any poly-
nomial-time adversary A, Pr[b1 � 1]< (1/poly(n)) for suf-
ficiently large n, where poly stands for a polynomial function.

Definition 7. (immutability). In order to formally describe
the immutability of the signed data, we introduce a game
between the challengerC and the adversaryF to show how
the adversary F is against the immutability of the signed
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data. Trusted authority (group manager) is viewed as a
challenger C, and the authorized sanitizer is viewed as an
adversary F in our security definition. (is game includes
the following phases:

(i) Setup phase: firstly, the challenger C runs the
ParGenP3S and SetupP3S algorithm to generate the
public parameters PPP3S and the master private/
public key pair (skP3S, pkP3S). (en, C holds the
master private key skP3S locally. Finally,C sends the
master public key pkP3S and the public parameters
PPP3S to the adversary F.

(ii) Query phase:

(a) KGenSanP3S queries: the adversary F queries
sanitizer’s private/public key pair for the public
parameters PPP3S. C runs KGenSanP3S algo-
rithm and returns the private/public key pair
(x2, y2) to F.

(b) Sign queries: the adversary F queries the sig-
nature for the master public key pkP3S, the
signature for the message m, the set of admis-
sible blocks F, and the access structure A. C
runs KGenSigP3S to generate the signing key and
then runs Sign algorithm to produce the sig-
nature σ. Finally, C returns the signature σ to
F.

(c) AddSanP3S queries: the adversary F queries the
sanitizer’s attribute key for skP3S, pk

San
P3S, and the

attributes’ set S such that A(S) � 1. C runs
AddSanP3S algorithm and returns the sanitizer’s
attribute key skS←(σskS, skS′) to F.

(d) VerifyP3S queries: the adversary F queries the
verification result for pkP3S, pk

Sig
P3S, σ, and m. C

runs VerifyP3S algorithm and returns the result
to F.

(e) SanitizeP3S queries: the adversary F queries the
sanitizable signature for pkP3S, pk

Sig
P3S, sk

San
P3S, skS,

m, σ, and m′. C runs SanitizeP3S algorithm and
returns the new signature σ′ to F.

(f ) ProofP3S queries: the adversary F queries
(πP3S, pk) for pkP3S, sk

Sig
P3S, σ, and m. C runs

ProofP3S algorithm and returns (πP3S, pk) toF.
(g) JudgeP3S queries: the adversary F queries the

judge result for pkP3S, sk
Sig
P3S, σ, and m. C runs

JudgeP3S algorithm and returns the result to F.

(iii) Challenge phase: the adversary F adaptively
chooses the authorized user’s attributes’ set S

(A(S) � 1). (en, F runs SanitizeP3S algorithm to
generate the challenged signature σ∗ for the chal-
lenged message m∗ which does not contain all in-
admissible blocks. Finally, the adversary F sends
(S, m∗, σ∗) to C.

(iv) Verify phase: the adversaryF performs polynomial
queries as in the query phase. Consider the ad-
versary F has made L queries, and let
Q � skS,S, mi, Ai,Ai, σi􏼈 􏼉

[|Q|]

i�1 denote the set of in-
formation obtained through these queries. C runs

VerifyP3S(pkP3S, pk
Sig
P3S, A,A, m∗, σ∗) algorithm and

outputs a bit b0. If b0 � 1, C checks whether there
exists an i ∈ [|Q|], m∗ which does not contain all
inadmissible blocks. If there is such an i, the
challenger C outputs b1 � 1. Otherwise, C outputs
b1 � 0.

We say that the adversaryF wins if b1 � 1. In the above
game, we want to show that the adversaryF, who redacts the
inadmissible blocks, should not generate the new valid
signature. (e adversary’s goal is to correctly generate the
valid signature σ′ for the message m∗. We set the advantage
of a polynomial-time adversary F in this game to be
Pr[b1 � 1]. We say the proposed scheme satisfies the
unforgeability of the signature if for any polynomial-time
adversary F, Pr[b1 � 1]< (1/poly(n)) for sufficiently large
n, where poly stands for a polynomial function.

Definition 8. (traceability). We say an improved policy-
based sanitizable signature supports traceability if the
trusted authority (group manager) can extract signer’s
identity from any valid signature with nonnegligible
probability.

B. Security Analysis of the Improved Policy-
Based Sanitizable Signature

In this section, we analyze the security of the improved
policy-based sanitizable signature in terms of unforgeability,
immutability, and traceability.

Theorem 4 (unforgeability). Any PPTadversaries can forge
a policy-based sanitizable signature for some message with
negligible probability.

Proof. To prove unforgeability, we use a sequence of games:

(i) Game 0: as Game 0 in [16].
(ii) Game 1: as Game 0, but we replace crsΩ with the one

generated by (crsΩ, τ)←SIM1(1κ), i.e., the simula-
tor SIM1 takes the security parameter 1κ as the input
and then outputs (crsΩ, τ). Finally, the challengerC
keeps the trapdoor τ and starts simulating all proofs.
Assume towards contradiction that the adversary
behaves differently. We can then build an adversary
B which breaks the zero-knowledge property of the
underlying proof system. (e reduction works as
follows. Our adversaryB receives crsΩ from its own
challenger and embeds it into PPP3S and generates
all other values honestly. All proofs are then gen-
erated using the oracle provided and embedded
honestly. (en, whatever A outputs is also output
by B. |Pr[S0] − Pr[S1]| is negligible. Note that this
also means that all proofs are now simulated, even
though they still prove valid statements.

(iii) Game 2: as Game 1, but we replace crsΩ with the one
generated by (crsΩ, τ, ξ)←ξ1(1κ), i.e., the simulator
ξ1 takes the security parameter 1κ as the input and
then outputs (crsΩ, τ, ξ). Finally, the challenger C
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keeps the trapdoors τ and ξ. Let E2 be the event that
A can distinguish this replacement with non-
negligible probability. Moreover, note that, by
definition, crsΩ is exactly distributed as in the prior
hop.
As we only keep one additional value, i.e., ξ, this is
only an internal change. |Pr[S1] − Pr[S2]| is
negligible.

(iv) Game 3: as Game 2, but we abort if the adversary
was able to generate a signature σ∗m on a string never
generated by the signing oracle. Let this event be E3.
Assume, towards contradiction, that event E3 occurs.
We can then construct an adversary B which breaks
the unforgeability of the underlying signature scheme,
namely,B receives pk of the signature scheme.(is is
embedded in pkΣ′ , while all other values are generated
as in Game 2. All oracles are simulated honestly, but
SignP3S′ . (e only change is, however, that the gen-
eration of each σm is outsourced to the signature
generation oracle. (en, whenever E3 occurs, B can
return ((pkP3S, pk

Sig
P3S, A, H(i‖m!A), h,A), σ∗m). (ese

values can easily be compiled using A’s output, i.e.,
(m∗, σ∗). Note that this already includes that the
adversary cannot temper with A. |Pr[S2] − Pr[S3]| is
negligible.

(v) Game 4: as Game 3, but we abort if the adversary
was able to generate (m∗, σ∗) for which m∗ should
not have been derivable. Let this event be E4.
Assume, towards contradiction, that event E4 oc-
curs. We can then construct an adversary B which
breaks the strong insider collision resistance of the
used PCH, namely, B receives pkPCH of the PCH.
(is is embedded in pkP3S, while all other values are
generated as in Game 3. (e GetSan oracle is
simulated honestly. Calls to the SignP3S′ oracle are
done honestly, but the hash is generated using the
HashPCH′ oracle. Calls to the AddSanP3S′ oracle are
simulated as follows. If a key for a simulated san-
itizer (obtained by a call to the GetSan oracle) is to
be generated, it is rerouted to KGenPCH″ . If the
adversary wants to get a key for itself, it is rerouted
to the KGenPCH′ oracle, and the answer is embedded
honestly in the response. Sanitization requests are
performed honestly (but simulated proofs), with the
exception that adaptions for simulated sanitizers are
done using the Adaptpch′ oracle. So far, the distri-
butions are equal. (en, whenever the adversary
outputs (m∗, σ∗) such that the winning conditions
are fulfilled, our reduction B can return
(m∗, r∗, m′

∗
, r′
∗
, h∗). (e values can be compiled

from (m∗, σ∗) and the transcript from the signing
oracle (note that we already excluded that the ad-
versary can temper with the hash h).
|Pr[S3] − Pr[S4]| is negligible.

(vi) Game 5: as Game 4, but we abort if the adversary
was able to generate (m∗, σ∗) but has never made a
call AddSanP3S′ . Let this event be E5.

Assume, towards contradiction, that event E5 occurs.We
can then construct an adversary B which breaks the
unforgeability of used Σ or the one-wayness of the used one-
way function f, namely, B receives pkΣ of Σ and f, and
f(x) � y from its own challenger.(is is embedded in pkP3S
(and, of course, the public parameters), while all other values
are generated as in Game 4. y is embedded in pkSigP3S. For
signing, the proofs are already simulated, and thus, x is not
required to be known. For each call to AddSanP3S for keys for
which the adversary knows the corresponding secret keys,B
calls its signature oracle to obtain such a key. For simulated
sanitizers, those signatures do not need to be obtained as the
proofs are already simulated. (en, whenever the adversary
outputs (m∗, σ∗), B extracts values (x1, x2, skΠ, σ′). If
f(x1) � y, B can return x1 to break the one-wayness of f.
In the other case, B can return ((f(x2), pkP3S), σ′) as its
own forgery attempt for Σ. If extraction fails or a wrong
statement was proven, SSE does not hold. A reduction is
straightforward. |Pr[S4] − Pr[S5]| is negligible. Now, the
adversary can no longer win the unforgeability game; this
game is computationally indistinguishable from the original
game, which concludes the proof. □

Theorem 5 (immutability). For each PPT adversary, the
advantage of generating valid signatures for altered im-
mutable parts is negligible.

Proof. To prove immutability, we use a sequence of games:

(i) Game 0: as Game 0 in [16].
(ii) Game 1: as Game 0, and we abort if the adversary

outputs (pk∗, m∗, σ∗) such that the winning con-
ditions are met. Let this event be E1.

Assume, towards contradiction, that event E1 occurs.We
can then build an adversary B which breaks the unforge-
ability of the used signature scheme, namely, we know thatA
(which also contains the length of the message and all
nonmodifiable blocks along with their location), along with
pkPCH, is signed. As, however, by definition, the message m∗

must be different from any derivable message, A w.r.t. pkPCH
was never signed in this regard. (us, (pk∗, pkSigP3S,
A∗, H∗(i‖m!A), h∗,A∗) was never signed by the signer.

Constructing a reductionB is now straightforward. Our
reduction B receives the public key pkΣ′ (along with the
public parameters) from its own challenger. (is public key
is embedded as pkΣ′. All other values are generated honestly.
If a signature σm is to be generated,B asks its own oracle to
generate that signature, embedding it into the response A

receives. At some point, A returns (pk∗, m∗, σ∗). (e
forgery can be extracted as described above. |Pr[S0] − Pr[S1]|

is negligible. We stress that, by construction, a sanitizer
always exists. Now, the adversary can no longer win the
immutability game; this game is computationally indistin-
guishable from the original game, which concludes the
proof. □

Theorem 6 (traceability). Trusted authority (group man-
ager) can extract the identity of the originator of the
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transaction or the authorized user from any valid witness
with nonnegligible probability.

Proof. We prove traceability by a sequence of games:

(i) Game 0: as Game 0 in [16].
(ii) Game 1: as Game 0, but we replace crsΩ with the one

generated by (crsΩ, τ)←SIM1(1κ), i.e., the simula-
tor SIM1 takes the security parameter 1κ as the input
and then outputs (crsΩ, τ). Finally, the challengerC
keeps the trapdoor τ and starts simulating all proofs.
Assume towards contradiction that the adversary
behaves differently. We can then build an adversary
B which breaks the zero-knowledge property of the
underlying proof system. (e reduction works as
follows. Our adversaryB receives crsΩ from its own
challenger and embeds it into PPP3S and generates
all other values honestly. All proofs are then gen-
erated using the oracle provided and embedded
honestly. (en, whatever A outputs is also output
by B. |Pr[S0] − Pr[S1]| is negligible. Note that this
also means that all proofs are now simulated, even
though they still prove valid statements.

(iii) Game 2: as Game 1, but we replace crsΩ with the one
generated by (crsΩ, τ, ξ)←ξ1(1κ), i.e., the simulator
ξ1 takes the security parameter 1κ as the input and
then outputs (crsΩ, τ, ξ). Finally, the challenger C
keeps the trapdoors τ and ξ. Let E2 be the event that
A can distinguish this replacement with non-
negligible probability. Moreover, note that, by
definition, crsΩ is exactly distributed as in the prior
hop.
As we only keep one additional value, i.e., ξ, this is
only an internal change. |Pr[S1] − Pr[S2]| is
negligible.

(iv) Game 3: as Game 2, but we abort if the adversary
outputs valid (pk∗, m∗, σ∗) for which we cannot (as
the holder of skSigP3S ) calculate pk which makes
JudgeP3S(pk

∗, pkSigP3S, pk, πP3S, σ∗, m∗) output 0. Let
this event be E3.

If E3 occurs, we have a bogus proof π contained in σ∗ as
it proves a false statement. (us, B proceeds as in the prior
game (doing everything honestly, but using simulated proofs
and simulated crsΩ) and can simply return the statement
claimed to be proven by π and π itself. |Pr[S2] − Pr[S3]| is
negligible. □
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Cloud 5G and Cloud 6G technologies are strong backbone infrastructures to provide high data rate and data storage with low latency
for preserving QoS (Quality of Service) and QoE (Quality of Experience) in applications such as driverless vehicles, drone-based
deliveries, smart cities and factories, remote medical diagnosis and surgery, and artificial-intelligence-based personalized assistants.
.ere are many techniques to support the aforementioned applications, but for privacy preservation of Cloud 5G, the existing
methods are still not sufficient. Public key encryption (PKE) scheme is an important means to protect user data privacy in Cloud 5G.
Currently, the most common PKE used in Cloud 5G is CCA or CPA secure ones. However, its security level maybe not enough. SOA
security is a stronger security standard than CPA and CCA. Roughly speaking, PKE with SOA security means that the adversary is
allowed to open a subset of challenger ciphertexts and obtains the corresponding encrypted messages and randomness, but the
unopended messages and randomness remain secure in the rest of the challenger ciphertexts. Security against SOA in PKEs has been
a research hotspot, especially with the wide discussion in Cloud 5G. We revisited the SOA-CLE and proposed a new security proof,
which is more concise and user friendly to understand privacy preservation in Cloud 5G applications.

1. Introduction

Cloud 5G achieves high data transmission speed, large data
storage, and low latency mobile communication. According
to the inherent property of electromagnetic waves: the
higher the frequency, the shorter the wavelength, so it tends
to propagate like a straight line. From the last few years, we
have witnessed a paradigm shift with a major focus on
mission critical applications and ultra-reliable low latency
applications (URLCC) such as AR/VR, autonomous vehi-
cles, e-healthcare, smart education, and so on, the aim of
which is to provide QoS (Quality of Service) and QoE
(Quality of Experience) to the end users with high data
storage and low latency. Starting from driverless vehicles and
drone-based deliveries, smart cities and factories, remote
medical diagnosis and surgery, and artificial-intelligence-
based personalized assistants, there is enormous number of
applications around us which require strong network
backbone infrastructure for QoS and QoE preservation.

Based on the above applications and the advantages in Cloud
5G, in the years to come, Cloud 5G and Cloud 6G tech-
nologies are expected to provide high data rate with low
latency and large data storage for preserving QoS and QoE.
Although there are many techniques in the literature which
can resolve these issues, the existing methods are still not
sufficient to privacy preservation in the application in Cloud
5G. Hence, secure protocols and encryption schemes are
required to resolve the aforementioned issues. Public key
encryption (PKE) scheme is an important means to protect
user data privacy in Cloud 5G. Currently, the most com-
monly used means to protect user data privacy is CPA
(chosen-plaintext attacks) or CCA (chosen-ciphertext at-
tacks) secure PKEs where the latter provides the decryption
queries and thus is stronger than the former. However, SOA
is a stronger security standard than CCA because the SOA
security allows additional opening partial ciphertexts. Spe-
cially, in particular, due to the inherent advantages of cer-
tificateless public key (CLE), it solves the certificate
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management problem in the traditional public key cryp-
tography and the key-escrow problem [8] in IBE schemes.
Security against SOA in CLEs has been a research hotspot,
especially with the wide discussion in Cloud 5G [11, 12]. In
this paper, we focus on the research on the SOA secure
CLE.

.e definition of SOA was first proposed by Dwork et al.
at FOCS99 [4], which is an important target to measure the
security of PKE. SOA security mainly applies to multiple-
user settings where a subset of the challenge ciphertexts is
allowed to open for the adversary. From the opened ci-
phertexts, the adversary can get not only the message but
also the randomness. .e question that we want to solve is
how to make the remaining unopened ciphertexts secure?
Following Dwork’s work, SOA secure IBE and public key
encryption (PKE) with SOA security have been widely de-
veloped [2, 5, 7]. CLE is another form of public key en-
cryption system. Compared with IBE and PKE, CLE has the
advantages of removing the certificate management in PKI-
based PKE and key escrow in IBE. However, the study on
CLE with SOA security is still rare.

1.1. Motivation. In the CLE system, a user’s private key is
jointly generated by the KGC and the user. .e user’s public
key is generated by using the secret value generated by itself
instead of the identity information. Obviously, compared
with PKI-based PKE (hereafter, we abbreviated “PKI-based
PKE” as “PKE”) and IBE, CLE removes the disadvantages
that exist in both schemes, namely, the certificate transaction
in PKE and key escrow in IBE. Due to the merits of this
notion, many CLEs with various security models (e.g., IND-
CPA [9] and IND-CCA [1, 13]) were presented. As in PKE
and IBE settings, implementing SOA security in CLE is also
important. However, the particular security model makes
constructing CLEs with SOA security more intractable.With
more and more applications for CLE (such as cloud com-
puting), implementing SOA security in CLE becomes more
and more critical. In 2016, Wang et al. proposed an SOA
secure CLE [14] under the standard DDH assumptions
where the scheme is user friendly in construction and more
efficient in practical applications. Recently, the relative
discussions about Cloud 5G have become a new research
focus, especially its data security and privacy protection. Due
to the notable efficiency and security level, SOA secure CLE
has been regarded as one of the most practical candidate
encryption algorithms for Cloud 5G. However, we find that
there are still some disadvantages needed to avoid such as
complex security proof and obscure proof process. Based on
this, we revisited the scheme in [14] and improved the se-
curity proof to make it more concise and easier to
understand.

1.2. Reviewing the Contribution in [14]. In the scheme of [3],
the authors proposed a one-sided publicly opening identity-
based encryption scheme (1SPO-IBE) and, based on which,
constructed an IBE scheme with SOA security. Adopting the
similar method, the authors in [14] resolved the SOA se-
curity in CLE. More concretely, they first proposed a one-

sided publicly opening certificateless encryption scheme
(1SPO-CLE). .en, based on the proposed 1SPO-CLE, they
presented a CLE scheme that is SOA secure in the case of
two-type adversary model (i.e., CLE security model where an
adversary refers to a user who is granted the ability to change
the public key but does not know the master key; another
one means the malicious KGC, who is not granted the ability
to change the public key but knows the master secret key).
.e core idea is that we first combined one-bit CLE and
1SPO to generate a 1SPO-CLE with IND-CPA security in the
CLE settings and then showed that a multi-bit CLE scheme
with SOA security can be constructed from the 1SPO-CLE
scheme under the one-time signature and CDH
assumptions.

1.3. Revisiting the Reduction from SOA to CPA in [14]. In
[14], the authors constructed an IND-CPA secure 1SPO-
CLE scheme by combining the 1SPO and one-bit CLE
scheme. A CLE scheme that encrypts 1 bit messages is called
1SPO if it is possible, given the public parameter par, public
key PKid, and the ciphertext c that encrypts message 0 with
the randomness r to efficiently open the ciphertext c into
another randomness used to encrypt message 1. In partic-
ular, the opening process is required to be done without any
secret information. Furthermore, they proved that if the 1 bit
1SPO-CLE is IND-CPA secure, then the multi-bit CLE from
it is SOA secure. Specifically, the encryption process is
performed as follows. If the message is 1, then the encryption
process follows specific rules and the correctness of the
resulted ciphertext can be checked with some secret infor-
mation; otherwise, the generated ciphertext is sampled
randomly and uniformly from the ciphertext space. As
stated in [3], the domain used as the ciphertext space is also
required to have the property of sampleability and invertible
sampleability in order to guarantee that the resulted scheme
has the property of 1SPO.

1.4. Revisiting 1SPO-CLE Construction in [14]. In [14], the
authors gave a concrete construction based on one-time
signature and CDH assumptions. Specifically, the 1SPO-
CLE is designed as follows. Assume G1 and G2 are both
sampleable and invertibly sampleable domains as in [3]. If
the encrypted message is 1, then the encryption of 1 is
processed as c � (c1, c2, σ, svk)⟵Encryptex(par,PKid, 1),
where par is the public parameter and PKid is the public key,
and the first two values c1, c2 have certain structure and the
value σ is a signature for certain medians generated in the
encryption, while the last value svk is the signature verifi-
cation key. If the encrypted message is 0, then the first three
elements of its encryption are all random. In particular, if c is
an encryption of 1, then the medians u, K, and r can be
always correctly recovered from c with the private key SKid.
.en, using these medians and the output of the equations
sign · Ver(svk, σ, u, id) � 1 and uxid � PKH2(K‖PKid‖id)

id , the
decryption algorithm Decrypex(par, c, SKid) decides
whether the ciphertext c encrypts 0 or 1, where xid is the
secret value.
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1.5. Revisiting the Security Proof of IND-CPA [14]. In this
paper, we revisited the IND-CPA security proof of the 1 bit
1SPO-CLE scheme. Since the security proof in [14] is long
and unintelligible, we do not intend to describe the dif-
ference between their scheme and ours. Below, we will
directly describe our proof ideas and proof process. IND-
CPA security means that given a ciphertext, no PPT ad-
versary could distinguish which bit has been encrypted
even if the adversary has the ability to replace public key or
knows the master key (i.e., type 1 adversary and type 2
adversary) in the SOA security game. We present the proof
of IND-CPA security for our concrete construction (for
1SPO-CLE scheme) under the two types of attacks defined
in CLE. Briefly, under type 1 attack (where the adversary is
granted the ability to change the public key but does not
know the master key), we reduce the IND-CPA security to
the assumption of one-time signature, where the reduction
(the adversary that breaks one-time signature) performs
the simulation itself except that the signature part is
constructed by querying its signing oracle. However, un-
fortunately, under type 2 attack (where the adversary
knows the master key but cannot change the public key),
when we try to complete the reduction from the IND-CPA
security to the CDH assumption, some obstacles arise.
Namely, in the construction of challenge ciphertext, since
the value r, as the exponent part of the challenge gr, is
unknown to the CDH adversary, it results in that the c1 �

rQid∗P + rPpub part cannot be computed. Luckily, we find a
way to solve this problem. Specifically, we do this by
allowing the reduction algorithm (the CDH adversary) to
query its CDH challenger to obtain c1. Of course, to do this,
we assume that computing r from rP is not easier than
computing r from gr. In fact, this can be done over the
elliptic curve groups.

1.6. Other RelatedWork. We note that in the past few years,
there emerged many remarkable SOA secure systems in
PKE setting such as the schemes proposed by Bellare et al.
[2], Fehr et al. [5], and Huang et al. [6]. Recently, SOA
secure IBE also made rapid progress. In 2011, Bellare et al.
[3] proposed two SO-CPA secure IBEs. In 2014, Lai et al.
[10] proposed SO-CCA secure IBE using cross authenti-
cation codes. In 2016, Wang et al. proposed an SO-CPA
secure CLE scheme [14] which avoids the problem of
certificate management in PKE settings and key escrow in
IBE settings. However, the security proof in [14] is complex
and ambiguous.

1.7. Our Contribution. Our SO-CPA secure certificateless
encryption scheme (CLE) is constructed based on the
technique of one-sided public openability (1SPO) and one-
bit CPA secure CLE. Specifically, by combining the tech-
niques of 1SPO and one-bit CLE, we construct an IND-CPA
secure 1SPO-CLE scheme. 1SPO means that given a system
parameter par, public key PKid, and a ciphertext c encrypting
message 0 under randomness r, it enables to open the ci-
phertext c to another message and randomness pair (1, r′).
.is method is very challenging since the opening process

does not need any secret key to participate in. Interestingly,
by revisiting, we found that this method can provide us
concise security proof in order to obtain the desired security.
In particular, this design implies that 1 bit 1SPO-CLE with
IND-CPA security implies multi-bit CLE with the same
security. In more detail, the scheme is outlined as follows. If
the encrypted message is 1, then its ciphertext preserves a
certain structure and can be detected with some secret in-
formation. On the contrary, if the encrypted message is 0, its
ciphertext takes on a random status and thus is not
checkable due to its unstructured property. .ese properties
described above are just what we need for revisiting the CLE
with SO-CPA security in [14].

2. Preliminary

In the following, we give several assumptions used in this
paper.

(i) sign.Skg(1λ): taking a security parameter 1λ as input,
this algorithm outputs a signature/verification key
pair (ssk, svk).
sign.Sig(ssk, m): on input signature key ssk and a
message m ∈M, this algorithm outputs a signature σ.
sign.Ver(svk, (m, σ)): on input a verification key svk,
a signature σ and a message m, this algorithm outputs
1, if σ is valid, and 0 otherwise.

Definition 1 (discrete logarithm assumption (DL)). Assume
thatG is a multiplicative group with prime order q and g ∈ G

is a generator. Given g, y � ga, computing is difficult, where
a⟵$ 0, . . . , q − 1􏼈 􏼉. Formally, for all probabilistic polyno-
mial time (short for PPT) adversary A, there exists a neg-
ligible function negl such that AdvDLG,A(λ) � Pr[A(g, y)⟶
a|g ∈ G, y � ga, a⟵$ 0, . . . , q − 1􏼈 􏼉]≤ negl(λ), where negl
(λ) is a negligible function in the security parameter λ.

Definition 2 (computational Diffie–Hellman assumption).
Assume that G is a cyclic group with prime order q and
g ∈ G is a generator. Given g, ga, gb, computing gab is
difficult, where a, b⟵$ 0, . . . , q − 1􏼈 􏼉. Formally, for all PPT
adversaryA, there exists a negligible function negl such that:
AdvCDHG,A (λ) � Pr[A(g, ga, gb)⟶ gab|a, b⟵$ 0, . . . , q −􏼈

1}] ≤negl(λ).

Definition 3 (one-time signature). Let M be message space,
R be randomness space, and S be the signature space. A
signature scheme sign � (sign.Skg, sign.Sig, sign.Ver) con-
sists of three (probabilistic) polynomial time algorithms:

We say that a message/signature pair (m, σ) is valid if for
all λ, all (ssk, svk)⟵sign.Skg(1λ), all m ∈M, and all
σ⟵sign.Sig(ssk, m), the equation sign.Ver(svk, (m, σ)) �

1 holds.
We say that a signature scheme sign �

(sign.Skg, sign.Sig, \\sign.Ver) is one-time unforgeable
under chosen-message attack if for any PPT adversary A,
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the success probability ofA in the following experiment (see
Figure 1) is negligible.

2.1. Detailed Legend for Figure 1. .is figure describes one-
time unforgeability experiment for one-time signature
denoted in Section 2, where an adversary and a challenger
participate in the experiment and interact with each other.
Specifically, in this experiment, the challenger first invokes
the algorithm (ssk, svk)⟵sign.Skg(1λ) to generate a pair of
signature key and verification key (ssk, svk). .e signature
key ssk is used to sign a message and the verification key svk
is used to verify whether a given signature is valid. Given a
verification key, the adversary outputs a message/signature
forge pair (m∗, σ∗) with multiple times of signature queries
to oracle Osign.Sig

ssk (·). When the message/signature forge does
not belong to the queried items to oracle Osign.Sig

ssk (·) and the
forge can verify, the experiment outputs 1 which denotes
that the adversary wins the experiment. Particularly, the
oracle O

sign.Sig
ssk (·) means that when an adversary delivers a

message m, the oracle returns a signature σ.
In the above experiment, we allow the adversary to query

O
sign.Sig
ssk (·) oracle only one time. Assume that the adversary

output a message/signature pair satisfying (m∗, σ∗)≠ (m, σ)

and sign.Ver(svk, (m∗, σ∗)) � 1. .en, we say that the ad-
versary gives a successful forge. Formally, the scheme sign is
unforgeable, if there exists a negligible function negl such
that

AdvotUFsign,A(λ) � Pr ExpotUFsign,A(λ) � 1􏽨 􏽩. (1)

Definition 4 (efficiently sampleable and invertible domain
3). Here, we define two PPTrandomized algorithms that are
sampleable and invertible, respectively:

(i) (efficient sampling) We say that a domain D is ef-
ficiently sampleable if there exists a PPT algorithm
Sample s.t. x⟵Sample(D; R) is uniformly dis-
tributed over D for randomness R⟵RSample, where
RSample is randomness space.

(ii) (efficient invertible sampling) We say that a domain
D is efficiently invertible sampleable, if there exists a
PPT invertible algorithm Sample− 1 s.t.
Sample− 1(D, x) outputs R uniformly distributed
over RSample for Sample(D; R) � x and any x ∈ D.

Note that the Sample algorithm has sampling failure
probability ζ if the sampling algorithm Sample outputs ⊥
with probability at most ζ and invertible sampling failure
probability θ if the invertible algorithm Sample− 1 outputs ⊥
with probability at most θ.

Definition 5 (one-sided public openability (1SPO)). A
scheme has the 1SPO property if for a ciphertext C � (c0, c1)

which is the encryption result of 0 under identity ID and
public key PK, where c0 and c1 are randomly distributed over
an efficiently sampleable and invertible domain G w.r.t.
algorithms Sample and Sample− 1, there exists an algorithm
POpenToZero (PK, ID, C � (c0, c1)) that can use the

algorithm Sample− 1 to open (c0, c1). Namely, (R0, R1)⟵
POpen(PK, ID, (c0, c1)) with R0⟵Sample− 1(G, c0) and
R1⟵Sample− 1(G, c1).

3. Extractable 1SPO-CLE

3.1. Extractable 1SPO-CLE. An extractable certificateless
encryption consists of the following algorithms:

(i) Setup: the algorithm Setupex(1λ) takes a security
parameter λ as input and outputs a master key msk
and a public parameter par, where par defines an
identity space v and ciphertext space Spacec.

(ii) Partial private key generation: the algorithm
ParPrivKeyGenex(par, id,msk) takes a public pa-
rameter par, an identity id ∈ Spaceid, and a master
key msk as input and outputs the partial private key
did.

(iii) Secret key generation: the algorithm SecValGenex

(par, id) takes an identity id and the public pa-
rameters par as input and outputs the secret value
xid.

(iv) Private key generation: the algorithm PrivKeyGenex

(par, did, xid) takes the public parameter par, a
user’s partial private key did, and secret value xid
as input and outputs the private key SKid �

(did, xid).
(v) Public key generation: the algorithm PubKeyGenex

(par, xid) takes a public parameter par and a user’s
secret value xid as input and outputs the user’s
public key PKid.

(vi) Encryption: the algorithm Encryptex(par, m, PKid)

takes a public parameter par, a message m ∈ 0, 1{ },
and a user’s public key PKid and returns the ci-
phertext c by using the defined algorithm if m � 1;
otherwise, it returns c by sampling randomly from
the ciphertext space.
(vii) Decryption: the algorithm Decryptex(par, c,

SKid) takes a public parameter par, a ciphertext c,
and a private key SKid as input and outputs
m ∈ 0, 1{ }.
(viii) Correctness: the correctness follows that in
[14]; here we omitted it in order to save space.

Definition 6 (see [5] (1SPO-CLE)). An extractable 1SPO-
CLE is a scheme with the property of one-sided public
openability in the CLE setting and is associated with a PPT

Figure 1: OT-signature.
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public algorithm POpenToZero, so that for all
(par,msk)⟵Setupex(1k), c⟵Encryptex(par, 0,PKid),
PKid⟵PubKeyGenex(par, xid), xid⟵SecValGenex(par, id)

and id ∈ Spaceid, POpenToZero(par,PKid, c) distributes
uniformly at random over Coins(par,PKid, c, 0). Here,
Coins(par,PKid, c, 0) represent the set of random coins R|c �{

Encryptex (par, 0,PKid; R)}.

As described in [14], the multi-bit 1SPO-CLE can be
constructed from 1 bit 1SPO-CLE. Since the concrete con-
struction and security overlap with that in [14], here we do
not dwell on it, but, for completeness, we describe it in
Appendices A and B.

4. Proposed Extractable 1SPO-CLE

4.1. Construction. In this section, we describe the 1SPO-
CPA secure 1-bit CLE scheme. We mainly focus on the
following algorithms:

Setup. .e algorithm Setupex(1λ) first takes a security
parameter λ as input and then runs a group generator
GR(λ) to get a group description (G1, G2, e, q). Here,
G1 and G2 are both groups of prime order q, G1 is an
additive group, and G2 is a multiplicative group. We
also notice that both G1 and G2 are efficiently
sampleable and invertible domain associated with al-
gorithms Sample and Sample− 1 shown in [3]. e: G1 ×

G1⟶ G2 is a non-degenerate bilinear map, and P is a
non-zero generator of G1. Let H1: 0, 1{ }l⟶ Z∗q ,
H2: G1 × G2 × 0, 1{ }l⟶ Z∗q , H3: G2

2⟶ G1 be three
hash functions. Pick s⟵$Z∗q , set master key msk:� s,
and compute Ppub � sP and g � e(P, P) ∈ G2. Let
sign � (sign.Skg, sign.Sig, sign.Ver) be one-time signa-
ture scheme with signature space G2. Finally, the public
parameter is set as par:� (G1, G2,􏼈 e, q, P), Ppub, g}.
Partial Private Key Generation. .e algorithm
ParPrivKeyGenex(par, id,msk) first takes the public
parameter par, an identity id ∈ 0, 1{ }l, and the master
secret key msk as input and proceeds as follows. It
computes the partial private key did � (1/(s +

H1(id)))P ∈ G1. .is can be done since if q is large
enough, the probability that the unlikely event
s + H1(id) � 0(modq) happens is negligible.
Secret Key Value Generation. .e algorithm
SecValGenex(par, id) first takes the public parameters
par and an identity id as input and then randomly
selects a value xid⟵Z∗q as the secret value.
Private Key Generation. .e algorithm PrivKeyGenex

(par, did, xid) first takes the public parameter par, the
partial private key did, and the secret value xid as input
and then returns SKid � (did, xid) as the private key.
Public Key Generation. .e algorithm PubKeyGenex

(par, xid) first takes the public parameter par and the
secret value xid as input and then computes the public
key PKid � gxid .
Encryption. .e algorithm Encryptex(par, m ∈
0, 1{ }, PKid) first takes the public parameter par, a

message m ∈ 0, 1{ }, and the public key PKid as input. It
then encrypts m as follows:

First, check whether (PKid)q≐1G2
. If not, abort; oth-

erwise, compute (ssk, svk)⟵sign.Skg(1λ) and pro-
ceed as follows.
Ifm � 1, pickK⟵$G1, compute r � H2(K,PKid, id),
c1 � rH1(id)P + rPpub, σ � sign.Sig(ssk, gr, id) ∈ G2,
and c2 � K + H3(gr,PKr

id).
If m � 0, pick c1⟵$SampleG1

, c2⟵$SampleG1
, and

σ⟵$SampleG2
.

Finally, the ciphertext is set as c � (c1, c2, σ, svk).

Decryption. .e algorithm Decryptex(par, c, SKid) takes
the public parameter par, a ciphertext c, and a private
key SKid as input. To decrypt a ciphertext
c � (c1, c2, σ, svk), firstly compute u � e(c1, did) � gr

and K � c2 − H3(u, uxid) and verify whether
sign.Ver(svk, σ, u, id) � 1 holds; if not, outputs ⊥;
otherwise, verify whether uxid � PKH2(K,PKid,id)

id holds; if
so, set m � 1; otherwise, m � 0.
Correctness. If c � (c1, c2, σ, svk) is the encryption of 1,
then the equations u � e(c1, did) � e(rH1(id)P +

rPpub, (1/(s + H1(id)))P) � gr, K � c2 − H3(u, uxid),
sign.Ver(svk, σ, u, id) � 1, and uxid � PKH2(K,PKid ,id)

id
hold, so the decryption always recovers 1. If
c � (c1, c2, σ, svk) is the encryption of 0, since
c1⟵$SampleG1

, c2⟵$SampleG1
and σ⟵$SampleG2

are sampled uniformly and randomly. So,
Pr[e(c1, did)xid � PKr

id � PKH2(K,PKid,id)

id ]≤ (1/q(λ)) (we
assume that q(λ) is large enough which, in turn, results
in a negligible quantity for (1/q(λ))).

4.2. Security

Theorem 1. Assume the hash functions H1, H2, and H3 are
random oracles, and the scheme sign � (sign.Skg,

sign.Sig, sign.Ver) is one-time signature scheme. Let II′ be
extractable 1SPO-CLE scheme proposed in Section 4.1 and
G1 and G2 be PR-sampleable (pseudorandom-sampleable)
with negligible sampling failure probability. LetA1 andA2
be any IND-CPA type 1 and type 2 adversaries against
scheme II′, respectively, and are allowed to make poly-
nomial times of queries to H2 and H3; then, the scheme II′
is IND-CPA secure under both type 1 adversary and type 2
adversary.

Proof. We first prove that, for type 1 adversary, the security
can be reduced to the security of one-time signature scheme
sign and then prove that, for type 2 adversary, the security
can be reduced to the computational Diffie–Hellman as-
sumption (short for CDH). In the following, we describe the
reduction between the adversary Asig (which tries to break
the one-time signature scheme) and the type 1 adversaryA1
and the reduction between the adversaryAcdh (which tries to
break the CDH assumption) and the type 2 adversary A2,
respectively. □
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4.2.1. Type 1 Adversary

Setup: the adversary Asig (which has the signing
verification key svk) first generates the public param-
eter par:� (G1, G2, e, q, P), Ppub, g􏽮 􏽯 and the master
key s, where Ppub � sP and g � e(P, P) ∈ G2, and then
sends the public parameter par to the adversary A1.
Partial private key query: on receiving the identity id,
if id ∉ ChID, where ChID is the challenge identity set,
the adversary Asig invokes the partial private key
generation algorithm to obtain the partial private key
did and sends it to the adversaryA1; otherwise it aborts.
Concretely, the adversaryAsig first queries the random
oracle H1 to get Qid and then computes
did � (1/(s + Qid))P ∈ G1. Note that the oracle H1 here
is stateful and assume that all oracles in the following
are stateful.
Private key query: on receiving the identity id, if
id ∉ ChID, where ChID is the challenge identity set,
Asig first invokes the secret value generation algorithm
and the partial private key generation algorithm to get
the secret value xid and the partial private key did and
then sets the private key as SKid � (did, xid), i.e.,
SKid � (1/(s + H1(id))P, xid); otherwise it aborts.
Public key query: on receiving the identity id, Asig
first invokes the secret value generation algorithm to
get xid and then computes the public key as PKid � gxid .
Replace public key query: on receiving the identity id,
Asig replaces the original public key PKid � gxid with
the new public key PKid′ � g

xid′.
Challenge: on receiving the challenge identity id∗ and
the challenge message m0 � 0, m1 � 1 and the public
key PKid∗ , the adversary Asig computes challenge ci-
phertext as follows.
First flip a coin b⟵$ 0, 1{ } and then check whether
(PKid∗)

q≐1G2
; if not, abort; otherwise, proceed as

follows.
If mb � 1, do the following steps.

(1) First, pick K⟵$G1, and then for tuple
(K, PKid∗ , id

∗), query oracle H2 to get r.
(2) For id∗, query oracle H1 to get Qid∗ .
(3) Compute gr and PKr

id∗ , and then for (gr, PKr
id∗),

query oracle H3 to get h.
(4) Compute c1 � rQid∗P + rPpub and c2 � K + h.
(5) For (gr, id∗), query signature oracle to get σ.

If mb � 0, pick c1⟵$SampleG1
, c2⟵$SampleG1

and
σ⟵$SampleG2

at random. .en, the final challenge
ciphertext is set as c � (c1, c2, σ, svk).
From above, we can see that the adversaryAsig provides
perfect simulation for A1. Now we do the following
analysis.
Analysis: let the challenge ciphertext c � (c1, c2,

σ, svk). In the experiment, sinceA1 does not know did∗ ,

it cannot compute the value u � gr. Assume A1 guess
u′ � gr′ randomly. .en, by the one-time signature
scheme sign, the verification equation
sign.Ver(svk, σ, u′, id∗) � 1 does not hold with over-
whelming probability.

4.2.2. Type 2 Adversary

Setup: the adversary Acdh (which has the challenge
(PKid∗ , u � gr)) first generates the public parameter
par:� (G1, G2, e, q, P), Ppub, g􏽮 􏽯 and the master key s,
where Ppub � sP and g � e(P, P) ∈ G2, and then sends
the public parameter par to the adversary A2.
Private key query: in this phase, If id ∉ ChID, where
ChID is the challenge identity set, the adversary Acdh
first invokes the secret value generation algorithm to
get secret value xid and computes partial private key did,
and then sets the private key as SKid � (did, xid), i.e.,
SKid � (1/(s + H1(id))P, xid).
Public key query: in this phase, if id ∉ ChID, the
adversaryAcdh first invokes the secret value generation
algorithm to get secret value xid and then computes the
public key as PKid � gxid ; otherwise it aborts.
Challenge: on receiving the challenge identity id∗ and
the challenge message m0 � 0, m1 � 1 and the public
key PKid∗ , the adversary Acdh computes challenge ci-
phertext as follows. First sample a random b⟵$ 0, 1{ },
then check whether (PKid∗)

q≐1G2
; if not, abort; oth-

erwise, compute (ssk, svk)⟵sign.Skg(1λ) and pro-
ceed as follows.
If mb � 1, do the following steps.

(1) Pick c2⟵$G1.
(2) For id∗, query oracle H1 to get Qid∗ .
(3) Query the CDH challenger to get c1, where c1 is

computed as c1 � rQid∗P + rPpub.
(4) For (u � gr, id∗), compute signature σ.
(5) Set the challenge ciphertext as c � (c1, c2, σ, svk).

From above, it is easy to see that we implicitly set r �

H2(K, PKid∗ , id
∗) for K � c2 − h and h � H3

(gr,PKr
id∗). In addition, we require here that computing

r from rP is not easier than computing r from gr.
If mb � 0, pick c1⟵$SampleG1

, c2⟵$SampleG1
, and

σ⟵$SampleG2
at random.

.en, set the challenge ciphertext as c � (c1, c2, σ, svk).
From above, we can see that the adversary Acdh pro-
vides perfect simulations for the adversaryA2. Now we
do the following analysis.
Analysis: let c � (c1, c2, σ, svk) be the challenge ci-
phertext. In the experiment, A2 knows u � gr and
PKid∗ ; by the CDH assumption, it is still difficult to
compute uxid∗ and K to make the verification equation
uxid∗ � PKH2(K,PKid∗ ,id

∗)

id∗ hold.

.is completes the proof of .eorem 1.
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5. Comparisons and Discussion

.e authors in [14] first proposed an SOA secure certifi-
cateless encryption scheme. In this paper, we improved it to
make the security proof more concise and user friendly.
Although in [14], they gave an efficiency analysis, here, to
make it easier to understand, we give a more detailed
comparison with the existing similar schemes, especially
with that in [3, 14]. .e detailed comparison results are
shown in Table 1. Similarly, in terms of complexity, we also
just make comparisons among them on the cost of the
additive and multiplicative operations, especially on the
exponent and the pairing operations. In addition, we also
compare them in “security model,” “whether key escrow is
needed,” and “whether a simplified proof is provided.” From
this table, we can see that in [3], the first scheme requires 14
exponents and 5 pairings and the second scheme requires 15
exponents and 1 pairing, while in [14], the scheme only
needs 6 exponents and 2 pairings. By comparison, we can see
that our scheme not only realizes a simplified security proof
but also obtains the same efficiency and security level as that
of [14].

6. Result

As shown in Table 1, compared with the schemes in [3], our
scheme is practical in real applications which is mainly
reflected in the following 4 aspects: (1) our scheme can be
instantiated from very standard assumption such as com-
putational Diffie–Hellman; (2) the used one-time signature
can be constructed from standard assumption such as one-
way function; (3) the hash functions such as random oracles
in our scheme are very easily run on a low-configured device;
(4) our scheme has better efficiency as analyzed in Section 5.
Specifically, our scheme has 8 exponents and 3 pairings less
than that of the first scheme in [3] and has 1 pairing more
than that of the second scheme in [3], respectively. In ad-
dition, compared with [14], our scheme has more concise
and user-friendly security proof.

7. Conclusions

.is paper proposed a certificateless public key encryption
against selective opening attacks (SOA), which is suitable for
the data storage in Cloud 5G environment. .is scheme is
proved secure in the ROM under the assumptions of CDH
and security of one-time signature. .e advantage of the
scheme is that it eliminates both certificate management and

key management in PKI-based PKE and IBE settings and is
practical in Cloud 5G settings. Compared with [14], our
scheme not only has more concise and user-friendly security
proof but also achieves the same level of security, which
strengthens the data security storage in Cloud 5G
applications.

Appendix

A. How to Construct l-Bit 1SPO-CLE from 1-
Bit 1SPO-CLE

Let II � (Setupex, ParPrivKeyGenex, SecValGenex,

PrivKeyGenex, PubKeyGenex, Encryptex,Decryptex) be a
1 bit 1SPO-CLE scheme. An l-bit CLE scheme IIl �

(Setupl
ex, ParPrivKeyGenl

ex, SecValGenl
ex, PrivKeyGenl

ex,

PubKeyGenl
ex, Encryptlex,Decryptlex) with message space

0, 1{ }l is constructed as follows:

Setupl
ex � Setupex,

ParPrivKeyGenl
ex � ParPrivKeyGenex,

SecValGenl
ex � SecValGenex,

PrivKeyGenl
ex � PrivKeyGenex,

PubKeyGenl
ex � PubKeyGenex,

(A.1)

where c � c[1]‖ · · · ‖c[l]⟵Encryptlex(par,PKid, M ∈
0, 1{ }l) such that c[i]⟵Encryptex(par, M[i], PKid) and

M[i] is the i-th bit of M.
Decryptlex(c): decrypt component c[i] for each i ∈ [l]

and every message bit M[i], then return M � M[1] · M[l].
.e security is shown in Appendix B.

B. Security

In the security definition, there are two types of adversaries:
type 1 adversary A1 and type 2 adversary A2. Type 1 ad-
versary is a malicious user, who can replace the user’s public
key but cannot know the master key. Type 2 adversary is a
malicious KGC, who can know the master key but cannot
replace the user’s public key.

In Figure 2 (resp. Figure 3), IND-CPA1 game is for Type
1 adversary A1 in CLE (resp. IND-CPA2 is for Type 2
adversary A2). We have AdvIND−CPA−1

II (A1) � 2 · Pr
[INDCPA 1A1

II ⇒true] − 1 (resp. AdvIND−CPA−2
II (A2) � 2·

Pr[INDCPA 2A2
II ⇒true] − 1). We say that II is IND-CPA-1

Table 1: Comparison in exponent, pairing, and security model.

Exponent Pairing Security model Need key escrow? Simplified proof?
Scheme LoR [3] 14 5 SM Yes —
Scheme BBoR [3] 15 1 SM Yes —
Scheme [14] 6 2 ROM No No
Our scheme 6 2 ROM No Yes

Security and Communication Networks 7



(resp. IND-CPA-2) secure if AdvIND−CPA−1
II (A1) (resp.

AdvIND−CPA−2
II (A2)) is negligible for all PPT A1 (resp. A2).

B.1. Detailed Legend for Figure 2. .is figure describes in-
distinguishable chosen-message attack1 experiment for
certificateless encryption scheme, where an adversary and a
challenger participate in the experiment and interact with
each other. Specifically, in this experiment, the challenger
first invokes the algorithm (par,msk)⟵Setupex(1k) to
generate (par,msk), where par is taken as the common input
and msk is used to generate private key and partial private
key. .e partial private key oracle proc.ParPrivKeyGen(id)

invokes the partial key generation algorithm
did⟵ParPrivKeyGenex(par, id,msk) to return a partial
private key did. .e secret value oracle proc.SecValGen(id)
invokes the secret value generation algorithm
xid⟵SecValGenex(par, id) to return a secret value xid. .e
private key oracle proc.PrivKeyGen(id) invokes the private
key generation algorithm PrivKeyGenex(par, did, xid) to
return a private key. .e oracle proc.PubKeyGen(id) in-
vokes the public key generation algorithm
PubKeyGenex(par, xid) which takes as input a public pa-
rameter and a secret value and returns a public key PKid for
user id. .e replace public key oracle proc.RePubKey
(PKid′, PKid, id) takes as input a fresh public key PKid′ , the
original public key PKid, and an identity is and finally returns
the replace public key PKid′. .e challenge oracle
proc.LR(m0, m1, PKid, id) takes as input two messages
(m0, m1), PKid, and id and returns a challenge ciphertext c

which encrypts challenge message m0 or m1 randomly.
Finally, the experiment gives an output b � b′, which de-
notes whether the adversary wins or not in the experiment.

B.2. Detailed Legend for Figure 3. .is figure describes in-
distinguishable chosen-message attack2 experiment for
certificateless encryption scheme, where an adversary and a
challenger participate in the experiment and interact with
each other. Specifically, in this experiment, the challenger
first invokes the algorithm (par,msk)⟵Setupex(1k) to
generate (par,msk), where the public parameter par is taken
as a common input in all the other algorithms and msk is
used to generate private key and partial private key. .e
oracle proc.SecValGen(id) invokes to return a secret value
xid. .e private key oracle proc.PrivKeyGen(id) invokes the
private key generation algorithm PrivKeyGenex(par,
did, xid) to return a private key. .e public key oracle
proc.PubKeyGen(id) invokes the public key generation
algorithm PubKeyGenex(par, xid) to return a public key
PKid. .e challenge oracle proc.LR(m0, m1,PKid, id) takes as
input two messages (m0, m1) chosen by the adversary, PKid,
and id and returns a challenge c which encrypts challenge
message m0 or m1 randomly. Finally, the experiment outputs
b � b′, which denotes whether the adversary wins or not in
the experiment.

Figures 4–6 are presented for the SO-CPA security for
the scheme IIl where we define two types of adversaries.
BothM(α ∈ 0, 1{ }∗) andR denote a randomized algorithm.

A1 and A2 denote type 1 and type 2 SOA adversaries, re-
spectively. In particular, both of the two type of adversaries
are only allowed tomake one time of query to NewMg before
making the Corrupt query. .e simulatorS in Figure 6 is an
SOA-simulator and is only required to make one time of
query to the oracles NewMg and Corrupt.

We say that a CLE scheme IIl is SIM-SO-CPA secure if
for every PPT M, R, A1, and adversary A2, there exists a
PPT simulator S such that AdvSO−CPA−1

IIl,n,S,M,R(A1) �

Pr[GameSO−CPA−REAL 1
IIl,n,A1 ,M,R

⇒1] − Pr [GameSO−CPA−IDEAL
IIl,n,S,M,R

⇒1]≤
negl(λ). AdvSO−CPA−2

IIl,n,S,M,R (A2) � Pr[GameSO−CPA−REAL 2
IIl,n,A2 ,M,R

⇒
1] − Pr[GameSO−CPA−IDEAL

IIl,n,S,M,R
⇒1]≤negl(λ).

B.3. Detailed Legend for Figure 4. .is figure describes
selective opening chosen-message attack1 real experiment
for certificateless encryption scheme, where an adversary
and a challenger participate in the experiment and in-
teract with each other. Specifically, in this experiment, the
challenger first invokes (par,msk)⟵Setupex(1k) to
generate (par,msk), where the value par is taken as a
common input and the value msk is used to generate
private key and partial private key. .e partial private key
oracle proc.ParPrivKeyGen(id) invokes the algorithm
did⟵ParPrivKeyGenex(par, id,msk) to produce a partial
private key did. .e secret value oracle
proc.SecValGen(id) invokes the secret value generation
algorithm xid⟵SecValGenex(par, id) to generate a secret
value xid associated with id. .e oracle
proc.PrivKeyGen(id) invokes the private key generation
algorithm PrivKeyGenex\\ (par, did, xid) to generate a
private key. .e public key oracle proc.PubKeyGen(id)

invokes the public key generation algorithm
PubKeyGenex(par, xid) to generate a public key PKid. .e
replace oracle proc.RePubKey (PKid′ ,PKid, id) replaces an
old public key with a freshly replaced PKid′ . .e challenge
oracle proc.NewMg(i d,PK, α) first takes as input i d, PK,
and α, and then checks whether i d has been queried to the
private key oracle or the replace public key oracle; if not,
the challenger samples a message m according to distri-
butionM determined by α. .en, it samples a randomness
r[i] and computes a challenge ciphertext c for message m.
.e corrupt oracle proc.Corrupt(I) on input a corrupt set
13 I chosen by the adversary and returns the opening
m[I], r[I]. Finally, the experiment outputs b � b′, which
denotes whether the adversary wins or not in the
experiment.

B.4. Detailed Legend for Figure 5. .is figure describes se-
lective opening chosen-message attack1 real experiment for
certificateless encryption scheme, where an adversary and a
challenger participate in the experiment and interact with
each other. Specifically, in this experiment, the challenger
first invokes the algorithm (par,msk)⟵Setupex(1k) to
sample (par,msk). .e oracle proc.SecValGen(id) invokes
the algorithm xid⟵SecValGenex(par, id) to return a secret
value xid for user id. .e private key oracle
proc.PrivKeyGen(id) invokes the private key generation
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algorithm PrivKeyGenex\\(par, did, xid) to generate a pri-
vate key. .e oracle proc.PubKeyGen(id) invokes the public
key generation algorithm PubKeyGenex(par, xid) to return a

public key PKid. .e challenge oracle proc.NewMg
(i d,PK, α) first checks whether the identity i d is legal; if not,
the challenger samples a message m according to

Figure 2: Game INDCPA1.

Figure 3: Game INDCPA2.

Figure 4: GameSO−CPA−REAL 1
IIl,n,M,R

.

Security and Communication Networks 9



distribution M determined by α. .en, it samples a ran-
domness r[i] and invokes encryption algorithm to generate a
challenge ciphertext c for message m. .e corrupt oracle
proc.Corrupt(I) takes as input a corrupt set I (which is
chosen by the adversary), and returns the opening messages
m[I] and randomnesses r[I]. Finally, the experiment out-
puts b � b′, which denotes whether the adversary wins or not
in the experiment.

B.5. Detailed Legend for Figure 6. .is figure describes
selective opening chosen-message attack ideal experi-
ment for certificateless encryption scheme, where an
adversary and a simulator participate in the experiment
and interact with each other. Specifically, in this ex-
periment, during the initialization phase, the challenger
returns nothing for an adversary, while the challenge
oracle proc.NewMg (i d,PK, α) only samples messages m

according to distribution M determined by α but returns
nothing to the adversary. In the corruption phase, the
challenger opens the partial messages m[I] according to
the set I chosen by the adversary. Finally, the experiment
returns an output of a relation with respect to an input
tuple (m,ChID, I, out).

C. Conversion from 1SPO to SIM-SO-CPA

Here, we use a theorem (i.e.,.eorem 2) to demonstrate how
to reduce the SIM-SO-CPA security to 1SPO security.

Theorem 2 (see [14]). Let II be a 1-bit 1SPO-CLE scheme with
a δ one-sided opener POpen To Zero algorithm [3] and IIl the
l-bit 1SPO-CLE scheme from II. A1 and A2 are type 1

adversary and type 2 adversary against SO-CPA security of IIl,
respectively. Let R be a PPT relation and M be a PPTmessage
sampler. Ien, there exist S and two B1 and B2 such that

AdvSO−CPA−1
IIl,n,M,R,S A1( 􏼁≤nl · AdvIND−CPA−1

II B1( 􏼁 + nl δ,

AdvSO−CPA−2
IIl,n,M,R,S A2( 􏼁≤nl · AdvIND−CPA−2

II B2( 􏼁 + nl δ.

(C.1)

Proof. .is proof process is exactly the same as that of
.eorem 1 in [14], so we will not repeat it here in order to
save space. □
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In the Big Data Era, outsourcing computation has become increasingly significant as it supplies computation resources for clients
with limited resources. However, there are still many security challenges such as payment fairness, privacy protection, and
verification. In this paper, we propose a secure publicly verifiable outsourcing computation scheme for the large-scale matrix QR
decomposition. In the proposed scheme, client can pay for outsourcing services through blockchain-based payment system which
achieves the payment fairness. Moreover, to protect privacy, both permutation matrix and block diagonal matrix are applied in
encryption process. Meanwhile, to achieve the public verification, the computational complexity is reduced by using the matrix
digest technology. It is worth mentioning that our scheme is provable and secure under the co-CDH assumption.

1. Introduction

Cloud computing, a new computing technology and service
concept, has appeared in the public’s vision and serves
customers in a pay-per-use manner [1–3]. It has promoted
the development of the emerging fields such as smart
medical systems in recent years.

Outsourcing computation, as one of the basic appli-
cations of cloud computing, can reduce significantly the
clients’ computational burden [4]. 0ere are two parts,
including payment and computation, in outsourcing
scheme. For payment part, it often requires online payment
and relies on trusted third party such as bank. To realize
secure and fair payment of outsourcing services without
relying on any third party, fair payment framework based
on blockchain has been used for outsourcing services in
cloud computing [5]. For computation part, service re-
quester submits the data-to-service provider, which might
get service requester’s privacy from the data. 0erefore,
there exist many security challenges during the outsourcing
process.

About the protection of client privacy, computing tasks
authorized to cloud server involve some important sensitive

information frequently, such as core technology of a com-
pany and patient health records. So, it is important for users
to conceal their data information before uploaded to the
cloud server. 0e previous works have attempted to protect
the confidentiality of the data. For example, full homo-
morphic encryption [6], a cryptographic technique, can
allow service provider to perform valid and meaningful
operations on ciphertext. However, the existing schemes
based on FHE suffer from high computation complexity.

Moreover, the result verification is vital as well. Since the
process of cloud computing is not transparent to the public
who will upload their data, the public should detect in time
whether there are any errors in outsourcing result. 0ere
may be many reasons to produce an invalid and wrong
result, such as hardware malfunction, software bugs, or
malicious hackers. Furthermore, a semihonest cloud server
[7] might work dishonestly or even cut down calculation
steps due to huge benefits.

Considering financial expenses, an outsourcing com-
putating scheme should be highly efficient. 0at is, the user’s
computation in the outsourced process is far less than the
computation of their task directly. Otherwise, the out-
sourcing will get meaningless for the client.
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Matrix computation has many applications in scientific
and engineering fields. 0e outsourcing matrix computation
also involves the above security challenges. We research on
secure outsourcing matrix QR decomposition computation
and propose a publicly verifiable scheme based on block-
chain. 0e system consists of two parts: blockchain-based
payment and publicly verifiable computation. In this paper,
we focus on designing publicly verifiable computation
scheme and we refer the reader to reference [5] to know
more about blockchain-based payment.

1.1. Contributions. 0e contribution of this paper can be
described from the following three points:

(i) Wemultiply a sparse block diagonal matrix with the
original matrix to protect the client’s privacy. 0e
computational complexity is O(n2) in the encryp-
tion process.

(ii) 0e scheme provides public verification. To reduce
the workload of the verifier, we use matrix digest
technique which transforms any matrix into a
specific vector with chosen parameter in the veri-
fication of QR decomposition.

(iii) We show the soundness of the scheme through
detailed theoretical analysis, including correctness,
security, and efficiency. It is proved that the scheme
achieves secure under co-CDH difficulty
assumption.

1.2. Related Work. Looking back on the development of
outsourcing computation in the past decades, many schemes
have been designed for different scientific computations.
Atallah et al. [8] proposed the concept of the scientific
computing outsourcing firstly. To protect privacy of clients,
researchers have devoted to design the secure outsourcing
schemes [9–14]. Salinas et al. [9] mentioned a privacy-
preserving transformation method by adding random ma-
trix to original matrix. For the verifiability of the outsourcing
results, Golle and Mironov [15] firstly realized this goal in
their scheme. 0en, a verifiable scheme about any random
function was designed by Gentry [6] which provided the
formal concept of verifiable computing. Banabbas et al. [16]
put forward to a verifiable scheme for high-degree poly-
nomial functions.

Nevertheless, in many applications, verification needs to
be public. In other words, any customer can verify it. Re-
cently, some experts turned their attention to public veri-
fiable computation. Fioreand Gennaro [17] allowed service
requester to verify the result with a noninteractive evidence.
Meanwhile, Parno et al. [18] gave the concept of the cor-
rectness and security which had established a connection
between public verification computation and attribute-based
encryption (ABE). In addition, Fiore and Gennaro [17] also
designed the matrix multiplication outsourcing scheme
according to Yao’s Garbled Circuits [19]. Different from
traditional scheme [11], the scheme [20] has achieved that all
clients can share a common matrix M to perform matrix

multiplication, which did not protect the security of the
original matrix.

Jia et al. [12] took the privacy protection into account,
where the matrix can be arbitrary. Li et al. [21] improved its
efficiency compared to previous work and achieved the
public verification. Zhang et al. [13] reduced the computing
overhead in the verification process hugely. 0e scheme in
[22] not only achieved the public verification but also
protected privacy information of original data, where matrix
digest was utilized to reduce the overhead of key generation
and cloud computing.

0e above results [12, 17, 20–22] are about publicly
verifiable solutions for matrix multiplication. However,
there is no publicly verifiable solution about matrix de-
composition. Matrix decomposition, as one of the basic
matrix operations, has many application scenarios [23–26].
Luo et al. [27] had designed a secure algorithm for QR
decompositions without the public verification achieved.We
propose a scheme which achieves the promising public
verification under the amortized model for QR decompo-
sition of large-scale matrices. To protect privacy, sparse
matrices which cut down the computational complexity
from O(n3) toO(n2) are applied during encryption.

1.3. Organization. In Section 2, it introduces related defi-
nitions of verifiable computing and significant mathematical
knowledge. Section 3 details the proposed scheme for the
publicly verifiable computation of the QR decomposition.
0e correctness, security, and efficiency analysis are shown
in Section 4. At last, it ends up with our conclusion in
Section 5.

2. Preliminaries

In this part, we introduce some related definitions, math-
ematical knowledge, and important techniques.

2.1. Publicly Verifiable Computation. As mentioned by
Gennaro [28], a public verifiable computation scheme VC

not only allows a client to outsource his computating task
but also states that the outsourcing result is correct and
verifiable. 0e formal definitions of these properties for
public verifiable computation are presented in [22, 28]. For
the sake of integrity, we give some related definitions before
introducing our scheme.

Definition 1. A outsourcing scheme VC consists of the
following five subalgorithms:

(i) KeyGen(1λ,F)⟶ (SK, PK):
Given the random selected parameter λ, a public key
PK is produced to protect the function F. Simul-
taneously, a private key SK saved by the service
requester secretly is generated by this algorithm.

(ii) ProbGenSK(x)⟶ (τx, σx):
0e client performs the encryption together with the
SK and gets a decoding value τx stored
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confidentially, where the input x of function is
encoded into a encrypted result σx.

(iii) ComputePK(σx)⟶ (σy):
According to the PK and the encrypted σx, the
outsourcing server provider produces a blinded
output σy.

(iv) VerifySK(τx, σy)⟶ (y∪⊥):
Based on σy and τx, if σy of functionF is correct, it
outputs y. Otherwise, it outputs the symbol ⊥.

(v) SolveSK(τx, σy)⟶ (y):
0e algorithm decodes σy to generate the final result
y � F(x) with SK and τx.

Next, we focus on these properties in publicly verifiable
computation scheme VC, including correctness, security,
privacy, and efficiency.

Definition 2 (correctness). For a function F, we say the
verifiable outsourcing scheme VC is correct if the key
generation algorithm generates keys (PK, SK)←
KeyGen(F, 1λ) and satisfies the following condition:
∀x ∈ Domain(F), y � F(x)←VerifySK(τx, σy) if (σx,

τx)←ProbGenSK(x) and σy←ComputePK.

0e formalized definition of security of a verifiable
computation outsourcing scheme VC is introduced, where
a malicious server cannot persuade the verifier to output a
invalid result 􏽢y according to the functionF and input x, e.g.,
F(x)≠ 􏽢y.

Now, we abstract this objective fact with an experiment
which is expressed as below.

ExperienceExpVerifyA [VC,F, λ];

For i � 1, . . . , l � poly(λ);

(PK, SK)R← KeyGen(F, λ);

xi←A(PK, x1, δ1, . . . , x(i− 1), δ(i− 1));

(δi, τi)←ProbGenSK(xi)

(i, 􏽢δy)←A(PK, x1, δ1, . . . , xl, δl)

􏽢y←VerifySK(τi,
􏽢δy);

If 􏽢y � ⊥ and 􏽢y≠F(xi), output 1, else 0.

Here, poly(·) is defined as a polynomial.
Given an oracle access, the adversary can produce the

encryption of multiple problems. Considering a known
input, the adversary can persuade the verifier to work
smoothly, where any error is unable to be detected in the
output.

Definition 3 (security). For a verifiable computation out-
sourcing schemeVC, the capability of an adversaryA in the
above experiment is defined as follows:

AdvVerifyA (VC,F, λ) � Pr ExpVerifyA (VC,F, λ) � 1􏼔 􏼕.

(1)

For a function F, the scheme VC is secure if, for any
adversary A running in probabilistic polynomial time
(PPT),

AdvVerifyA (VC,F, λ)≤negli(λ), (2)

where negli(·) is a negligible function of its input.

If the outputs of the ProbGen algorithm over two dif-
ferent inputs are indistinguishable, we think aVC scheme is
private. To define privacy of a verifiable computation
scheme, we need an experiment. Given the public key PK for
the scheme, the adversary A treats x0 and x1 as two inputs
randomly.0en, he is given the encoded version of one of x0
and x1 and must guess which one was encoded. In the
process, the oracle PubProbGenSK(x) calls ProbGenSK(x) to
obtain (δx, τx) and returns only the public part δx. Now, the
experiment is described below.

ExperienceExpPrivA [VC,F, λ];
(PK, SK)←R KeyGen(F, λ);
(x0, x1)←APubProbGenSK(×)(PK)

(δ0, τ0)←ProbGenSK(x0)

(δ1, τ1)←ProbGenSK(x1)

y←R 0, 1{ };
􏽢y←APubProbGenSK(×)(PK, x0, x1, δy)

If y � 􏽢y, output 1, else 0.

Definition 4 (privacy). According to the above experiment,
the ability of an adversary A is defined as

AdvPrivA (VC,F, λ) � Pr ExpPrivA (VC,F, λ) � 1􏽨 􏽩 −
1
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
.

(3)

A verifiable computation scheme is private if, for a
function F any adversary A running in PPT,

AdvPrivA (VC,F, λ)≤negli(λ), (4)

where negli(·) is a negligible function of its input.

Definition 5. (efficiency). A verifiable scheme VC must be
highly efficiency for the client. 0at is, the time for en-
cryption and verification in the scheme should be shorter
than the time to accomplish the computing task directly by
itself.

2.2. Bilinear Pairings. 0e knowledge about bilinear pair-
ings, in a verifiable computating scheme VC, will be in-
troduced as follows.

Let G1, G2, and GT be three multiplicative cyclic groups
with the same large prime order p and g1 and g2 be gen-
erators of G1 and G2, respectively. A bilinear pairing is a map
e: G1 × G2⟶ GT, which has the following three
characteristics:

(i) Bilinearity: for any α, β ∈ Zp and gα ∈ G1, hβ ∈ G2,
the equation e(gα, hβ) � e(g, h)αβ holds

Security and Communication Networks 3



(ii) Computability: there exist a valid algorithm for
solving e(g, h) for any (g, h) ∈ G1 × G2

(iii) Nondegeneracy: for any g ∈ G1, if, for all h ∈ G2,
equation e(g, h) � 1 is true, g � 1, where g and h

can be interchanged

According to the above, the related definitions about
computational assumptions can be described as follows.

Definition 6 (co-CDH problem). Given g,gα ∈G1, h,hβ ∈G2,
and α,β∈RF∗p, compute gαβ.

Definition 7 (co-CDH assumption). Given g, gα ∈ G1 and
h, hβ ∈ G2, for randomly selecting α, β∈RF∗p, if the probability
to compute gαβ is negligible in any PPT, the co-computa-
tional Diffie–Hellman assumption holds in G1.

2.3. Matrix Digest Technique. As an one-way irreversible
mapping process, matrix digest [22, 29] refers to transform
an any matrix into a specific vector with a chosen parameter,
which makes computational complexity reduce from O(n3)

to O(n2). In fact, a matrix consists of some column vectors,
in which a vector is also a special matrix. For example, a
square matrix 􏽢A can be denoted as 􏽢A � ( a

→
1, . . . ,

a
→

i, . . . , a
→

n), where a
→

i ∈ Zn×1 is a column vector. By this
novel technique, we can transform the matrix 􏽢A into the
vector b

→
by a row vector s

→ ∈ Z∗, where the vector b
→

� s
→􏽢A

is a matrix digest of 􏽢A.
0ere are three properties of matrix digest:

(i) Deterministic: the matrix digest of a matrix will be
determined uniquely by the known parameter
vector, i.e., if s

→ is chosen as the parameter, b
→

must
be unique for 􏽢A.

(ii) Computable: the result of matrix digest essentially is
a vector and retains the computing ability of the
initial matrix.

(iii) Irreversible: given a matrix digest, it is difficult for
anyone to detect initial matrix and selected pa-
rameter. Furthermore, if the matrix digest and the
parameter are known at the same time, the initial
matrix cannot be obtained as well.

3. The Proposed Scheme

3.1. TreatModel. 0e semihonest model introduced in [7] is
an honest but curious one with an untrustworthy cloud
server as the main adversary. It was also mentioned in [30],
where participants in the outsourcing are required to
honestly execute the designed scheme. With returning a
correct result, semihonest cloud will try to recover sensitive
information of the data. Our scheme is based on a semi-
honest cloud server and introduces an independent data
center which is trustworthy.

3.2. System Model. Considering the public verification, we
give a system model about outsourcing computation with
the following five entities introduced, as shown in Figure 1.

(i) Data center (DC): some keys are produced byDC.
After initializing parameters, it generates the private
keys and some public keys. Next, it takes advantage
of the private key to generate the evaluation key for
CS. Finally, it sends the private key to C and V

over the secure channel.
(ii) Client (C): first of all, C should deposit enough

money intoBP for the cost of outsourcing services.
Meanwhile, a request is sent to CS about solving a
QR decomposition of the large-scale matrix. To
protect privacy, C needs to encode the original
matrix before the private matrix is uploaded toCS.
0en, a verification key should be generated for V.

(iii) Cloud server (CS): like C, CS also needs to
provide deposits to BP. As service provider, CS

needs to perform QR decomposition of the en-
cryption matrix and earn fees from C. Moreover, a
proof sent toV together with computating results is
generated by using the evaluation key. Finally, the
result matrices will be transmitted toC. IfC has no
objection to the outsourcing result within a specified
time, CS will provide a proof OSend toBP and get
the corresponding fees. Otherwise, CS provides
compensation to C.

(iv) Verifier (V): any verifier can be regarded as V.
Utilizing the verification key and the proof, V will
examine the correctness of the outsourcing results.

(v) Blockchain payment (BP): we take advantage of
the payment system based on blockchainBP. After
receiving deposit from C and CS, BP provides a
proof OSstart for CS to confirm to start the out-
sourcing service.

3.3. Process Description. 0e system model consists of two
parts: blockchain-based payment system and publicly ver-
ifiable outsourcing computing system. In blockchain-based
payment system, C needs to provide the corresponding
deposits inBP as the cost of service before requestingCS to
perform QR decomposition of large-scale matrix 􏽢A.
Meanwhile, CS also deposits the compensation in BP as a
guarantee for honest computing. If outsourcing result is
correct, CS can obtain the corresponding service fees from
BP. Otherwise, C informs BP to terminate the payment
process, and CS will accept punishment and provide
compensation to C. In this paper, we focus on designing
publicly verifiable outsourcing computation for QR de-
composition scheme called PVCMD-QR.

PVCMD-QR can be divided into five phases in-
cluding initialization phase, encryption phase, computation
phase, verification phase, and decryption phase. To better
understand this process, a flowchart is shown in Figure 2.
Now, the specific process of the scheme is described below.

In the initialization phase, DC runs the KeyGen algo-
rithm. Here, it randomly generates three n-dimensional key
vectors s

→, l
→
, and k

→
as the private key SK to produce the

public key PK � (PK1,PK2, PK3) and the evaluation key EK.
s

→ and l
→

are delivered to C and V through the secure
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channel, respectively. In the encryption phase, ProbGen
algorithm is executed. C encrypts a full rank privacy matrix
A into 􏽢A � PAN, A ∈ Zn×n

p , where block-diagonal upper
triangular matrix N is constructed by C. Meanwhile, the
verification key VK is generated by PK2, s

→, and 􏽢A. Here, we
make full use of the technique calledmatrix digest during the
process of generating the VK in our scheme. By multiplying
s

→ and the encryption matrix 􏽢A to obtain the vector b
→
, V

uses PK2 and b
→

to create VK. 0en, 􏽢A is uploaded to CS,
and VK is provided to any V simultaneously. 0en, the
compute algorithm is implemented in the computation
phase. CS receives 􏽢A to perform QR decomposition. Using
EK from DC, it generates a value v for V. After getting the
orthogonal matrix 􏽢Q and the upper triangular matrix 􏽢R, V
begins to execute the verify algorithm by using both the key
VK and the proof v in the verification phase. If the

verification is true, VYES is sent to C at once andV informs
C to accept the decomposition results. By the matrix digest,
the verifier uses the vector l

→
and the decomposition results

to produce the vector y
→

� (y1, . . . , yj, . . . , yn). It is this
technology that prevents V from having to traverse each
element of the result matrices. Eventually, in the decryption
phase, utilizing the unit permutation matrix PT and the
inverse matrix N− 1 of the matrix N, C runs the solve al-
gorithm and decrypts the result matrices to get the or-
thogonal matrix Q and the upper triangular matrix R of A.

3.4. Specific Algorithms of PVCMD-QR. 0e
PVCMD-QR scheme consists of five subalgorithms,
including KeyGen, ProbGen, Compute, Verify, and Solve.

Algorithm 1 (KeyGen) is executed by DC.

Encryption phase (C)

A → Â = PAN 
(s, PK2, Â) → VK

Initialization phase (DC)

PK = (PK1, PK2, PK3)
SK = (s, l, k)

EK = z = l + k 

s, PK2 VK

PK3

EK

Computation phase (CS)

Â = QR
(EK, PK3, Â) → v

Decryption phase (C)

(Q, R) → (Q, R)RQ

RQ v VYES

l, PK1

Verification phase (V)

y = Qy1 = QRl
y2 = QT y = y1 

QT = Q–1

(v, PK1,VK) → e(v, h) = e n
j = 1 PK yj , h1j · VK → VYES

Figure 2: A plan flowchart of the proposed scheme.

Cloud server

Verifier

(1) Deposits

(1) Deposits

Date center

(5.1) fees

(5.2) Compensation Blockchain paymentClient

(3) QR

(3) QR v

(2) Â

(1) S

(1) l

(2) VK

(2) EK

(4) OSend

(2) OSstart

B

B

B

B

B

B

B

Figure 1: System model.
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0ere exist two cyclic groups G1 and G2 with the order p,
where g is generator of G1 and h is generator of G2. So, a
bilinear pairings can be described as G1 × G2⟶ GT. For
any δ ∈ F∗p, it calculates 􏽥h � hδ and 􏽥g � gδ. Afterwards, it
publishes the parameter para � (p, G1, G2, GT, g, h, 􏽥g, 􏽥h).

(a) It generates three vectors s
→, l

→
, and k

→
randomly,

si, li, ki ∈ F∗p(1≤ i≤ n). 0en, we regard these three
vectors as the secret key SK. 0e algorithm uses the
vectors l

→
and k

→
to determine the evaluation key

EK � z
→

� l
→

+ k
→
.

(b) By using SK � ( s
→

, l
→

, k
→

), it produces the public key
PK � (PK1, PK2,PK3), which is defined as follows:

PK1 � PK11,PK12, . . . ,PK1n( 􏼁,

PK2 � PK21,PK22, . . . ,PK2n( 􏼁,

PK3 � PK31,PK32, . . . ,PK3n( 􏼁,

⎧⎪⎪⎨

⎪⎪⎩
(5)

where PK1i � gsi , PK2i � e(gki , 􏽥h), and PK3i � 􏽥gsi for i � 1 to
n.

Algorithm 2 (ProbGen)is expressed and is executed byC
to encrypt a privacy matrix A.

(a) C needs to perform 􏽢A � PAN, where N ∈ Zn×n
p . In

particular, the matrix P is an n-order unit permu-
tation matrix, and the matrix N is a sparse block
diagonal square matrix, whose main diagonal is
composed of several matrices Ni and the remaining
positions are all 0 elements:

N �

N1 0 · · · 0

0 N2 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · Nt

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

n×n

, (6)

where the submatrix Ni (i � 1, 2, . . . , t) is lower-
order upper triangular invertible matrix, where
Ni ∈ Z∗p is saved secretly.

(b) It uses the encryption matrix 􏽢A to obtain the veri-
fication key VK as below:

(i) 0e client uses s
→ to produce the auxiliary vector

b
→
, where b

→
� s

→
· 􏽢A.

(ii) PK2 and b
→

are used to generate VK, namely,

VK � 􏽙
n

i�1
PKbi

2i. (7)

In Algorithm 3 (Compute), CS conducts QR decom-
position of 􏽢A. 0e process of algorithm is shown in
Algorithm 3.

(a) Breaking 􏽢A into 􏽢A � 􏽢Q􏽢R, CS performs operation of
QR decomposition.

(b) It should calculate a proof v to prove the correctness
of the decomposition results.

(i) An n-dimensional auxiliary vector m
→ is gener-

ated, where mi � 􏽑
n
j�1 PK

􏽢Aji

3j (1≤ i≤ n).
(ii) It uses the vector m

→ and EK to generate the value
v � 􏽑

n
i�1 m

zi

i .

Algorithm 4 (Verify) is conducted after V receives the
information from other participants. 0e specific process is
explained in Algorithm 4.

(a) V should inspect the orthogonality of 􏽢Q.
(i) V uses l

→
and 􏽢R to generate a intermediate vector

y
→

1. By multiplying 􏽢Q by the column vector y
→

1, it
can generate a result vector y

→, which is carried out
in field of real number, namely,

y
→

1 � 􏽢R l
→

,

y
→

� 􏽢Q y
→

1.
(8)

Input:
F, λ;

Output:
para and SK, PK, EK;

(1) Step 1: initialization
(2) compute para � (p, G1, G2, GT, g, h, 􏽥g, 􏽥h).
(3) Step 2: generating keys
(4) generate SK and EK.
(5) compute PK
(6) Step 3: return (para, SK, PK, EK)

ALGORITHM 1: KeyGen algorithm.

Input:
s

→, PK2, and A;
Output:

􏽢A and VK

(1) Step 1: transforming matrix A

(2) Produce the matrices P and N.
(3) Encode A into 􏽢A.
(4) Step 2: obtaining VK
(5) Compute b

→
.

(6) Obtain VK by equation (7).
(7) Step 3: return (􏽢A, VK)

ALGORITHM 2: ProbGen algorithm.
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(ii) It multiplies the vector y
→ by 􏽢Q

T to obtain a new
vector denoted by y

→
2, where 􏽢Q

T is transpose of
matrix 􏽢Q. Due to property of orthogonal matrix, if
y
→

2 � 􏽢Q
T

y
→

� 􏽢Q
T 􏽢Q y

→
1 � y

→
1 is true, next step (b) is

executed.
(b) If the following equation holds in the finite field, V

outputs VYES. Otherwise, it outputs VNO:

e(v, h) � e 􏽙

n

j�1
PKyj

1j , 􏽥h⎛⎝ ⎞⎠ · VK. (9)

Suppose that the nonsingular matrix A can be decom-
posed into A � QR. Algorithm 5 (Solve) is executed by C to
obtain both Q and R.

(a) C gets the transposed matrix PT and the inverse
matrix N− 1 of N which needs to solve the inverse of
the upper triangular submatrix Ni for i � 1 to t.

(b) Multiplying PT by the left of 􏽢Q and N− 1 by the right
of 􏽢R, the QR decomposition of matrix A can be
obtained:

Q � P
T

· 􏽢Q,

R � 􏽢R · N
− 1

.

⎧⎨

⎩ (10)

4. Protocol Analysis

In this section, PVCMD-QR is analyzed from the per-
spectives of correctness, security, and efficiency.

4.1. Correctness Analysis

4.1.1. ProbGen Algorithm. Since the result of QR decom-
position is unique when the main diagonal elements are
positive in the upper triangular matrix, not all matrices can
be decomposed and the square matrix to be decomposed
must be invertible and nonsingular. 0erefore, conditions
of decomposition of the input matrix 􏽢A should satisfy
|􏽢A|≠ 0.

In fact, after the matrix A is encrypted, this condition is
still satisfied. From 􏽢A � PAN, we get the equation
|􏽢A| � |P| · |A| · |N|. Specifically, since both P and N are
invertible matrices, |P|≠ 0 and |N|≠ 0. In addition, the
privacy matrix A is a full rank matrix, |A|≠ 0.

4.1.2. Verify Algorithm. Considering the property of the
orthogonal matrix, there is QTQ � I, where I represents
the identity matrix. If the vectors y

→
2 and y

→
1 are identical,

􏽢Q must be an orthogonal matrix. However, the matrix 􏽢R

can be observed directly. 0e results are correct if the
parties involved in the scheme execute the agreement
honestly.

Before verification, it is necessary for V to compute the
result vector y

→, which can be obtained by y
→

� 􏽢Q(􏽢R l
→

).
Because of equations (11) and (12), equation (13)

holds

b
→

· l
→

� ( s
→􏽢A) l

→
� s

→
( 􏽢Q􏽢R l

→
) � s

→
· y
→

, (11)

bi � 􏽘
n

j�1
sj

􏽢Aji, 1≤ i≤ n, (12)

􏽘

n

i�1
bili � 􏽘

n

i�1
􏽘

n

i�1
sj

􏽢Aji
⎛⎝ ⎞⎠li

� 􏽘
n

i�1
sj 􏽘

n

i�1

􏽢Qji 􏽘

n

i�1

􏽢Riklk
⎛⎝ ⎞⎠ � 􏽘

n

i�1
sjyj.

(13)

According to equation (13), we have

Input:
􏽢A, PK3 and EK;

Output:
􏽢Q, 􏽢R and v

(1) Step 1: QR decomposition of 􏽢A

(2) Decompose 􏽢A into 􏽢Q and 􏽢R.
(3) Step 2: obtaining v

(4) Generate m
→.

(5) Compute v with (EK, m
→).

(6) Step 3: return 􏽢Q, 􏽢R, and v

ALGORITHM 3: Compute algorithm.

Input:
(􏽢Q, 􏽢R), v, l

→
, PK1 and VK;

Output:
VYES or VNO

(1) Step 1: checking the orthogonality of 􏽢Q

(2) Get y
→

1 with (􏽢R, l
→
).

(3) Produce y
→ with (􏽢Q, y

→
1).

(4) Compute y
→

2 with (􏽢Q
T
, y
→).

(5) y
→

2 − y
→

1�
? 0.

(6) Step 2: checking the correctness of 􏽢Q and 􏽢R

(7) Compute e(v, h).
(8) Compute e(􏽑

n
j�1 PK

yj

1j , 􏽥h) · VK.
(9) e(v, h) � e(􏽑

n
j�1 PK

yj

1j , 􏽥h) · VK⟶ VYES
(10) e(v, h)≠ e(􏽑

n
j�1 PK

yj

1j , 􏽥h) · VK⟶ VNO
(11) Step 3: return VYES or VNO

ALGORITHM 4: Verify algorithm.

Input:
􏽢Q and 􏽢R;

Output:
Q and R

(1) Solve PT and N− 1.
(2) Obtain Q and R by equation (10).
(3) Return Q and R.

ALGORITHM 5: Solve algorithm.
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e(v, h) � e 􏽙
n

i�1
m

zi

i , h⎛⎝ ⎞⎠ � e 􏽙
n

i�1
􏽙

n

j�1
PK

􏽢Aji

3j
⎛⎝ ⎞⎠

zi

, h⎛⎝ ⎞⎠ � e 􏽙
n

i�1
􏽙

n

j�1
􏽥g

sj
􏽢Aji⎛⎝ ⎞⎠

zi

, h⎛⎝ ⎞⎠

� e 􏽙
n

i�1
g
δ 􏽘

n

j�1
sj

􏽢Aji􏼒 􏼓zi

, h⎛⎜⎜⎝ ⎞⎟⎟⎠ � e 􏽙
n

i�1
g
δbizi , h⎛⎝ ⎞⎠ � e 􏽙

n

i�1
g

bili , 􏽥h⎛⎝ ⎞⎠e 􏽙
n

i�1
g

biki , 􏽥h⎛⎝ ⎞⎠

� e g
􏽘

n

j�1
sjyj

, 􏽥h􏼠 􏼡 􏽙

n

i�1
e g

ki , 􏽥h􏼐 􏼑
bi

� e 􏽙
n

j�1
PKyj

1j , 􏽥h⎛⎝ ⎞⎠ · VK.

(14)

In short, equation (9) is established and the verification is
successful and sound.

4.2. Security Analysis

Theorem 1. ?e publicly verifiable computation scheme
PVCMD-QR is secure under the co-CDH in group G1.

Proof. We follow Definition 3 to illustrate the theoretical
analysis for security of our proposed scheme.

To prove this theorem, there are two adversaries A and
B. Suppose that the adversaryA has a very strong ability to
destroy the soundness ofPVCMD-QR with a probability
ε so that it can obtain important information of the scheme.
However, the challenger B with these information from
adversary A tries the best to address the co-CDH problem
with a nonnegligible probability ε′, and ε ≈ ε′.

To break this assumption, challenger B accesses the
random oracle Oco− CDH which generates g, g′ � gα ∈ G1 and
h, h′ � hβ ∈ G2 as the result of output in return and selects
α, β ∈ F∗P.

0en, the challenger B simulates adversary A to carry
out this soundness experiment:

Adversary B denotes 􏽥g′ � g′
δ and 􏽥h′ � h′

δ by selecting
δ ∈ F∗p randomly as well as generates the parameter para′,
namely, para′ � (p, G1, G2, GT, e, g, 􏽥g′, h, 􏽥h′). It uses pa-
rameters para′ to generate PK1′ and PK3′ respectively, which
are shown as follows:

PK1′ � PK11′ ,PK12′ , . . . , PK1n
′( 􏼁, (15)

where PK1i
′ � g′

si , (1≤ i≤ n).

PK3′ � PK31′ ,PK32′ , . . . , PK3n
′( 􏼁, (16)

where PK3i
′ � g′

si , (1≤ i≤ n).
0en, it generates an auxiliary vector m′ ∈ Gn×1

1 , where

mi
′ � 􏽑

n
j�1 PK

′􏽢Aji

3j for i to n.
According tom′ and PK1′, it computes the public key PK2′

which is a vector. In other words, the expression of PK2′ is
determined directly:

PK2′ � PK21′ ,PK22′ , . . . , PK2n
′( 􏼁. (17)

We take each element of PK2′ as the following:

PK2i
′ �

e m
′zi

i , h􏼒 􏼓

e PK′yi

1i , 􏽥h′􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/bi( )

�

e 􏽑
n
j�1 PK

′􏽢Aji

3j􏼢 􏼣

zi

, h􏼠 􏼡

e PK′yi

1i , 􏽥h′􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/bi( )

.

(18)

0ere is an important condition for the above expression
to be correct, namely, bi ≠ 0. Since the matrix 􏽢A is full rank
and s

→ ∈ F∗p, the vector b
→

� s
→

· 􏽢A is a nonzero vector. In
addition, it defines evaluation key EK′ � (z1, . . . , zi, . . . , zn).

0erefore, the challenger B can obtain some corre-
sponding information eventually to complete this experi-
ment such as PK2′, para′, and EK′.

Secondly, different from the real output of the KeyGen
algorithm, the distribution of the output of the random
oracle OkeyGen is independent and indistinguishable. So, we
have reason to believe these two facts:

(a) According to the vectors b
→

and y
→

� 􏽢Q(􏽢R l
→

), the
following formula must be correct:

e 􏽙

n

i�1
m
′zi

i , h⎛⎝ ⎞⎠ � e 􏽙

n

j�1
PK
′yj

1j , 􏽥h′⎛⎝ ⎞⎠ · 􏽙

n

i�1
PK′bi

2i . (19)

(b) 0e vector m
→ and the key PK � (PK1, PK2,PK3) are

identical to the statistically distribution of m′
�→

and
PK′ � (PK1′, PK2′, PK3′) severally.

0en, adversary A takes advantage of 􏽢A and PK2′ to
access the random oracle OProbGen. 0e attacker B imitates
OProbGen and takes the matrix 􏽢A and VK′ as output, where
we denote VK′ � 􏽑

n
i�1 PK

′bi

2i .
Finally, adversaryA will return a value v and fake results

(􏽢Q
∗, 􏽢R
∗) with 􏽢Q

∗􏽢R
∗ ≠ 􏽢A. 0en, challenger B will calculate

the result vector y
→∗

� 􏽢Q
∗
(􏽢R
∗

l
→

) and verify whether y
→∗

�

y
→ is true. If the invalid result y

→∗ passes this verification, it
means that challenger B has failed and does not break the
assumption. Otherwise, it returns the following expression
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of gαβ and declares that the difficult assumption co-CDH is
broken, while it is impractical:

g
αβ

�
v

􏽑
n
i�1m
′zi

i

⎛⎝ ⎞⎠

δ􏽐
n

j�1sj y∗
j
− yj􏼐 􏼑􏽨 􏽩

− 1

�
v

􏽑
n
i�1 􏽑

n
j�1 PK

′􏽢Aji

3j􏼢 􏼣

zi

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

δ􏽐
n

j�1sj y∗
j
− yj􏼐 􏼑􏽨 􏽩

− 1

.

(20)

Now, we are going to provide the specific process of the
above solving gαβ.

If the wrong vector y
→∗ passes the verification, the fol-

lowing equation (21) must be true:

e(v, h) � e 􏽙
n

j�1
PK
′y∗

j

1j , h′⎛⎝ ⎞⎠ · VK′. (21)

Considering equation (18), it is achieved that

e 􏽙
n

i�1
m
′zi

i , h⎛⎝ ⎞⎠ � e 􏽙
n

j�1
PK
′yj

1j , 􏽥h′⎛⎝ ⎞⎠ · VK′. (22)

To divide equations (21) with (22), we obtain

e
v

􏽑
n
i�1 mi
′zi

, h􏼠 􏼡 � e 􏽙
n

j�1
PK
′ y∗

j
− yj􏼐 􏼑

1j , 􏽥h′⎛⎝ ⎞⎠

� e 􏽙
n

j�1
g′

sj y∗
j
− yj􏼐 􏼑

, 􏽥h′⎛⎝ ⎞⎠.

(23)

As g′ � gα, 􏽥h′ � hδβ, and mi
′ � 􏽑

n
j�1 PK

′􏽢Aji

3j , it is con-
cluded that

e
v

􏽑
n
i�1 mi
′zi

, h􏼠 􏼡 � e 􏽙
n

j�1
g
αsj y∗

j
− yj􏼐 􏼑

, 􏽥h′⎛⎝ ⎞⎠

� e g
αβ􏽐

n

j�1 δsj y∗
j
− yj􏼐 􏼑

, h􏼠 􏼡.

(24)

Hence, if (y∗j − yj)≠ 0 and δsj ≠ 0, there is

g
αβ 􏽘
j�1 nδsj y

∗
j − yj􏼐 􏼑 �

v

􏽑
n
i�1 mi
′zi

, (25)

namely,

g
αβ

�
v

􏽑
n
i�1 􏽑

n
j�1 PK

′􏽢Aji

3j􏼢 􏼣

zi

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

δ􏽐
n

j�1 sj y∗
j
− yj􏼐 􏼑􏽨 􏽩

− 1

. (26)

Hence, if this scheme is destroyed by adversaryA with a
certain probability ε, challenger B is able to break the

co-CDH with a nonnegligible advantage ε′. In summary,
PVCMD-QR is secure under the co-CDH in group G1.

4.3. Efficiency Analysis. In this section, we intend to give a
detailed analysis of the computational overhead of
PVCMD-QR.

0e matrix N, where the order of each submatrix Ni for
i � 1 to t is chosen randomly from 2 to w (w≪ n), is
produced by C, so there will be many combinations in
reality. However, since the matrix N is sparse with the
computational complexity O(n2) for solving N− 1, the
computational overhead is not taken into consideration
about generation of N and N− 1.

To simplify the analysis, suppose that each submatrix Ni

is a w-order upper triangular matrix in the main diagonal of
N. However, the inverse matrix of the w-order upper tri-
angular matrix is obtained easily, so it is convenient to obtain
the inverse matrix N− 1 of N, where the inverse N− 1

i of
submatrix Ni (1≤ i≤ t) is placed in the corresponding po-
sition, like this

N
− 1

�

N− 1
1 0 · · · 0

0 N− 1
2 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · N− 1
t

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

n×n

. (27)

0erefore, we suppose that the order n of the original
matrix A should meet this condition, namely, n � wt.

In KeyGen algorithm, three vectors s
→, l

→
, and k

→
which

are generated randomly require 3n random numbers in the
group operation. Next, it needs to calculate PK1, PK2, PK3,
and EK separately. 0e public key PK1 is an n-dimensional
vector where there is PK1i � gsi , so DC will execute n ex-
ponential operations to obtain PK1. Since the public key
PK2, an n-dimensional vector, is obtained by n exponential
operations and n pairing operations similarly, where
PK2i � e(gki , 􏽥h), additionally, n exponential operations
needs to be performed to get the public key PK3. As the
evaluation key EK is also an n-dimensional vector, DC

should perform n additions.
To perform ProbGen algorithm where we have

􏽢A � PAN, C needs to use a sparse block diagonal upper
triangular matrix N and a unit permutation matrix P.
0erefore, there are n2 + (1/2)(w + 1)n2 multiplications and
(1/2)(w − 1)n2 additions in encryption operation. On the
contrary,C also computes a verification key VK � 􏽑

n
i�1 PK

bi

2i

with the vector b
→
. To get the vector, it is going to perform n2

multiplications. 0erefore, both n exponentials and n − 1
multiplications should be required in the process of gen-
erating VK.

CS executes the QR decomposition of the matrix 􏽢A

according to Compute algorithm. It is necessary to produce
the value v, where this process involves n exponentiation
operations and n − 1 multiplications. However, before
generating the value v, it should utilize the public key PK3 to
get an n-dimensional auxiliary vector m

→, which requires n2

exponential and n(n − 1) multiplications operations.
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In Verify algorithm, V must generate an n-dimensional
result vector y

→, firstly, where (1/2)n(n + 1) + n2 multipli-
cations and (1/2)(n − 1)n + n(n − 1) additions should be
performed. When checking the orthogonal property of the
matrix 􏽢Q,V is asked to compute n2 multiplications. 0en, it
takes advantage of v, y

→, and VK to verify whether e(v, h) �

e(􏽑
n
j�1 PK

yj

1j , 􏽥h) · VK holds, which needs n exponentiation
operations, n − 1 + 1 multiplications, and two pairing op-
erations in this phases.

We also should take the computation cost of Solve al-
gorithm.C has to decrypt the matrices 􏽢Q and 􏽢R to obtain the
result of QR decomposition of original matrix A. 0erefore,
n2 multiplication operations are carried out for solving
Q � PT 􏽢Q. In order to compute R � 􏽢RN− 1, it will deal with
(1/4)(w + 1)n2 + ((1/4)w + (1/3) − (1/12)w2)n multiplica-
tions and (1/4)(w − 1)n2 + ((1/4)w + (1/3) − (1/12)w2)n

additions.
Here, we denote an exponentiation operation with Ex, a

multiplication operation with Mu, an addition operation
with Ad, a pairing operation with Pa, a matrix decompo-
sition with De, and a random number generation operation
with Ge. T1 and T2 are described as follows:

T1 �
1
4

w +
1
3

−
1
12

w
2
,

T2 �
1
4

w −
1
6

−
1
12

w
2
,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(28)

where w≪ n.
In summary, the computation cost of each algorithm is

shown in Table 1.
According to the above analysis, the computational

complexity of the client is O(n2) and is lower than to ac-
complish QR decomposition directly.

4.4. Experiment Analysis. Here, we evaluate the proposed
scheme with experiments. Using C language, we emulate the
data center DC, the client C, the cloud server CS, and the
verifier V on a laptop with Intel Core(TM) i5-8265U CPU
processor, 8GB RAM memory.

To better describe the computational efficiency of the
proposed PVCMD-QR scheme, we simulate all these
algorithms in our scheme (i.e., KeyGen, ProbGen,
Compute, Verify, and Solve). First, we assume that the
order of each submatrix of the block diagonal matrix N is
identical, w � 25. 0e computation costs with different
scales of the problem are listed in Table 2, and the specific
trend is shown in Figure 3. 0e experiment shows that the
overhead of the client side is smaller than the CS, as listed
in Table 3.

Table 1: Computation cost of each phase in PVCMD-QR.

Algorithm Computation cost
KeyGen 3nEx + nPa + nAd + 3nGe
ProbGen [(1/2)(w + 5)n2 + n − 1]Mu + nEx + (1/2)(w − 1)n2Ad
Compute De + (n2 − 1)Mu + (n2 + n)Ex
Verify (1/2)(5n2 + 3n)Mu + nEx + (3/2)(n2 − n)Ad + 2Pa
Solve [(1/4)(w + 5)n2 + T1n]Mu + [(1/4)(w − 1)n2 + T2n]Ad

Table 2: Computation cost of PVCMD-QR scheme for different problem sizes.

Dimension KeyGen (ms) ProbGen (ms) Compute (ms) Verify (ms) Solve (ms)
n� 400 33.910000 13512.718000 167927.372000 88.412800 11574.687000
n� 500 43.037000 28093.517000 264634.147000 139.749000 22764.303000
n� 600 52.619000 55298.470000 377979.489000 203.310000 39072.307000
n� 700 62.410000 97193.756000 513340.065000 278.004000 61935.196000
n� 800 70.836000 159190.287000 670820.937000 365.882000 92610.783000
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Figure 3: Computational time cost for each algorithm.
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0en, we illustrate the superiority of the outsourcing
computation in Figure 4, in which we mainly consider the
time cost of C. In Figure 4, the symbol T(EncAndDec)
represents the time cost of C in encryption and decryption
phases of outsourcing process, and the symbol T(QR) means
the time cost is required for the C to compute QR de-
composition of matrix A directly. Compared to directly
computing QR decomposition on the original matrix A, the
PVCMD-QR scheme is more efficient obviously as the
dimension of matrix increases.

5. Conclusion

Aiming at the public verification outsourcing computation,
this paper proposes a new publicly verifiable scheme with
blockchain payment under the amortized model for QR
decomposition of large-scale matrix. 0e sensitive data in-
formation is protected by using the sparse matrix. 0erefore,
client can upload his/her privacy matrix to the outsourcing
service provider to perform QR decomposition. Simulta-
neously, the matrix digest technique is applied to the ver-
ification operation of outsourcing computation, which cuts
down the workload of verifier dramatically. Afterwards, we
also provide the specific theoretical proof of the correctness,
safety, and efficiency of thePVCMD-QR scheme, and the

result proves that the scheme is secure under the co-CDH
assumption.
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In the process of sharing data, the costless replication of electric energy data leads to the problem of uncontrolled data and the
difficulty of third-party access verification. )is paper proposes a controlled sharing mechanism of data based on the consortium
blockchain. )e data flow range is controlled by the data isolation mechanism between channels provided by the consortium
blockchain by constructing a data storage consortium chain to achieve trusted data storage, combining attribute-based encryption
to complete data access control and meet the demands for granular data accessibility control and secure sharing; the data flow
transfer ledger is built to record the original data life cycle management and effectively record the data transfer process of each data
controller. Taking the application scenario of electric energy data sharing as an example, the scheme is designed and simulated on
the Linux system and Hyperledger Fabric. Experimental results have verified that the mechanism can effectively control the scope
of access to electrical energy data and realize the control of the data by the data owner.

1. Introduction

Regarding the threat of data leakage, Verizon summarized
the 2019 Data Breach Investigation Report (DBIR) to pro-
vide important points. In response to real data on 41,686
security incidents and 2013 data breaches from a total of 73
data sources from 86 countries, DBIR noted that the median
direct loss to the threatened organization was $8,000 for a
commercial e-mail threat and $25,000 for a computer data
breach. Among them, there were 927 data leakage incidents
in the financial and insurance industries. Network appli-
cation attacks, abuse of privileges, and various errors
accounted for 72%. It can be seen from this that data leakage
losses from all walks of life are huge. In the process of storing
and sharing data, there are mainly risks of data tampering
and data leakage [1–4] due to single points of failure in
centralised storage centres, malicious tampering, and in-
adequate access control mechanisms, so it is vital to find a
way to achieve trusted storage and controlled flow of data.

Blockchain [5], as the core technology of recording the
transaction book history of bitcoin system, has been widely

concerned by all sectors of society since its inception. With
the gradual development of Ethereum and Hyperledger
Fabric, its features such as distributed storage and smart
contract deployment and enforcement provide new ideas for
solving data leakage problems in data sharing.

By taking advantage of the decentralized storage and
data nontampering [6, 7] and data traceability features of
blockchain, it is possible to achieve trusted storage of data
and avoid the risks of centralised data storage such as single
point of failure and data tampering.

)e existing main methods of data protection using
blockchain technology focus on the realization of secure
data storage scheme [8]. However, after uploading the
data to the blockchain, it is also crucial to ensure that the
shared data can be trusted by controlling the boundaries
of the data flow and achieving controlled data sharing. In
traditional blockchain networks, all nodes are explicitly
visible to the data on the chain, which does not apply to
some sharing scenarios like electric energy data sharing.
)erefore, blockchain data being visible to all user nodes
can be a disadvantage in the realization. To address the
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problem of data leakage due to explicit storage of data [9],
consortium blockchain Hyperledger Fabric provides
multichannel [10] data isolation protection method, so
that the data is only visible to the joint maintenance
account book of each organization and node in the
channel, which enables effective control over the extent of
data flows. However, there is still a risk of leakage after the
nodes in the channel access the data on the chain during
the sharing of data; at the same time, it does not meet the
need for granular and complex access control of the data
in the chain.

)erefore, in combination with attribute-based cryp-
tography [11], it is possible to formulate data access policies
for user-specific access and decryption. )e data provider
can formulate a data access policy based on the identities and
attributes of the users to complete the granular access
control of the data. Simultaneously, the data access process is
recorded in the private account ledger that cannot be
tampered by the data owner, so as to guarantee the trace-
ability of data lifecycle processes. )is paper proposes a
mechanism that can realize trusted storage of data and
granular access control and lifecycle management process
for recording of data and take electric energy data sharing as
an example to realize controlled sharing of electric energy
data. )e specific contributions of this paper are as follows:

(1) )is paper presents a trusted storage scheme for
electrical energy metadata by constructing electrical
energy data storage consortium blockchain.)rough
the description of standardized metadata on the
chain and the combination of distributed file system
FastDFS, the chain aggregation storage of electric
energy private data is realized, which solves the
problems of high timing requirement and large
amount of data in the storage of electric energy
privacy data and provides the technical basis for
controllable sharing and safe utilization of electric
energy data.

(2) Using attribute-based encryption technology, based
on the existing Fabric-CA in Hyperledger Fabric,
implement user attributes key dynamic generation
and safe distribution operations, which solve the
problems of key abuse and privacy data leakage due
to the ability of private key generator to decrypt all
data in traditional attribute-based encryption tech-
nology. It realizes the data owner to formulate a data
access policy based on the identities and attributes of
the users to complete the granular access control of
the data. It also effectively solves the key distribution
challenges associated with traditional ABE encryp-
tion schemes.

(3) Using the privacy data mechanism proposed by
Hyperledger Fabric [12], the data owner records the
data access process to form a private ledger that can
be seen only by the access data participants, which is
used as the maintenance ledger of their own data to
ensure the traceability of the controlled data flow
process.

)e related work and background are introduced in the
second section. )e third section shows the controlled
sharing mechanism of electrical energy data based on
consortium blockchain. )e fourth section presents the
experimental results and analysis. )e fifth section provides
a summary of the paper and puts forward the direction of
future work.

2. Related Work and Background

For the study of trusted storage and access control of
electrical energy data based on blockchain, a cloud block-
chain fusion model (CBFM) is proposed in [13]. )e power
data is accurately identified through the image of parallel
vision system in the cloud, and the power data storage
scheme based on blockchain is implemented by using
Hyperledger Fabric, which solves the problem of safe and
accurate storage of electric energy data, but it does not
consider the problems of data leakage in the process of
storage and sharing of a large amount of electric energy data.
A blockchain-based multiparty computing scheme is pro-
posed in [14], and solutions are proposed for the fairness
issues in MPC, as well as a solution for the secure sharing of
data [15]. An SGX-based approach to blockchain for IoT
applications is presented. Multiple Intel Software Guard
Extensions (SGX) distributed Oracle servers are utilized to
ensure data availability, combined with Intel SGX and TLS
communication to ensure data integrity. In [16], a block-
chain block authentication scheme based on group signa-
tures is proposed. )e solution is proposed to address the
problem of limited computing resources of mobile block-
chain devices. It also ensures the traceability of transaction
data and distributed deployment of computational
resources.

In [17], a trusted data acquisition model for power
systems is proposed in conjunction with blockchain tech-
nology.)emodel realizes the authenticity of the underlying
equipment state parameters of the power grid. In order to
protect the privacy information in the power consumption
data, a blockchain-based privacy data and identity protec-
tion scheme is proposed in [18].)e groupmembership data
is recorded in a private blockchain, and, by using pseudo-
nyms, the user’s private identity within the group is hidden,
and fast authentication of identity is achieved in combi-
nation with a Bloom filter. To address the issue of data
privacy and leakage in IoT systems, a blockchain-based IoT
architecture [19] has been proposed, which enables data
access control, privacy, and confidentiality of data shared in
a blockchain-based IoT ecosystem. It uses the attribute
encryption (ABE) technique to ensure authenticity and
ensure the privacy and confidentiality of shared data in the
IOT [20, 21]ecosystem based on blockchain.

Reference [22] proposes a framework for storage sharing
based on blockchain, IPFs, and ABE. Complete policy
control of data access by the owner by distributing keys for
blockchain transactions realizes data encryption sharing and
granular access control in distributed storage Ethereum
system.
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It can be seen from the above research that, combined
with the storage structure of distributed file system and
attribute-based encryption algorithm, the trusted storage
and controlled sharing mechanism of electric energy data
can be realized by building the consortium blockchain,
which can be used as a continuous framework for the in-
teraction of electric energy data calculation and storage, so as
to meet the application requirements of large-scale electric
energy data trusted sharing in the future.

2.1. Blockchain and Hyperledger. Bitcoin, as the earliest
technical application of blockchain technology, has attracted
widespread attention because of its decentralized, unalter-
able, and traceable transaction characteristics. From a data
perspective, blockchain technology is essentially a distrib-
uted database that collectively maintains and stores all
historical transaction data in a decentralized and trustless
way. )e distributed ledger maintained by blockchain only
supports query and addition but does not support modifi-
cation and deletion. )e use of hash linked list and Merkel
tree structure ensures that no node can illegally tamper with
the ledger.

Hyperledger Fabric [23, 24] is the representative of
enterprise-level open-source blockchain. It has proposed
many schemes in terms of permission control and privacy
protection, in which version 1.2 has started to support the
application of privacy Transaction (SideDB). )e privacy
transaction protection method caches the temporary data-
base through the authorized endorser, synchronizes the
transaction to other authorized endorsers and committers
through the gossip protocol, and finally returns the hash
value of the key-value pair of the private data to the client
node to complete the endorsement. In the client phase, the
client phase submits the hashes of the privacy data to the
sorting service node for the normal winding-up process.
After the block containing the transaction is synchronized to
the whole network nodes, the authorized node checks and
synchronizes the privacy data according to the authorization
policy and then verifies the integrity of the privacy data
according to the hash value of the public transaction. Finally,
in the process of ledger submission, the authorized node
updates from the temporary cache database to the private
ledger to realize the recording and protection of privacy
data.

Fabric CA is the digital certificate authentication center
of Hyperledger, which mainly provides the functions of user
identity registration, digital certificate issuance, and digital
certificate extension and revocation. Before adding trans-
action information to Hyperledger Fabric, it is necessary to
obtain legal identity authentication from authentication
authorization node (CA peer) and then package the
transaction information into blocks for broadcast
throughout the network. All nodes in the network can verify
the legitimacy and effectiveness of the transaction. Finally,
the consensus mechanism is used to realize the consensus of
all nodes in the network, and legal blocks are joined in the
blockchain so that the information on transactions cannot
be tampered with.

2.2. FastDFS Distributed File System. FastDFS [25] is an
open-source lightweight distributed file system developed by
Using C language, which can work well on UNIX-like
systems and pursue high performance and high scalability.
)e overall design is based on the principle of simplicity and
efficiency to solve the problem of large user access and large
capacity file storage. FastDFS has good performance of
redundant backup, load balancing, and online expansion,
which is suitable for storing small-sized and medium-sized
files, such as documents, pictures, and multimedia files.

FastDFS distributed file system is mainly composed of
tracker, storage, and client [26]. Tracker is mainly respon-
sible for the scheduling of storage, and multiple tracker
clusters are formed in pairs to achieve load balancing.
Storage is mainly responsible for file storage and redundant
backup. FastDFS uses grouping mechanism to divide storage
cluster into GROUPs and realizes load balancing, applica-
tion isolation, and copy number customization indepen-
dently among groups [27]. )ere can be multiple storage
servers in the same group. )e storage in the group is also
peer-to-peer. )e storages in the same group are connected
with each other for file synchronization.)e storage capacity
of a group is subject to the storage with the smallest memory
storage capacity of the group. When the system capacity is
insufficient, the horizontal expansion can be realized by
adding the group. When the storage access pressure in a
group is too large, the vertical expansion can be realized by
adding storage in the group. )e client side of FastDFS is an
application server using FastDFS access interface, which can
be deployed on it by using its own development projects.

2.3. Attribute-Based Encryption Technology. Goyal et al. were
the first to propose attributed-based encryption, which uses
identity to define a series of attribute sets, and its definition is
divided into key policy attribute-based encryption (KP-ABE)
and ciphertext policy attribute-based encryption (CP-ABE)
[28]. )e CP-ABE is related to the secret message, the user’s
private key, and the set of attributes. )e user can only decrypt
the plaintext message for access control if the generated private
key and the set of attributes embedded in the secret message
match, and the access control policy matches exactly. Simul-
taneously, the granularity of the ciphertext accessibility control
mechanism can be flexibly selected according to the strictness
of the specified policy when the encryption or key is generated.
In the application scenario of electric energy data sharing, the
data owner determines the access user list of encrypted data,
and the CP-ABE associated with decryption strategy and ci-
phertext can better meet the data demand of electric energy
sharing and realize the access control of data on the chain.

3. System Model

)e controlled sharing mechanism of data based on the
consortium blockchain is mainly composed of the data
storage consortium blockchain construction method, the
distributed file system FastDFS application, and the dis-
tributed application DAPP (Decentralized Application)
program development.
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)e construction of the data storage consortium
blockchain ensures that the underlying data storage cannot
be modified and uses attribute-based encryption to complete
data access control to meet the needs of granular access
control and secure sharing of data.)rough the construction
of a data flow transfer book, the original data life cycle
management is recorded, and each data control is effectively
recorded. Party’s data transfer process. )e distributed file
system FastDFS solves the storage expansion problem of the
data storage consortium blockchain and, based on its
lightweight and developable nature, realizes the return of the
source data ciphertext storage path and the source data file
hash calculation operation, and the file hash is on the chain
data storage data description providing a basis to authen-
ticate the data integrity; the storage paths are used for re-
cording in the current ledger records and the data providers
can control the life cycle of data by changing the storage
location. Distributed application (DAPP) is a decentralized
operation application running on the blockchain network,
which can better store user information and protect user
privacy. In the controlled sharing mechanism of electric
energy data based on the consortium blockchain, distri-
bution through deployment of the distributed application
DAPP realizes client operations such as data on-chain
storage, controlled access, and data lifecycle management.
)is article takes the meter code table record storage and
controlled access scenario in the electric energy metering
system as an example to effectively solve the problem of safe
storage and controlled sharing of electric energy data. )e
overall scheme is shown in Figure 1.

)e electric energy data storage consortium chain uti-
lizes the Hyperledger Fabric architecture at the bottom and
uses the smart contract to realize the controlled access to the
chain of electric energy data based on attribute-based en-
cryption and the data life cycle management based on the
fabric private data, so as to realize the safe storage, controlled
access, and life cycle management of the electric energy data.
On the distributed file system FastDFS, the return of the
secret storage path of the source data of electric energy and
the hash calculation of the source data file are realized, and
the returned hash value is stored in the blockchain as the
description of the data file, and, through the calculated hash
value of the file, the electric energy data integrity verification
function can be realized; the secret storage path of the source
data of electric energy and the decryption key of the source
data secret are used to access the transaction to form a
private transaction. Recorded in the data owner’s private
ledger, the distributed application DAPP is used to realize
client operations such as the storage of electric energy data
on the chain and the completion of electric energy data
access transactions. )e specific construction process is as
follows.

3.1. Construction of Electric Energy Data Storage Consortium
Blockchain. )e structure of the power energy data storage
union chain is shown in Figure 2.)e system is composed of
a variety of intelligent terminal devices, each collection
master system, blockchain system, FastDFS distributed file

system, and distributed application (DAPP) integrated cli-
ent. After the electric energy data is generated by intelligent
terminal equipment, it is transmitted to the main station of
acquisition system through wireless transmission network or
optical fiber network. )e main station of the system is
composed of data center and control center.

)e control center realizes client visualization by
building DAPP. )e data center realizes distributed
storage by using FastDFS. )e control center encrypts the
source data to the data center through DAPP and
transmits the file hash and data description and source
data returned by FastDFS to the consortium blockchain
network through Fabric-SDK-Go interface. )e consor-
tium blockchain calls smart contracts to aggregate and
process the electric energy data to form metadata. After
the data is standardized, the data is encrypted with at-
tributes and is then uploaded. )e nodes of the consor-
tium blockchain run a consensus algorithm together and
enter the data into the electrical energy data store through
audit checks. )e consortium blockchain forms a ledger
structure to realize the decentralized safe and reliable
storage and access control of electric energy data. Each
data owner and access node initiate data access request
and reply through smart contract and form access
transaction records in the participant’s private ledger to
realize the data owner’s life cycle management of data.

3.2. Electric Energy Data Access Control Policy. CP-ABE is
used to implement an access control solution for electrical
energy data storage consortium blockchain sharing. With
the help of Fabric-CA module, CP-ABE initialization, key
generation, and distribution operations are realized, and
electric energy data encryption and chain operation are
completed by using smart contract. )e attribute definition
of CP-ABE is realized by using channel ID, organization ID,
and user ID in Hyperledger network as user attributes, and
the access control policy is defined by the data provider to
achieve access control of the data in the blockchain. )e
specific operation process is mainly divided into three stages:
key generation and distribution, data encryption chain, and
access control.

In the phase of key generation and distribution, the
initialization and key generation and distribution are mainly
completed by Fabric-CA and DAPP through Fabric-SDK-
Go communication. By inputting the system security pa-
rameter λ, the main public key PK and key MK in CP-ABE
scheme are generated:

Setup 1λ􏼐 􏼑⟶ (MK,PK). (1)

)e UCR is the certificate request submitted by the user,
and Fabric-CA generates the user key SK related to the
attribute set A for the user requestor using a randomization
code based on the attribute set A in the user request and uses
the user public key UPK in UCR to encrypt the user key SK to
form ciphertext CTusk and attach the certificate Ucert issued
by Fabric-CA for the user. Simultaneous interpreting cert. is
sent to the user requester.
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KeyGen(PK,MK, A)⟶ USK. (2)

In the data encryption stage, before submitting the link-
up request, the data owner uses the randomization algorithm
to encrypt the submitted data in an attribute-based manner.
)e algorithm is input into the system public key PK and the
data to be encrypted TA and access control policy PA

generate ciphertext CTA based on attribute encryption.

Encrypt PK, TA, PA( 􏼁⟶ CTA. (3)

In the access control stage, after the data owner links the
encrypted data to the chain, other users request the corre-
sponding information of the transaction ciphertext in the
blockchain network through the client to obtain the cor-
responding ciphertext CTA. Decrypt the ciphertext by using
the visitor attribute key USK. When the private key attribute
meets the policy PA in CTA, the user can decrypt to get the
plaintext MA corresponding to the encrypted data,
andimplement user level access control.

Decrypt CTA,PK,USK( 􏼁⟶ TA. (4)

3.3. Construction of Electric Energy Data Life Cycle Man-
agement Ledger. SideDB based on Hyperledger realizes the
life cycle management of data for the data owners in the
power energy data consortium blockchain. )e transaction
ledger is formed by recording the access process of the
original data of the electric energy data, which is maintained
in the private ledger of the data access participants.

)e hash values of private transactions are also publicly
recorded on the chain to enable verification of transactions.
)e data owner can complete the life cycle management and
access control of the data by changing the source data
storage path and data encryption key. )e specific process of
forming the ledger is shown in Figure 3.

Data visitors submit data access requests to data owners
through DAPP. Data owners sign messages and verify their
identities. For example, DAPP submits access transactions
including data access party, data storage path, and data
decryption key in FastDFS. Temporary database is cached by
authorized endorser. Gossip protocol realizes message
synchronous access transaction to other authorized en-
dorsers and committers. )en, the hash value of the key-
value pair of the access transaction data is returned to the
data owner client node to complete the endorsement. )e
data providing client stage submits the hash value of the
access transaction data to the ordering service node for
normal uplink process. After the block containing the access
transaction is synchronized to the whole network node, the
transaction participant node checks and synchronizes the
privacy data according to the authorization policy and then
verifies the integrity of the privacy data according to the hash
value of the public transaction. Finally, in the process of
ledger submission, the transaction participant node updates
from the temporary cache database to the private ledger to
realize the access record of electric energy data and the
control of the data owner on the original data.

Its smart contract design is shown in Algorithm 1. )e
user sends a transaction request to the accounting node and
submits his own attribute set Role � (r1, r2, . . . , rn), and the
accounting node verifies according to the requested file
KeyId and the search area and the blockchain ledger verifies
whether the user complies with the access control policy of
shared files. If the user matches, the accounting node will
check whether it owns the metadata of the file and, if so, send
the subkey to the requesting user. )e user can decrypt the
ciphertext to obtain the metadata set and download the file
according to the metadata set. )e data holder records the
transaction behavior and records the user, file storage ad-
dress, and attribute key in a personal privacy database.

4. Performance Analysis

A prototype experiment is designed to analyze the perfor-
mance and feasibility of the solution. )e experimental
environment is configured with an Intel Core i5 processor,
16GB of RAM, 460GB of hard disk space, an Ubuntu
16.04LTS desktop, and programming languages Java and
Go. )e blockchain is deployed by Hyperledger Fabric.
)ree servers with official Fabric clients are deployed as
blockchain nodes and smart contracts are deployed.
According to the definition of access control policy for CP-
ABE, three basic attributes are selected: channel ID, orga-
nization ID, and user ID. )e three peers belong to the same
channel CHANEL1 and two organizations Org1 and Org2,
and the user IDs are CHANEL1. Org1. User1, CHANEL1.
Org1. User2, and CHANEL1. Org2. User1. )e access
control policies are defined randomly.

)e experimental data are recorded in the code table of
China Southern Power Grid Co, Ltd. from 2014 to 2015, and
the minimum data unit is about 120,000 15MB data gen-
erated at the same time node. In order to verify the au-
thenticity and effectiveness of the controlled sharing
mechanism of electric energy data, three key links in the
controlled sharing mechanism are selected for testing. )e
three key links are as follows: the system encrypts and stores
the electric energy data to FastDFS, uploads the electric
energy data description to the blockchain, and forms the
account book of the electric energy data access transaction.
We test the time consumption of each link.

4.1. Performance Test of Electric Energy Data Storage to
FastDFS. In order to realize the reliable sharing of electric
energy data, the power grid system is divided into different
subregions in the production scenario, and the power
consumption situation of the area is reported regularly.
FastDFS is used to upload the hourly electric energy data and
extract the file size, storage location, and other information
as the description of electric energy data.

In the experiment, 15.0MB files generated by 12,000
collection nodes were selected as the minimum granularity
of upload data. )e number of uploaded files was increased
from 1 to 50, and the impact on the performance of data
uploading to FastDFS distributed file system module was
tested. )e experimental results are shown in Figure 4, and
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the upload time of electric energy data files to FastDFS
increased from 213ms to 12049ms, the hash time increased
from 42ms to 3363ms, and the total time increased from
255ms to 15412ms.

As the number of file uploads increases, the FastDFS
upload storage and file hash calculation time increases
linearly, and the time consumption of uploading data to
FastDFS storage is relatively large.

4.2. Performance Test of Electric Energy Data Description
Encryption Chain. )e client node releases the electric
energy data and uploads it to the blockchain request. )e
blockchain node requests to call the chain code and input
the hash of the electric energy data file and other data
descriptions as parameters, executes the chain code to
realize CP-ABE encryption, and writes the execution
result of the chain code into the blockchain ledger after

DAPP
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Cache database Cache
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1.c cache tra
nsactions1.c cache transactions
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2.a submit a transaction

hash sort request
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2.b synchronization
Privacy
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Privacy
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2.c cache 2.c cache

2.b synchronization

1.b Synchronous access to transactions

2.b Synchronous access to transaction hash

1.d Reply to the transaction

endorsement result

Figure 3: )e process of forming the ledger.

Input: User, KeyID, node
Output: bool

(1) send Request ToNode (KeyId,Role),←User
(2) retrieve Ledger(KeyId)

(3) getAcp(KeyId)

(4) foreach i ∈ Role
(5) if verifyRole(i) �� ture then
(6) break
(7) else
(8) refuse
(9) flag � searchLocalDatabase(KeyId)←node
(10) if flag �� ture then
(11) response(keyshare)⟶ User
(12) address � getPiter←User
(13) download(address)←User
(14) decrypt(keyshare)
(15) (User, uri, keyshare)⟶ SideDB
(16) return true;

ALGORITHM 1: Algorithm of data access transaction.
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reaching a consensus among the nodes. )e experimental
results are shown in Figure 5.

Assuming that 10∼100 electric energy data records are
added to the blockchain ore pool in the same period of
time, the time for test encryption and chain connection to
reach a consensus is about 8.72 s–75.916 s. )e data en-
cryption time is 3.47s∼23.48 s, and the data link time is
5.25 s∼52.43ms. )e reason is that DAPP is based on
Fabric-SDK-Go platform. It needs docker-compose to
generate fabric image, instantiates chain code to interact
with fabric platform, and uses restful interface to call
chain code to realize opening up, which is different from
fabric throughput concept.

4.3. Performance Test of Electric Energy Data Access Trans-
actionLedger. )e transaction ledger is formed by recording
the access process of the original data of electric energy data,
which is maintained in the privacy ledger of the data access
participants.

)e experiment measures the transaction delay and
compares the access transaction query with the public
transaction query. )e results are shown in Figure 6. In a
period of time, 10∼100 access transactions are uploaded to
form the access transaction account book, and the average
time for reaching a consensus is initially 421ms. As the
network environment becomes stable, the average time
consumption decreases to 361.61ms. )e average time
consumption of public transaction query and access
transaction query tends to be stable, with the average of
283.55ms and 218.24ms. It can be seen that the query ef-
ficiency of access transaction ledger stored in private ledger
is lower than that of public transaction query, but it is within
the acceptable range of users.

5. Conclusion and Future Work

)is paper proposes a data-controlled sharing framework,
which provides a new solution for data secure storage and
controlled sharing. Realize the credible storage of data by
building a data storage consortium blockchain, using ABE to
complete data access control, meeting the need for granular
access control and secure sharing of data, and controlling the
scope of data flow; by building a data flow transfer book to
record original data life cycle management, the data transfer
process of each data controller is effectively recorded, so that
the data owner can complete the life cycle management and
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access control of the data by changing the source data
storage path and data encryption key.

In the future, we will address the security issues facing
the secure sharing of data and applications between
blockchains. In this paper, although we propose a data-
controlled sharing framework, it will be useful to maintain
data sharing between multiple blockchains to meet data
sharing scenarios.
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Cloud storage can provide a way to effectively store and manage big data. However, due to the separation of data ownership and
management, it is difficult for users to check the integrity of data in a traditional way, which leads to the introduction of the
auditing techniques. -is paper proposes a public auditing protocol with a self-certified public key system using blockchain
technology. -e user’s operational information and metadata information of the file are formed to a block after verified by the
checked nodes and then to be put into the blockchain.-e chain structure of the block ensures the security of auditing data source.
-e security analysis shows that attackers can neither derive user’s secret key nor derive users’ data from the collected auditing
information in the presented scheme. Furthermore, it can effectively resist against not only the signature forging attacks but also
the proof forging attacks. Compared with other public auditing schemes, our scheme based on the self-certified public key system
has been improved in storage overhead, communication bandwidth, and verification efficiency.

1. Introduction

Cloud storage, which provides a way to effectively store and
manage big data [1], is an important branch of cloud
computing. Because cloud storage has superiorities of low
cost, scalable, location-independent, and high performance
[2–4], more and more individuals and businesses tend to
outsource their data to the cloud. Although the advantages
of cloud storage services are many and huge, it still faces a
variety of security challenges [4–14].

For example, the security of data sharing and storage in
the same group is an urgent issue to be solved in the cloud
environment [6]. In other words, since the cloud users lose
the management of data, a cloud service provider (CSP)
must satisfy users’ need for the security of stored data [7].
And users cannot verify the integrity of their data with
traditional methods owing to the trust gap between users
and CSP. In addition, cloud storage also faces many internal
and external security threats [8–10]. Firstly, malicious at-
tackers might do their best to retrieve users’ outsourced data,

even to destroy and delete the outsourced data. -en, the
confidentiality, integrity, and availability of users’ stored
data are destroyed. Secondly, the user’s outsourced data
might also be illegally manipulated by CSP. For instance,
CSP may selectively conceal certain errors in user’s out-
sourced data due to Byzantine failures [11]. Furthermore,
CSPmight deliberately delete data that are rarely accessed by
ordinary users in order to reduce storage space and save
bandwidth [12, 13]. Finally, users may not be able to timely
know the data changes and they may lack trust on CSP.
-en, disputes arise, although those disputes may be caused
by users’ own improper operations [14]. -erefore, it is
critical and significant to develop efficient data auditing
techniques to check the confidentiality, integrity, and
availability of stored data.

After data are outsourced to the cloud, users would
delete local data and lose the management of outsourced
data. -erefore, users can use audit technology to remotely
verify whether the outsourced data are correct. -e most
core challenge of cloud data auditing is how to efficiently
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check the cloud data integrity. To address this problem, a
proof of retrievability (PoR) protocol [15] and a provable
data possession (PDP) protocol [16] have been presented in
2007, respectively.

In typical PoR protocol, the user first encodes the data
file with error-correcting code before outsourcing data to the
CSP. -erefore, the user can reconstruct the entire file from
the CSP’s partial response. However, PoR protocol is ap-
plicable for static data. And it does not support third-party
auditing and is a typical private auditing scheme. In private
auditing, remote verification operation is performed directly
between user and CSP. -e user is the only source of ver-
ification results, while CSP and users do not trust each other
and users cannot provide convincing auditing results for
verification. Furthermore, user’s burden is increased due to
insufficient computing resources. Since one of the important
motivations of outsourcing data is to reduce the user’s
burden of storage management, it is not recommended that
users audit their data frequently.

To address this problem, a PDP protocol was first pro-
vided by Ateniese et al. [16]. In PDP, the RSA-based ho-
momorphic authenticator is employed to check the data
integrity and an independent authorized third-party auditor
(TPA) was introduced. TPA can not only provide indepen-
dent audit results but also bear the communication overhead
and computation costs. Compared with PoR, PDP makes the
process of verification more convenient and efficient and is
more suitable for public auditing [5, 7, 10, 11, 16–25].

-e public audit has advantages over private auditing, so
it has attracted much attention of researchers. Since the idea
of public auditing was raised in 2007 [16], a lot of auditing
protocols have been designed in recent years [10, 12, 18–28].

In 2010, Wang et al. [22] also provided a similar ar-
chitecture for public audit scheme with privacy-preserving
property. To overcome the data leakage to the TPA, CSP
integrates the aggregate value of the data blocks with random
masking. However, the lack of strict performance analysis
has greatly affected the practical application of the scheme.
Furthermore, the length of data block must be equal to the
size of cryptosystem. -at means the storage space of tags
generated for data blocks must be equal to the size of the
original file [26]. -is shows that the efficiency of the pre-
sented public auditing scheme is low. In order to improve
the efficiency, Wang et al. [10] extended the above auditing
protocol to multiuser settings. -e extended protocol can
support batch verification. However, the expected goal has
not been achieved because the implementation of verifica-
tion and updation brings higher computing and commu-
nication costs to TPA [27]. In 2011, Wang et al. [12]
implemented complete data dynamics by using a Merkle
hash tree (MHT), while the implementation of verification
and updation also makes communication cost of protocol
higher [21].

In 2013, Wang et al. [10] found that there was a risk of
leakage of data information in the proposed scheme with
public auditability [16]. -en, they designed a privacy-
preserving scheme, which combined homomorphic linear
authenticator (HLA) and random masking technique.
Nevertheless, the designed scheme does not have the ability

to protect the identity privacy of signers [28]. In order to
reduce the computational cost and communication over-
head, Zhu et al. [18] proposed a new public audit scheme
based on index hash table (IHT), which is employed to
organize the data properties for auditing. However, the
index table is a sequence table. If you need to locate a certain
element, it will take an average of half the total length of the
table. -is resulted in very efficient update operations, such
as insertion and deletion [21]. In addition, these update
operations would inevitably change the serial numbers of
some blocks. -en, it is necessary to recalculate the tags of
those blocks. In this way, CSP would require more extra
computational costs and unnecessary communication
overhead [19].

-en, Tian et al. [19] designed a public auditing protocol
based on dynamic hash table (DHT) to support data dy-
namics, which claims to address the problem in Zhu’s
scheme [18]. -e dynamic hash table is a single linked se-
quence table. -ough the proposed public auditing protocol
is efficient, there are still some drawbacks in this scheme.
Firstly, because time stamps for verification are generated by
the user and TPA only serves the user, CSP may suffer from
the collusion attack launched by the user and TPA [21].
Secondly, there is no index switcher in the proposed scheme.
-en, the relationship between the index number and the
serial number of a certain data block cannot be clearly
known. Finally, the proposed protocol still has relatively
high computational costs.

In addition, Shen et al. [21] designed a novel public
auditing protocol based on a new dynamic structure to
overcome the drawbacks in [18]. -e proposed dynamic
structure consists of a doubly linked info table and a location
array. -ough the above protocols can effectively achieve
public auditing, search operations in those schemes are
relatively inefficient in the verification phase and the
updating phase [27].

In 2018, Jin et al. [20] presented a scheme by employing
an index switcher. -en, the relationship between the index
number and the tag number of a certain data block can be
clearly known. And there is no need to recalculate the tags
caused by block update operations. Nevertheless, the index
switcher needs to be periodically transformed among the
systems, which will inevitably result in huge extra costs.
Moreover, such an index switcher is not a complete
structure. And how to switch between the two constituent
tables is not explained in the proposed scheme [21].

In 2019, Ding et al. [29] proposed a public auditing
protocol that is intrusion-resilient to mitigate the damage
caused by key exposure problems. -e protocol divides the
lifetime of files stored in the cloud into several periods, each
of which is further divided into several refreshing periods.
-e auditing key is updated every time period, and the secret
value used to update the auditing key changes during each
refreshing period. -ese two update operations are per-
formed by the client and the third-party auditor (TPA).

In 2020, Garg et al. [30] proposed an efficient data in-
tegrity auditing method for cloud computing. -e objective
of this protocol is to minimize the computational complexity
of the client during the system setup phase. Based on the

2 Security and Communication Networks



properties of bilinear pairings, the protocol is publicly
verifiable and supports dynamic manipulation of data. -e
security of the protocol depends on the stability of the
calculation of the Diffie–Hellman problem (CDHP) in the
random oracle model (ROM).

-e nature of blockchain is particularly suitable for data
accounting and auditing. Because of its shared and fault-tol-
erant database, it has attracted the interest of the research
community. Blockchain uses cryptography to build trust in
peers to protect interactions of them. Meanwhile, it adopts
consensus algorithm to ensure the block data are not changed,
which is very suitable for data security in the cloud. In the past
few years, some cloud security schemes based on blockchain
have been proposed. Li et al. proposed a security framework for
cloud data audit using blockchain technology, in which user’s
operational information on the file is formed to a block after
validated by all checked nodes in the blockchain network and
then put into the blockchain [31]. Linn et al. proposed a data
auditing framework for health scenarios based on blockchain,
in which blockchainwas used as an accessmoderator to control
the access to outsourced shared data [32]. Fu et al. introduced a
privacy-aware blockchain-based auditing system for shared
data in cloud applications [33]. Ghoshal et al. proposed an
auditing mechanism based on blockchain structure, in which
any user can perform the validation of selected files efficiently
[34]. Fu proposed a blockchain-based secure data-sharing
protocol under decentralized storage architecture [35]. Miao
et al. proposed a decentralized and privacy-preserving public
auditing scheme based on blockchain (DBPA), in which a
blockchain is utilized as an unpredictable source for the
generation of (random) challenge information, and the auditor
is required to record the audit process onto the blockchain [36].
Li et al. proposed a public auditing scheme with the blockchain
technology to resist the malicious auditors [37]. In addition,
through the experimental analysis, we demonstrate that our
scheme is feasible and efficient. Due to the limited capacity of
blocks in the blockchain, only very important security infor-
mation is considered to be stored in blocks; otherwise, the
system performance will not be acceptable.

-is paper proposes a public auditing protocol with a
self-certified public key system using blockchain technology.
-e chain structure of the block ensures the security of
auditing data source. Taking the security and efficiency into
account, a novel public auditing scheme for cloud data is
proposed in this paper based on a self-certified public key
system.-e contributions of this paper are as follows. Firstly,
recent related public auditing protocol are introduced.
Secondly, we propose a public auditing protocol with a self-
certified public key system using blockchain technology, in
which the security and efficiency are taken into account.
Finally, we conduct detailed theory analysis of the security
and efficiency of the new scheme.

-e outline of the paper is as follows: the research
background and necessary preliminaries for the new public
auditing system are firstly introduced. In the latter, the
corresponding algorithm of the proposed scheme is de-
scribed. -en, the security and efficiency of the new scheme
are comprehensively analyzed from four aspects. Finally, a
few concluding remarks are given in the last section.

2. System Model and Desired Objectives

In general, our public auditing scheme includes the fol-
lowing four entities: CSP, TPA, user, and blockchain. -e
system model is shown in Figure 1.

CSP, who has large-scale computing and storage re-
sources, provides users with on-demand data storage ser-
vices. CSP is considered as an untrustworthy party. For their
own self-interest or maintaining their reputations, CSP may
choose to conceal the data errors from the users. To reduce
the amount of storage space and save bandwidth, CSP may
deliberately delete some data that users rarely access. Fur-
thermore, the CSP may launch some attacks on TPA. For
example, CSP may try to forge some legitimate data blocks
and their corresponding tags in order to pass verification
phase.

TPA, who undertakes audit tasks for users, provides fair
and objective audit results. TPA is supposed to be credible
but curious. More concretely, TPA can perform auditing
credibly in the verification phase, but it may be curious about
the privacy information of users’ data and even may try to
derive the users’ data contents.

User, who has large amounts of data, outsources the data
to the cloud. -en, he/she can enjoy the reliability of data
storage and high-performance services. -e maintenance
overhead can also be reduced. However, due to the loss of the
management of outsourced data, users will have a strong
desire to periodically check the integrity and correctness of
those data.

We use blockchain to store user’s operations on the file
and metadata information of the uploaded file. -e system
does not care where files are stored but only stores a file URL
in metadata file. We take advantage of the blockchain’s
tamper-resistant nature to ensure the reliability of operation
logs and file metadata. Metadata information is used to audit
the integrity of the data, and the analysis operation log can be
used for behavioral audit.

Based on the above description of public auditing
scheme model, the desired objectives to be achieved must be
given for designing a secure and efficient public auditing
scheme.

Public Auditing. Any authorized TPA is allowed to
verify the correctness and integrity of user’s data stored
in the cloud.

Blockless Verification. During the verification process,
TPA does not need to audit cloud data by retrieving the
data blocks.

Storage Correctness. CSP, who does not store the intact
data as required, cannot pass the audit.

Privacy Preserving. TPA cannot derive users’ data
contents from the collected auditing information
during the verification phase.
Batch Auditing. TPA can efficiently deal with multiple
audit tasks from different users. It not only reduces the
number of communications between TPA and CSP
during the auditing phase but also enhances the veri-
fication efficiency [17, 23].
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Lightweight. -e public auditing scheme should have
less communication overhead and lower computation
cost.

3. Preliminaries

3.1. Self-Certified Public Key. -e notion of self-certified
public key (SCPK) was first introduced by Girault [38].
-e user’s public key is derived from the signature of the
user’s secret key with his/her identity in the SCPK system.
-e signature is signed by the system authority using the
system’s secret key. And the user’s identity, public key,
and secret key satisfy a computationally unforgettable
mathematical relationship. While using the keys to per-
form encryption and decryption, signature verification,
key agreement, or other cryptographic operations, the
public key can be implicitly authenticated in the process of

signature verification. In addition, each public key does
not have a separate certificate and the verifier does not
need to authenticate the certificate of the public key.
Consequently, the SCPK system can reduce the storage
space and computational overhead in public key schemes.
Moreover, the user’s private key is chosen by himself and
the system authority who cannot get the private key from
the transmitted data and cannot forge the signature as a
user. Compared with ID-based public key system, the
SCPK system has higher security and is more suitable for
applications in open network environment.

3.2. BilinearMap. Let G1 and G2 be two multiplicative cyclic
groups of prime order p and g be a generator of G1. A
bilinear map is a map e: G1 × G1⟶ G2 with the following
properties [39]:
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Figure 1: System model.
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Bilinearity: for all u, v ∈ G1 and a, b ∈ Zp,
e(ua, vb) � e(u, v)ab.
Computability: the map e is efficiently computable.
Nondegeneracy: e(g, g)≠ 1.

3.3. HVA. Homomorphic verifiable authenticator (HVA) is
a basic component of public auditing [10, 19, 40]. Specifi-
cally, HVA can be generated based on digital signatures,
such as RSA-based signature and BLS-based signature.
-erefore, such HVAs can be considered as homomorphic
verifiable signatures. Taking advantage of HVA, a public
auditor can verify the integrity of outsourced data without
downloading the original data. Generally speaking, HVA has
the following properties [41, 42]:

Blockless Verifiability.Without knowing the actual data
content, TPA can verify the integrity of the data blocks
based on the proof constructed by HVAs.
Homomorphism. Let G1 and G2 be multiplicative
groups, whose orders are a large prime p. Let “⊕” and
“⊗ ” be operations in G1 and G2. If a map function
f: G1⟶ G2 satisfies homomorphism, then
∀g1, g2 ∈ G, f(g1⊕g2) � f(g1)⊗f(g2).
Nonmalleability. Let σ1 and σ2 be signatures of block
m1 and block m2, respectively. Given a certain block
m′ � α1m1 + α2m2, where α1 and α2 are two random
numbers in Z∗p. For any user, if he/she does not know
the private key, he/she cannot simply generate the
legitimate signature σ′ of block m′ based on σ1 and σ2.

3.4. Merkle Tree. Merkle hash tree (MHT) is an authenti-
cation structure built based on hashes of data. -e leaf node
of Merkle tree stores the hashes of data elements (a file or a
collection of files). -e nonleaf node stores the hashes of its
child nodes. MHTcan identify whether the data were altered
by comparing the calculated root hash with the value held by
the validator. In blockchain network, MHT is used to store
transaction’s hash and check transaction’s authenticity.

Figure 2 shows block structure in blockchain. Each block
header saves the root hash of all transaction ti in this block.
-e root hash participates in the hash operation of block
header, and thus any modification to transaction data will
lead to the change of the root hash, which will result in the
hash change of the block header. In this paper, the user’s
operational information and metadata information of files
are put into the blockchain. -e chain structure of the block
ensures the security of auditing data source.

3.5. Security Assumptions. -e security of our new public
auditing scheme will be based on the CDH assumption and
DL assumption.

3.5.1. Computational Diffie–Hellman (CDH) Problem.
Let G be a multiplicative cyclic group. -e order of G is a
large prime p. -e generator of G is g. -e CDH problem is

described as follows: given two random numbers a, b ∈ Zp

and (g, ga, gb) ∈ G, compute the value gab ∈ G.

Definition 1. CDH assumption: the probability that any
probabilistic polynomial-time adversary A solves the CDH
problem can be negligible, namely,

Pr ACDH g, g
a
, g

b ∈ G􏼐 􏼑⟶ g
ab ∈ G: ∀a, b ∈

R
Zp􏼒 􏼓≤ ε.

(1)
In other words, it is computationally feasible to solve the

CDH problem or impossible to solve the CDH problem in a
limited time.

3.5.2. Discrete Logarithm (DL) Problem. Let G be a multi-
plicative cyclic group. -e order of G is a large prime p. -e
generator of G is g. -e DL problem is described as follows:
given h ∈ G, compute a ∈ G, such that h � ga.

Definition 2. DL assumption: the probability that any
probabilistic polynomial-time adversary A solves the DL
problem can be negligible, namely,

Pr ADL(g, h ∈ G)⟶ a ∈ Zp, s.t. h � g
a

􏼐 􏼑≤ ε. (2)

In other words, it is computationally feasible to solve the
DL problem or impossible to solve the DL problem in a
limited time.

4. Public Auditing Scheme Based on SCPK

-en, we describe how to construct our public auditing
scheme based on the SCPK system in more detail.

(1) System Initialization Phase. Let G1 and G2 be two
groups of a large prime order p and g be a generator of
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Figure 2: Block structure in blockchain.
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G1. Let e be a bilinear map with e: G1 × G1⟶ G2.
Let h be a hash function expressed as
h: 0, 1{ }∗ ⟶ G1. Suppose that the outsourced file F is
divided into n data blocks, i.e., F � m1, m2, . . . , mn􏼈 􏼉.
Assume the identities of the user and file are ID1 and
ID2, respectively.

(2) Key Generation Phase. In the system, TPA can be used
as a trusted authority who is responsible for the user’s
registration and the generation of user’s public key.
TPA first publishes the modulus N and its public key
pk. -e private key of TPA is sk. -e length of N is
more than 1024bits, and pk × sk � φ(N), where φ(·)

is Euler’s totient function. -en, the user selects a
random number a ∈ Zp as his private key and cal-
culates v � gamodN. After that, the user sends the v

and his identity ID1 to TPA who will calculate user’s
public key y � (v − ID1)

h(ID1)−1
modN and send y to

user. After receiving y, the user verifies the validity of
equation v � (yh(ID1) + ID1)mod N. If the equation
holds, then the running result of this stage is
SK,PK{ } � (a), (, ){ }, where u is the random element
of G1.

(3) Signature Generation Phase. With the public pa-
rameter g and his private key a, the user generates a
signature σi � h(viti) · (gh(mi))a for each data block
mi.-ementioned vi ismi’s version number, and ti is
mi’s time stamp. -en, let the signature set of all
blocks be σ � σi, i ∈ [1, n]􏼈 􏼉.

(4) File Tag Generation Phase. To ensure the integrity of
the unique file identifier ID2, the user computes the
file tag ϑ � TQID1ID2SIG sk, TQID1ID2􏼈 􏼉 with his
private key sk � a. In the equation, T � gxmod N

and Q � gx− amod N, where x ∈ Zp is a random
number chosen by the user.
Finally, the user sends the data information
ID2, vi, ti, i ∈ [1, n]􏼈 􏼉 to the TPA for auditing and
uploads F, σ, ϑ, ID1 to the CSP for storage.

(5) Block Tag Generation Phase. After receiving F, σ, ϑ,
CSP further generates a tag θi � e(σi, g) for each
block mi by using the bilinear map e. -en, CSP
stores the verification metadata ϑ, θ � θi, i ∈ [1, n]􏼈 􏼉

along with the file F � m1, m2, . . . , mn􏼈 􏼉.

(6) File Identifier Check Phase. -e user delegates the
verification task of a certain file to the TPA. -en,
TPA requests the corresponding file tag ϑ from CSP
and verifies the equation Q(yh(ID1) + ID1)mod N �

T with user’s public key y. If the verification fails,
TPA informs the user that the files have been cor-
rupted; otherwise, verification continues.

(7) Challenge Generation Phase. TPA launches the verifi-
cation challenge to the CSP in this stage. TPA first
chooses a random number k ∈ Zp and calculates
K � gk, which is called randommasking and is used to
achieve privacy preserving [39]. -en, TPA sends the
challenge information chal � idxi, ri, K, i ∈ [1, c]􏼈 􏼉 to
CSP, where idxi is the index of the blocks to be checked,
ri ∈ ZP is the random number, and c is the selected
number of the blocks to be checked [12].

(8) Proof Generation Phase. After receiving the challenge
information, CSP would generate corresponding
proofs of required blocks, which contain two parts:
the tag proof and the data proof. More specifically,
CSP generates the tag proof as follows:

T � 􏽙
i∈[1,c]

θri

i , (3)

which can indicate the tags’ correctness. And CSP
generates the data proof as follows:

D � e(t, K)
M

, (4)

where M � 􏽐i∈[1,c]ri · h(mi) and t � yh(ID1) + ID1.
-e data proof can indicate the data’s integrity.-en,
CSP sends the proof T, D{ } to TPA.

(9) Proof Verification Phase. After receiving the proof,
TPA would check whether the proof is valid. More
concretely, TPA checks whether

D · e 􏽙
i∈[1,c]

h vi|ti( 􏼁
ri , K⎛⎝ ⎞⎠�

?
T

k
, (5)

holds. If the above verification equation holds, it shows that
the outsourced data in the cloud are integral; otherwise, it
shows that the data are incomplete.
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-e correctness of the above equation can be demon-
strated as follows:

D · e 􏽙
i∈[1,c]

h viti( 􏼁
ri , K⎛⎝ ⎞⎠ � e t, g

k
􏼐 􏼑

M
· e 􏽙

i∈[1,c]

h viti( 􏼁
ri , K⎛⎝ ⎞⎠

� e t
M

, g
k

􏼐 􏼑 · e 􏽙
i∈[1,c]

h viti( 􏼁
ri , g

k⎛⎝ ⎞⎠

� e g
a·M

, g
k

􏼐 􏼑 · e 􏽙
i∈[1,c]

h viti( 􏼁
ri , g

k⎛⎝ ⎞⎠

� e g

a· 􏽘
i∈[1,c]

ri·h mi( )

, g
k⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠ · e 􏽙

i∈[1,c]

h vi|ti( 􏼁
ri , g

k⎛⎝ ⎞⎠

� e 􏽙
i∈[1,c]

g
h mi( )·a·ri , g

k⎛⎝ ⎞⎠ · e 􏽙
i∈[1,c]

h viti( 􏼁
ri , g

k⎛⎝ ⎞⎠

� e 􏽙
i∈[1,c]

h viti( 􏼁
ri · g

h mi( )·a·ri , g
k⎛⎝ ⎞⎠

� 􏽙
i∈[1,c]

e h viti( 􏼁 · g
h mi( )·a

, g􏼒 􏼓
rik

� 􏽙
i∈[1,c]

θrik
i

� T
k
.

(6)

5. Security Proof and Performance Analysis

In the proposed public auditing scheme, CSP is assumed to
be an untrustworthy party and TPA is considered credible
but curious. CSP may conceal the data errors or deliberately
delete some data. TPA may be curious about the privacy
information of users’ data and even may try to derive the
users’ data contents. -en, necessary security and perfor-
mance analyses of the new scheme will be comprehensively
demonstrated in this section.

First of all, let us analyze the security of the self-certified
public key system.

If an attacker attempts to retrieve the user’s secret key a

from his/her public key y, he/she must calculate the secret key
from the equation ga � (yh(ID1) + ID1)modN. In this way, he/
she will face the difficulty of computing discrete logarithm
modulo N. In other words, the attacker’s probability of success
is to solve the discrete logarithm problem and factorization
problem. Moreover, even TPA knows v and ID1; the difficulty
for him to retrieve the user’s secret key a is also equivalent to
the difficulty of computing discrete logarithm.

Another scenario is that an attacker tries to derive user’s
secret key a from the user’s signature. For the file tag
ϑ � TQID1ID2SIG sk, TQID1ID2􏼈 􏼉, the attacker should ob-
tain x from T � gxmodN or Q � gx− amod N. However, the

difficulty for him to achieve it is also equivalent to the
difficulty of computing discrete logarithm problem. For the
block signature σi � h(viti) · (gh(mi))a, the attacker should
compute a from the equation. He also faces the difficulty of
computing discrete logarithm problem.

-e final scenario is that an attacker tries to impersonate
the signer to forge a valid signature without knowing the
signer’s secret key a. For the file tag, the above analysis shows
that the attacker cannot reveal the user’s secret key. -en, he
cannot forge a valid signature that can pass the verification. For
the block signature, Definition 2 indicates that the probability
that any probabilistic polynomial-time adversary A solves the
DL problem can be negligible. -en, it is computationally
infeasible for the attacker to forge a valid HVA in a limited
time. -e proof, which is demonstrated in the security analysis
of [12], is omitted in this paper.

Secondly, we discuss the unforgeability of proofs.
In the presented public auditing scheme, CSP sends the

proof T, D{ } to TPA after the proof generation phase. -e
above analysis shows that the tag proof T cannot be forged
owing to the CDH assumption. -en, we only need to prove
that the data proof cannot be forged. Suppose CSP sends a
fake proof T, D∗{ } to TPA, where D � e(t, K)M∗ and
M∗ � 􏽐i∈[1,c]ri · h(m∗i ). If CSP wants to pass the verification,
the equation
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e g

a· 􏽘
i∈[1,c]

ri·h mi( )

· 􏽙
i∈[1,c]

h viti( 􏼁
ri , g

k⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠ � e g

a· 􏽘
i∈[1,c]

ri ·h m∗
i( )

· 􏽙
i∈[1,c]

h viti( 􏼁
ri , g

k⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠, (7)

must hold. -en, we can deduce that 􏽐i∈[1,c]ri · h(m∗i ) �

􏽐i∈[1,c]ri · h(mi) according to the properties of bilinearmaps.
However, this contradicts the above assumption. -at is to
say, the data proof is unforgeable. In summary, our pre-
sented scheme can effectively resist against the forging at-
tacks launched by CSP.

-irdly, we discuss the communication and computation
overhead, which are reduced by introducing the batch auditing.

With the batch auditing, multiple verification tasks from
different users can be handled concurrently. Suppose that
TPA sends d challenges to CSP. -en, the tag proof Tj and
the data proof Dj are calculated separately. And CSP figures
out the aggregate proofs according to the following equation:

ΤB � 􏽙
d

j�1
Tj,

DB � 􏽙

d

j�1
Dj,

(8)

where Tj � 􏽑i∈[1,c]θ
rji

ji , Dj � e(tj, Kj)
Mj , tj � yh(IDj) + IDj,

and Mj � 􏽐i∈[1,c]rji · h(mji). IDj is the identity of the j-th
user. -en, CSP sends the aggregate proofs TB, DB􏼈 􏼉 to
TPA. Once received, TPA checks whether the equation

DB · 􏽙
d

j�1
e 􏽙

i∈[1,c]

h vji||tji􏼐 􏼑
rji

, Kj
⎛⎝ ⎞⎠�

?
T

kj

B, (9)

holds. vji and tji are the version number and time stamp of
block mi for the j-th user. kj is the random number chosen
by TPA for the j-th user. Kj � gkj is the random masking
calculated by TPA for the j-th user. rji ∈ ZP is the random
number chosen by TPA for the j-th user.

If the above verification equation holds, it shows that our
scheme can realize the batch auditing. -en, its correctness
can be demonstrated as follows:

DB · 􏽙
d

j�1
e 􏽙

i∈[1,c]

h vjitji􏼐 􏼑
rji

, Kj
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d
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Mj
· 􏽙

d

j�1
e 􏽙
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rji
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d

j�1
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j , g
kj􏼒 􏼓 · 􏽙

d

j�1
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rji

, g
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d

j�1
e g
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(10)
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Finally, our new scheme is based on the self-certified
public key system. Compared with other public auditing
schemes [10, 12, 18, 19, 21–28, 38, 39], there is no public key
certificate included in the public authentication parameters.
And there is no need to store and transmit the public key
certificate before the interaction of auditing. -en, the
validation and validity of public key certificate is omitted.
-e verification of public key is hidden in the process of the
verification of signature. Consequently, the storage space
and communication bandwidth are saved. -e network load
and transmission delay are reduced. -e verification effi-
ciency of public and the authentication efficiency of the
scheme are improved.

6. Discussion and Conclusions

In this paper, we present a public auditing protocol with
a self-certified public key system using blockchain
technology, which differs from the state-of-the-art
schemes. -e user’s operational information and met-
adata information of the file are formed to a block after
verified by the checked nodes and then to be put into the
blockchain. -e chain structure of the block ensures the
security of auditing data source. Comprehensive analyses
show that attackers cannot derive user’s secret key in the
proposed scheme. TPA cannot derive users’ data from
the collected auditing information during the verifica-
tion phase. Attackers cannot impersonate the signer to
forge a valid signature without knowing the signer’s
secret key. -e presented scheme can also effectively
resist against the forging attacks launched by CSP. -e
realization of batch auditing and the efficiency of the
scheme are also discussed in this paper. Compared with
other public auditing schemes, the storage space and
communication bandwidth are saved in our public
auditing scheme. -e network load is also reduced. In
addition, the verification efficiency of public key and the
authentication efficiency of the scheme are improved.

However, in the actual cloud storage environment, a lot
of various data need to be updated dynamically motivated
by various application requirements. For instance, users
might try to perform insertion operation owing to the
incomplete outsourced data or might try to delete some
data that are no longer used. Our public auditing scheme
does not specifically discuss dynamic data auditing, which
can be referred to DHT [19] or put forward as a new
structure in our future research. Furthermore, TPA may
dishonestly perform public auditing protocols and may
even collude with CS to deceive users. Some existing public
audit schemes use blockchain to resist against malicious
TPA. However, CS may guess the challenge messages, and
there is a risk that user information may be disclosed to
TPA during the audit process. -e above questions will be
the focus of our future research.
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-e emergence of the cloud storage has brought great convenience to people’s life. Many individuals and enterprises have
delivered a large amount of data to the third-party server for storage. -us, the privacy protection of data retrieved by the user
needs to be guaranteed. Searchable encryption technology for the cloud environment is adopted to ensure that the user in-
formation is secure with retrieving data. However, most schemes only support single-keyword search and do not support file
updates, which limit the flexibility of the scheme. To eliminate these problems, we propose a blockchain-enabled public key
encryption scheme with multi-keyword search (BPKEMS), and our scheme supports file updates. In addition, smart contract is
used to ensure the fairness of transactions between data owner and user without introducing a third party. At the data storage
stage, our scheme realizes the verifiability by numbering the files, which ensures that the ciphertext received by the user is
complete. In terms of security and performance, our scheme is secure against inside keyword guessing attacks (KGAs) and has
better computation overhead than other related schemes.

1. Introduction

Cloud storage is a removable storage method that brings
great convenience to people. -erefore, the problem of data
security is increasingly important. Generally speaking, cloud
storage has three structures. First, public cloud storage
service provides a wealth of resources, such as network
services and storage, and users can access these resources
through the Internet at low prices. Second, internal cloud
storage is located inside the corporate firewall, and users
have independent storage control rights. -ird, hybrid cloud
storage provides both public cloud services and internal
cloud services. -e core is to meet the visits required by
customers. While eliminating the user’s local storage
hardware and management overhead, the data are out of the
user’s physical control, so data security is greatly threatened.
When users upload data to cloud storage media, they need to
solve the security problem of the data, and people often

upload it after encryption. Secure search usually refers to the
effective search of encrypted data; to solve the problem of
how to use the server to complete the secure keyword search
when the encrypted data are stored in the cloud under the
premise of incomplete trust, scholars proposed the
searchable encryption (SE) as the core technology of secure
search.

SE is a new technology that supports users to search for
keywords in ciphertexts. It mainly solves how to use
untrusted servers to implement secure keyword search in a
cloud storage environment so that users can securely search
data in ciphertext state, specifically, search the keywords
according to the keywords of interest. SE systems are divided
into symmetric [1] and asymmetric [2–4] forms. Although
the calculation amount of public key SE is greater than that
of symmetric SE, data owners and users do not need to pass
the key negotiation before searching, which is more secure
and has greater practical value.
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In terms of the usability of SE scheme, multi-keyword
search [4, 5] is more in line with the user’s search experience.
Compared with single-keyword search, it can locate the
search more accurately. In the actual scenario, the server
may be honest but curious and will want to obtain some
sensitive information. -erefore, it is very important to
verify the correctness of the results [6]. However, this
scheme is static and cannot operate data dynamically. Al-
though some SE schemes [7, 8] support dynamic update of
files and verifiability of ciphertext, they will bring a lot of
computational overhead. -erefore, the practical SE scheme
needs to be designed and proposed.

In this paper, we propose the BPKEMS scheme in the
blockchain scenario; the main contributions are as follows.

(1) Multi-Keyword Search. -e BPKEMS scheme has
some good features, such as multi-keyword search
and file updates. In addition, the data owner and data
user can generate a shared key when encrypting files.
By using the Diffie–Hellman (DH) key exchange
protocol, they can get the shared key without any
interaction.

(2) Fairness. In this scheme, the blockchain mecha-
nism is used to ensure the fairness of the trans-
action between data owner and user without a third
party.
3Verifiability. On the blockchain platform, we use
smart contract to store index and trapdoor infor-
mation and perform search services to ensure the
accuracy of search results. In addition, we number
the files, and the user can verify the ciphertext of the
file after receiving the result, which can avoid some
malicious behavior of the cloud server.

2. Related Work

In recent years, cloud computing technology has been
rapidly developed, and a series of studies have been done on
security issues. In order to enhance the security of data on
the server, Dawn et al. [1] first proposed a symmetric SE
scheme, but it was in one-to-one mode, which has triggered
people’s research on SE because the one-to-onemode cannot
meet people’s needs. For the many-to-one model, Boneh
et al. [2] first proposed the public key SE scheme and gave
the concept of SE security based on public key encryption in
2004. But in certain environments, the many-to-one mode is
not practical. In 2011, Curtmola et al. [9] constructed a one-
to-many SE model based on Naor broadcast encryption
technology [10], but the user’s key replacement in this model
requires a great deal of overhead. In a large-scale network
environment, data transmission is complicated. Wang et al.
[11] constructed a many-to-many mode encryption scheme
based on Shamir’s secret sharing technology [12] and the
identity-based encryption technology in [2] to realize the
interaction retrieval of multiple users in the server. In order
to effectively solve the problem of interactive retrieval when
there are multiple recipients, Yuan et al. [13] proposed a one-
to-many public key ciphertext time release searchable en-
cryption cryptographic model. In the one-to-many model,

only authenticated users can enjoy the search service, and
the queried keywords are specified, and they can decrypt it
when it knows that it will be released in the future. Zhong
et al. [14] proposed a many-to-one homomorphic encryp-
tion scheme, which overcomes the limitations of traditional
one-to-one mode.

In terms of the security of SE, about the scheme [2]
proposed by Boneh, only the semantic security of index
ciphertext can be achieved, but it cannot resist KGAs. In
2009, Tang and Chen [15] put forward a public key SE
scheme. -e keywords should be registered before using,
which can resist KGAs, but the keywords must be registered
in advance, which makes the performance of the scheme not
high. In 2013, Fang et al. [16] presented the scheme be-
longing to public key cryptography, which can resist KGAs;
the scheme defines a public key SE model and two important
security concepts: one is for inside attacks and the other is
for external attacks. However, a large number of bilinear
pairing calculations result in a low efficiency of Fang’s
scheme [16].

In recent years, scholars have conducted a lot of research
on inside attacks. In 2013, Xu et al. [17] proposed a scheme
with two trapdoors (fuzzy trapdoor and precision trapdoor)
and claimed that the scheme can resist inside KGAs. In this
scheme, the adversary intelligently obtains the fuzzy trap-
door, but some keyword information about the trapdoor is
not known, and it is restricted in terms of security and
efficiency. In 2015, Chen et al. [18] introduced a new
framework to prevent inside KGAs.-ey used two servers to
realize the scheme, but the limitation is that the two servers
cannot be associated. However, anyone can generate legal
trapdoors for keywords, which will make data privacy issues
easy to discover. Shao et al. proposed a method [19] that can
resist KGAs. In the SE scheme of a designated tester, the
security of the scheme is redefined as IND-KGA-SERVER.
In the presence of a digital signature, it can resist the server’s
KGAs. In 2016, Chen et al. [20] proposed a scheme using two
servers to resist inside KGAs, and the scheme has high
efficiency. However, due to the two assumptions that two
cloud servers cannot be connected, this is difficult to achieve
in practice. In 2017, Huang and Li [21] proposed a public key
authentication encryption scheme based on keyword search.
-e ciphertext generation process of this scheme requires
the key of the data owner. Although the scheme can resist the
inside KGAs, it cannot achieve the chosen keyword ci-
phertext indistinguishability. Kang and Liu [22] proposed a
completely secure public key encryption scheme composed
of bilinear pairing and TF/IDF algorithm. -is scheme
achieves security under static assumptions. By comparing
with previous SE schemes, their scheme’s performance is
superior to other schemes. In terms of security, this scheme
can avoid revealing privacy due to the curiosity of the ad-
versary. In 2018, Wu et al. [23] proposed an efficient and
secure public key SE scheme with privacy protection. -is
scheme uses a DH shared key and is proven to resist KGAs.

In the Internet of -ings (IoT) environment, Wu et al.
[24] proposed a certificateless searchable public key au-
thentication encryption scheme, which can resist KGAs at
the same time and also has a higher efficiency. Ma et al. [25]
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designed a new multi-keyword certificateless public key
encryption scheme for IoT deployment. Lu and Li [26]
proposed a new PEKS scheme, which not only can resist the
existing three types of KGAs but also improves the short-
comings of the designated server. With the development of
blockchain [27, 28], the combination of searchable en-
cryption technology and blockchain technology solves the
problem of trusted third party in traditional schemes and
greatly improves the practicability of searchable encryption.
Li et al. [30] proposed a searchable encryption system model
of blockchain and designed a practical scheme for the system
model. In 2019, Li et al. put forward a scheme [31] based on
[30], which also improved enablement. In order to be
suitable for the electronic medical scene, Chen et al. [32]
proposed a SE scheme suitable for this scene under the
blockchain technology. -is scheme also adopts symmetric
encryption method and uses smart contract as the au-
thoritative entity to ensure the credibility of the server in the
scheme. Zheng et al. [6] proposed an SE scheme which can
verify the correctness of the results, but it cannot support
data update operation.-e SE scheme proposed by Sun et al.
[7] and Xia et al. [8] can not only support dynamic update
but also verify the results, and it also has low computational
efficiency. -erefore, we are committed to solving these
problems.

3. Preliminaries

In this section, we review the relevant background materials
required in understanding our scheme and introduce some
notations in Table 1.

3.1. Bilinear Pairing. Let G1, G2 be two multiplicative cycle
groups. A map e: G1 × G1⟶ G2 is called a symmetric
bilinear pairing if it has the following properties:

(1) Bilinear. e(ua, vb) � e(u, v)ab, ∀u, v ∈ G1, and
∀a, b ∈ Zp.

(2) Nondegenerate. e(g, g)≠ 1. Let 1 ∈ G2 be the identity
element of G2 group.

(3) Computable. ∀u, v ∈ G1, e(u, v); there is a polyno-
mial time algorithm that can easily calculate e.

3.2. Decisional Diffie–Hellman (DDH) Problem. Given a
generatorg ofG1, then g, ga, gb, gc􏼈 􏼉 ∈ G1, where a, b, c ∈ Zp.
-e DDH problem is to determine whether gc is equal to
g ab{ }. Assuming that the DDH problem is difficult, it means
that no adversary can solve the problem with a probability that
cannot be ignored.

3.3. Blockchain. In this section, let us briefly describe the
smart contract, gas system, system model, threat model, and
security model.

3.3.1. Smart Contract. Blockchain is important and has a
wide range of applications, such as the Internet of -ings
and edge computing, and blockchain can be used in 5G

handover authentication [33]. -e smart contract (SC) is
considered as the core technology of the second-generation
blockchain, which was proposed by Szabo [34]. -e carrier
of the SC is the blockchain, and its essence is an auto-
matically executed computer code. -e code describes the
terms of the agreement between the buyer and the seller
and is directly written into the code of the blockchain.
Satisfying the predetermined terms is the trigger condition
for the code to be executed. Since the execution of the code
does not require human intervention, it is called automatic
execution.

As a computer program, a SC is a part of application
software and a digitally represented program [35]. Although
it is a code representation of contract terms, it is not a
contract in the legal sense. In addition, the construction of
SC comes from the blockchain framework, which is a public
billing system, which can carry out secure value transfer
without a trusted third party, and the correctness of the
contract code execution is guaranteed by the consensus
mechanism. -erefore, SC can be understood as a computer
protocol, which can be executed automatically without
human intervention.

3.3.2. Gas System. In Ethereum, once the SC is set, it is
forbidden to modify it. In order to prevent malicious users
from setting up an infinite loop running contract, Ethereum
requires users to pay for each step of the deployment
contract.-e basic unit of cost is gas. Gas is equivalent to the
fuel needed to deploy and execute SC. Without fuel, SC
cannot be used. -is mechanism maintains the operation of
the economic system of Ethereum.

In a gas system, there are some important parameters.
Gas price means that users need to pay for each unit of gas.
Each block has a gas limit, that is, the maximum amount of
gas allowed in a single block, which can be used to determine
how many transactions can be packaged in a single block.
Both gas price and gas limit are set by the transaction sender
itself. If the total amount of gas consumed by the operation

Table 1: Main symbols.

Symbol Meaning
pko, sko Public/secret key pair of data owner
pku, sku Public/secret key pair of data user
pks, sks Public/secret key pair of cloud server
K Shared key for data owner and data user
Ni Encrypted file index
Ns Encrypted file index set
F � fi􏼈 􏼉i∈[1,t] File index set
F′ Returned file set
C � Ci􏼈 􏼉i∈[1,t] Ciphertext set of F

C′ � Ci
′􏼈 􏼉i∈[1,t] Packed ciphertext

W � wi􏼈 􏼉i∈[1,m] Keyword dictionary
I � I0, I1, I2, Ij􏽮 􏽯

j∈[1,m]
Index set for F

σ2′ -e intermediate value
σ2 -e final value
W′ � wi

′􏼈 􏼉i∈[1,l] Queried keyword set
TW′ � TW,1′, TW,2′􏽮 􏽯 Trapdoor for W′
L � ρ1(τ)􏼈 􏼉τ∈[1,l] Location set of W′ in W
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exceeds gas limit, the operation will be voided, the trans-
action is not packaged in the block and the transaction
amount is refunded, and the gas fee that has been performed
will still be charged [36]. Only if the user’s current amount is
greater than gas limit times gas price, the transaction will be
executed successfully. For gas price, if the value is too high,
the transaction may be executed first, and if it is too low, the
transaction speed will be slow.

3.4. System Model. In this section, we introduce the system
model of the scheme, as shown in Figure 1.

(1) Data Owner (DO).-emain work of data owner is to
calculate the keyword index and the file ciphertext
and then send the file ciphertext to the cloud server
and the keyword index to the smart contract.

(2) Data User (DU). -e main work is to calculate the
trapdoor and upload it to the smart contract. -en,
data user gets the corresponding file ciphertext from
cloud server and verifies it. Finally, data user de-
crypts the file ciphertext.

(3) Cloud Server (CS). -emain work of the cloud server
is to store the data uploaded by the data owner and
receive the file index from smart contract. Next, the
cloud server forwards the corresponding file ci-
phertext to the data user.

(4) Smart Contract (SC). Smart contract’s main job is to
receive indexes and trapdoors to match and then
send the search result to the cloud server through a
transaction.

(5) Trusted Authority (TA). -e trusted authority is
responsible for generating public/private key pairs
for data owner, data user, and the cloud server.

3.5. Algorithms in SystemModel. Here, we introduce the six
algorithms in our scheme: Setup, KeyGen, Enc, Trap, Search,
and Verification and Decryption.

(1) Setup (1λ). -e algorithm inputs a public parameter
λ and outputs a global public parameter SP.

(2) KeyGen (SP). -is algorithm takes SP as inputs, and
it outputs the DO’s public key pko and private key
sko. -e public and private keys of DU and CS are
generated in a manner similar to DO.

(3) Enc (SP, pku, sko, F). -is algorithm inputs SP, pku,
and sko. -en, it outputs the keyword indexes I, file
ciphertext C, packed ciphertext C′, and encrypted
file index set Ns.

(4) Trap (W′, pks, pko, sku). -is algorithm takes que-
ried keyword set W′, CS’s public key pks, DO’s
public key pko, and DU’s private key sku as input and
it outputs the corresponding trapdoor TW′ and lo-
cation information L.

(5) Search (I, TW′ , L, sks). -is algorithm inputs
I, TW′ , L, the CS’s private key sks.-en, it outputs the
encrypted file index set Ns. Note that the search
process is run in the blockchain, using the privacy

key of CS. -erefore, in the execution of smart
contract, there will be an interaction with CS first.

(6) Verification and Decryption (SP, C, C′, Ns). -e al-
gorithm takes SP, Ns, file ciphertext set C, and
packed ciphertext C′ as input and it outputs the
verification results and file set F′.

3.6. Dreat Model and Security Model. In this scheme, TA is
completely trusted, the DU is malicious, and the CS is
semitrusted. For example, the semitrusted CS may want to
learn the original file information or return partial search
results. DU may also maliciously accuse the CS not returning
correct search results. In the payment phase, the CSmay want
to obtain the search fee from the DU without providing the
search result. In addition, a malicious DUmay want to get the
correct search results from the CS without paying the search
fee. Next, we introduce the security model of our scheme.

We define that our scheme needs to satisfy two security
goals, one is trapdoor indistinguishability and the other is
index indistinguishability. Two games are needed to prove
them.

(1) In Game 1, we assume the adversary A is a semi-
trusted CS or a malicious DU. -erefore, A can get
the private key of CS or DU, but he cannot perform
trapdoor query on the selected challenge keywords
w0, w1. -e scheme does not get an effective trap-
door, which can ensure the indistinguishability of the
index if there is no adversary to distinguish the index
of the keyword w0 or w1.

(2) In Game 2, A may be a semitrusted CS, and A may
get the private key of CS.-e trapdoor of the scheme
requires that A cannot distinguish w0(W0) or
w1(W1).

Definition 1. In Game 1 and Game 2, the scheme can resist
inside KGAs if there is no adversary to break the indis-
tinguishability of indexes and trapdoors with a nonignorable
advantage. -e sequence of games is the interaction between
challenger C and adversary A; pay attention to the semi-
trusted CS acting as A’s role.

4. Construction of the BPKEMS Scheme

4.1. Setup. Input a security parameter λ, and then TA runs
the Setup algorithm to generate the system parameters
SP � (g, h, H1). We set g as a generator of G1, and h and H1
are two collision-resistant hash functions, where
h: 0, 1{ }∗ ⟶ Zp, H1: 0, 1{ }∗ × 0, 1{ }∗ ⟶ 0, 1{ }∗. -en, TA
publishes the public parameters SP.

4.2.KeyGeneration. -e scheme runs the KeyGen algorithm
to generate the public/private key pair for DO, DU, and CS.
-e detailed generation process is as follows:

(1) KeyGeno: randomly choose an element a ∈ Zp as the
private key sko and then compute the public key
pko � ga.
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(2) KeyGenu: pick an element b ∈ Zp as the DU’s private
key sku and compute the public key e(g, g)(1/b), gb.
-e DU’s public key has two parts, which we define
as pku � pku1, pku2􏼈 􏼉, where pku1 � e(g, g)(1/b),
pku2 � gb.

(3) KeyGens: choose an element c ∈ Zp as the private
key sks and then compute the CS’s public key
pks � gc.

4.3. Ciphertext Generation. Before generating a keyword
index, DO first defines the reward offer to be paid per search
to himself and sends this setting to the SC. Upon receiving
the file set F � f1, . . . , ft􏼈 􏼉, we define the keyword dictio-
nary as W � w1, . . . , wn􏼈 􏼉. DO extracts the keywords in each
file. -e DO uses the Enc algorithm to output the indexes I,
file ciphertexts C, and packed ciphertext C′.

(1) First, DO needs to generate keyword index
Ii � I0, I1, I2, Ij􏽮 􏽯, where i ∈ [1, t]. DO randomly
chooses an element r ∈ Zp. Next, he calculates the
Ii,0 � e(g, g)r, Ii,1 � (pku2)

r � gbr, Ii,2 � e(g,

g)(ar/b), Ii,j � g− rh(wj), where j ∈ [1, n].
(2) Second, DO encrypts each file fi ∈ F. Here, we use a

symmetric encryption algorithm when encrypting
files. -e difference is that we use the idea of DH key
exchange to share the key K for DO and DU, and DO
uses its own private key sko and DU’s public key pku2
to calculate it, where K � pku

sko

2 � gba. -en, for
each file fi, Ci � EncK(fi).

(3) -ird, DO numbers the file fi, encrypts the file index
i with the key K, obtains the encrypted file index
Ni � EncK(i), stores the Ni and the ciphertext Ci

together, and then performs a hash operation to
obtain the result Mi � H1(Ni, Ci).

-e file indexes Ni, Mi are packed as ciphertext Ci
′. Next,

upload the encrypted file index set Ns and ciphertext set C to
the CS.-en, send the packed ciphertext set C′ and index set
I to the SC for querying operation.

4.4. Ciphertext Update. In this part, we describe how to
update files, for example, modify, insert, and delete oper-
ations. For modification and insertion of files, blockchain
and encryption protect the index and encrypted files from
leaking sensitive information. -e detailed file update op-
erations are shown in Figure 2.

(1) Modification. Suppose a file mk needs to be changed
tomk
′, andDO needs to recalculate its ciphertext, that

is, ck
′ � EncK(mk

′).
(2) Insertion. When adding a new file at the k-th po-

sition, add the ciphertext at the corresponding po-
sition with ck

′.
(3) Deletion. When a file needs to be deleted, only the file

and index value need to be deleted from the CS.

4.5. Trapdoor. In this section, the Trap algorithm was run by
DU. When a DU wants to query keywords W′ � w1′, . . . ,􏼈

wl
′}, he needs to generate trapdoor TW′ for these keywords.

-e trapdoor consists of two parts, one is TW′ ,1 and the other
is TW′ ,2.

(1) DU randomly selects an element φ ∈ Zp, let
TW′,1 � φ.

DUDO

2. File ciphertext, file index

3. Keyword index, packed ciphertext 4. Trapdoor, user ID
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Figure 1: -e system model.
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(2) DU computes TW′ ,2 � (pk−φ
s pk(1/b)

o )(1/(b− 􏽐
l

π�1 h(wπ′))).

We need to record the keyword location L, which ex-
presses the location from W′ to W. We define a mapping
function ρ: wπ′ � wρ(π). After the user generates the trapdoor
TW′ , the user sets a time limit node T1, uploads the trapdoor
with the location L � ρ(1), . . . , ρ(l)􏼈 􏼉 to the SC, and per-
forms the deposit operation from his account.-en, the user
sends the trapdoor TW′ and the time limit node T1 to the SC.
Next, he uploads his own identity ID to request the SC to
perform the search service.

4.6. Search. -e Search algorithm is run by SC. SC and
blockchain are combined for search service. Here, we give the
definition of some symbols. owner and user represent the
respective accounts of DO and DU. userdeposit expresses the
current deposit in blockchain. DU deposits his account balance
into the blockchain system user. -e price per unit of gasoline
is denoted by gasprice. -e total cost of each complete search
operation is expressed as cost. Gaslsrch and Gassrch, re-
spectively, express the gas limit and the cost of calling the
search algorithm. After receiving the DU’s ID and requesting
the search service, perform the following algorithm.

(1) First, check whether the current time T2 is less than
T1. If yes, perform the following steps. If no, process
is stopped.

(2) Check whether userdeposit is greater than
Gaslsrch × gasprice; if yes, the user’s current deposit
userdeposit can complete the next search service,
and the SC starts to run. If no, stop it.

(3) -e SC computes the intermediate value σ2′ � I
T

W′ ,1
i,0 .

-en, σ2′ is sent to CS. CS calculates the final value
σ2 � σ′c2 and returns it to SC.

(4) Compute σ1 � e(Ii,1 ·Πl
τ�1Ii,ρ(τ), TW′ ,2) and σ3 � Ii,2.

(5) Calculate whether equation σ1 · σ2 � σ3 is true. If so,
output 1 to indicate that the search was successful.
-en, the SC sends the search results to the CS.
Otherwise, output 0, indicating failure, and the
search service will be stopped. Finally, the SC will
record the encrypted file index Ni and then start the
next query until all files are retrieved. Finally, SC
sends the file index set Ns to CS. We describe the
transaction during search in Algorithm 1.

4.7. Verification and Decryption Phase. In this section, DU
performs the verification and decryption algorithms. -e
SC sends file index set Ns and DU’s I D that satisfies the
search request to CS. -en, CS transmits the file ciphertext
set C and encrypted file index set Ns to the DU according to
Ni. In Algorithm 1, we describe the search process for each
round.

During the interaction between SC and DU, the packed
ciphertext Ci

′ is obtained by the DU after the SC is suc-
cessfully retrieved. -en, the user verifies NSC � NCS, where
NSC represents the file index sent by the SC and NCS rep-
resents the file index sent by CS. If above indexes are the
same, it proves that the CS did not send wrong files, and then
verify M′ � H1(Ni, Ci), M�

?
M′.

If the file index Ni and ciphertext Ci are hashed and the
result is equal, it proves that the CS has not tampered with
the ciphertext data. Finally, DU uses its own private key sku

and DO’s public key pko to generate the shared key K �

pksku
o � gab of the encrypted file and decrypts the file ci-

phertext Ci, where fi � DecK(Ci). Finally, DU gets the
decrypted file set F′.

4.8. Correctness. Formula (1) indicates that the index and
trapdoor match successfully.

File index 1 2 3 4 5 6 7 8 9

File index 1 2 3 4 10 6 7 8 9

File index 1 2 3 4 10 6 8 9

File index 1 2 4 10 6 11 8 97

711

m1 m2 m3 m4 m6 m7 m8 m9m′5

m1 m2 m3 m4 m6 m7 m8 m9m′5

m1 m2 m3 m4 m6 m7 m8 m9m′5 m′

m1 m2 m4 m6 m7 m8 m9m′5 m′

Modify m5 as m′5 

Insert m′

Delete m3

Figure 2: -e update operations of files.
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5. Security Analysis

In order to show that our scheme is practical in terms of
security and performance, we introduced the security and
performance analysis in detail.

5.1. Fairness. Because the blockchain interacts with each
entity on a transaction basis and each transaction is
transparent, it can be guaranteed that the results of each
query are correct and there will be no malicious tampering.
Fairness is achieved through the use of SC. In Ethereum, all
operations or transactions are associated with gas, and each
operation will consume some of the gas on SC, and the
person who provides the data (such as DO) will be
rewarded accordingly. At the same time, users also need to
pay for the files they retrieve. Without the involvement of a
third party, the blockchain can ensure that users get correct
and complete search results, and malicious operations will
be detected. In addition, the user has determined a limited
time to ensure the fairness of the transaction because the
transaction needs to be completed within the specified time
node. If the time limit is exceeded, the user will stop the
search service.

5.2. Credibility. -e search results given by the blockchain
must be honest and credible. -e operations on SC are
transparent and cannot be tampered, so we can be confident
that the results returned by the SC are credible. At the same
time, it effectively prevents malicious server from attacking
this scheme. In addition, the transparency of the blockchain
can ensure the correctness of the results, and the verification
on the user side can also achieve the same effect. Nothing can
be used as a malicious tamper with the search results. En-
tities connected to the blockchain can verify the actions of
other entities at any time.

5.3. Confidentiality. -is scheme can resist KGAs in theory.
-e security of this scheme should realize the indistin-
guishability of index and trapdoor. Note that in Game 1,
adversary A can query both the private key and trapdoor.
Importantly, trapdoor queries need to exclude previously
defined challenge keywords. Corresponding to the definition
of Game 2, we can get that A can query the index ciphertext
and CS’s private key, the limitation is that A cannot query
the challenge keywords w0 and w1.

Theorem 1. Drough the proof analysis under the random
oracle model, we can see that if the adversary solves the
corresponding difficult problem with a negligible probability
for both Game 1 and Game 2, then our scheme can resist
KGAs.

Proof. -e proof of theorem is supported by the following
two lemmas. As long as their security requirements can be
satisfied, our scheme is secure in the description of theorem.
-e detailed process is as follows. In Game 1, if the DDH
assumption holds, the scheme achieves index indistin-
guishability. In Game 2, the scheme can ensure that it can
resist chosen keyword attacks under the random oracle
model.

(1) In Game 1, we analyze the symmetric key used to
encrypt files between DO and DU, which is
generated through negotiation between the two
entities. -e CS must obtain the private key of one
before it can generate a shared key or intercept it
during the transmission of the public channel.
However, our scheme does not require trans-
mission. -erefore, the CS must obtain the private
key of one of them to decrypt the ciphertext of the
file fi. -erefore, in our scheme, the shared key K

is secure.

(1) if T2 <T1 and $userdeposit > Gaslsrch × $gasprice + $offer then;
(2) Compute σ1, σ2, σ3;
(3) if σ1 · σ2 is the same as σ3 then;
(4) Return the file indexes Ni to CS;
(5) else;
(6) Return 0;
(7) Set cost�offer+Gassrch × gasprice;
(8) Send offer to owner. -en, send Gassrch × gasprice to executor of a deal;
(9) Finally, set userdeposit�userdeposit-cost;
(10) else;
(11) Send userdeposit to user;
(12) end;

ALGORITHM 1: Ciphertexts retrieval.
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(2) -e security of our scheme can be analyzed from two
parts. -e first is the generation of the index. As-
suming that a DU wants to query a keyword set W′,
CS must generate a valid index 􏽥I � 􏽥Io, 􏽥I1, 􏽥I2, 􏽥Ij􏽮 􏽯􏽮 􏽯.
CS first needs to obtain the private key sko � a ∈ Zp

of DO. -e private key of DO is kept secret; CS can
only assume that it has obtained a private key 􏽥a of
the DU. But the size of Zp is p, which is a large prime
number. -erefore, the probability of selecting the
right one is (1/p), which is negligible. On the other
hand, CS assumes that the keyword set
W′ � w1′, . . . , wl

′􏼈 􏼉 � 􏽦W′ � 􏽥w1, . . . , 􏽥wl􏼈 􏼉 selected by
CS is equal to the keyword set that DU wants to
query, which is equivalent to randomly selecting l

equal sets from n keywords, with a probability of
(1/Cl

n). Assuming that the range of the key set n is
large enough, the above probability is also small
enough. In summary, CS cannot perform inside
KGAs.

(3) In Game 2, given a valid index I � I0, I1, I2, Ij􏽮 􏽯􏽮 􏽯,
CS cannot generate a valid trapdoor for matching.
-e generation of the trapdoor requires the use of
the private key sku of the DU. We assume that the
private key of the DU is sku � b. CS randomly selects
a element 􏽥b ∈ Zp as the private key of the DU. -e
equal probability is (1/p), so the probability can be
ignored. -rough the above analysis, our scheme
can resist inside KGAs.

Here, we introduce the location privacy of keywords. In
the paper, we use the location mapping function ρ(·). -e
location privacy of queried keywords can be protected using
random mask technology, for example, pseudorandom
functions. -e pseudorandom function confuses the posi-
tion of the real keyword so as not to riot the position of the
real keyword. Try not to let users know more information.
For cloud server, the index location is exposed, but the
keywords are encrypted, so the security of the scheme will
not be affected.

6. Performance Analysis

In order to show that our scheme is effective, in this part, we
compare three schemes in terms of functions. In addition,
we discuss the computation overhead and communication
overhead of our scheme with two other schemes: Yang’s
scheme [5] and Xu’s scheme [37].

First, we compare the functions of the three schemes, as
shown in Table 2. We can see that by comparing the
functions of the four aspects, we can see the functional
differences between those schemes. -e check mark means
that this condition is satisfied, and the wrong signmeans that
the condition is not satisfied. It is compared by whether it
supports multi-keyword retrieval, whether it supports dy-
namic update of files, whether it supports blockchain, and
whether it supports fair payment between users. We can see
that our scheme supports the four functions, scheme [37]

only supports multi-keyword search, and scheme [5] only
does not support dynamic update of files. -e dynamic
update of files can ensure the flexibility of the scheme. By
using the blockchain, you can take advantage of the
transparency, immutability, and traceability. Especially the
SC running on the blockchain can ensure fair payment
between users.

6.1. Deoretical Analysis. In Table 3, we compare the com-
putation overhead of our scheme with the other two schemes
[5, 37]. In terms of computation overhead, we mainly
consider some time-consuming operations; TM represents a
multiplication operation,TH represents a hash operation,TE

represents an exponential operation, and TP represents a
pair operation. In Table 4, we compare our scheme with
other schemes [5, 37] in terms of communication overhead.
We define the element length of G1, G2, Zp as |G1|, |G2|, |Zp|.
In addition, we define m to represent the number of key-
words contained in each file and l to represent the number of
queried keywords.

Regarding the computation overhead, we compare the
characteristics of each scheme in Table 3. In the key gen-
eration stage, we can see that our scheme is in the middle of
the three at this stage, and the efficiency is higher than that of
scheme [5] and lower than that of scheme [37]. In the
keyword encryption and trapdoor generation phases, the
calculation amount of the three schemes increases linearly
with the number of encrypted keywords and queried key-
words, but our scheme is the most efficient among the three,
which are (3 + m)TE + mTH + TP and 3TE + lTH + TM,
respectively. In the search stage, we set the number of
keywords to be queried to 1. It can be seen from the table that
the calculation amount of the three schemes is constant, but
our scheme has the highest efficiency. -erefore, based on
the above theoretical analysis, our scheme has the highest
efficiency.

Regarding communication overhead, we compare the
public key size, encryption size, and trapdoor size with the
other two schemes. We can see from Table 4 that the size of
the public key generated by the three schemes remains
unchanged. In the encryption phase, the size of the storage of
our scheme is almost the same as scheme [5] but is smaller
than the storage size of scheme [37]. In the trapdoor gen-
eration stage, in scheme [37] the size of trapdoor increases
linearly with the number of queried keywords, and therefore,
it will consume a lot of storage resources. Our scheme and

Table 2: Functional comparison.

Our
scheme Yang’s scheme [5] Xu’s scheme [37]

Multi-keyword ✓ ✓ ✓
Update ✓ × ×

Blockchain ✓ ✓ ×

Fair payment ✓ ✓ ×

8 Security and Communication Networks



scheme [5] are constant and therefore have good storage
characteristics.

6.2. Empirical Analysis. In this part, we emulate our scheme,
Yang’s scheme [5], and Xu’s scheme [37]. We use the Java
Pairing-Based Cryptography (JPBC) Library. -e imple-
mentation equipment of the scheme is a HP desktop computer
with a 3.00GHz Intel Core i5-8500 processor and 8GB
memory. In the experiment, we used the Type A elliptic curve.
We analyzed three schemes by comparing Enc, Trap, and
Search algorithms. In the Enc algorithm, we set the number of
keywords in steps of 10, increasing from 1 to 50 in turn. In Trap
and Search, the number of keywords we set is also increasing
from 10 to 50 in steps of 10. In each of the above experiments,
after 50 cycles, the average value of the calculation cost is
calculated to ensure that the results are relatively valid. It can be
seen from Figures 3–5 that our scheme is the most effective.
Below we briefly explain the content of the icon.

In Figure 3, we can see that our scheme has the smallest
slope, which has great advantages compared with the other
two schemes. Due to the frequent hashing operations and
exponential operations, the coefficients of our scheme (m
and 3 + m) are larger, so the structure of the scheme is
simpler. With the increase of keywords, the advantages will
become more and more obvious.

In Figure 4, we can find that the time consumed is
constant with the number of keywords that users query. In
the process of generating trapdoors of our scheme, expo-
nential operations and multiplication operations are con-
stants, and hash operations increase linearly with the
increase of keywords. However, you can see that in the other
two schemes, the slope of growth is much larger than that of
our scheme, and it takes time to hash to Zp which is much
shorter than hashing to group G.

In Figure 5, the efficiency gap between our scheme and
the other two schemes is not obvious. Because of the pair
operation, the number of operations of exponential oper-
ation is almost constant. For the operation after hashing the
keyword, whether it is the aggregation of addition or the
aggregation of multiplication, the time consumed by a single
operation is very small. -erefore, as the number of key-
words increases, the trend of time changes is not obvious.
But judging from the change trend in Figure 5, our scheme
still has some advantages.

Table 3: Computation overhead.

Our scheme Yang’s scheme [5] Xu’s scheme [37]
KeyGen 4TE + Tp 2TH + 4TE 3TE

Enc (3 + m)TE + mTH + TP mTM + mTH + (2m + 3)TE mTM + 3mTH + (2m + 2)TE

Trapdoor 3TE + lTH + TM (l + 1)TM + lTH + (2l + 3)TE 3lTH + (2l + 1)TE

Search TM + TE + TP TM + 3TP TM + TE + 3TP

Table 4: Communication overhead.

Our scheme Yang’s scheme [5] Xu’s scheme [37]
pk size |G1| |G1| |G1|

Enc size (m + 1)|G1| + 2|G2| (m + 3)|G1| (m + 2)|G1| + m|Zp|

Trapdoor size |G1| + |Zp| 3|G1| 3|G1| + l|Zp|
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7. Conclusion

With the development of cloud computing, a secure search
cryptography scheme is becoming increasingly important.
In this paper, we present a BPKEMS scheme in the block-
chain scenario, which supports secure retrieval of con-
junctive keywords, dynamic update of files, and verification
of ciphertext. In addition, our scheme can resist KGAs. In
terms of efficiency, we implemented this scheme through
simulation and compared it with other schemes [5, 37], and
it shows that our scheme is more practical.
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