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In this paper, a moving-average method of smoothing noise based on complex exponential decomposition is applied to eliminate
noise of a non-stationary signal and a non-linear signal produced by Bouc-Wen model, which are added to white Gaussian noise
to simulate the noise in measured signal. The method uses a sliding window cutting the entire non-stationary and/or non-linear
signal into small segments and considers that the small segments are stable and linear. The segments are decomposed into a series
of components via complex exponential decomposition, and the high-energy components are reserved to reconstruct de-noised
signal. Then, due to the overlap of the reconstructed segments, the average value at the same time point of reconstruction signal is
regarded as the de-noised data. A non-stationary signal and a non-linear signal are selected to investigate the performance of the
proposed method, the results show that the proposed method has better de-noising efficiency compared with the wavelet
shrinkage method and the Savitzky-Golay filter method based on EMD (EMD-SG) for dealing with the signals with SNR of 10 dB,
15dB, and 20 dB, and de-noised signal using the proposed method has the highest signal-to-noise ratio (SNR) and the least root

mean square error (RMSE).

1. Introduction

Vibration monitoring is an important method to obtain
information of operating conditions of structure, which is
commonly used in mechanical engineering, and can be
applied to research the vibration performance of mechanical
device and monitor possible damage of structure and so on
[1-5]. However, noise is an inevitable part existing in
measured vibrating response data, which is induced by many
factors, such as the processes generated by local and in-
termittent instabilities, the concurrent phenomena in the
environment of data test, and the sensors, and recording
systems [6]. Figure 1 shows the measured vibrating signal of
an offshore substation located at the East China Sea, which
indicates that the noise is obvious. The noise presenting in
signal may affect the accuracy of analysis result seriously.
After obtaining the vibrating data of vibrating systems, the

information of the systems should be further extracted.
Hilbert-Huang transform is a commonly used signal pro-
cessing method, which is widely applied to deal with the
vibrating signal of non-linear and time-varying system
[7-9]. Empirical mode decomposition (EMD) is essential
when implementing Hilbert-Huang transform, which is
vulnerable for noise [10]. The study of bearing damage shows
that the accuracy can be severely limited by noise [11].
Therefore, data pretreatment of de-noising is necessary to
obtain accurate result of analysis when the signal is con-
taminated by noise.

In many applications, signal de-noising is the process of
estimating the uncontaminated signal from measured data.
The estimated signal should be as close as possible to the
original one and contain most of its important properties
[12]. Traditional de-noising schemes are usually based on
linear methods, the Fourier filters are commonly used to


mailto:luhclhc@scut.edu.cn
mailto:jiaojl@scut.edu.cn
https://orcid.org/0000-0002-6740-7927
https://orcid.org/0000-0001-5740-8865
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2068218

Shock and Vibration

-0.02

Acceleration (m/s?)

-0.04

1000 1500 2000 2500 3000 3500
Time (s)
(a)

0 500

0.02
0.01

-0.01

Acceleration (m/s?)

-0.02 +

595 600 605 610 615
Time (s)
(b)

FIGURE 1: Measured vibrating signal of offshore substation: (a) model of offshore substation; (b) measured vibrating signal.

separate the noise from the measured signal when the data
generation processes are linear and the noises have distinct
time or frequency scales different from the true signal [13].
Wiener filter is another frequently used linear de-noising
method, which adopts minimum value of mean square error
between estimated random process and desired process as an
optimal criterion [14]. Linear de-noising methods are easy to
implement and to design, but they have limitations as well.
The methods are not effective when signals have sharp edges
and impulses in short duration [12]. Furthermore, filter
methods will be failed when the processes are either non-
linear or non-stationary because the filter methods are based
on linear theory. One adverse effect is mixing when using
filter methods to deal with non-linear signal, even though
the real signal and the noises have distinct fundamental
frequencies. The mixing of harmonics with noises will lead to
terrible results of noise separation. Under such conditions,
many non-linear de-nosing methods are proposed, espe-
cially for the methods based on wavelet thresholding and
EMD. The wavelet method considers that the energy of a
signal will commonly focus on a few coeflicients in wavelet
domain while the energy of noise is spread among all co-
efficients, which are relatively small in general. Donoho
[15, 16] proposed the hard and soft thresholding methods for
de-noising based on wavelet transform, where the former
reserves coefficients if their magnitudes are larger than a
given threshold, or makes other coeflicients zero, while the
latter just shrinks coefficients whose magnitudes are larger
than threshold to zero by the threshold value. The methods
are widely used to de-noising and have good results.
However, the drawbacks of the hard and soft thresholding
methods are obvious. The obtained coefficients using hard
thresholding are discontinuous at threshold value, which
may lead to the reconstruction signal oscillating. The latter
makes coefficients used to reconstruct signal different from
original coefficients with permanent bias, which influences

the degree of the closeness between reconstructed and true
signals, and brings unavoidable errors. Besides, the basis
functions of wavelet approaches are fixed, which do not
necessarily match the varying natures of signals.

EMD is an adaptive method proposed by Huang et al.
[17], which can decompose any complicated data into a finite
and often small number of intrinsic mode functions (IMFs).
The IMFs become the basis representing the data, which
offer a physically meaningful representation of the under-
lying processes. The basis functions are extracted from the
original data, which means the analysis is adaptive. Since the
basis is adaptive, EMD is ideally applicable to the measured
data from non-linear and non-stationary processes. The
sifting process of EMD starts from high frequency modes to
low frequency modes with various intrinsic time scales,
which signifies that the first IMFs are dominated by noise
than the last ones if the analyzed signal contains noise. Based
on the properties of EMD, Boudraa et al. [12] proposed a de-
noising method combining with thresholding. The method
of eliminating noise is based on estimated IMFs, which are
obtained from sifted IMFs from original signal and
threshold value. After obtaining the estimated IMFs of
signal, the de-noising process is implemented by recon-
structing the estimated IMFs. In addition, Flandrin et al. [18]
implemented numerical experiments based on fractional
Gaussian noise to understand the way of EMD behaves in
stochastic situations related to broadband. Wu and Zhang
[6] indicated that the EMD was an effective dyadic filter with
the ability of separating the white noise into IMF compo-
nents, which have mean periods exactly twice the value of
the previous components. Ensemble EMD (EEMD) is a
noise-assisted technique, which is applied to attenuate mode
mixing and noise to some extent [19]. Rehman and Mandic
[20] further investigated the behavior of EEMD in the
presence of white Gaussian noise. Li and Wang [21] pro-
posed a novel noise reduction method based on complete
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EEMD, which was applied to deal with underwater acoustic
signals and obtained good results. Li et al. [22] proposed a
time-varying filter to implement EMD, which is robust
against noise interference. Excluding the methods based on
EMD, Iqgbal et al. [23, 24] proposed de-noising methods
based on singular value decomposition technique, which
achieved promising results.

The purpose of this paper is to propose a more suitable
de-noising method to deal with non-stationary and non-
linear signal corrupted by noise. The method has a better de-
noising efficiency and stable performance in different noise
levels. In the process of de-noising using the proposed
method, the original non-stationary and non-linear signal is
cut into small segments, and the segments are assumed to be
stable and linear. The noises in the small segments are
eliminated via signal decomposition and reconstruction.
Two numerical examples, a non-stationary signal and a non-
linear signal produced by Bouc-Wen model, are used to
investigate the performance of the proposed method, which
show that the proposed method can eliminate added
Gaussian white noise efficiently.

2. Preliminaries

Noise is inevitably exiting in all kinds of measured signals,
which may be caused by a number of factors. As a result, the
collected data are always described as an amalgamation of
true signal and noise, which can be expressed as follows:

y(t) = s(t) +n(1), (1)

where y(t) is the observed signal corrupted by noise, s(t) is
the true signal, and n(t) is the noise.

2.1. Wavelet Shrinkage Method. A measurable square inte-
gral function space L*(R) on the real axis should be defined
to carry out the wavelet transform of a signal. Then, the
continuous wavelet transform of a signal f(t)eLZ(R) can be
expressed as follows:

WT (a,b) =la| JOO y(t)w"(%)dt, )

where a is a temporal scale factor which reflects the periodic
length of a wavelet, b is a time position factor, y = (¢) is the
complex conjugate of wavelet function, and WT(a, b) are the
so-called wavelet coeflicients.

The wavelet shrinkage method was proposed by Donoho
[16], which is implemented by the following steps: Step 1:
Selecting an appropriate wavelet function and decomposi-
tion level, the wavelet coeflicients of signal corrupted by
noise are obtained by applying wavelet decomposition using
selected parameters; Step 2: Choosing a suitable threshold of
wavelet coefficient 7, the obtained coeflicients in Step 1 are
sifted by the threshold, which includes soft-threshold and
hard-threshold; Step 3: The obtained coefficients sifted by
the threshold are reconstructed to eliminate the noises in
signal.

2.2. Savitzky - Golay Filter Method Based on EMD. EMD is
an adaptive signal analysis method first proposed by Huang
et al. [17], which can be used to deal with non-linear and
non-stationary signals because of the adaptive nature of the
basis. The formula of EMD is expressed as follows:

N
y(t) = Y IMF,(t) + 7 (t), (3)

i=1

where i is the decomposition order, IMFi(¢) is the ith IMF,
and r(t) is the residue.

The Savitzky-Golay filter method is a time-domain
smoothing method, which uses least squares approach to
replace the original signal points with the fitted polynomial.
Boudraa [12] combined the EMD and SavitzkyGolay filter
(EMD-SG) to eliminate the noises in measured signal. The
method decomposes the signal corrupted by noise into a
series of IMFs using (3), smooths each IMFs applying
SavitzkyGolay filter, and then uses the smoothing IMFs to
reconstruct de-noised signal.

3. Moving-Average Method of Smoothing Noisy
Signal Based on Complex
Exponential Decomposition

3.1. Signal Partition Using Sliding Window and
Decomposition. For a non-stationary or/and non-linear
signal, it is hard to use invariant parameters to describe the
signal. One solving method is dividing the signal into litter
fragments and considering that the signal segments are
stationary and linear. Then, the linear method is applied to
deal with the de-noising problem of small fragments.
Denoting the sampling interval as At, t; = kAt, the discrete
digital signal y, with k=0, 1, ..., N-1 can be cut into small
fragments using a rectangular window. To guarantee the
continuity of the signal in the process of noise elimination
using the proposed method, the step of sliding window is set
as 1. Then, the small fragments can be expressed as

ym)n = ym+n—1’ (4)

where m is the number of signal fragments, m=1, 2, ...,
N-L+1,and L is the length of each signal fragment; n is the
number of fragments, n=0, 1, ..., L-1.

The obtained segment y, , can be decomposed into a
sum of exponential form with real-valued and/or complex-
valued exponents, which is so-called Prony series expressed
as follows [25]:

pm
Ymn = Z Ym,lznm,l’ (5)
I=1

where p,, is the number of terms corresponding to segment
Vo Zmy = €miA Since y,, , is a real-valued signal, A,,,; must
either be real numbers or occur in complex conjugate pairs
and y,,; have the same corresponding form. Let
Ay = —Qp; +j27f ., then a,; is the damping factor in
seconds —1 and f,,; is the frequency in Hertz; j is imaginary
unit. Let y,,; = A,, 6%, then A,,; is the amplitude and 6,,,,
is the sinusoidal initial phase in radians associated with e*n",



3.2. Parameters Estimation of Prony Series. Obviously, the
discrete Prony series in (5) can be viewed as the general
solution of a pth-order difference equation as follows:

pm
Zam,lymm,:o forn=0,1,...,L-p,, -1, (6)
1=0

where a,,; are real-valued constants. Without losing the
generality, let a,, , = 1. The characteristic equation corre-
sponded to (6) can be expressed as follows:

Pm :
Z a2z =0. (7)
1=0

As discussed in reference [25], an ill-conditioned
problem would occur in the solution process of (6) using the
direct method. One method of dealing with the ill-condi-
tioned problem is converting the high-order difference
equation to a first-order matrix difference equation. Thus,

new auxiliary variables are introduced as follows [26]:
xlm,n = ym,n"me,n = ym,n+1’ e ’xpmm,n = ym,n+pm—1' (8)

Then, a first-order matrix difference equation equivalent
to (6) can be obtained as follows:

Xm,n+1 = Gmxm,n’ (9)
where
r o 1 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0 N
Gm _ c RPm Pm'
0 0 0 o .. 0 1
L=0m0 ~Am1 ~Omp ~Gm3 * Omp 2 “Opp 1]
(10)
and

Xnn = [xlm,n Xomm " mem,n]T € RPMXI- (11)

Mathematically, the p,, roots of the characteristic
equation of (7) are exactly corresponding to the p,, eigen-
values of the matrix G,,. To avoid ill-condition problem, the
eigenvalue analysis of matrix G,, is implemented to deter-
mine the roots of (7).

To compute eigenvalues of matrix G,,, a Hankel matrix is
introduced, which is defined as follows:

Yk Vmks1 *°° Ymkn-1
Ymps1  Vmks2 =7 Vmksn
H, (1) =| 2t e T e )
ym,k+€—1 ym,k+f T ym,k+f+n—2

where £ and 7 are the selected row and column of the Hankel
matrix.

Substituting k=0 into (12) and implementing the sin-
gular value decomposition of H,,(0), one can obtain [27]
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0o of|v"

m,2

Zm,l 0 V;,l T
H,0)=[U,; U,,] =U,121 V-

(13)

In theory, the number of non-zero singular values in (7)
is equal to p,, U, € R®P, =, | € RPP and V,,; € R7P.
While noise exists in the signal, the number of non-zero
singular values is larger than p,,. Because of the singular
values sorting from largest to smallest, the first pm singular
values are regarded as corresponding to the real signal and
other singular values are set as zero, which is the de-noising
approach of the proposed method.

Letting k=1, H,, (1) can be expressed as follows [25]:

1 1
T
H, (1) =U,, 22 A,X2 V

m<=m,1 ¥ m,1°

(14)

Then, a realization of system matrix is yielded as follows:

-1 -1
> . B3 (15)
Am = z"mz,lUm,le (I)Vm,lzwzl'
While the calculated eigenvalues of A, are z,,,;, [=

1,2,...,p,» the corresponding A, ; are estimated using
Ay =In(Z,,)/At. Substituting A,,; into (5), the corre-
sponding y,,,; can be obtained.

3.3. Noise Elimination Using Moving-Average Method Based
on the Estimated Parameters. When the parameters of Prony
series are obtained, each de-noised signal segments are
reconstructed by (5).

Pm -~

—~ ~ A At

ym)n = Z ym,le " . (16)
=1

With the sliding window moving, the noises in small
segments are eliminated. Due to the step of sliding window is
1, the overlap of post-segment and pre-segment is L—1. For
the whole duration signal, the reconstructed segments at the
same time point should be calculated average, which is the
de-noised data at the time point. When the sliding window
moves across the entire signal, the de-noised signal y;, with
k=0, 1, ..., N-1 is obtained.

4. Example Studies

In this paper, two different numerical examples are applied
to test the performance of the proposed de-noising method.
The process and de-noising results are exhibited in detail.

4.1. Test Case 1: Non-stationary Example. In this example, a
non-stationary signal is chosen to investigate the perfor-
mance of proposed method. The frequency of the non-
stationary signal is time varying, which is synthesized using
the following formula [22]:

y(t) = cos(ZOnt + 471t2) + cos(4rtt + 47rt2). (17)
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To investigate the capability of the proposed de-noising
method, the different levels of noise are added to the non-
stationary signal, which is simulated using the additive
model as follows:

Vi (1) = y (£) + yn (2), (18)

where y,,; (t) is the signal contaminated by noise, y (t) is the
clear signal, and y, (f) is the noise signal exiting in the
measured signal.

For testing purposes, the white Gaussian noise is added
to the clear signal to simulate the test noise of measured
signal. The signal-to-noise ratios (SNRs) are set as 10dB,
15dB, and 20 dB. With the sampling interval At=0.001 s and
the number of simulation points N=5120, the discrete
signals with total duration of 5.12's are obtained. For sim-
plicity, the signal with an SNR of 10 dB is shown in Figure 2,
the upper part is clear signal compared with noise signal, and
the bottom part is the clear signal compared with the signal
corrupted by noise.

Typically, the wavelet shrinkage and EMD-SG methods
are implemented to eliminate the noise embedded in the
non-stationary signal as comparisons. Hard thresholding is
selected as shrinkage rule in this example, and sym8 wavelet
at level 10 is applied when using wavelet shrinkage to
eliminate the noise in the signal. Implementing EMD to the
non-stationary signal corrupted by noise, 11 IMFs can be
obtained. The SavitzkyGolay smoothing filter is applied to
each IMF with an order of 5 and a frame length of 21. The
comparison of de-noised signals using above two methods
and clear signals is exhibited in Figure 3 (SNR =10 dB). The
figure shows that the two methods are able to smooth the
embedded noise of the non-stationary signal, but the dis-
crepancies are obvious compared with the clear signal.

To illuminate the proposed de-noising method, the
comparison diagrams between clear signal and de-noised
signals with the three noise levels are exhibited in
Figures 4-6. When using the proposed method to deal with
the signal with an SNR of 10dB, the length of moving
window is set as 160, which means that the duration of
moving window used to select data is 1.6 s and the segments
are regarded as linear and stationary in the procedure. With
movement of the window, the non-stationary is cut into
small segments, which are decomposed as linear and sta-
tionary signal. Applying Prony decomposition to the small
segments and reconstructing the signal using reserved A,
and y,,;, the noise is removed in the procedure of de-
composition and reconstruction. To demonstrate the
computational efficiency of the proposed method, the
elapsed time of canceling noise process is recorded. For the
signal corrupted by the noise with an SNR of 10dB, the
elapsed time is 69.7s (CPU Inter Core i7-8700, 3.2 GHz).
Enlarging the de-noised signal during 3.5s to 3.7s, the
details show that the de-noised signals using the proposed
method match well with the original signals under the in-
fluence of noises with SNRs of 10dB, 15dB, and 20 dB.

EMD is an adaptive data analysis method, which is
widely used for non-stationary and non-linear signals.
However, EMD is sensitive to noise. To analyze the efficiency

of proposed method further, the de-noised signal containing
noise with 15dB is decomposed into a series IMFs using
EMD. The first three IMFs are extracted because the low-
order IMFs contain the main information of signal. Com-
paring the first three IMFs of the clear and de-noised signals,
the results indicated that the first IMFs match with each
other well and the second and third IMFs have small dis-
crepancies, which are shown in Figure 7.

To quantify the de-noising efficiency, the SNR and root
mean square error (RMSE) are introduced as criteria to
estimate the efficiency of noise reduction. Before de-noising,
the SNR of the three signals are 10 dB, 15 dB, and 20 dB. The
SNR and RMSE of de-noised signals using the three methods
are listed in Table 1. It indicates that the SNR of de-noised
signal using proposed method is maximal and the corre-
sponding RMSE is minimal under different noise levels.
Compared with the signal contaminated noise with the SNRs
of 10dB, 15dB, and 20dB, the SNRs are increased by
14.724 dB, 14.428 dB, and 14.688 dB using proposed method,
and the corresponding RMSEs have reductions of 53.56%,
51.99%, and 53.54% compared with the better traditional
method (EMD-SG), which suggests that the de-noising ef-
ficiency of proposed method is obvious.

4.2. Test Case 2: Non-Linear Example. Bouc—Wen model is a
typical non-linear model to describe hysteretic phenomena,
and it is encountered in many scientific fields. For example,
hysteretic behavior of engineering structures often shows up
under severe cyclic loads such as earthquakes, high winds,
and waves. In this example, a Bouc-Wen model is selected to
investigate the performance of the proposed method dealing
with non-linear signal contaminated by noise since it is
widely used. The following set of differential equations
describes the motion of a single degree of freedom (SDOF)
system with Bouc-Wen hysteresis:

{ %(t) + 20wx (£) + pw’x (t) + (1 - )’z (t) = £ (),
Z(t) = Ak (t) - alk (D)]z (D)2 (D" = Bx (D2 ()",
(19)

where x (t), X () and X (¢) are the displacement, velocity, and
acceleration, respectively; ( is the damping; w is the natural
frequency; y is the ratio of post-yield to pre-yield stiffness;
f(t) is the external excitation acts on the system; z(f) is the
hysteretic displacement; and A, 1, «, § are the parameters to
regulate shape of the hysteresis loop.

Letting A=1, n=3, a=21, =1, the frequency w=3,
damping {=0.15, and assuming that the external exaction is
harmonic, f(t) = 10cos(0.5t) in this example, the response of
the Bouc-Wen model governed by (19) can be calculated using
Runge-Kutta method. With the calculation step At = 0.01 sand
the number of computation points N = 10000, the response of
the Bouc-Wen model with total duration of 100 s is obtained.
The hysteretic loop of the system is shown as Figure 8, which
reflects the non-linearity of the Bouc—-Wen model.

As well as non-stationary signal above, the noises are
added to the clear signal calculated by the Bouc-Wen model
with the SNRs of 10 dB, 15 dB, and 20 dB, which will be used
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TaBLE 1: De-noised results in SNR and RMSE of non-stationary signal corrupted by different noise levels.
Noise level 10dB 15dB 20dB
Criteria SNR (dB) RMSE SNR (dB) RMSE SNR (dB) RMSE
Wavelet shrinkage method 15.587 0.1663 20.970 0.0895 26.604 0.0468
EMD-SG method 18.055 0.1251 23.055 0.0704 28.056 0.0396
Proposed method 24.724 0.0581 29.428 0.0338 34.688 0.0184
to investigate the noise elimination efficiency using pro-  compared with clear signal. Wavelet shrinkage and EMD-SG

posed method to non-linear signal. Acceleration response of ~ methods are used to reduce the noises, and the de-noised
the system corrupted by the noise with an SNR of 10dB is  results of acceleration corrupted by 10% of the noise
shown in Figure 9, where the adverse effect is obvious  (SNR=10dB) applying the two methods are exhibited in
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TaBLE 2: De-noised results in SNR and RMSE of non-linear signal corrupted by different noise levels.

Noise level 10dB 15dB 20dB

Criteria SNR (dB) RMSE SNR (dB) RMSE SNR (dB) RMSE
Wavelet shrinkage method 21.631 0.1016 26.364 0.0589 30.368 0.0372
EMD-SG method 17.832 0.1574 22.832 0.0885 27.832 0.0498
Proposed method 24.752 0.0709 29.272 0.0422 33.667 0.0254
Figure 10, which shows that the discrepancies are more Data Availability

obvious compared with non-stationary example.

For the non-linear signal, applying the proposed method
to the signal corrupted by the noises with SNRs of 10 dB,
15dB, and 20 dB, the comparisons of de-noised and clear
signals are plotted in Figures 11-13, which show that the de-
noised signals are all consistent with the clear signal.

The quantitative analysis is also carried out in the ex-
ample, and the results are listed in Table 2. Based on the
analysis, one can learn that the proposed method is superior
to the other two methods when dealing with the non-linear
signal corrupted by the noises with SNRs of 10dB, 15dB,
and 20 dB. At the same time, the SNRs are raised 14.752 dB,
14.272 dB, and 13.667 dB when using the proposed method
to eliminate the above corresponding noises, and the RMSEs
are reduced 30.22%, 28.35%, and 31.72% compared with the
better traditional method (wavelet shrinkage).

5. Conclusion

In this paper, a moving-average method based on complex
exponential decomposition is proposed aiming at non-sta-
tionary and/or non-linear signal de-noising. The method
applies a moving window separating the signal into the small
segments and dealing with the segments as stable signals.
The time-domain method avoids the shortage of linear
methods, and overcomes the limitation of Fourier transform
when using Fourier filters. To investigate the performance of
the proposed method, numerical study is implemented. The
white Gaussian noise is added to clear signal to simulate the
noise during signal collection. Two signals, a non-stationary
and a non-linear signal, are researched in this paper, which
are added noises with SNRs of 10dB, 15dB, and 20dB.
Wavelet shrinkage and EMD-SG methods are used to
eliminate the noise contained in signal, which shows that the
EMD-SG method has better de-noising effect when dealing
with non-stationary signal, while the wavelet shrinkage
method is better than EMD-SG method when dealing with
non-linear signal. Compared with the two methods, the
proposed method obtains better results no matter for dis-
posing non-stationary or non-linear signal. The proposed
method improves the SNRs by 14.724 dB, 14.428 dB, and
14.688 dB, and reduces RMSEs by 53.56%, 51.99%, and
53.54% compared with EMD-SG method when the non-
stationary signal is corrupted by 2%, 5%, and 10% noise.
While dealing with the non-linear signal corrupted by 2%,
5%, and 10% noise applying the proposed method, the SNRs
are raised 14.752dB, 14.272dB, and 13.667 dB, and the
RMSEs are reduced 30.22%, 28.35%, and 31.72% compared
with wavelet shrinkage method.
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available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The authors wish to acknowledge the financial support of the
National Natural Science Foundation of Zhejiang Province
(No.LQ21E090010), the National Natural Science Foundation
of China (No. 52001126), the Open Fund of Key Laboratory of
Far-shore Wind Power Technology of Zhejiang Province (No.
Z0E2021003), the Guangdong Basic and Applied Basic Re-
search Foundation (No. 2022A1515010453), and the State Key
Laboratory of Coastal and Offshore Engineering at Dalian
University of Technology (No. LP2102).

References

[1] O. E. Esu, Y. Wang, and M. K. Chryssanthopoulos, “Local
vibration mode pairs for damage identification in axisym-
metric tubular structures,” Journal of Sound and Vibration,
vol. 494, Article ID 115845, 2021.

[2] S. Wu, W. Xing, Y. Liu, and Y. Shao, “Research on dynamic
characteristics and identification method of local defect on the
roll surface,” Engineering Failure Analysis, vol. 121, Article ID
105063, 2021.

[3] R. Hou and Y. Xia, “Review on the new development of vi-
bration-based damage identification for civil engineering
structures: 2010-2019,” Journal of Sound and Vibration,
vol. 491, Article ID 115741, 2021.

[4] H. Chen, N. Hu, Z. Cheng, L. Zhang, and Y. Zhang, “A deep
convolutional neural network based fusion method of two-
direction vibration signal data for health state identification of
planetary gearboxes,” Measurement, vol. 146, pp. 268-278,
2019.

[5] X. Dong, J. Lian, H. Wang, T. Yu, and Y. Zhao, “Structural
vibration monitoring and operational modal analysis of off-
shore wind turbine structure,” Ocean Engineering, vol. 150,
pp. 280-297, 2018.

[6] Z. Wu and N. E. Huang, “A study of the characteristics of
white noise using the empirical mode decomposition
method,” Proceedings of the Royal Society of London. Series A:
Mathematical, Physical and Engineering Sciences, vol. 460,
no. 2046, pp. 1597-1611, 2004.

[7] V. Ondra, L. A. Sever, and C. W. Schwingshackl, “Identifi-
cation of complex non-linear modes of mechanical systems
using the Hilbert-Huang transform from free decay



Shock and Vibration

responses,” Journal of Sound and Vibration, vol. 495, Article
ID 115912, 2021.

[8] Y. D. Zhang, X. L. Yang, F. L. Zhu et al., “Characteristics of
non-linear dynamics and energy transfer in a vibration
gas—solid fluidized bed by using Hilbert-Huang transform,”
Powder Technology, vol. 344, pp. 970-980, 2019.

[9] T.-L. Huang, M.-L. Lou, H.-P. Chen, and N.-B. Wang, “An
orthogonal Hilbert-Huang transform and its application in
the spectral representation of earthquake accelerograms,” Soil
Dynamics and Earthquake Engineering, vol. 104, pp. 378-389,
2018.

[10] N. E. Huang, Z. Shen, and S. R. Long, “A new view of
nonlinear water waves: the Hilbert spectrum,” Annual Review
of Fluid Mechanics, vol. 31, no. 1, pp. 417-457, 1999.

[11] A. Gonzélez and H. Aied, “Characterization of non-linear
bearings using the Hilbert-Huang transform,” Advances in
Mechanical Engineering, vol. 7, no. 4, Article ID
168781401558212, 2015.

[12] A. O. Boudraa, J. C. Cexus, and Z. Saidi, “EMD-based signal
noise reduction,” World Acad Sci Eng Tec, vol. 1, no. 2,
pp. 589-592, 2007.

[13] A.V.Oppenheim, W. S. Ronald, and J. R. Buck, Discrete-Time
Signal Processing, Prentice-Hall, Upper Saddle River, NJ, USA,
1999.

[14] J. G. Proakis and D. G. Manolakis, Digital Signal Processing:
Principles, Algorithms, and Applications, Prentice-Hall, Saddle
River, NJ, USA, 3rd edition, 1996.

[15] D.L.Donoho andI. M. Johnstone, “Ideal spatial adaptation by
wavelet shrinkage,” Biometrika, vol. 81, no. 3, pp. 425-455,
1994.

[16] D. L. Donoho, “De-noising by soft-thresholding,” IEEE
Transactions on Information Yheory, vol. 41, no. 3, pp. 613-
627, 1995.

[17] N. E. Huang, Z. Shen, S. R. Long et al., “The empirical mode
decomposition and the Hilbert spectrum for nonlinear and
non-stationary time series analysis,” Proceedings of the Royal
Society of London. Series A: Mathematical, Physical and En-
gineering Sciences, vol. 454, no. 1971, pp. 903-995, 1998.

[18] P. Flandrin, G. Rilling, and P. Goncalves, “Empirical mode
decomposition as a filter bank,” IEEE Signal Processing Letters,
vol. 11, no. 2, pp. 112-114, 2004.

[19] Z. Wu and N. E. Huang, “Ensemble empirical mode de-
composition: a noise-assisted data analysis method,” Ad-
vances in Adaptive Data Analysis, vol. 01, no. 01, pp. 1-41,
2009.

[20] N. Rehman and D. P. Mandic, “Filter bank property of
multivariate empirical mode decomposition,” IEEE Trans-
actions on Signal Processing, vol. 59, no. 5, pp. 2421-2426,
2011.

[21] Y.-x. Li and L. Wang, “A novel noise reduction technique for
underwater acoustic signals based on complete ensemble
empirical mode decomposition with adaptive noise, mini-
mum mean square variance criterion and least mean square
adaptive filter,” Defence Technology, vol. 16, mno. 3,
pp. 543-554, 2020.

[22] H. Li, Z. Li, and W. Mo, “A time varying filter approach for

empirical mode decomposition,” Signal Processing, vol. 138,

pp. 146-158, 2017.

N. Igbal, A. Zerguine, S. Kaka, and A. Al-Shuhail, “Automated

SVD filtering of time-frequency distribution for enhancing

the SNR of microseismic/microquake events,” Journal of

Geophysics and Engineering, vol. 13, no. 6, pp. 964-973, 2016.

N. Igbal, E. Liu, J. H. McClellan, A. Al-Shuhail, S. I. Kaka, and

A. Zerguine, “Detection and denoising of microseismic events

(23

[24

(25]

(26]

(27]

11

using time-frequency representation and tensor decomposi-
tion,” IEEE Access, vol. 6, Article ID 22993, 2018.

S. L. James Hu, W.-L. Yang, and H.-J. Li, “Signal decom-
position and reconstruction using complex exponential
models,” Mechanical Systems and Signal Processing, vol. 40,
no. 2, pp. 421-438, 2013.

F. Liu, H. Li, W. Wang, W. Li, and B. Wang, “Frequency
variation and sensor contribution assessment: application to
an offshore platform in the South China Sea,” Journal of
Sound and Vibration, vol. 337, pp. 218-232, 2015.

G. H. Golub and C. F. V. Loan, Matrix Computations, Johns
Hopkins University Press, Baltimore, MD, USA, 3rd edition,
1996.



Hindawi

Shock and Vibration

Volume 2022, Article ID 2539870, 11 pages
https://doi.org/10.1155/2022/2539870

Research Article

@ Hindawi

Modal Investigation on a Large-Scale Containership Model for

Hydroelastic Analysis

Ye Lu®,! Juan Liu,” Bei Teng,3 Chao Tian,’ Hailong Si,! Qingyun Zhou,' and Xinyun Ni!

1China Ship Scientific Research Center, Wuxi 214082, China

*Jiangsu University of Science and Technology, Zhenjiang 212003, China
*Wuxi Institute of Communications Technology, Wuxi 214151, China

Correspondence should be addressed to Ye Lu; luye@cssrc.com.cn

Received 4 January 2022; Revised 3 February 2022; Accepted 29 March 2022; Published 30 April 2022

Academic Editor: Jialong Jiao

Copyright © 2022 Ye Lu et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

A 20,000 TEU containership with an overall length of about 400 m is designed as a target ship to investigate ship hydroelastic
characteristics in the joint industry project (JIP) of CSSRC-20,000 TEU. A set of systematic model tests are carried out in the
seakeeping wave basin of CSSRC. The large-scale ship model data for hydroelastic experiments are presented with the deter-
mination of modal features. The modal test of the containership model is the premise of the hydroelastic analysis. The test of the
natural frequency and modal shape of the ship model can be used to corroborate the accuracy of the finite element modelling. A
three-dimensional finite element model (FEM) of the ship is employed to carry out modal analysis in a vacuum and provide modal
parameters to decide the large-scale ship model data for hydroelastic experiments. Through the analysis of hydroelasticity, the wet
frequency corresponding to the motion of each elastic mode is obtained. Good agreement is achieved between the numerical
results and the measurement data, particularly for the lower-order modes. Only when the numerical calculations of the dry and
wet modes are consistent with the experimental results, the containership model’s calculated motion responses and structural
loads are comparable to the experimental results. Therefore, examining the modal tests is extremely important for hydroelastic
analysis. As the input data, the FEM will be shared with JIP members for further comparative studies of linear and nonlinear
hydroelastic analyses. The experiments help provide reliable and accurate benchmark model test data for comparative studies

using numerical software and methods.

1. Introduction

With the development of the social economy and trans-
portation demand, containerships have gradually grown
larger and faster, and some superstandard ships have in-
creasingly been designed and built. The total length of a
containership of 20,000 TEU has reached 400 meters. The
bow of the containership is relatively noticeable, and the
speed is generally high. The slamming phenomenon of the
ship is very obvious when sailing in the waves. The longi-
tudinal strength of the containership hull is vital. As the size
of the ship increases, the vertical rigidity and torsional ri-
gidity of the containership hull are significantly reduced. At
the same time, wave-induced vibration may occur in lower
sea conditions, resulting in serious hull structural fatigue
problems. Strong nonlinear characteristics are often

observed in the ship wave load. Determining the nonlinear
wave load of containerships is of great significance to the
ship’s safety and structural design.

The most famous containership S175 is the first con-
tainership standard model (1978) and is still the sole standard
model used for teaching and research both at home and
abroad, making it the most cited model [1-4]. Kim and Kim
[5] calculated the elastic vibration and whipping of a 6,500
TEU containership and a fictitious 10,000 TEU containership
based on the combination of a three-dimensional (3D)
Rankine source and a 3D structural model. A combination of
beam elements is used to consider the slamming of the two-
dimensional (2D) generalised Wagner model Load.
Senjanovic et al. [6] proposed that hydroelastic analysis is the
most suitable method for the rational design of container-
ships, and free vibration analysis is one of the most important
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steps. It can be done using a one-dimensional (1D) or 3D
finite element model (FEM) of ship structures. The beam
model is usually used in the preliminary design stage, and the
completed 3D FEM is more suitable for the final strength
examination. Malenica and Derbanne [7] claimed that as the
length of the ship increases, the hydroelastic structure re-
sponse of ultralarge containerships is more important. The
large size, nearly 400 meters between the vertical lines, results
in a lower natural frequency of the structure. They also
claimed that the correct modelling of the hydroelastic ship
structure response and its inclusion in the overall design
program is much more complicated than the assessment of
the static structure response. Hirdaris et al. [8] reviewed
several different fluid-structure coupling methods for the ship
motions and loads. The weak nonlinear wave load is applied
to the 10,000 TEU containership. The load is not only rea-
sonable for at amidships, but also applicable at fore and aft.
The prediction of wave excitation force of radiation potential
and diffraction potential is more accurate when the instan-
taneous wet surface is considered. Ye et al. [9] used the 3D
potential flow theory and the thin-walled beam theory to
calculate the hydroelasticity problem of a large opening
containership. The high-order isoparametric boundary ele-
ment method is adopted to solve the boundary integral
equation of the hydrodynamic boundary value problem, and
the structure is simplified to consider the warpage. The FEM
of thin-walled beams is investigated with the effects of shear
and section rotation, as well as the large opening of the cargo
hold and the torsion box. The numerical results are compared
with the test data and both good calculation accuracy and
calculation efficiency are obtained. Based on the ABS clas-
sification society regulations of the whipping and wave-in-
duced vibration response, Lin et al. [10] took a 16,000 TEU
ultra-large containership as an example and interpreted the
specifications of various classification societies regarding the
hydroelastic effect. The research found that the hydroelastic
effect of ultralarge containerships cannot be ignored, and it
has different effects on the longitudinal bending and fatigue
damage of the ship. The whipping has increased the amid-
ships’ bending moment and shear force by 20%~25%. Wave-
induced vibration also affects the ship. The cumulative fatigue
damage increases by nearly 20%. Chen [11] studied the two
effects of the insurmountable wave-induced vibration and
whipping phenomenon on the hull strength caused by the
longitudinal strength and fatigue strength in the design of
superlarge ships. He tried to propose a method for the
previously mentioned two kinds of ship mechanics in the
initial stage of ship design. Regarding the method of fore-
casting frontier problems to solve the designer’s difficulties, he
pointed out the influence of various uncertain factors on the
calculation. He pointed out that in the design of modern
ultralarge civil ships, it is extremely important to strengthen
model tests and full-scale ship experiments when the current
theory cannot fully explain the coupling of wave-induced
vibration and whipping and accurately separate their re-
spective effects. It is the only way to ensure the safety of ships.
Han et al. [12] introduced that the 18,000 TEU ultralarge
containership has a high speed and significant bow, and the
first-order natural frequency is lower than conventional ship
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types, which is likely to cause springing and whipping. The
hydroelastic analysis is applied to discuss the impact of
whipping and springing on the ultimate strength and fatigue
strength of the ultralarge containership structure. Taking the
18,000 TEU ultralarge containership as the research object,
Zhang et al. [13] considered the effects of symmetric and
antisymmetric modes and used the FE method for dry modal
analysis. Based on the 3D linear hydroelasticity theory in the
frequency domain and spectral analysis method, the hot spot
stress responses are solved. Combined with the linear cu-
mulative damage method, the fatigue life and the influence of
wave-induced vibration on the fatigue of hatch corners are
obtained. It is found that wave-induced vibration will cause a
high-frequency response of loads and stresses. The fatigue
cumulative damage of the hatch corners has increased sig-
nificantly, and the fatigue life has been reduced by up to 50%.

In addition to the previously mentioned scholars’ de-
tailed analysis and research on the hydroelasticity of con-
tainerships, many authors reviewed the research in recent
years [14-16]. They carried out a detailed analysis of the
external loads such as wave-induced springing on the
hydroelasticity of the ship, especially the containership, and
also gave the motion response and structural load evaluation
caused by slamming.

From 2005 to 2009, the KCS initiated by MOERI
(Maritime & Ocean Research Institute) compared the test
results of tankers, containerships, and surface ships to
standardize the capabilities of different ship manipulation
simulation methods (based on CFD methods) test.

The international joint industrial project WILS (Wave
Induced Loads on Ships) I (2006~2008), IT (2008~2011), and
III (2012~2014) were initiated and led by MOERI. Taking
6750 TEU and 10,000 TEU containerships, a series of studies
were performed, including wave loads, modal tests,
hydroelastic response, linearity and nonlinearity, full-scale
ship tests, and so on.

From 2009 to 2012, Bureau Veritas (BV) initiated the
TULCS (Tools for Ultra Larger Container Ship) interna-
tional joint industrial project to conduct numerical calcu-
lations and experimental comparative studies on wave-
induced vibration and slamming-induced whipping for
14,000 TEU containerships.

To investigate the influence of springing and whipping
on the bending and torsion moments of the ship structures, a
Joint Industry Project (JIP) named Comparative Study on
Springing Responses of Containership 20,000 TEU (CSSRC-
20,000 TEU) was initiated by Prof. Yousheng Wu from
China Ship Scientific Research Center (CSSRC), which will
last for about four years from 2018 to 2022. Other initiators
or members of this JIP include China Classification Society
(CCS), Lloyd’s Register of Shipping (LR), Bureau Veritas
(BV), American Bureau of Shipping (ABS), Class NK (NK),
Korean Register of Shipping (KR), Indian Register of
Shipping (IRS), Shanghai Waigaoqiao Shipbuilding Co. Ltd
(SWS), Shanghai Merchant Ship Design & Research Institute
(SDARI), University of Southampton (UoS), Chalmers
University of Technology (CUT), Shanghai Jiaotong Uni-
versity (SJTU), Harbin Engineering University (HEU),
Dalian University of Technology (DUT), Huazhong
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University of Science and Technology (HUST), Wuhan
University of Technology (WUT), and Jiangsu University of
Technology (JUST). The initiators and members of CSSRC-
20,000 TEU JIP are shown in Figure 1. The introduction to
this JIP can be found on the website: jip.cssrc.com.

The objectives of this JIP contain four aspects are shown
as follows:

(1) to make a global review by synthetic analysis of
existing methods/software for hydroelastic analysis,

(2) to provide reliable and accurate benchmark model
tests data, which can be considered as a standard
database for verification and validation,

(3) to perform a comparative study of the most recent
numerical methods/software by comparing with
measurements of large-scaled hydroelastic model
tests,

(4) to provide critical information for establishing
standard procedures/guidelines for the numerical
prediction of the hydroelastic response including
springing and whipping.

Aiming at the main objectives of this JIP, reliable and
accurate large-scale benchmark model test data [17] for
comparative studies using the most recent numerical
methods and software will be provided. A 20,000 TEU
containership with an overall length of about 400 m has been
designed as the target ship for the JIP studies, and systematic
model tests have been carried out in the seakeeping wave
basin of CSSRC.

In this JIP, the 3D hydroelastic method will be applied in
ultralarge containerships, including linear and nonlinear
methods. Based on the results of the benchmark of model
test and numerical comparison, the methods adopted by the
participants of this JIP will be analysed in detail. Then, the
proper methods and the criterion will be advised to obtain
more reasonable and accurate results.

In this paper, the modal characteristic of containership is
investigated for hydroelastic analysis. As well known, based
on the modal superposition, the hydroelasticity could solve
the fluid-structure interaction problem easily. So, the ship
modal information is demonstrated in detail including
construction and the modal test. The mass distribution and
stiffness distribution of the containership model settle the
natural frequency of vibration in a vacuum. The
manufacturing accuracy and installation method of the
model can affect the frequency. During modal testing, the
location of the hoisting rope and lifting point is critical,
which can change the natural frequencies and modal shapes.
3D finite element numerical modelling is also very impor-
tant in the connection of the ship model. A slight change in
mechanical parameters such as material and elastic modulus
will greatly change the natural frequency.

2. 3D Hydroelastic Method

In 1984, Yousheng Wu pioneered combining the 3D po-
tential flow theory with the 3D structural dynamics theory to
establish the 3D hydroelasticity theory. Assuming that the
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F1GURE 1: Initiators and members of CSSRC-20,000 TEU JIP.

ship moves and deforms slightly in waves, according to the
principle of modal superposition, the motion and defor-
mation of the hull structure relative to its equilibrium po-
sition can be expressed as

m m

W= up= ) (Upvow,)p, (1)

r=1 r=1

where p, (r = 1,2,...,m) represents the r th principal co-
ordinate component of the displacement %, relative to the
dry hull mode.

We assumed that the fluid around the floating body is an
ideal fluid that is uniform and incompressible and non-
viscous, the flow field had no rotation, and the free surface
wave is a small amplitude wave. Combining structural dy-
namics, a generalised 3D linear frequency domain
hydroelastic equation of motion for a floating body (1) could
be obtained as follows:

[a + Al{p} +[b+ BI{p} +[c + Cl{p} ={Z} +{A} +{Q}. (2)

In the formula, [a], [b], and [c] are the generalised mass
matrix, the generalised damping matrix, and the generalised
stiffness matrix of the structure, respectively. Corresponding
to the previously mentioned matrix, generalised fluid ad-
ditional mass matrix, generalised fluid additional damping
matrix, and generalised fluid restoring force matrix are [A],
[B], and [C]. Moreover, {Z}, {A}, and{Q} are generalised
surface force, generalised concentrated force, and general-
ised volume force arrays, respectively; {p} is generalised
principal coordinate arrays.

3. Ship Model

3.1. Scale and Main Particulars. The experimental model of
the containership is made of steel with a two-cylinder
backbone. It is divided into 14 segments connected by the
flexible backbone (Figure 2). The ship model is segmented at
St 2, St4, St 5+ 50 mm, St 6, St 7, St 8.5, St 10 + 70 mm, St 11,
St12, St 13 + 50 mm, St 14, St 16, and St 18. The gaps between
adjacent segments are designed as 20 mm to prevent the
possible contact of the two segments during the test. To
avoid flooding, the thin rubber strips are fitted to seal the
gaps with some spare room to eliminate the possible load
transfer.
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FIGURE 2: The containership model with 14 segments.

Considering the capabilities of wave generation of the
wave basin, a scaling ratio of 1:49 (4 =49) is chosen, which
makes the ship model have available travelling speed, space,
and weight margins for fitting in the necessary instru-
mentation and adjusting the weight distribution. Figure 3
shows the hull offset lines. Table 1 gives the main particulars
with two loading conditions of the ship model.

3.2. Mass Distribution of the Ship Model. Table 2 gives the
estimation of the mass of each segment of the ship model,
which is calculated from the ship mass statistics. The weight
distribution of the ship model is also shown in Figure 4. The
blue bars demonstrate the mass in the full load condition, and
the red bars present the mass in the design draft condition.

3.3. Stiffness Similitude Using Backbone. The similarity of
section stiffness is an important step in scaling the full-scale
ship to the model. Once the stiftness satisfies a similar
criterion, the natural frequency will meet a similar rela-
tionship, and its modal shape will be consistent with the full-
scale ship. According to the similitude principle, a blue
backbone (Figure 5) is designed to simulate the bending of
the containership in waves. To satisfy the stiffness similitude
of the ship on vertical bending, a kind of steel is chosen to
construct the backbone. Young’s modulus of steel is
206 Gpa. The Poisson ratio is 0.3. However, the stiffness
along the ship length is not uniform. Generally, the inertia
moment of the vertical bending at amidships is larger than
the values at fore and aft. Therefore, the flexible backbone
has been designed to the six variable cross-sections joined
end to end. Table 2 gives the design properties of the
backbone such as the inertia moment of vertical bending
from stern to station 19.

3.4. Construction and Installation of the Backbone.
Figure 6 gives the schematic drawing of the installation of
the backbone built-in ship model, which is carefully

designed. All the hydrodynamic loads transfer to the
backbone, which act on the segments. However, the stiffness
of the segment did not affect the flexibility of the backbone
noticeably. It can be seen that the backbone beam is con-
nected to the ship hull through the transverse supports,
which are green, shown in Figure 5.

4. Determination of Modal Property

4.1. Measurement Methods and Instrumentation. It is es-
sential to obtain the modal parameters, including natural
frequencies, modal shapes, and damping ratio of the ship
model since they are the indispensable input data for
hydroelastic analyses. Therefore, both the dry and wet
modes, including the vertical bending of the ship model, are
measured and analysed in the vibration lab of CSSRC. Before
carrying out the modal test, the centre of gravity and inertia
of the ship model shall be adjusted to account for full load
and design draft loading conditions, respectively.

The modal parameters are determined by a hammering
test, hitting the ship model with a soft hammer and re-
cording the vertical vibrations and their decay curves. The
roving hammer setup used a PCB-086C04 instrumented
hammer for the excitation measurement. The PCB 352C33
accelerometers are employed to measure the dynamic re-
sponses of the backbone of the ship model. Figure 7 gives the
installation layout of accelerometers, including 30 points for
vertical acceleration measurement. The measurement data
are obtained and processed by using B&K 3660D, a dynamic
data acquisition and processing system. The relevant fre-
quency response function and modal parameters could be
derived in the measurement.

To measure the vertical modal shapes, the ship model is
suspended in the air by elastic ropes. Figure 8 shows the
different suspending patterns on the ropes to measure the
vertical modal shapes. In the vertical bending modal mea-
surement, the ropes are going around the side of the hull of
the model.
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TaBLE 1: Main particulars.
Ship Model
Item Symbol ) )
Full load Design draft Full load Design draft

Scale ration U 1 1 49 49
Density of water p (t/m>) 1.025 1.025 1.000 1.000
Length overall Loa (m) 399.67 399.67 8.157 8.157
Length between perpendiculars Lgp (m) 383 383 7.816 7.816
Beam B (m) 58.6 58.6 1.196 1.196
Depth D (m) 30.5 30.5 0.622 0.622
Draft forward Ty (m) 15.2 13.37 0.31 0.273
Draft aft T, (m) 16.7 15.3 0.341 0.312
Displacement A (t) 260602.9 228482.8 2.161 1.895
Height of CG above baseline Zg (m) 27.574 26.106 0.563 0.533
LCG from AP Xg (m) 182.714 183.485 3.729 3.745
Moment of inertia about y-axis 1,,(kg-m?) 2.307 x 10" 1.913 x10" 7967.86 6605.7

TaBLE 2: Design properties of the backbone along the ship length.

Length  Outer diameter  Thickness  Inertia moment of vertical bending for Inertia moment of vertical bending for two

No. . 4 : 4
(m) (m) (m) one cylinder (m") cylinders (m”)

II\/H- 1.1724 0.089 0.005 1.1679E - 06 2.3358E - 06
MI-
) 0.7816 0.102 0.0055 1.9472E - 06 3.8944E - 06
1;/11_ 3.1264 0.114 0.005 2.5481E - 06 5.0963E - 06
MI-
4 0.7816 0.102 0.006 2.0928E - 06 4.1855E-06
MI-
5 0.7816 0.095 0.005 1.4358E - 06 2.8716E - 06
MI-

0.7816 0.083 0.005 9.3561E - 07 1.8712E-06

It should be noted that the natural frequencies of the
mass-spring system in rigid body motion should be well
below the elastic deformation resonance modes of the ship
model. In addition, the elastic rope shall be hung at the lo-
cation of vibration modal nodes to minimize the influence of
support on the modal results. Before the modal measurement,

two kinds of spring rigidity have been employed for com-
parison, 25537 N/m and 17448 N/m. It is found that the
impact of rope rigidity is negligible on the measured results of
natural frequency if the model is suspended at modal nodes.

During the vertical modal measurement in the air, the
suspension locations are adjusted iteratively until they
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Ficure 8: Different suspending patterns in the measurement of the modal shapes.

correlated well with the vibration modal nodes derived from
the previous measurement analysis.

4.2. Modal Results. 'The natural frequencies, damping ratio,
and modal shape of the model have been analysed from
the measurement results. To obtain the resonance fre-
quencies, we plotted the RAOs of accelerations at each
measurement point. The RAOs are defined as the ratio of
the response amplitude to the amplitude of exciting force.
The peaks in these curves indicated the modal resonances
of the model.

Figure 9 shows the dry and wet vertical acceleration
RAOs at different measured locations under vertical bending
(VB) excitation of the ship model for both the full load
condition and design draught condition.

Figures 9(a) and 9(b) show the natural frequencies of full
load and design draft loading conditions in air respectively.
Figures 9(c) and 9(d) show the resonant frequencies of full
load and design draft loading conditions in the water.

In Figure 9, we can see that the natural frequencies of the
ship model can be investigated clearly. Although the ac-
celeration signals are thirty, the two-node VB and three-
node peaks nearly occur at the same frequencies, respec-
tively. It is worth pointing out that there are small peaks
before the frequency according to the two-node VB. This is
the natural frequency due to the elastic cord in the sus-
pension system. Therefore, the rigidity of the hanging rope
selected should avoid the natural frequencies of the ship
model. In contrast, the resonant frequency test results in the
water show that the peaks are not as sharp as the natural
frequency peaks in the air, showing a wider distribution of
peaks. The two-node VB and three-node VB peaks are
discernible.

Table 3 gives the natural frequencies and damping ratio
of the vertical bending mode of the ship from measurement
analyses.

From Table 3 we can find that the wet frequencies are
lower than the dry frequencies in the same modal shape. It is
because of the effect of the added mass in the water. The
greater the masses, the lower the frequencies. Similarly, the
2-node frequency in full load is lower than that in design
draft loading, the same as the 3-node frequency. In addition,
the damping coeflicient corresponding to each order fre-
quency is obtained according to the half-power method. As
well known, the damping coefficient plays a key role in the
peak value of the subsequent hydroelastic wet mode.

In addition, natural frequencies are the inherent prop-
erties of ship models in air and water. The uncertainty of the
modal test mainly comes from the accuracy of the measuring
instrument, the detail of the ship model, and the change in
environmental factors. Since a total of 30 acceleration
sensors are arranged on the measured backbone, through
three repeatability tests, these data are analysed to obtain the
standard deviation and measurement uncertainty.

5. Dry Mode and Wet Frequency Prediction
5.1. FEM for Dry Modal Calculation

5.1.1. General Introduction. Due to the lack of the inertia
moment of each section, the simplified beam model is not as
accurate as a 3D FEM for simulating the moment of inertia of
a ship. The 3D numerical model for simulation is modelled by
FE analysis software MSC.Patran. Due to the accuracy of the
modal calculation, the two backbones are modelled by solid
elements. To obtain the inertia moment, the mass and the
instruments box are created by solid elements. The girders,
ribs, and supports are built in steel by plate elements with
different thicknesses. The ship hull is also constructed of plate
elements, which are made of fibreglass. The FEM of the
containership of full load condition is seen in Figure 10. Some
groups of mass cubic are located on the side of the ship model.
The whole FEM has 495387 nodes and 315117 elements in the
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FIGURE 9: Vertical acceleration RAOs for vertical bending (VB) excitation. (a) Full load condition in air. (b) Design draft loading condition
in air. (c) Full load condition in water. (d) Design draft loading condition in water.

TaBLE 3: Vertical bending modal results from measurement.

) o Dry mode Wet mode
Loading condition ~ Modal shape ) ) . )
Natural frequency (Hz)  Damping ratio (%)  Natural frequency (Hz) = Damping ratio (%)

Full Ioad 2-Node 3.823 0.23 2.825 6.3
3-Node 8.575 0.8 6.455 4.0

Desien draft 2-Node 4.337 0.93 3.104 5.6
& 3-Node 9.923 0.48 6.955 2.5

Figure 10: FEM of the containership of full load condition.
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Ficure 11: Connection simulation of the backbone to the hull.

TaBLE 4: Comparison of predicted dry and wet natural frequencies in the full load condition.

Mode Dry mode Wet mode
Direction Modal shape Test Cal Error (%) Test Cal Error (%)
VB 2-Node 3.823 3.766 1.5 2.825 2.785 1.4
VB 3-Node 8.575 8.361 2.5 6.486 6.366 0.5
TaBLE 5: Comparison of predicted dry and wet natural frequencies in design draft condition.
Mode Dry mode Wet mode
Direction Modal shape Test Cal Error (%) Test Cal Error (%)
VB 2-Node 4.337 4.28 1.4 3.104 2.992 3.6
VB 3-Node 9.923 9.46 4.7 6.955 7.098 2.1
100
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FIGURE 12: Vertical bending modal shape (2 nodes), full loading condition. (a) Numerical prediction. (b) Measurement results.

full load condition and 494318 nodes and 314447 elements in
the design draft condition.

5.2. Connection Simulation. The elements of the backbone
are fixed by transversal supporting, which is connecting to
the hull shell from the port side to the starboard as shown in
Figure 11.

5.3. Natural Frequency Prediction. Based on the potential
theory, the 3D hydroelastic method is employed. The key to

the theory of hydroelasticity is the fluid-structure coupling;
that is, the force is transmitted through the dry-wet
matching relationship between the dry meshes and the wet
surface elements. A set of 3742 hydrodynamic panels is
modelled to calculate hydrodynamic coefficients, such as
added mass, damping coefficient, and exited force. Using the
dry-wet element matching, the fluid pressure is loaded on
the structural meshes, while the elastic deformation is im-
posed on the wet panels. The dry and wet natural frequencies
of the ship model are predicted for the previously mentioned
FEM. The comparisons of the numerical results with the



10

(a)

Shock and Vibration

100
87.5

(b)

FIGURE 13: Vertical bending modal shape (3 nodes), full loading condition. (a) Numerical prediction. (b) Measurement results.
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FIGURE 14: Vertical bending modal shape (2 nodes), design draft loading condition. (a) Numerical prediction. (b) Measurement results.
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FIGURE 15: Vertical bending modal shape (3 nodes), design draft loading condition. (a) Numerical prediction. (b) Measurement results.

measurement results are shown in Tables 4 and 5 for full load
and design draft loading conditions. It can be seen that for all
the modes very good agreements are achieved both for dry
and wet frequencies.

5.4. Modal Shape Prediction. The vertical bending modal
shape prediction results are shown in the following figures.
The modal shapes derived from modal measurement are also
given for comparison. Figures 12-13 show the comparison
results of 2-node and 3-node vertical bending shapes in full

loading condition, while Figures 14-15 give the comparison
of the results of 2-node and 3-node vertical bending shapes
in design draft loading condition. Generally speaking, a
fairly good agreement has been achieved.

6. Conclusion

In the CSSRC-20,000 TEU JIP, a 20,000 TEU containership
with an overall length of about 400 m is designed as the
target ship, which will be utilized to carry out a model test in
the new seakeeping wave basin of CSSRC and generate
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benchmark model test data for comparative studies using
most recent numerical methods and software. In this paper,
the 1:49 scale ship model is briefly introduced, in con-
junction with the determination of modal parameters, in-
cluding natural frequencies, modal shapes, and damping
ratio of the ship model, since they are the indispensable
input data for hydroelastic analyses.

Through the comparative analysis of modal calculation
and test results, the mass distribution and stiffness distri-
bution of the containership model are the basis for obtaining
the natural frequency and modal shape. In the finite element
numerical modelling, only by simulating the segmental mass
of the actual ship model and measuring the stiffness of the
backbone, the accurate result of the natural frequency would
be obtained. In addition, the simulation of all connections of
the ship model will also change the results. However, there are
some uncertain factors in the manufacture and installation of
the ship model. Furthermore, the stiffness of the suspension
rope and the position of the suspension point in the modal
test are also factors that affect the results. By checking and
eliminating all uncertain factors, the dry and wet modalities of
the numerical modal calculation can be consistent with the
results of the modal test. Natural frequency and modal ob-
servations of the containership model are required to ensure
the accuracy of the hydroelastic analysis.

A 3D FEM of the ship is built to carry out modal analysis
in a vacuum. From the comparison of the numerical pre-
dictions and the hammering test results, it can be concluded
that a generally good agreement has been achieved, partic-
ularly for the lower-order deflection modes. The FEM cor-
responding to full load and design draft loading conditions
will be distributed to JIP members for further comparative
studies of linear and nonlinear hydroelastic analyses.

This article is devoted to the full exposition of the modal
tests necessary for the hydroelastic analysis of large con-
tainerships. Therefore, hydroelastic effects can be seen in the
elastic vibration frequencies and modes of the containership
model. The wet mode of the containership model is obtained
through hydrodynamic analysis. By comparing with the test
results, the position and shape of the resonance frequency
that causes the ship’s hydroelasticity can be observed more
clearly.
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In this study, the water entry of an air-launched underwater glider under wave conditions is numerically simulated by the
computational fluid dynamics method. The numerical model is validated by the comparison of nondimensional water entry
impact force with published experimental and numerical results. And the influence of water entry points, water entry angles, and
water entry attack angles on impact force is studied, which provides guidance for the design of air-launched underwater gliders.
The results show that the water entry point has a great influence on the peak value of vertical impact force. In the present study, the
peak value of the maximum vertical impact force at different water entry points is almost twice the minimum peak value with the
same water entry velocity. The water entry angle at the same water entry point has great influence on the peak value of horizontal
impact force, which is mainly related to the horizontal component of the impact velocity. The greater the horizontal component of
impact velocity, the greater the peak value of impact force. In addition, the attack angle hardly affects the water entry impact force

of the glider with hemispherical head.

1. Introduction

The underwater glider is a kind of autonomous underwater
vehicle which has been broadly applied in physical and
biological oceanography [1]. At present, underwater gliders
are mainly deployed by ships. Limited by the navigation
capacity of the mother ship, long-distance deployment takes
a long time. In contrast, air launched from the aircraft can
greatly shorten the time required for long-distance de-
ployment [2]. However, the water entry of the air-launched
underwater glider is a complex process. During water entry,
the air-launched underwater glider will suffer a huge impact
force that can damage the structure and inner components
[3]. Therefore, it is necessary to study the water entry impact
force of the air-launched underwater glider.

The theoretical research on water entry can be traced
back to Karman [4]. Based on the theory of potential flow,
von Karman calculated the impact loads of a structure into

water. Wagner [5] refined the theory of von Karman by
taking the piled-up water surface and spray thickness into
consideration. Miloh [6] used the semi-Wagner approach to
compute the wetting factor and slamming coefficient of a
rigid sphere in vertical water entry. Korobkin [7] con-
structed an exact solution for the problem of an elliptical
paraboloid entering an ideal, incompressible liquid at var-
iable velocity within framework of the Wagner approxi-
mation and examined the effect of the shape on peak impact
accelerations. Tassin et al. [8] analyzed the accuracy of
several models for prediction of the hydrodynamic loads by
comparing with the experimental observation data.

With the development of computer simulation tech-
nology, many computational fluid dynamics (CFD) tech-
niques have been used to study the impact problems of water
entry. Aquelet et al. [9] presented the prediction of the local
high-pressure load on a rigid wedge impacting a free surface,
where the fluid was represented by solving the Navier-
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Stokes equations with an arbitrary Lagrange Euler (ALE)
formulation. Panciroli et al. [10] studied the hydroelastic
phenomena during the water entry of elastic wedges by the
numerical model which is based on the coupled finite ele-
ment method (FEM) and smoothed particle hydrodynamics
(SPH) formulation. The results show that the numerical
solutions agree reasonably well with the experimental data.
Facci et al. [11] used the finite volume method (FVM) to
discretize incompressible Navier-Stokes equations in both
air and water and describe the free-surface multiphase flow
by the method of volume of fluid (VOF). This method is
proved to be reasonable and feasible in simulating the three-
dimensional water entry of a solid body. Large eddy sim-
ulation (LES) can well calculate the problem of multiphase
flow [12-14]. Li et al. used LES to study the problem of a
stone impacting on the water. And the numerical model is
verified to be reasonable by comparing the numerical results
with experimental results [15].

Subsequently, scholars applied CFD techniques to the
water entry study of air-launched autonomous underwater
vehicles (AUVs). Shi et al. [16] and Chaudhry et al. [17]
investigated the water entry process of air-launched AUV by
the software LS-DYNA based on the ALE method. The
simulation results such as cavity shape and impact loads show
good agreement with experimental data. Yan et al. [18]
studied the small-angle water entry problem of the AUV
numerically by the FEM-SPH coupling algorithm. This
method absorbs the advantages of SPH algorithm in dealing
with large deformation and meshes distortion. CFD tech-
nology can also accurately simulate the problem of AUV
entering water. Qi et al. [19] simulated the water entry process
of air-launched AUVs. A series of accurate load data were
obtained and the accompanied phenomena such as cavitation
were observed. Wang et al. [20] simulated the high-speed
water entry of AUVs with asymmetric nose shapes. The
trajectory and cavity development were accurately simulated.

As reviewed above, the CFD technology has been proved
to be a reasonable and feasible method to study the water
entry problem. To our knowledge, previous studies mainly
focused on the impact forces of AUV onto the static water and
the effect of waves on the water entry impact forces of AUV
has not been fully investigated. In this study, the water entry
impact forces of an air-launched underwater glider under
wave conditions are studied by the CFD method. The water
entry impact forces at different water entry points and dif-
ferent water entry angles are studied. The results can provide a
reference for the design of air-launched underwater gliders.

The study is organised as follows. Section 2 introduces
the numerical model. Section 3 verifies the accuracy of the
present numerical model. Section 4 analyses the water entry
impact forces of an air-launched underwater glider in dif-
ferent water entry points, water entry angles, and attack
angles. Section 5 summarises the main conclusions.

2. Numerical Model

2.1. Governing Equations. The commercial CFD software
STAR-CCM+ is employed to solve the water entry impact
forces in this paper. The unsteady Reynolds Averaged
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Navier-Stokes (RANS) equations are discretized by using
FVM. It is assumed that the fluid is incompressible and the
temperature is constant. Then, the continuity equation and
the NS equations can be written as

V.-u=0,

Ju (1)

+(u-V) o+ Wou+ F
- u- u=—— v u N
ot p P

where u is the velocity vector, p is the fluid density, p is the
fluid pressure, v is the fluid kinematic viscosity, and F is the
volume force.

The method of VOF is used to capture the free-surface
multiphase flow. In each grid, the sum of the volume fraction
of air phase and water phase is 1.0. Suppose the volume
fraction of air is y and the volume fraction of water is 1 — y.
Then, the free surface can be tracked by solving the volume
fraction of air phase, and the governing equation can be
expressed as [21]

0
a—f +V- (yv,) =0, (2)
where v, is the transfer velocity.

There are three possible conditions in every grid as
follows:

0, if grid is full of water,
y=11 if grid is full of air, (3)
0<y<1, if grid contains both water and air.

Then, the air and water in every grid can be regarded as
an equivalent fluid with the density p, and the viscosity v,
calculated by

Pe =YPa+ (1 =V)py»
Ve =V, + (1 - V)Vw’

(4)

where p, and p,, are the density of air and water, respectively,
and v, and v,, are the dynamic viscosity of air and water,
respectively.

In addition, the motion of the structure is computed by
Newton’s second law. The motion of the grid around the
structure is realized by overset mesh method. The transfer of
physical quantities between the overset zone and the
background zone is employed by the linear interpolation
method.

2.2. Air-Launched Underwater Glider Model. In this study,
an air-launched underwater glider model is proposed to
study the water entry problem, which is shown in Figure 1.
The traditional underwater glider has a large wingspan to
improve the lift force during gliding. And the wing bears a
large impact force in the process of water entry. So, a new
design scheme, equipping a foldable wing module on the top
of the underwater glider, is proposed to reduce the water
entry impact force in this paper. During the impact into
water, the wing is folded, as shown in Figure 1(a). After
entering the water, the velocity of the glider decreases and
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FIGURE 1: Schematic of the air-launched underwater glider. (a) Wing folded. (b) Wing unfolded.

the load it bears becomes smaller. Then, the wing spreads
out, as shown in Figure 1(b). The length of the glider is
2000 mm, the diameter is 220 mm, and the mass is 70.69 kg.
The head of the glider is a hemisphere with the radius of
110 mm. When the wing is folded, the gravity centre is on the
central axis of the main body, 952 mm away from the head.
And in the present study, the glider is regarded as a rigid
body.

2.3. Reference Frames. In this study, the inertial frame
O - XYZ, the body frame O, - X,Y,Z,, and the velocity
frame V - V,V,V; are adopted to describe the motion of the
glider and are shown in Figure 2.

The inertial frame O — XYZ is fixed in the inertial space
and an appropriate location on the water surface is selected
for the origin O. The O — X axis is horizontal and points to
the motion direction of the glider, and the O — Z axis is
perpendicular to the water surface and points upwards. The
origin of body frame O, — XY ,Z, is fixed at the gravity
center of the glider, and the O, — X, axis coincides with the
longitudinal axis of the glider. The origin of velocity frame
V -V,V,V; is also fixed at the gravity centre of the glider,
and the V — V, axis coincides with the velocity vector of the
glider. The angle between the V — V| axis and water surface
is defined as the water entry angle 6. And the angle between
O, — X, axis and V — V axis is defined as the attack angle «,
which is positive when the angle X,0,V; is clockwise.

2.4. Computational Domain. As shown in Figure 3, only
half of the domain is meshed as the body is axisymmetric. In
the present study, the first order Stokes wave model is used.
And the wave length and wave height are set as A = 10m and
H= 1m, respectively.

The surface abb'a’ is set to velocity inlet and 1.51 away
from the glider. The surface cdd’c’ is set to pressure out and
2.5\ away from the glider. A damping zone is set at the
pressure outlet boundary to eliminate reflections from
boundary. And the damping length is set to 10 m, which is
equal to the wave length. The top, bottom, and side
boundaries are assigned velocity inlet condition. The water
depth is set to 4.5 m, and the height of the air domain is also
set to 4.5m. The SST (Menter) k — w turbulence model is
selected to simulate the surrounding flow with a grid point

Air

Water surface

Water

FIGURE 2: Reference frames.

FiGure 3: Computational domain.

for the first cell at y* < 1. The nondimensional wall distance
+

y* is then given by
+ _ YPU.
Yy =7
¢

where y is the height of the wall adjacent cell centroid from
the wall, u, is the friction velocity, and y is the dynamic
viscosity.

In this study, the hexahedral mesh generated by the
cutting mesh generator is used. To clearly simulate the
variable process of water entry, fine mesh is assigned to the
air-water interface and the region where the glider may pass.
Figure 4 shows the partial mesh on the symmetry surface
abcd.

(5)

3. Discussion on the Numerical Model

3.1. Numerical Method Validation. In this study, the ex-
ample of the constant-velocity water entry of a sphere is used
to verify the numerical method. And the accuracy of the



FIGURE 4: Partial mesh on the symmetry surface.

CED results was validated by the comparison of nondi-
mensional impact force with the published experimental and
numerical results. The nondimensional impact force Cs is
defined as

2F

Cs=—75—,
p71R2V2

(6)

where F is the total impact force of the sphere, R is the radius
of the sphere, And V is the water entry velocity of the sphere.

The nondimensional penetration depth of the water
entry of the sphere is defined as

D' =+ (7)
where D is the instantaneous penetration of the sphere.

In this section, the density of water is set to 1000 kg/m”.
The radius of the sphere is set to 110 mm, which is the same
size as the glider head. And the water entry velocity is set to
10 m/s.

As shown in Figure 5, the comparison indicates that
the vertical impact force obtained from the present model
are in good agreement with the experimental data of
Nisewanger [22] and Baldwin and Steves [23] and the
numerical result by Xiao and Zhang [24]. Finally, the
numerical model in this study is proved to be capable of
simulating impact force acting on the structure during
water entry.

3.2. Convergence Study. The setting of the mesh density and
time step will directly affect the accuracy of the numerical
results. A case of vertical water entry at the wave peak is
used to verify the rationality of the mesh density and time
step, as shown in Figure 6. And the impact velocity is set to
10 m/s.

Figure 7 shows the vertical impact force in the direction
of O — Z axis with three different mesh densities (coarse:
6.67 x 10%; medium: 8.78 x 10%; fine: 1.08 x 107). And the
time step is set to 1 x 107° s for different mesh densities.
The vertical impact force with different mesh densities
show high consistency. And the mesh configuration with
medium density is adopted to predict the impact force
during water entry of the glider under wave condition.
Then, three time steps are discussed in the time-step
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FIGURE 5: The comparison of nondimensional impact force.
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FIGURE 6: Schematic of convergence study case.
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FiGure 7: The vertical impact force with different mesh densities.

convergence study. As shown in Figure 8, the results of
different time steps are in good convergence. Finally, the
time step is set to 1 x 107 s in the study of water entry
impact force.
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4. Results and Discussion

4.1. Influence of Water Entry Point on Impact Force. In this
section, four typical water entry points are used to study the
influence of water entry point on the impact force, which are
the wave peak, the wave trough, and the cross points with the
still water level. As shown in Figure 9, the cases that glider
vertical water entry at different selected points are marked
are Case 1, Case 2, Case 3, and Case 4, respectively.

The impact velocity is set as 10 m/s, and the water entry
angle is set as 90 deg. The results of impact forces are shown
in Figure 10. The vertical impact forces in the direction of
O - Z axis of the glider in Case 1 and Case 3 are almost
equal. However, the horizontal forces in the direction of O —
X axis of the glider in Case 1 and Case 3 increase gradually in
the opposite direction. This is related to the movement of
water quality points. According to the first-order Stokes
wave model, the horizontal velocity V, and the vertical
velocity V', of the water quality points is defined as

V., = awcos (K - x — wt)e"?,

V, = awsin (K - x — wt)e"?,

(8)

where a is the wave amplitude, w is the wave frequency, K is
the wave vector, K is the magnitude of the wave vector, and z
is the vertical distance from the mean water level.

The wave surface has different inclination angles in
different positions. Therefore, the glider entering the water
vertically is subjected to horizontal impact force due to the
inclination of the wave surface. At the wave peak and wave
trough, the wave surface is horizontal. So, there is no
horizontal impact force in the initial of water entry. With the
increase of penetration depth, the movement of water
quality point makes the glider in Case 1 and Case 3 subject to
the opposite force.

In Case 2, the water quality point at the water entry point
has the maximum positive vertical velocity. This maximizes
the relative impact velocity of the glider. So, the glider in
Case 2 has the maximal peak value of vertical impact force.
Similarly, due to the minimum relative impact velocity, the

Wave direction
E—

FIGURE 9: Schematic of vertical water entry at different points.

glider in Case 4 has the minimal peak value of vertical impact
force. In the present wave station and impact velocity, the
peak value of the vertical impact force in Case 2 is almost
twice the peak value in Case 4. In Case 2 and Case 4, the
horizontal impact force is caused by the wave slope. The-
oretically, the horizontal impact force of the glider in Case 2
and Case 4 should be symmetrical. However, in the present
study, the water entry point is not strictly at the cross point.
The water entry point in Case 2 is closer to the cross point, so
the peak impact force is greater.

4.2. Influence of Water Entry Angle on Impact Force. In this
section, five water entry angles are used to study the in-
fluence of water entry angles on the impact force, which are
80 deg, 90 deg, 100 deg, 110 deg, and 120 deg. According to
the results of Section 4.1, the peak values of vertical and
horizontal impact force of the glider in Case 2 are both
largest. So, the same water entry point as Case 2 is selected.
And the water entry velocity is also set to 10 m/s. The results
of impact forces are shown in Figure 11. With the increase of
water entry angle, the peak value of horizontal impact force
increases gradually. This may be because the relative impact
velocity in the horizontal direction increases with the in-
crease of water entry angle. With the increase of water entry
angle, the peak value of vertical impact force first increases
and then decreases. This may be related to the inclination of
the wave surface at the water entry point. On the one hand,
with the increase of water entry angle, the water entry angle
relative to the wave surface at the water entry point is also
increasing. This increases the water entry impact force of the
glider, and the vertical component of the impact force is also
increasing. On the other hand, with the increase of water
entry angle, the vertical component of velocity decreases and
the vertical component of impact force also decreases. When
the water entry angle is less than 100deg, the influence of
relative water entry angle is greater, so the peak value of
vertical impact force increases. When the water entry angle is
100deg to 110deg, the effects of the opposite effects are
basically the same, so the peak value of vertical impact force
is basically the same. With the further increase of water entry
angle, the influence of vertical component of velocity is
greater, so the peak value of vertical impact force decreases.
In addition, both the peak values of vertical and horizontal
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FiGure 11: The impact forces with different water entry angles. (a) Vertical impact forces. (b) Horizontal impact forces.

impact force are bigger when the water entry angle is greater
than 90 deg. Therefore, a water entry angle less than 90deg is
a better choice.

4.3. Influence of the Attack Angle on Impact Force. In this
section, five water entry attack angles are used to study the
influence of attack angle on the impact force, which are
—10deg, —5deg, 0deg, 5deg, and 10deg. According to the
results of Section 4.2, the peak values of vertical and horizontal

impact force of the glider when the water entry angle is 110 deg
are both largest. So, the same water entry point as Case 2 is
selected, the water entry angle is set to 110 deg, and the water
entry velocity is also set to 10 m/s. The results of impact forces
are shown in Figure 12. The attack angle has little effect on the
peak impact force. This may be because the glider’s head is
hemispherical. Then, the horizontal and vertical forces on the
glider tend to be stable under different attack angles. In general,
the attack angle has little effect on the peak impact force of the
glider at the set entry attitude.
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5. Conclusions

In this study, the water entry impact forces of an air-
launched underwater glider under wave conditions are
analyzed by numerical simulation. These results could be
helpful to the design of air-launched underwater gliders. By
studying the influence of water entry points, water entry
angles, and attack angles on the impact force, we arrive at the
following conclusions:

(1) The water entry points have a great influence on the
peak value of vertical impact force. When the im-
pact velocity is 10m/s, the peak value of vertical
impact force when water entry point is on the right
side of wave peak and intersects with the still water
level is almost twice the peak value when water
entry at the intersection point on the left side of
wave peak.

(2) The water entry angle has a great influence on the
peak value of horizontal impact force when the water
entry point intersects with the still water level. This is
mainly related to the horizontal component of im-
pact velocity. The greater the horizontal component
of impact velocity, the greater the peak value of
impact force.

(3) It should be avoided that the water entry direction is
opposite to the wave direction, which makes the
glider suffer greater impact force than along the wave
direction.

(4) For the air-launched underwater glider with hemi-
spherical head, the attack angle has little effect on the
peak impact force.
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This paper presents a direct time-domain method for the prediction of symmetric hydroelastic responses of ships progressing
with forward speed in small amplitude waves. A transient time-domain free surface Green function is used for the ide-
alisation of the seakeeping problem using an Earth fixed coordinate system. Free surface ship hydrodynamics are idealised in
the time domain by a Green function, and forward speed effects are idealised by a space-state model. Modal actions are
accounted for by Timoshenko beam structural dynamics. Flexible fluid structure interaction (FFSI) coupling is enabled by a
body boundary condition, and a direct integration Newmark-f scheme is used to obtain symmetric dynamic responses. The
method is validated against available published numerical and experimental results. A parametric study for different
container ship hull forms confirms that (i) forward speed effects should be taken under consideration as far as practically
possible and (ii) hull flexibility effects accounting for hull shear deformation and rotary inertia are more notable for slender

hull forms.

1. Introduction

In recent years, the economies of scale lead to increase in the
numbers and sizes of large ocean-going vessels. For example,
Ultra Large Container Ships (ULCSs) with capacity of more
than 20,000 TEU and length and beam exceeding 400 m and
60 m, respectively, is today the norm that challenges the
wave load margins introduced by classification rules [1].
Because of the slenderness and open deck configuration,
these vessels are prone to springing and whipping-induced
loads in stochastic seaways [2]. Springing is a phenomenon
in which wave frequency or its harmonics are able to res-
onate at the structural natural frequency and may lead to
fatigue failure. Whipping results from slamming of ships
which causes transient dynamic loading along the hull
girder. It is important for structural design as it imparts
impact loads leading to fatigue failures [3, 4].

Hydroelastic idealisations used for the prediction of
springing and whipping loads can be carried out in the
frequency or time domains. “Frequency-domain” methods
gained popularity since late 70s when the basic hydro-
elasticity theory combining strip theory and Timoshenko
beam dynamics was introduced by Bishop and Price [5]. The
three-dimensional version of this method was introduced by
Bishop et al. [6]. Their approach combined FEA (for dry
analysis) and frequency-domain Green function methods
(for the wet analysis). To date, these methods have been
applied successfully to a variety of merchant and naval ships,
and their capability to simulate symmetric, antisymmetric,
and asymmetric dynamic behaviour of ships in waves and
for use in design has been widely demonstrated in the lit-
erature (e.g., [7-14]).

The concept of frequency-domain modal analysis has
been successfully applied not only to describe steady-
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state responses but also to describe the behaviour of
symmetric transient responses due to slamming in ir-
regular seaways [15-17]. Yet, comparisons between 2D
time and frequency-domain techniques demonstrated
that the effects of nonlinearities become particularly
important at higher speeds and for ships with large flare
[18]. Since the application of Reynolds-averaged
Navier-Stokes computational fluid dynamics (RANS
CFD) hydroelastic methods remains computationally
time consuming (e.g., [19, 20], potential flow time-do-
main hydroelastic methods remain preferable for the
prediction of the influence of whipping and springing
loads for ship design and assessment.

“Time-domain” potential flow hydroelastic methods
can be divided in two categories, namely, (a) the expanded
Cummins’ equation method and (b) direct simulation
methods. In direct simulation methods, structural dy-
namics are idealised by finite elements and flexible fluid
structure interaction (FFSI) is enabled by a boundary
element method (BEM) on the interfacing boundaries
(e.g., [21-32]). Although the direct coupling can be
beneficial for strongly nonlinear problems, its applica-
tions are computationally expensive. On the other hand,
the expansion of Cummins’ equation method makes use
of “impulse response functions (IRFs),” Fourier transfor-
mation, and structural dynamics and is therefore con-
sidered simpler in terms of computational modelling and
efficiency (e.g., [33-39]).

Recently, Pal et al. [40, 41] used the 3D time-domain
panel method based on time-domain free surface Green’s
function. The ship structure was modelled as an Euler beam.
This work demonstrated that direct coupling hydroelastic
methods can be more beneficial for strongly nonlinear
problems as they allow for implicit implementation of wet
modes and the easier inclusion of hydrodynamic nonline-
arities. Weakly nonlinear hydroelasticity methods have also
been presented by Kim et al. [26-28] and Jiao et al. [39]. The
former used a Rankine panel method to idealise nonlinear
hydrodynamics and a simplified finite element for Vlasov
beam dynamics. The latter accounted for the influence of
Froude-Krylov forces while radiation-diffraction forces
were considered linear. Along these lines, it is now un-
derstood that Rankine panel or free surface time-domain
panel methods are more suitable for inclusion of nonlinear
radiation-diffraction forces. Segmented model tests are
widely adopted for the measurement of ship hydroelastic
motions and loads (e.g., [33, 42-46]). Notwithstanding this,
results from model tests remain uncertain and generally
unambiguous [47].

Building up from the work by Pal et al. [40], the
originality and focus of this work is on exploring the
adequacy of time-domain physical assumptions to model
forward speed effects and exploring the influence of
Timoshenko beam dynamics (rotary inertia and shear
deformation effects) on predicting symmetric flexible
dynamic response in waves. As explained in Section 2 of
the paper, the formulation of the hydrodynamic problem
is based on the model of Datta and Sen [48]; forward ship
speed effects are idealised by a space-state function and
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modal actions are accounted for by Timoshenko beam
structural dynamics. Flexible fluid structure interaction
(FFSI) coupling is enabled by a body boundary condition,
and a direct integration Newmark-f scheme is used to
obtain symmetric dynamic responses. Results from a
time-domain hydroelastic method that are compared for
three different modern container ship hull forms and the
experiments of Rajendran and Guedes Soares [33] are
presented in Section 3. The influence of structural flexi-
bility on ship responses is discussed in Section 4 and
conclusions are drawn in Section 5.

2. Theory

Figure 1 presents the case of a flexible ship progressing with
uniform forward speed U. The origin Ox yz of the vessel lies
in the Earth fixed coordinate system in way of the centre of
gravity G(X,, Y, Z,). The mathematical idealisation pre-
sented in the following sections comprises two parts,
namely, “structural dynamic” and “hydrodynamic” ideal-
isations. In the former, FEA-based Timoshenko beam
structural dynamics are used to idealise the structural part of
the FFSI problem. The boundary integral equation is then
formulated using time-domain free surface Green’s func-
tion, and FFSI coupling is enabled by a direct integration
Newmark-f scheme [49].

2.1. Structural Dynamic Idealisation. The structure is as-
sumed to behave as a slender nonuniform Timoshenko
beam accounting for shear deformation and rotary inertia
effects (see Figure 2) [50]. Transverse shear is assumed to
be constant over the cross section. The rotation about the
y axis is denoted by an independent function, namely, y.
The dynamical behaviour of the ship hull due to hy-
drodynamic external force can be described by governing
differential equations. In pure bending, the cross section
maintains orthogonality, but in this work, the net slope of
the natural axis is presented in terms of both flexure and
the shear strain. In this formulation, w and y represent
independent field variables idealising the transverse de-
flection of natural fibre and the angle of flexure, re-
spectively. Therefore, the shear strains (¢) and stresses (o)
are, respectively, defined as ¢ =—-z and o=-Ez. The
vertical bending moment (M) and shear force (v) are
defined as M = EI and v = GA_ k,(y + dw/dx). In these
formulations, G presents the modulus of rigidity (shear
modulus) and A, is the effective shear area. As the shear
stress is not uniformly distributed over the cross section
of the beam, considering uniform area overestimates the
stresses. In an actual flexing scenario, the shear force will
be lower and the effective shear area is defined as A, =
Ak, where A, is the cross-sectional area and k; is the
shear correction factor with values generally taken as 1.2
(i.e., approximately 80% of the area if considered effective
in shear) for classic ship like beam idealisations [5, 51].

The ordinary differential equations expressing the shear
forces and bending moments are defined, respectively, by (1)
and (2) as
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In equation (1), frepresents the distributed load over the
sectional element of the ship modelled as a beam. The weak
form of (1) and (2) can be obtained by introducing two
weight functions, namely, transverse deflection w and ro-
tational function y, as independent unknowns. A “Gaussian
quadrature method (G-Q)” can be applied to evaluate the
weak form equations as follows:

th dwda’ i Ve s (o9 Gak ax - re Faldx +a? (h)Q +Qal (k) (3)
0 dx dx c'vs l// dx c'vs - 0 e 1 3 e)?

he sdw he dﬁs dl// s s e e s

JO B o GAkdx + JO [E Yrrep wGAcks]dx = B (x,)Q5 + QB (). (4)

The weak form of the structural dynamic equations (3)
and (4) is obtained by introducing two weight function a”
and 8% h, is the length of 1D finite element where x , an d x;,
are the two consecutive nodes of a beam-like element; Qf
and Q represent elemental shear forces; Q5 and Qf denote
elemental bending moments. To avoid the shear locking
[52], the equations are equally interpolated by a “reduced

integration element (RIE).” Accordingly, the elemental static
equation can be written as

o=l

In (5), the global stiffness (Kj;) operators are defined as
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The shear stiffness is computed with one Gauss point.
The mass matrix is defined as [m]y, = [m], + [m],, where
[m]; and [m], represent the mass matrices for shear and
bending criteria, respectively. Therefore, to determine the
response history of the beam element, the global finite el-
ement equation for dry analysis is expressed as

[MI{x} + [CH{x} + [KI{x} ={Fy}. (7)

In this equation of motion, the responses of the structure
are demonstrated in the form of displacement (x), velocity
(x), and acceleration (x); [M] and [K] represent the global
mass and stiffness matrices, [C] is the damping matrix, and
{F..} is the global external force vector. The formulation
presented assumes Rayleigh damping [53] where
[C] = 04[K] + ¢;[M]. The value of stiffness proportional
coefficient (0;) and mass proportional coefficient (¢;) is
taken as presented by Liu et al. [54].

2.2. Hydrodynamic Idealisation. In (7), the external force
{F..} vector represents the wave induced loads and mo-
ments which may be calculated by solving the hydrodynamic
problem. In this study, a 3D time-domain panel method
based on transient free surface Green’s function has been
employed. The theory is formulated based on Earth fixed
coordinate system. The complete formulation of the hy-
drodynamic problem for rigid body case is presented in
multiple sources (e.g., [48, 55]). Therefore, the background
to the method is only briefly presented here with the aim to
explain its relevance for the solution of the hydroelasticity
problem. In Figure 3, Q) represents a fluid domain of interest
which is surrounded by the free surface Sy, bottom surface
Sp» wetted body surface Sy, and the surfaces S__, S, at
infinity.
The total velocity potential ¢” (p,t) is defined as
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s |
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...... n)(j=1,23,......n),
n(ji=1273...... "),
(6)
n(j=123...... n),
(i=1,2,3,...... n)(j=1,23...... n)
¢ (pt) = (p.) + o (pot), (8)

where ¢! (p,t) is the velocity potential of incident waves at
any time instant (t) at any arbitrary point p on the fluid
domain Q and ¢ (p, t) is the disturbed potential that consists
of radiation and diffraction components. Within the context
of linear potential theory, solution for ¢(p,t) can be ob-
tained by solving following governing equation:

V2o (p,t) = 0,for p € Q. 9)

Using linear free surface boundary condition, body
boundary condition, bottom boundary condition, and ra-
diation condition as follows:

¢ o¢
¥+g$:0atz:0,

1
a—(pzvn(x,t)— aionSO,
0
%zOonSb
o¢
,——=0at$
¢at 00

within the context of rigid body ship dynamics, we can
assume that the normal velocity of the body is taken as a
function of time. However, if we account for the influence of
hydroelasticity, the velocity of the body should be idealised
by a state-space function. Considering that the formulation
is based on Earth fixed coordinate system, consideration of
the so called “m terms” [26] is not required. To solve the
hydrodynamic problem, transient free surface Green’s
function is used. The expression for ¢ (p,t) becomes

So
L. (11)
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Figure 3: Hydrodynamic boundary domain and associated con-
ditions (S denotes surface of relevance to boundary conditions).

The detailed expression for the derivation of (11) is given
in Lin and Yue [55]; G° presents the nonlinear part (Rankine

part) of Green’s function and G;f is the linear part (regular
part) of Green’s function [56]. This solution produces
scattering of velocity potential ¢ (p, t) over the surface of the
hull; vy and v, are normal to the water line I and the wetted
surface, respectively; o (p,t) represents the strength of the
source G; t and T represent the present and past time in-
crements used in the convolution time integral. The time
dependent contribution comes from the second and third
integrals that calculate the effect that comes from the dis-
turbance caused in previous time steps. The third integral
arises due to the forward speed effects with terms “#” and “7”
denoting the present and past instants in time.

The computation of the velocity potential term ¢ (p,t)
leads to prediction of dynamic pressure P (p,t) defined as

P(p.0) = o] . (p.0) ~ U (1) 91 (p.0) +5 [V (1) + 4 (1) (12)

In (12), the density of the fluid is termed as p,. For zero
speed, the contribution of quadratic term can be ignored.
However, when forward speed effects are accounted for,
consideration of quadratic terms is essential. Accordingly,
the method is not fully linear and fundamentally different
from other time-domain formulations (e.g., [26, 39]).
Solving (12) gives the distribution of the pressure at any
arbitrary point at any instant of time ¢. If we assume that
P (X, t) represents the collection of total dynamic pressure at
any point on the sectional curve Cg for an arbitrary vertical
section S, the sectional force Fg_ is defined as

Fy = JC P(X,1).1.dC; , (13)

where (71) denotes the generalized normal on a section
increment (dSy). )

The restoring force F;*""" (t) at an i*" panel of a surface
increment ds; subject to normal 77; may expressed as

aAt?

M] ¢ 1 1 . 1 .
( (M] r— [C] +[K] >{x}t ={F}, +[M] [@{x}t_m + m{x}t_m + (- - 1>{x}t_m]

F[S9 (1) = —p, g Z,0m,.ds; — pogdZ,m.ds;, (14)

where Z; is the water head and & denotes the leading order
variation. Lower-order panel methods assume that variation
over a hydrodynamic panel remains constant. As § varies
over the surface, this leading order variation might not be
very effective, and therefore Kim et al. [26] proposed the use
of a higher-order Rankine panel method. Notwithstanding
this, the stability of the numerical idealisation can also be
ensured by reducing the size of panels (i.e., using optimum
number of fluid domain discretisation) when using a classic
Green function method (e.g., [57]).

2.3. Flexible Fluid Structure Interaction (FFSI). Equation (7)
may be solved by Newmark [49] time integration method.
Accordingly, the nodal displacement vector {x} at any time
instant ¢ is obtained from the equation

20
(15)

1) 1) . At (8 ..
+[C] [@{x}r—m + (a - 1>{x}t—Ar T <; - 2){x}tAt ]

The stability and accuracy of the present numerical
scheme during a time increment At is dependent on the
parameters « and §. These two parameters also describe the
variation of the acceleration over a time step. The numerical

values of & and § in the above equation are in general taken
as % and Y, respectively (Kim et al., 2013). The time vari-
ations of the acceleration and velocity derivatives are defined
as



6
. 1 L. 1 .
i = —5 ek~ behoa) = b =55 1) Bl
(16)
{x}, ={x}_ae + AF[(1 = O){K},_p, + 6K}, ] (17)

Accordingly, the velocity and displacement at each
section may be obtained from equations (15)-(17). By back
substitution in equation (14), the boundary condition for the
solution of the fluid problem is obtained and FFSI is enabled.

3. Results

Table 1 outlines the principal particulars of three container
ship hulls that have been assessed using the method pre-
sented in this publication. The hydrodynamic idealisations
for each design and the body plans are shown in Figure 4.
The weight and flexural rigidity distributions for all con-
tainerships are depicted in Figure 5. Ship 1 is the well-known
S175 container ship [46]. Ship 2 is a modern large container
ship (LC) design studied under previous ISSC-ITTC
benchmarks [3, 33, 58]. Ship 3 is a modern ultra-large
container ship (ULC) [59].

The results presented in this paper are given in the
nondimensional forms presented in Table 2. Numerical
results based on the theory presented in Section 2 are named
as TDFlex-T. The computations based on Datta and Soares
[41] model are denoted as TDFlex-E, and the results from
time-domain rigid body approach of Sengupta et al. [60] are
referenced as TDRigid.

3.1. Validation Study. Figures 5(a)-5(d) demonstrate the
time history of nondimensional vertical bending moments
(VBMs) and shear forces (VSFs) of S175 and ULC at the
wave matching region (i.e., A/L =1) for forward speed
F, = 0.25. The results presented converge to steady state.
This confirms the numerical stability of the solution. In
Tables 3-5, dry natural frequencies for the different modes of
§175, LC, and ULC are compared against the
Euler-Bernoulli models of Rajendran et al. [59] and
Rajendran and Guedes Soares [33] as well as the superpo-
sition method of Wu and Hermundstad [18]. Variations in
the natural frequencies can be attributed to the Timoshenko
beam idealisation introduced in Section 2.

In Figure 6, the VBM transfer function for S175 hull at
F, =025 is plotted and compared with the numerical
method proposed by Datta and Guedes Soares [41] that has
been based on an Euler beam model. the experimental re-
sults published by lijima et al. [61]. The differences in the
magnitude of the VBM value at the wave matching region
(AMJL =1) could be attributed to limitations of the linear
hydrodynamic theory assumptions and structural ideal-
isations. Notwithstanding this, it is thought that the ap-
proach presented captures very well the overall trend of the
dynamic response.
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Comparisons of results for amidships symmetric re-
sponses against [33] are depicted in Figure 7. Figure 7(a)
presents a comparison of nondimensional displacement
against nondimensional frequency. As shown in Figure 7(b),
the magnitude of the VBM matches well with the other
published results. Comparison of VBM along the hull for LC
is demonstrated in Figure 8 at F, = 0.12. Once again, the
results compare well with experiments and the coupled
BEM-FEM model given by Datta and Guedes Soares [41].

The VBM at amidships the ULC for F,, = 0.135 is shown
in Figure 9. Results are compared with experiments by
Rajendran et al. [59] and TDFlex-E. Both results underes-
timate the maximum VBM. However, the overall trend
agrees very well with experimental values. It may be
therefore concluded that the present numerical model is
stable and consistent and captures the symmetric responses
with reasonable accuracy.

4. Parametric Study

In this section, a parametric study is carried out to observe
the effect of design parameters in symmetric hydroelastic
responses such as vertical displacement, VSF, and VBM. The
parametric study presented utilises S175 and ULC hulls.
Special focus is attributed to the influence of structural ri-
gidity, forward speed, ship length, and slenderness on dy-
namic response.

4.1. The Influence of Structural Rigidity. The vertical dis-
placement RAO at midships and transfer functions of VSF
at+ L/4position from the aft of the ULC were compared
between the flexible and rigid structures for F, = 0.135.
Figure 10 shows the comparison of the displacement re-
sponse amplitude operator (RAO) for rigid and flexible
structures over the nondimensional frequency w+/L/g.
Observed differences demonstrate that rigid body as-
sumptions overestimate the structural responses. As shown
in Figure 11, near the resonating frequency, the ship is likely
to experience larger shear forces, which can only be captured
if structural flexibility is taken into account. While TDFlex-T
is capable of capturing this phenomenon, TDRigid fails to
capture the same phenomenon. This implies the importance
of capturing the influence of structural flexibility for slender
vessels.

4.2. The Influence of Forward Speed. Figures 12(a), 12(b),
13(a), and 13(b) represent the VBM and VSF for S175 hull
and the ULC hull, respectively, for different Froude numbers
(F,=0.135, 0.2, and 0.25). The VBM and VSF results are
plotted against the nondimensional frequency w+/L/g. It is
observed that the peak symmetric loads drop rapidly with
respect to the frequency. This implies that the chances of
damage of the structure are higher at lower Froude number
at lower frequency zone.
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TaBLE 1: General particulars of different container ship models.
General particulars Ship type

Notation (unit) Item S175 LC ULC
Lpp (m) Length between perpendiculars 175.0 286.6 333.43
B (m) Beam 25.4 40.0 42.8
D (m) Depth 11.0 242 27.3
T (m) Draft 9.5 11.98 13.1
M (tonne) Total mass 24560.0  85562.7  1.25e+05
LCG (m) Longitudinal centre of gravity 2.78 4.9 4.7
k.. (m) 10.16 14.4 16.94
ky, (m) Radii of gyration along longitudinal (xx); transverse (yy); and vertical (zz) axes 42.8 70.144 83.9
k., (m) 43.0 11.412 84.1

N

N

5 0 5 10

-15 -10 -5 0 5 10 15 -25 -2

10 15 20 25

0 0.1 0.2 0.3 0.4 0.5 0.6
x/Lpp
—— ULC
---1C
---------- 8175
(d)

FiGure 4: Continued.
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EI (N/m?)

FIGURE 4: Body plan and hydrodynamic idealisations for different container ship models. (a) Ship 1: S175. (b) Ship 2: LC. (c) Ship 3: ULC. (d)
Mass distributions. (e) Flexural rigidity distributions.
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FiGgure 5: Continued.
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FIGURE 5: Symmetric load time histories for ULC and S175 container ships (F, = 0.25, /L = 1). (a) VBM time history, S175. (b) VSF time
history, S175. (¢) VBM time history, ULC. (d) VSF time history, ULC.

TaBLE 2: Nondimensional dynamic response parameters.

Parameters

Nondimensional format

Frequency (Hz) w+/L/g, A/L

Time (sec) t/T

Vertical response (m) [x5/A

Length along the horizontal axis x/L

VSF (N/m?) V/(pygAL?)

VBM (N-m) M/ (pygAL?)
TasLE 3: Dry natural frequencies of the S175 for vertical flexural vibrations.

Mode no. TDFlex-T (Hz) Wu and Hermundstad [18] (Hz) Difference (%)

1 0.3002 0.3024 -0.737

2 0.7299 0.7669 —0.950

3 1.3981 1.4006 -0.170
TaBLE 4: Dry natural frequencies of the LCS for vertical flexural vibrations.

Mode no. TDFlex-T (Hz) Rajendran and Guedes Soares [33] (Hz) Difference (%)

1 0.625 0.64 —-2.343

2 1.603 1.64 -2.256

3 3.086 3.11 -0.772
TABLE 5: Dry natural frequencies of the ULCS for vertical flexural vibrations.

Mode no. TDFlex-T (Hz) Rajendran et al. [59] (Hz) Difference (%)

3 0.717 0.72 -0.416

4 1.864 1.89 -1.37

5 3.527 3.64 -3.10

4.3. The Influence of Ship Length. VSF values for the ULC
decrease rapidly at around w+/L/g = 2 and then increase (see
Figure 14). This could be attributed to the influence of reso-
nance phenomena. On the other hand, the VSF values for the
S175 hull decrease slowly and do not show any secondary peak
in the response (see Figures 14-16). This nature of the transfer
function of the VSF values for the S175 hull is similar to the rigid
body case. It may therefore be concluded that hydroelasticity
effects may be more prominent for more slender vessels.

4.4. The Influence of Structural Flexibility on Hydrodynamic
Pressure Distributions. The influence of flexibility on local
pressure variation was evaluated at the free surface and the
hull bottom in way of the bow, stern, and amidships for F, =
0.25 and A/L =1 (see Figure 17). This is because these
conditions were shown to be critical in terms of flexible fluid
structure interactions (see Section 4).

The variations of nondimensional hydrodynamic pres-
sures over time are shown in Figures 18-20. Figures 18(a)
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FIGURE 6: VBM transfer function at midship of S175 (F, = 0.25).
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FIGURE 7: Symmetric responses, LC (at F,,=0). (a) Vertical displacement. (b) VBM.
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FIGURE 16: Shear force RAO comparison between S175 and the ULC (F, =0.25).
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FIGURE 18: (a) Pressure time history of S175 hull at bow region, F,, = 0.25, /L = 1. (A) Pressure on free surface (see Figure 17; location point
1). (B) Pressure on bottom surface (see Figure 17; location point 4). (b) Pressure time history of ULC at bow region, F, = 0.25, /L = 1. (A)
Pressure at free surface (Figure 17; location point 1). (B) Pressure at bottom surface (Figure 17; location point 4).
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FIGURE 19: (a) Pressure time history of S175 hull at midship region, F, = 0.25, A/L = 1. (A) Pressure at free surface (Figure 17; location point
2). (B) Pressure at bottom surface (Figure 17; location point 5). (b) Pressure time history of ULC at midship region, F, = 0.25, A/L = 1. (A)
Pressure at free surface (Figure 17; location point 2). (B) Pressure at bottom surface (Figure 17; location point 5).

and 18(b) display the pressure time histories in way of the
bow region of both ships (Figure 17; location points 1 and 4).
It is shown that the influence of flexibility is significant only

for the ULC container ship model. This trend is confirmed
by the comparisons shown in Figures 19(a), 19(b), 20(a),
20(b), respectively, corresponding to responses in way of
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FIGURE 20: (a) Pressure time history of S175 hull at stern region, F, = 0.25, A/L = 1. (A) Pressure at free surface (Figure 17; location point 3).
(B) Pressure at bottom surface (Figure 17, location point 6). (b) Pressure time history of S175 hull at stern region, F, = 0.25, A/L = 1. (A)
Pressure at free surface (Figure 17; location point 3). (B) Pressure at bottom surface (Figure 17; location point 6).
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FiGure 21: (a) Contour plot of pressure profile for a particular instant of time of S175 ship, F,, = 0.25, A/L = 1. (b) Contour plot of pressure

profile for a particular instant of time of ULC, F, = 0.25, A/L = 1

amidships (see Figure 17; location points 2 and 5) and astern
(see Figure 17; location points 3 and 6). The variation of the
pressure along the ship hull for a particular time instant is
depicted in Figures 21(a) and 21(b). The same plots display

that the pressure variation is more visible for the case of
ULC. It may be therefore concluded that as the ship length
increases, the influence of hull flexibility on hydrodynamic
pressures becomes prominent.



16

5. Conclusions

This paper presented a direct hydroelastic analysis method
that combines a time-domain Green function with Timo-
shenko beam structural dynamics for the prediction of
symmetric ship responses in waves. The hydrodynamic
model is based on the linear 3D time-domain panel method
where the Timoshenko beam model is adopted for the
structural solution. Results were validated by comparisons
against a range of available experimental data. A parametric
study for three different containership hull forms demon-
strated that hull slenderness and forward speed may in-
fluence symmetric flexible ship responses. Future research
will focus on developing a fully nonlinear hydroelastic
method for the prediction of extreme sea loads (e.g.,
slamming, green water on decks, and so on) on hull forms of
low rigidity progressing at a medium to high speed in ir-
regular waves.

Nomenclature

English symbols

A: Wave amplitude (m)

E: Young’s modulus (N/m?)
I: Moment of inertia (kg-m?)
F,.: Froude number

f: Sectional load (N/m)

G: Shear modulus (N/m?)
G(x,y,z,): Ship centre of gravity

: Acceleration of gravity (m/sec”)
Global stiffness factor

Shear correction factor

Hull length (m)

Vertical bending moment (N-m)
Vessel Earth fixed coordinate system in way of
the centre of gravity

Field point

Source point

Mean wetted surface

Time period (sec)

Time (sec)

Forward speed (m/s)

Vertical shear force (N)
Transverse deflection (m)

X5 Vertical displacement (m)

Greek symbols

> xS

“

2
N

ESETHEHLR®

af, B°: Residual weight functions

A: Wavelength (m)

p: Structural density (kg/m?)
Po: Water density (kg/m”)

v Bending rotation (rad)

w: Wave frequency (Hz).
Data Availability
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Determination of the directional wave spectrum which offshore structures actually encounter is essential for multiple applications
including wave-induced load and vibration evaluation, and hence becomes a fundamental task in ocean engineering. Due to the
wave diffraction effect, wave field around an offshore structure is the mixture of incident wave components and diffracted wave
components. Estimating directional wave spectrum in diffracted wave field significantly differs from the occasion in undisturbed
waves since the amplitude and phase relationship between the incident and diffracted waves are coupled, and therefore making the
conventional approach not applicable. In this study, the diffraction wave theory is introduced into the estimation of directional
wave spectrum to consider the effect of diffracted waves using array pressure data from existing pressure gauges on structures.
Considering the performance of the presented approach under scenarios with various gauge arrays, different directions, and
spreading coefficients, multiple levels of background noise are evaluated and discussed, respectively. The presented approach is
also deployed into an in-situ measurement application on a marine structure and compared with wave observation data to test its
feasibility in engineering practice. In general, the presented approach can reasonably estimate the directional wave spectrum and

show advantages over the conventional approach in which the diffraction effect is excluded.

1. Introduction

The three-dimensional wave spectrum, i.e., directional wave
spectrum, providing the basic information including energy
and direction distributions for stochastic waves, is one of the
most fundamental properties in offshore engineering.
Measurement and determination of the directional wave
spectrum for the offshore structures is an engineering
premise of multiple applications, including the evaluation of
hydrodynamic loads [1], wave-induced vibration [2], etc.,
and hence becomes a primary task in the health monitoring
and maintenance of offshore structures. Conventionally,
estimation of directional wave spectrum is usually per-
formed using measurement data collected by spatial array or
pitch-and-roll buoys. However, after the structure is built in
place, the local wave field is disturbed by the presence of
structure due to the wave diffraction effect [3]. Wave

diffraction refers to a particular phenomenon when prop-
agating waves encounter obstacles, and the obstacle surface
may, depending on the obstacle size, induce diffracted
waves. Conventional methods using measurement data such
as array wave elevations [4] or array wave pressures [5] to
estimate the directional wave spectrum are based on the
assumption that the wave field is an undisturbed condition,
and therefore all wave components are independent and
random. However, the disturbed wave field, containing the
incident and diffracted wave components, brings challenges
to the estimation of directional wave spectrum because the
relationship between diffracted and incident waves is syn-
chronized and coupled. Some previous studies [6-8] that
investigated the disturbed wave field due to wave reflection
effect in the laboratory shows that the disturbed wave
components may impose significant deviations in the
spectral density and direction results and hence the
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conventional methods for undisturbed wave field are not
applicable. Accurate estimation of the actually encountering
directional wave spectrum for offshore structures in the
incident and diffracted wave field could benefit the scientific
and engineering practice including real-time load evaluation
[9], structural monitoring [10], motion control, etc., and
therefore, is essential to study. However, limited literature
focuses on this issue and still lacks in-depth investigation.

Wave spectra are usually present in either two-dimen-
sion or three-dimension forms. A two-dimension wave
spectrum only contains energy distribution in the frequency
domain and is easily estimated by using measurement data
from single-point gauges. Stochastic waves have an inherent
nature of multidirections. A three-dimension wave spec-
trum could provide energy and directional distributions
while it is usually more difficult to obtain. In order to capture
the directional information in stochastic waves, researchers
spend efforts on improving both measurement techniques
[11, 12] and estimation methods [5, 13]. In general, two
mainstream approaches exist to obtain the directional wave
spectrum. One way is to deploy single-point devices such as
multifunctional buoys, which can collect velocity, pressure,
motion data, and use various algorithms to analyze the
cross-spectral relationship between them to approximate the
directional wave spectrum [14]. This approach is direct and
convenient, but the withdraws are also obvious that the costs
on the devices and installation are usually considerable.
Furthermore, these single-point devices still lack the ability
to separate the incident wave components from the dis-
turbed wave field due to insufficient information on multiple
locations. Another way is to use multiple array gauges, e.g.,
array wave gauges and array pressure gauges, to synchro-
nously record data and estimate the directional wave
pressure by analyzing the cross-spectral information be-
tween them [5, 6]. While less convenient compared with the
first approach, this way is easier to implement and widely
used by researchers. Studies [6, 15] show that by utilizing
appropriate modifications, this technique also has the ability
to separate reflected wave components in disturbed wave
fields and gives appreciable estimated results. Another ad-
vantage of using array gauge measurement is that in present
time, the array gauges are usually a part of structural health
monitoring (SHM) system, such as pressure gauges em-
bedded on structures to observe the hydrodynamic load and
hence there is no need to spend additional efforts and ex-
pense on devices and their installation. In light of this
statement, this study focuses on utilizing array pressure data
from existing pressure gauges embedded on structures to
estimate the directional wave spectra.

Various methods are proposed to estimate the direc-
tional spectrum from array measurement data. A pioneering
attempt was presented in the literature [13] by using Direct
Fourier Transform method to analyze the spectral infor-
mation and give a direct approximation of the incident wave
spectrum. Howell and Gary [5] invented a measurement
equipment by embedding six pressure gauges on a hexagonal
frame to simultaneously measure wave pressure and make
estimations from array pressure data. To make the esti-
mation more robust, MLM (Maximum Likelihood Method)
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[16] and parametric method [17] were proposed and aimed
to improve the overall accuracy in the final guess of the
spectra from cross-spectral results. Literature [18] investi-
gated the directional spectra using a eight-wave-probe array
and presented the computational routine and preliminary
validation. To sum up, the studies above only consider the
estimation in the undisturbed wave field. Literature [6, 7]
pointed out that influenced by reflected or refracted waves,
the wave field may contain different wave components and
the standard method cannot separate these phase-related
components and therefore causes errors in spectrum esti-
mation. Isobe [15] proposed a modified MLM method to
consider the reflected waves from vertical walls by adding a
phase-related term in the governing equations for spectrum
estimation. Later, based on this study, some researchers
[7, 19] further isolated the reflected components and used
the approach to determinate the reflection coefficients. Study
[20] proposed a new method to isolate incident and reflected
spectra using a gauge array in a multidirectional wave basin.
This series of studies indicate that separating the wave
components in disturbed wave field is essential in spectrum
estimation and provide a basic methodology for a relative
problem. Another practical mainstream for spectra esti-
mation is to build the relationship between the incident wave
and global structural responses [21-23]. However, regarding
estimating the direction wave spectrum of wave field with
the incident and diffracted waves around offshore structures,
until now, there is very limited literature addressing this
issue and lacks useful solutions.

In the present study, the diffraction wave theory is in-
troduced into the estimation of directional wave spectrum to
consider the effect of diffracted waves using array pressure
data from existing pressure gauges on structures. Two nu-
merical experiments are conducted as proof-of-concept
studies to test and evaluate the feasibility of the presented
approach under various structures and wave scenarios. The
performance of presented approach using various gauge
arrays, different wave directions and spreading coeflicients
and multiple levels of background noise are evaluated and
discussed, respectively. The presented approach is also
deployed into an in-situ measurement application and
compared with wave observation data to test its validity in
engineering practice. In the end, some main conclusions
associated with limitations and further works regarding the
presented approach are drawn.

2. Methodology

2.1. Fundamentals. Stochastic waves are usually presented as
a sum of infinite cosine waves and the stochastic wave
surface elevation 7 at location coordinate x can be written in
the form of spectral presentation:

rrd
n(xt) = J J ¢ Kxan 7 (G dw),

o>

k

(1)

where k is the wave number vector and w is the wave fre-
quency. Z (d k ,do) denotes the wave energy within the wave
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- — —
number range of [ k, k +d k] and wave frequency range of
[w,w+dw] and is a complex number of which absolute
value is the wave amplitude and argument is the wave phase.
The cross-energy wave spectrum @, at location coordinate
X, X, can be expressed as the Fourier transform of the
product between wave components as follows:

o i k (x X
—_ —1 -
(Dmn - JO € " "

)E (w, 0)d6, )

where E(w,8) denotes the directional wave spectrum. In
order to separate the direction and energy information, the
directional wave spectrum E (w, 0) is usually expressed as the
product of spreading function D (w, 6) and spectral density
S(w) as follows:

= S(0) Jzﬂ e (- %) D (w,0)d6. (3)

The equation above describes the basic mathematical
relationship between wave cross-spectrum, wave spectral
density, and spreading function, which is the foundational
formulation for spectrum estimation. Furthermore, if the
given data is wave pressure instead of wave surface elevation,
by inserting the relationship between wave pressure and
surface elevation of Airy wave theory, the cross-energy wave

pressure spectrum @, , becomes as follows:

D@, = S(w) r” {ngh[ (d+2)] } ’_")(?m’?")p
0 ch(Kd)

(4)

Howell [5] uses (4) as the basic formulation to estimate
the undisturbed incident wave field using array pressure
gauges fixed on a hexagonal frame. The theories above have a
tacit assumption that all the wave components are inde-
pendent and random. However, when the wave field consists
of both incident and diffracted waves, the relationship be-
tween the incident and diffracted components is determined
and therefore, (4) is invalid and needs modification.

(w,0)d0 .

The incident wave pressure p;(x,t) of the stochastic
wave series described in (1) reads as follows:

pia={ s

[ g

ch[k (d +2)]

z(kx wtz(d? dw)
ch(kd) ()

Wave diffraction theory of the first order is introduced to
mathematically describe the diffraction effect. According to
wave diffraction theory [3], as demonstrated in Figure 1, the
actual wave field around the structure (Figure 1(c)) is the
superposition of the incident wave field (Figure 1(a)) and the
diffracted wave field (Figure 1(b)). Therefore, the actual
disturbed wave pressure on the structure is the combination
of incident wave pressure and diffracted wave pressure
which reads as follows:

ch[k (d+z)]
ch(kd)

p,~<x,t>+pd<x,t)=Hpg (Fx=a0 7 (4R deo)

w >

ch kd (d+z)]
+J g e(kdx wt) (d?d),dw),
Uk_d, ch kd

(6)

where the subscript i and d denote the incident and dif-
fracted components. In principle, any signals related to
waves, i.e., elevation, pressure, response, etc., may be utilized
as the product of the incident component and a complex-
valued transfer function. Therefore, by substituting (6) into
(4), the cross-energy spectrum of wave pressure on the
structure becomes as follows:

2m —>(—> —))
p=E@ | HHe )b @ods, @)
0

H is the complex-valued transfer function which reads as
follows:

-
Z(dkd,dw)

ch[k_d) (d+ z)] i(k—;x_wt)
— ¢

—
ch(kdd>

A prior task in the calculation of (7) is the determination
of the transfer function H. This transfer function, of which
physical definition is the mapping from incident wave el-
evation to wave pressure on the structure, can be directly
investigated by either analytical solutions for structures with
regular geometry such as circular cylinders [3], or numerical
approaches such as the boundary element method (BEM)
[24]. The details in the determination of transfer function for
specific structures will be described in the following sections.

N
H(k,w)=1+

{ch (% (d+ 2)ech(Rd)e ¥z K, dw)}»

(8)

By using (7) as the governing formulation and appropriate
numerical method, the directional spectrum can be ap-
proximated by using a finite number of pressure data on the
offshore structure.

2.2. Numerical Solution. Theoretically speaking, the calcu-
lation of directional spectrum using (7) requires pressure
data at infinite locations around the structures, which is very
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FIGURE 1: Wave field around a cylinder: (a) incident wave field; (b) diffracted wave field due to the presence of cylinder; (c) actual wave field

around a cylinder as the superposition of (a) and (b).

difficult in practice. Researchers developed various nu-
merical solutions to approximate the accurate spectra using
data from an only a finite number of locations, such as
Maximum Likelihood Method (MLM), Maximum Entropy
Method (MEM) [25], and Bayesian approach (BDM) [4].
These methods may deviate in accuracy and have their
specific requirements on array pattern, gauge quantity, etc.
According to previous studies [4, 20], by employing a

2
<p,.=j H,(0,0G(0lw)db, (i=1,2,...
0

[cos (kx,,, cos 0 + ky,,, sin 0) —i sin(kx,,, cos 0 + ky,,, sin 6)]

Bayesian approach to approximate the sample data by a most
reasonable model, BDM can give the direction spectrum
results with appreciable accuracy and has an inherent good
ability to resist signal noise. Therefore, the Bayesian ap-
proach BDM is employed in this study. A brief description of
using the Bayesian procedure to approximate the direction
spectrum is introduced. In BDM, the basic formulation of
the cross-energy spectrum is rewritten as follows:

’N)’

H;(w,0) =H,,(w,0)H, * (w,0 , 9
(0= Hn (0 Oy = () B D0 () ©
~ S(w,0)
G(Ow) = S() S,
K
where N=M(M+1)/2 and M is the number of wave signals. 0 9, = Z agexp(x)+e, (i=12,...,2N). (11)

is the wave direction. Assuming the directional spreading
function G(O|w) is divided into K partitions and is ap-
proximated as follows:

K
G(6lw) = Y exp[x; ()] (0), (k=1,2,...,K),
k=1

1, (k-1)A0<0<kAO

Substituting (12) into (9), after some mathematical
manipulations and inserting an error term ¢;, the cross-
energy spectrum becomes as follows:

k=1

The subscripts i=1 to N and N+1 to 2N represent real
parts and imaginary parts of the complex cross-energy
spectrum ¢; and aj, respectively. The error term ¢; is as-
sumed to have the probability of their occurrence expressed
by the normal distribution having the mean value of 0 and
the variance 2. The likelihood function of x; and ¢ is given
by the following:

L(xl, X5 ees Xig5 02) =
(27[02)

1 1 2N K 5
N eXP{ 7 [% = diexp (%) 1 (12)
20" 5 k=1
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With a basic assumption that the wave component is
independent of each other in the frequency domain and the
directional function is a continuous and smooth one, it
yields a limiting condition of x; which reads as follows:

X = 2Xp_ 1+ X5 =0 (13)

To make the directional function smoother, (13) is
equivalent to minimizing the following equation:

K

Z (.xk - 2xk71 + .xkfz)z. (14)
k=1

Therefore, the estimation of directional spreading
function should maximize the likelihood of (12) and min-
imize that of (14) at the same time, which is equivalent to
maximizing the following equation:

2N K 5 5 K 5
Z[¢i - Z“z’k exp (x) ]+” [Z (% = 2x4_ 1 + X520) " |

i=1 k=1 k=1
(15)

where u? is an additional hyperparameter. The introduction
of this hyperparameter aims to meet the requirement of
maximizing the likelihood (12) and minimizing that of (14)
simultaneously. The optimal solution of u? and ¢* should
minimize Akaike’s Bayesian Information Criterion (ABIC)
to achieve the most suitable balance between smoothness
and continuousness. Consequently, the resultant directional
function is the potentially most suitable one. The ABIC reads
as follows:

ABIC=-21In J L(x,0%)p(xlu?, 0*)dx (16)
where  p(x|u*,0?) is the prior distribution of
x = (X)X, 5 Xp):

2 2 u K U & 2
p(x lu®, o ) :<m> exp [—szl(xk = 2% + Xp_y) :|

(17)

n(r,6,t) =% { D ﬂm[]m(kr) -
m=0

Using relationship between wave pressure p and surface
elevation # described by Airy wave theory, (19) becomes as
follows:

J o (ka)
m (ka)

The hyperparameter u and ¢* can be numerically solved
so that the approximation of directional spreading function
and spectral density is determined. A flowchart demon-
strating the procedure of the proposed approach is shown in
Figure 2.

3. Numerical Validation and Application

The most convenient and valid way to test the estimation
method of wave spectrum is via numerical experiments and
is widely adopted for validation purposes in spectrum es-
timation [6, 25, 26]. Therefore, two numerical experiments
are conducted on structures with various geometries to test
the performance of the proposed approach on directional
spectrum estimation.

3.1. Numerical Experiment 1: Circular Cylinder. Circular
cylinder is one of the most common offshore structures
either in aspect of scientific research or engineering practice
and is one of the very few geometries with analytical so-
lutions for wave diffraction problems. First, the analytical
solution of the diffraction problem for the circular cylinder is
introduced. As demonstrated in Figure 3(a), regarding a
bottom-fixed circular cylinder in regular wave field with a
wave height of H, frequency w, the incident wave surface
elevation reads as follows:

1ot) = e (18)
The disturbed wave field, i.e., superposition of incident

and diffracted waves, is written in the polar coordinate
system as follows:

H,, (kr)]cos (mB)e” ™" ]» (19)

p(r,0,2,1) = Pgﬂ cosh (kz) { 020: B, [}m (kr) - MHM (kr)]cos(me)ei‘”t ]» (20)
m=0

2 cosh(k d)

H, (ka)
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Assuming a pressure gauge is installed at location (x, y, 2)
in the Cartesian coordinate system and is converted to the
polar coordinate system as (r, 6',z). If the incident wave

H(6,k) = pg

cosh (kz) {32 BnlJm (ka) — ], (ka)/H,,' (ka)H,, (ka)]cos[m (- (6 -6"))]}

direction is 6, the transfer function H of wave pressure at the
gauge reads as follows:

. (21)

cosh (k d)

Wave number k can be directly determined by fre-
quency w using dispersion relation and hence transfer
function is also the function of wave frequency and di-
rection, i.e., H(6,w). Once the transfer function H is
given, the directional wave spectrum can be estimated
using (7) associated with the numerical procedure of
BDM.

eiucos (6-9")

In the numerical experiment, the stochastic incident
waves are determined by a JONSWAP spectrum associated
with the cos2s-type directional spreading function. The
spreading function writes as follows:

2
D(6) =G0cos25<9_26°> _DlstD) 32$<9"9°), (22)

TTs+D) 0 2
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where s is the spreading parameter and 0 is the main wave
direction. The input spectral parameters in the numerical
experiment are significant wave height of H, =3.5m , peak
wave period T, =9s, peak enhancement factory=3.3,
which represents an observed extreme wave condition in
nearshore area [27]. Main wave direction 6, =0" and
spreading parameter s=15. Twelve pressure gauges are
evenly deployed at the depth of -10m around the cylinder, of
which radius is 15m and the water depth is 15m, as illus-
trated in Figure 3.

In the numerical experiment, stochastic wave pressures
on the cylinder are generated using the following
formulation:

n> Yn>

N
P (X, .2, t) _ Z Hi (w 0 z)e' (k,, (x cos 0,+y sin 9”)— w, t+o,,)’

n=1

(23)

where H is the analytical pressure transfer function (24) and
i denotes the i™ wave pressure gauge and n denotes the n™
random components adopted. The sampling frequency is set
at 3Hz and the simulation duration is 600s. Afterward, the
generated pressure data are fed to the presented approach to
perform the spectrum estimation and the results are
discussed.

3.2. Numerical Experiment 2: Quasirectangle Cofferdam.
Cofferdam is a common facility to create a dry and safe
construction environment when the foundation of offshore
structures takes place below the water surface [27]. To
perform accurate evaluation of hydrodynamic loads and
structural safety, it is essential to estimate the wave spectra
which the cofferdam is actually encountering. A quasir-
ectangle cofferdam with rounded corners used for cross-sea
bridge foundation construction is taken as an example in this
study, as shown in Figure 4. The dimensions of the cof-
ferdam are 23 x 14.8 X 12.3 m. The cofferdam bottom is set at
-4.4m and the water depth is 10m. Eleven pressure gauges,
which are a part of the structural health monitoring system,
are embedded on the surface to monitor the real-time hy-
drodynamic load of the cofferdam. Due to the large scale of
the structure, diffracted waves significantly affect the wave
field which brings challenges to the accurate estimation of
the directional wave spectrum.

Because of the complex geometry, the diffracted waves
are difficult to obtain analytically and the numerical method,
i.e.,, boundary element method (BEM), is hence employed to
calculate the transfer function of diffracted waves and
pressures. In BEM, a particular Green function that satisfies
the boundary conditions in wave diffraction problems is
introduced and the three-dimensional integration problem
is reduced to a two-dimensional integration problem. The
body surface is discretized into finite quadrilateral elements
and the potentials and their derivations are calculated to
evaluate the wave pressure. The details of employed BEM
can be found in authors’ previous article [24] and for the
sake of conciseness, the details are not listed here. The BEM
model and panel mesh of the cofferdam is illustrated in

Figure 5(a). A total number of 11 complex pressure transfer
functions are calculated using the BEM model and the real
and imaginary part of the complex transfer function of wave
pressure at #4 gauge on the cofferdam are shown as an
example in Figures 5(c) and 5(d).

The stochastic wave pressure signals are simulated using
(23) in Section 3.1 with the complex transfer function cal-
culated by the BEM model. The still water level is +2.37 m,
which represents a measured extreme wave condition. The
input spectral parameters remain the same as employed in
Section 3.1 and different main wave directions of 30°, 45°,
and 60° are applied and tested. The sampling frequency is
3 Hz and the simulation time duration is 600s. The generated
pressure data are fed to the presented approach to perform
the spectrum estimation and the results are discussed.

3.3. Engineering Application. The real engineering practice
for the cofferdam described of the numerical experiment 2 in
Section 3.2 is taken as an engineering application. As il-
lustrated in Figure 6, the steel thin-walled cofferdam for
bridge foundation construction was set up at 25.72°N,
119.61°E in the China East Sea. The cofferdam was supported
by 13 steel-concrete composite piles, of which the diameter is
2.2m. The piles were fully fixed on the seabed rocks. Wave
pressure was measured using 11 CSW560 flush type pressure
gauges, of which the measuring range is 0 to 200 kPa and the
measuring error is less than 0.5%. In addition, for validation
purposes, the wave elevations were also measured using a
single-point SBY 2-1 ultrasonic wave gauge deployed 80 m
away from the cofferdam, of which the measuring accuracy
is £0.2 m for wave heights and +0.25 s for wave periods. The
field measurement of an extreme wave event was conducted
on the morning of September 29, 2015, when Typhoon
Dujuan was passing through the studied sea area. During the
measurement, the storm eye was around 119.40°E, 25.00°N,
which was about 80 km south from the tested cofferdam, as
shown in Figure 7. The pressure at the storm center was
925kPa and the maximum wind speed of the storm was
35m/s. Actual wave pressure data on the cofferdam were
successfully collected during the extreme wave events. More
information about configurations of the in-situ measure-
ment can also be found in a previous study [27]. The
measured pressure time series were used to estimate the
directional wave spectrum using the presented approach.

4. Result and Discussion
4.1. Numerical Experiment 1: Circular Cylinder

4.1.1. Effect of Gauge Arrays. Previous studies show that the
success of spectrum estimation heavily depends on the
appropriate choice of gauge array and therefore, it is nec-
essary to investigate the effect of the array on the estimations.
Four different plans with a various number of gauges and
array patterns are tested, as shown in Table 1. Estimation of
directional spectra contains two aspects, i.e., estimation of
spreading function D (6) and estimation of spectral density
S(f). S(f) representing the energy distribution is relatively
easy to estimate while D(6) containing directional
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pressure gauge.

information is trickier and more important and hence draws
more attention in previous studies [4, 6, 28]. Therefore, the
estimation of D (0) is a priority in this study and will be put
more discussions. The corresponding estimated spreading

functions D (0) are illustrated in Figure 8. It can be observed
that Plan 1, which employs 7 gauges, gives the most plausible
result. Though Plans 2 and 3 reasonably predict the shape of
the target spreading function, they slightly underestimate the
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FIGURE 6: Layout of the measurement site.

FIGURE 7: Location of the typhoon during the measurement.

TasLE 1: Different plans to test the effect of array pattern.

Array pattern Gauge no. Number of employed gauges
Array 1 4,3,2,1,12,11, 10 7
Array 2 4,2,1,12,10 5
Array 3 3, 1,11 3
Array 4 56,7,8,9 5

peaks. Plan 4 deviates significantly from the target and is not
applicable. It is worthwhile to notice that in Plan 1, compared
with the target directional function, the estimated spreading
function has two small ‘wings’ in directions of -180° to -90°
and 90" to 180°. This phenomenon is due to the fact that the
diffracted waves are a series of cylindrical waves which are
scattered from the cylinder surface in all directions, as

demonstrated in Figure 9(a) and Figure 1(b). The proposed
approach separates all wave components and the side “wings”
represent the diffracted wave components. Since we are only
interested in the incident waves, the spreading function is cut
off at the tails and only the main peak which represents the
incident waves is retained, as explained in Figure 8(b). This
cutting action is conducted in all the following results to
manually eliminate the diffracted components.

To enhance the advantage of the proposed approach, the
estimated results are compared with the conventional ap-
proach [5] (4), i.e., using pressure signals to estimate the
directional spectrum without considering the diffraction
effect, and the comparison is shown in Figure 10. It can be
seen that the proposed approach successfully estimates the
spreading function while the conventional approach
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underestimates the peak and overestimates the width of the
spreading function because it cannot separate the coupled
incident and diffracted wave components. With respect to
the estimated spectral density S( f), Figure 10(b) shows that
the conventional approach significantly overestimates the
spectral density while the presented approach aligns with the
target well. Figure 11 illustrates the estimated three-di-
mensional directional spectra and shows that the conven-
tional approach poses significant discrepancies of the
direction and energy distribution in the estimated spectrum
and overestimates the significant wave height and main wave
direction. The presented approach agrees well with the target
spectrum. It again proves that it is necessary to consider the
diffraction effect in spectrum estimation and the conven-
tional approach may lead to significant errors.

4.1.2. Effect of Spreading Coefficient. The spreading coeffi-
cient s in the spreading function D (6) dominates the width
of wave direction distribution and represents different types
of sea states. To test the ability of the proposed approach on
spectrum estimation with different spreading coefficients s,
stochastic wave pressure data with s=10, 25, and 75 are
generated and used to perform the spectrum estimation.
According to Goda [29], these three typical spreading co-
efficients represent sea states of wind wave (s=10), short-
distance decaying swell (s =25), and long-distance decaying
swell (s=75). The estimated spectra are compared with the
target and presented in Figure 12. Note that all estimations
are performed using Array 1 validated in the previous
section, and diffracted components are eliminated. All
spectra are normalized by the maximal value in the target
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spectra, i.e., E(8, f)/E (6, f)nax in order to have a better view
for comparison. It shows that the proposed approach esti-
mates reasonable directional spectra for all spreading co-
efficients, though it seems to slightly underestimate the
width of directional spreading for scenario s =10, and some
slight deviations in the peak estimations. Nevertheless, it
shows that the presented approach can give plausible di-
rectional estimations under various sea states.

4.1.3. Effect of Background Noise. In engineering practice,
measurement data inevitably contain background noise, and
therefore is necessary to investigate the effect of noise on
estimating performance. Noise level is usually measured by
signal-noise-ratio (SNR), which is defined as the ratio of
signal power to noise power:

p Signal

SNR = (24)

Noise

The unit of SNR is dB and a large value of SNR indicates
good quality signals. In this study, artificial Gaussian white
noise is mixed into the simulated pressure signals to generate
pressure data with noise, and pressure data with various
levels of noise (SNR =100, 50, 20, and 10) are fed to the
estimation approach to test its performance against noise.
The estimated directional spectra are normalized and shown
in Figure 13. Note that to illustrate the original estimations,
the diffraction components, i.e., the side wings, are not cut
off in the results. It indicates that the estimated results have a
reasonable agreement with the target when SNR =100, 50,
and 20, while it underestimates the peak value and over-
estimates the width of spreading function when SNR = 10.
With the increasing background noise, the accuracy of es-
timated spectra drops and leads to deviations in directional
spreading. However, in general, the results reveal that the

1.2

Normalized spectrum E/E .

Direction [degree]

o Target —— SNR=20
--- SNR=100 —— SNR=10
SNR=50

FiGure 13: Estimated spectra under various levels of background
noise in pressure data with SNR =100, 50, 20, and 10.

presented method performs well against background noise
which should attribute to the good noise resistance of the
BDM itself. (11) shows that BDM has considered a Gaussian
error term in its governing formulations and hence can, to a
considerable degree, eliminate the background noise and
gives favorable estimation. The good performance in noise
resistance of the method provides a basis for further ap-
plication into field measurement.

4.2. Numerical Experiment 2: Quasirectangle Cofferdam.
This numerical experiment is used as a proof-of-concept
study and aims to further deploy into a real in-situ
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application. By performing the same procedure in Section
4.1, the effect of gauge array, spreading coeflicients and
background noise can be tested to choose the best array and
validate the presented approach. For the sake of conciseness,
the similar results are not illustrated and discussed again.
This section will pay more attentions to the effect of wave
direction on spectrum estimation. Since the cofferdam is a
noncentrosymmetric geometry and the effect of incident
wave directions on spectrum estimation should be carefully
discussed. In this case, 5 gauges including #1, #2, #4, #5, and
#6 are taken as the estimation array. The input simulated
pressure signals are mixed with Gaussian white noise with
SNR=20. The estimated spreading function D(6) and
spectral density S(f) regarding various incident wave di-
rections of 30%, 45°, and 60° are illustrated in Figures 14 to 17,
respectively. Note that according to the long-term in-site

observation, the main wave directions at the studied cof-
ferdam concentrate in a relative narrow range about 30°-60"
due to the local seabed topography and opening direction of
the strait, as shown in Figures 6 and 7. Therefore, only wave
directions of 30°, 45°, and 60° are tested and discussed. The
estimated results using the presented approach are also
compared with the conventional approach to enhance the
effect of diffracted waves. Figure 14 shows that, in general,
the presented approach reasonably estimates most of the
spreading functions and main wave directions, while some
slight discrepancies in main directions are still observed in
case 0 =30" and 0 =60" and the presented approach un-
derestimates the width of directional functions in case 0
=30°. Nevertheless, the presented approach still shows
advantages over the conventional approach, which obviously
underestimates the width of the spreading function and
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predicts inaccurate main directions due to a lack of ability to
separate incident and diffracted wave components. In Fig-
ure 15, it reveals that the conventional approach significantly
underestimates the peak energy and spectral width. The
conventional approach also causes some unnecessary high
frequency components, which could impose errors in wave
spectra for real engineering applications. Compared with
conventional approach, the presented approach obviously
improves the spectral density estimation by considering the
coupled relationship between incident and diffracted waves.
It indicates that the presented approach can vyield

appreciable spectrum estimations for various wave direc-
tions and provides basis for further application into in-situ
measurement.

4.3. Application: Field Measurement Data Analysis. A series
of wave pressure measurement data during typhoon Dujuan
in 2015 on an actual quasirectangle cofferdam, which has
been discussed in Section 4.3, is applied to estimate the
directional wave spectrum. Figure 16 shows four samples of
estimated three-dimensional directional spectra collected at
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different moments during 2015/09/29 0:00 to 2015/09/29 02:
00. It indicates that the presented approach works robustly on
the measurement samples. The measured directional spectra
reveal that during this typhoon event, the main wave directions
are 0=49-61" and the fitting spreading coeflicient
§=22.5-28.8, representing sea states transiting from wind waves
to short distance decaying swells. To validate the results, the
estimated spectral density is compared with measured spectral
density, which is collected using a single-point style ultrasonic
wave gauge, as introduced in Section 3.3 and Figure 6. Note that
the wave gauge is only capable of analyzing two-dimensional
spectra because the elevation data at a single point is insufficient
for wave directional estimation. Nevertheless, the comparison of
spectral density can, to a certain extent, prove the consistency
and validity of the presented approach in spectrum estimation.
Figure 17 demonstrates the comparison of estimated and
measured spectral density. It indicates that the presented ap-
proach estimates the spectral density with a reasonable
agreement, though some deviations are found in low frequency
range. It should be noted that the wave gauge is about 80m away
from the cofferdam, and the spatial variability of wave spectral
characteristics may cause these deviations in estimated and
measured spectra, which is a reasonable explanation of devi-
ations in the comparison of spectral density in Figure 17. In
general, the presented approach works well in in-situ mea-
surement and can estimate the wave spectra with plausible
accuracy. It provides proof-of-concept evidence for potential
applications in more offshore engineering practice.

5. Conclusion

In the present study, the diffraction wave theory is intro-
duced into the estimation of directional wave spectrum to
consider the effect of diffracted waves using array pressure

data from existing pressure gauges on structures. Two nu-
merical experiments are conducted as proof-of-concept
studies to test and evaluate the feasibility of the presented
approach under various structures and wave scenarios. The
performance of the presented approach using various gauge
arrays, different wave directions and spreading coefficients,
and multiple levels of background noise is evaluated and
discussed, respectively. The presented approach is also
deployed into an in-situ measurement application and
compared with wave observation data to test its validity in
engineering practice.

The numerical experiments show the validity of the
presented approach. By using the correct transfer function,
either analytical or numerically modeled, the presented
approach can estimate the directional spectra under various
wave scenarios with a plausible agreement. The gauge array
significantly affects the spectrum estimation and a sensitive
test is necessary. A high level of background noise can lead to
deviations in estimated spectra while the presented approach
has a good noise resistance which should attribute to the
BDM method. The presented approach shows apparent
advantages over the conventional approach in diffracted and
incident wave field, which indicates that considering the
diffraction effect in spectrum estimation is essential. The
presented approach works well in in-situ applications and
can estimate the wave spectra with plausible accuracy. The
estimated spectra during Typhoon Dujuan in 2015 show that
the sea states which the cofferdam was actually encountering
have the main wave directions of 49°-61° and the fitting
spreading coefficient s=22.5-28.8, representing sea states
transiting from wind waves to short distance decaying swells.
The experiment results and engineering application provide
proof-of-concept evidence of the presented approach for
potential applications in more engineering practice.
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The presented approach uses existing pressure gauges
which are a part of the structural health monitoring (SHM)
system, is a low-cost alternative for spectrum estimation, and
shows potentials and advantages for engineering practice.
However, this article aims at a proof-of-concept study and
some limitations should be pointed out. At present, only a
uni-modal incident wave situation is considered. If the
incident waves are bimodal, i.e., the superposition of two or
more sea states, the diffracted components may fall into the
incident directional range, and therefore, the spectral
components of the incident and diffracted waves are mixed
and cannot be manually eliminated. This case requires
autorecognition and separation of diffracted and incident
components, which may call for a more advanced mathe-
matical model in spectrum estimation. Another inherent
difficulty in separating incident and diffracted waves is that
diffracted waves are usually cylindrical waves which means
they may distribute in all directions. When the incident
waves spread in a wide range, they inevitably overlap over
the diffracted waves and may affect the estimated spectrum.
Selection for the most suitable gauge array under these
scenarios should be very careful and requires further in-
vestigation and knowledge. Note that the diffraction effect is
only significant for large-scale structures and becomes
negligible for components like offshore structure legs. In the
future, more experimental or measured data should be
collected to further test the validity of the presented method
under more complex sea states. Some advanced methods
[30] are worthwhile to implement to further improve the
accuracy and smoothness in estimated spectra.
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The underwater acoustic radiation of the submarine power cabin has recently become a hot topic in the industry and also in the
academia. In this article, the vibration and underwater acoustic radiation of a ring-stiffened conical shell with bases are in-
vestigated numerically by means of the combination of the finite element method and boundary element method. The acoustic
radiation field is obtained by the traditional acoustic field model and ISO acoustic field model, respectively. A series of numerical
examples are given, and the results are compared. Besides, the sound pressure at different positions with frequency is further
studied. It is shown that the sound radiated by the structure mainly propagates to the side directions of the shell and propagates

relatively less to the front side and the rear side.

1. Introduction

Fluid-structure interaction of flexible structures is a com-
mon phenomenon in both engineering and natural envi-
ronments [1, 2]. In general, the surface vessels and
submarines belong to flexible structure. The power cabin,
which is located at the stern, directly determines the
vibroacoustic characteristics and level of the whole ship.
Consequently, structure-acoustic coupling analysis of the
stern has great significance to the development of acoustic
stealth. In physical applications, researchers and scholars
usually regard the stern of submarine as a ring-stiffened
conical shell and have conducted abundant research on the
vibroacoustic problem [3-5].

The acoustic radiation is caused by the structural vi-
bration. However, the structural vibration in the fluid me-
dium is quite different from that in air or vacuum. Besides
the vibration of structure itself, there is an interaction be-
tween the structure and fluid medium. When the structure is
excited to produce vibration, the vibration boundary may
compress the surrounding fluid to make the vibration
propagate outwards in the form of wave, i.e., acoustic ra-
diation. Meanwhile, the vibration of the surrounding fluid

will occur and act on the structure as a radiation force, which
is called the acoustic-structure coupling problem [6, 7]. The
underwater acoustic radiation of the submarine occurs in the
complex environment with an interaction of the structural
vibration and water medium. Zou et al. [1] pointed out that
the interaction belongs to a strong coupling problem, which
could not be neglected. Thus, for underwater acoustic ra-
diation problems, the acoustic-structure coupling effect has
to be considered.

Generally speaking, for some regularly shaped structures,
such as plates, cylindrical shells, spherical shells, and so on,
analytical solution to the acoustic-structure coupling problem
is available, while for most elastic structures, numerical
simulation is the only method for calculation of acoustic
radiation induced by the vibrating surface of structures. Two
basic numerical methods are used to deal with acoustic
problems. One is the acoustic finite element method (FEM)
[8, 9]. The other one is the acoustic boundary element method
(BEM) [1, 10, 11]. Liu et al. [12] studied the dynamic response
and acoustic radiation of a blade-shafting-shell coupled
system operating under unsteady excitation. Dynamic and
acoustic experiments of the blade-shafting-shell coupled
system were conducted. The results verified the accuracy of


mailto:chen_1228@163.com
https://orcid.org/0000-0003-3795-1312
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5027939

the simulation model. Qu et al. [13] investigated the structural
and acoustic responses of a coupled propeller-shafting-sub-
marine pressure hull system under different propeller force
excitations. Finally, computed results were compared with
those solutions obtained from the coupled FEM/BEM. The
effects of the ring and the bearing stiffness on the acoustic
responses of the coupled system were discussed. Zou et al. [14]
established a calculation method of underwater acoustic ra-
diation for three-dimensional structures arbitrarily covered
by acoustic coatings based on the three-dimensional sonoe-
lasticity theory for ships [1, 2]. As an example, the acoustic
radiation of a flat plate covered by acoustic coatings was
numerically calculated and compared with analytical results,
which verified the correctness of the proposed method.
Moreover, a series of results for the cylindrical shell structure
with partial acoustic coatings were presented, which showed

Shock and Vibration

models. By analyzing and quantifying the sound pressure
level of different positions around the sound source, the
spatial distribution law of acoustic radiation is presented,
which will provide a reference for the acoustic stealth
performance of submarine.

2. Finite Element Model and
Relevant Parameters

2.1. Acoustic Finite Element Method. The FEM is widely used
to investigate enclosure acoustic characteristics. According
to the Helmholtz equation, the integral expression in the
acoustic field can be written as

Jvﬁ(vz (6 3,2) = K2p(x, 3, 2) + powq (x, 3,2))dV = 0.

the interest of this method in engineering practice. (1)
Thus, the main purpose of this paper is to study the ) )
sound pressure level obtained by the different acoustic field After a series of analysis and formula, we have
~ 1 _ L L
J (Vp-Vp)dv - wzj (zpp>dV = J jpowpgdV — J (jpowpv - n)dQ. (2)
14 v\c v 14

Equation (2) consists of four parts, and the first item on
the left side can be expressed as

[, 75 pav ={p)"- | (B7-B)av-{p} = ()" K- {pih
(3)

where K is the stiffness matrix.

dy 0y "oz oz
(4)

The second item on the left side of equation (2) can be
expressed as follows:

—_ T —
o[ o -] (55

—wzj (%;ﬁp>dV= -’ {p} M- {p;}, (5)
V\C

where M is the mass matrix.

1
M= JV(CzNiNj)dV. (6)

The first item on the right side of equation (2) can be
expressed as follows:

[ oswpadv = (5)" - () @

where {Q;} is the acoustic excitation.

{Q} = Jv(jpowNTq) -dv. (8)

oN; aNj aNl..aNj %?Nj)dv.

The second item on the right side can be expressed as
follows:

[ Goowbvempda = -jalp)" - C- (o} ©)
where C is the damping matrix.

Cij = J (PoAN;N ;)dCL. (10)

Z

The dynamic equation of acoustic system will be ob-
tained by substituting equations (4), (6), (8), and (10) into
equation (2).

(K+ij—w2M)-{pi} ={Q}. (11)

The Helmbholtz solution in physical space will be ob-
tained by solving the above equation.

2.2. Relevant Parameters. For the presented FEM/BEM
scheme, LMS Virtual.Lab is applied to establish the FEM
model and conduct the modal analysis. A ring-stiffened
conical shell model with bases is built and shown in
Figure 1(a), where steel is selected as the material, and
density, Poisson’s ratio, elastic modulus, and loss factor are
7800 kg/m”, 0.3, 210 GPa, and 0.001, respectively. The whole
bases mainly consist of ribbed slabs, a plate, and a web, as
shown in Figure 1(b). The main dimensions and relevant
parameters are listed in Table 1.

The combination of FEM and BEM is used for the
underwater structure-acoustic coupling analysis of the ring-
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FIGURE 1: Finite element model. (a) Ring-stiffened conical shell. (b) Base.

TaBLE 1: Main dimensions and relevant parameters.

Item Value
Full length (mm) 3200
Thickness (mm) 7
Diameter of the structural front-end (mm) 1750
Diameter of the structural back-end (mm) 840
Rib interval (mm) 150
Rib thickness (mm) 5
Plate thickness (mm) 10
Thickness of web (mm) 5
Thickness of ribbed slabs (mm) 5
Web width (mm) 100
Base length (mm) 1200
Distance of plate’s front-end to shell surface (mm) 370
Distance of plate’s back-end to shell surface (mm) 532.5
Distance from web to the longitudinal center plane of shell 325

(mm)

stiffened conical shell in this study. The technical specifi-
cation of the computing hardware used to conduct the
numerical simulation in this paper is Intel Core i5-9400F
CPU with 8 GB RAM. To investigate the coupled effect
between the shell structure and external fluid medium, the
finite element model of water (p, =1000 kg/m?) is built by
the acoustic finite element tetrahedral meshes, the size of
which is 10mx10mx 10m, as shown in Figure 2. The
middle part is removed for the shell structure. The conical
shell that is located in the central part of the fluid medium is
established by the structural finite element quadrilateral
meshes. Besides, the inside of the conical shell is regarded as
vacuum.

3. Underwater Vibration and Acoustic
Radiation of the Ring-Stiffened Conical Shell

3.1. Vibration Modal Analysis in Vacuum. Prior to the
acoustic radiation analysis, it is necessary to obtain the
modes of the structure in vacuum. The results are presented
in Figure 3. It is shown that the first two-order vibrations
mainly occur on the shell, and the amplitudes of vibrations
are small. Large radial vibration occurs only at the edge of
the base web. Besides, the last six-order vibrations mainly
occur at the base, which result from the vibrations of the web
and ribbed slab, and the amplitudes are larger than those of
first two-order vibrations.

FIGURE 2: Fluid-structure coupled finite element model.

3.2. Establishment of Model for Acoustic Radiation. In this
section, the acoustic analysis of the ring-stiffened conical
shell system is conducted, and the acoustic radiation field of
the structure at different frequencies is studied. The sinu-
soidal exciting force is imposed normally on the plate of the
base with amplitude of 100 Pa. The acoustic field model is
built in the xoy and the yoz planes, respectively, the size of
which is 20000 mm long x 20000 mm wide. The central axis
of the conical shell coincides with the intersection of two
fields. Besides, according to the ISO standard, the ISO
acoustic field model is also established. The model is shown
in Figure 4.

3.3. Results and Discussion from Different Acoustic Field
Models. Due to the essence of FEM and restrictions of mesh,
the frequency of 2970 Hz will reach the limit of the com-
puter’s calculation ability. Thus, the frequency range is from
50 Hz to 2950 Hz, and the step is 50 Hz. Figure 5 presents the
distribution of sound pressure level (dB) corresponding to
different frequencies in the xoy plane. It is obvious that the
acoustic radiation field takes a symmetrical distribution
around the central axis in the xoy plane. The largest radiated
sound pressure occurs in the areas on both sides of structure,
and the sound pressure in front of the shell takes the second
place, and the one behind the shell reaches the minimum.
This trend becomes more and more obvious as the frequency
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FIGURE 3: Modal shape of the ring-stiffened conical shell in vacuum. (a) The 1st order. (b) The 2nd order. (c) The 3rd order. (d) The 4th
order. (e) The 5th order. (f) The 6th order. (g) The 7th order. (h) The 8th order.
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Fi1GURE 4: Models of acoustic field and structure. (a) Planar acoustic field model. (b) ISO acoustic field model.
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FIGURE 5: Acoustic radiation field at different frequencies in the xoy plane. (a) 50 Hz. (b) 1000 Hz. (c) 2000 Hz. (d) 2950 Hz.

increases. Besides, the higher the frequency is, the more the Figure 6 presents the distribution of sound pressure level
lobes of the acoustic radiation field are and the more  in the yoz plane. On the whole, the distribution in the yoz
complex the waveform becomes. This indicates that the  plane is similar to that in the xoy plane. However, since the
modal shapes become more complex as the frequency in-  source is on the bottom of the shell, the acoustic radiation
creases. The acoustic field radiated by the ring-stiffened  field is not asymmetrical, and the sound pressure below the
conical shell mainly propagates to both sides and is closer to  shell is greater than that above the shell. Compared with the
the bases. sound pressure level in the xoy plane, the sound pressure
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FIGURE 6: Acoustic radiation field at different frequencies in the yoz plane. (a) 50 Hz. (b) 1000 Hz. (c) 2000 Hz. (d) 2950 Hz.

below and above the shell is greater than that of each side at
the same frequency. Thus, it can be seen that the sound
radiated by the ring-stiffened conical shell travels further in
both up and down directions.

In order to verify the conclusions above, the distribution of
sound pressure level in the ISO acoustic field at different fre-
quencies is calculated and presented in Figure 6, which shows
the distribution of sound pressure at the same distance from the
structure. The sound pressure below and above the shell is
greater than that of other directions, and the sound pressure
around the stern structure reaches the minimum. As discussed
previously, the sound mainly spreads up and down, which has
been further confirmed by Figure 7.

3.4. Changes of Sound Pressure with Frequency and Positions.
The changes of sound pressure with frequency in different
positions are further studied, which can provide more

convincing evidence. The six sample field points in both
the xoy plane and the yoz plane are selected to analyze the
sound pressure level, as shown in Figure 8. Figure 9
presents the sound pressure level of the six field
points. Obviously, the change of sound pressure level
with frequency is in a relatively stable state of fluctuation.
The sound pressure of Point c is the largest, and the sound
pressure of Point a takes the second place, and the sound
pressure of Point b is the lowest. So, we can conclude that
the sound radiated by the shell mainly spreads to both
sides, and the sound pressure in front of the shell is
greater than that behind the shell in the xoy plane. Be-
sides, although Point f is closest to the shell, the sound
pressure of Point f is the minimum, while the sound
pressure of Point d and Point e is almost the same. This
also indicates that the sound pressure in both up and
down directions is greater than that in front of the shell.
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FIGURE 7: Acoustic radiation field at different frequencies based on ISO standard. (a) 50 Hz. (b) 1000 Hz. (c) 2000 Hz. (d) 2950 Hz.
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FIGURE 8: Six sample field points in the planar acoustic field.
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FIGURE 9: Sound pressure level of the six monitoring points with frequency. (a) In the xoy plane. (b) In the yoz plane.

4. Conclusions

A numerical analysis on the vibroacoustic responses of a
typical ring-stiffened conical shell is carried out by using
LMS Virtual.Lab. Some conclusions are drawn as follows:

(1) The first two-order vibrations mainly occur on the
shell, and the amplitudes are small. The last six-order
vibrations mainly occur at the base, which result
from vibrations of web and ribbed slab, and the
amplitudes are larger than those of first two-order
vibrations.

(2) The distribution of sound pressure level obtained by the
planar acoustic field model is the same as that of the ISO
acoustic field model. The sound radiated by the
structure mainly propagates to the side directions of the
shell and propagates relatively less to the front side and
the rear side. With the increase of the frequency, lobes
of the acoustic radiation field become more and the
waveforms become complex.

(3) Although some rules and conclusions obtained by this
paper can provide an efficient tool for the analysis of the
underwater acoustic radiation of the ring-stiffened
conical shell, the physical model experiment is needed
in the future for further validation.
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